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Handbook of Psychology Preface

Psychology at the beginning of the twenty-first century has be-
come a highly diverse field of scientific study and applied
technology. Psychologists commonly regard their discipline
as the science of behavior, and the American Psychological
Association has formally designated 2000 to 2010 as the
“Decade of Behavior.” The pursuits of behavioral scientists
range from the natural sciences to the social sciences and em-
brace a wide variety of objects of investigation. Some psy-
chologists have more in common with biologists than with
most other psychologists, and some have more in common
with sociologists than with most of their psychological col-
leagues. Some psychologists are interested primarily in the be-
havior of animals, some in the behavior of people, and others
in the behavior of organizations. These and other dimensions
of difference among psychological scientists are matched by
equal if not greater heterogeneity among psychological practi-
tioners, who currently apply a vast array of methods in many
different settings to achieve highly varied purposes.

Psychology has been rich in comprehensive encyclope-
dias and in handbooks devoted to specific topics in the field.
However, there has not previously been any single handbook
designed to cover the broad scope of psychological science
and practice. The present 12-volume Handbook of Psychol-
ogy was conceived to occupy this place in the literature.
Leading national and international scholars and practitioners
have collaborated to produce 297 authoritative and detailed
chapters covering all fundamental facets of the discipline,
and the Handbook has been organized to capture the breadth
and diversity of psychology and to encompass interests and
concerns shared by psychologists in all branches of the field.

Two unifying threads run through the science of behavior.
The first is a common history rooted in conceptual and em-
pirical approaches to understanding the nature of behavior.
The specific histories of all specialty areas in psychology
trace their origins to the formulations of the classical philoso-
phers and the methodology of the early experimentalists, and
appreciation for the historical evolution of psychology in all
of its variations transcends individual identities as being one
kind of psychologist or another. Accordingly, Volume 1 in
the Handbook is devoted to the history of psychology as
it emerged in many areas of scientific study and applied
technology.

vii

A second unifying thread in psychology is a commitment
to the development and utilization of research methods
suitable for collecting and analyzing behavioral data. With
attention both to specific procedures and their application
in particular settings, Volume 2 addresses research methods
in psychology.

Volumes 3 through 7 of the Handbook present the sub-
stantive content of psychological knowledge in five broad
areas of study: biological psychology (Volume 3), experi-
mental psychology (Volume 4), personality and social psy-
chology (Volume 5), developmental psychology (Volume 6),
and educational psychology (Volume 7). Volumes 8 through
12 address the application of psychological knowledge in
five broad areas of professional practice: clinical psychology
(Volume 8), health psychology (Volume 9), assessment psy-
chology (Volume 10), forensic psychology (Volume 11), and
industrial and organizational psychology (Volume 12). Each
of these volumes reviews what is currently known in these
areas of study and application and identifies pertinent sources
of information in the literature. Each discusses unresolved is-
sues and unanswered questions and proposes future direc-
tions in conceptualization, research, and practice. Each of the
volumes also reflects the investment of scientific psycholo-
gists in practical applications of their findings and the atten-
tion of applied psychologists to the scientific basis of their
methods.

The Handbook of Psychology was prepared for the pur-
pose of educating and informing readers about the present
state of psychological knowledge and about anticipated ad-
vances in behavioral science research and practice. With this
purpose in mind, the individual Handbook volumes address
the needs and interests of three groups. First, for graduate stu-
dents in behavioral science, the volumes provide advanced
instruction in the basic concepts and methods that define the
fields they cover, together with a review of current knowl-
edge, core literature, and likely future developments. Second,
in addition to serving as graduate textbooks, the volumes
offer professional psychologists an opportunity to read and
contemplate the views of distinguished colleagues concern-
ing the central thrusts of research and leading edges of prac-
tice in their respective fields. Third, for psychologists seeking
to become conversant with fields outside their own specialty
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and for persons outside of psychology seeking informa-
tion about psychological matters, the Handbook volumes
serve as a reference source for expanding their knowledge
and directing them to additional sources in the literature.
The preparation of this Handbook was made possible by
the diligence and scholarly sophistication of the 25 volume
editors and co-editors who constituted the Editorial Board.
As Editor-in-Chief, I want to thank each of them for the plea-
sure of their collaboration in this project. I compliment them
for having recruited an outstanding cast of contributors to
their volumes and then working closely with these authors to
achieve chapters that will stand each in their own right as

valuable contributions to the literature. I would like finally to
express my appreciation to the editorial staff of John Wiley
and Sons for the opportunity to share in the development of
this project and its pursuit to fruition, most particularly to
Jennifer Simon, Senior Editor, and her two assistants, Mary
Porterfield and Isabel Pratt. Without Jennifer’s vision of the
Handbook and her keen judgment and unflagging support in
producing it, the occasion to write this preface would not
have arrived.

IRVING B. WEINER
Tampa, Florida



Volume Preface

This volume is intended to provide thorough, accessible tuto-
rials on the major topic areas in the field of experimental psy-
chology. The volume should be useful not only as a reference
source for professionals, being part of this Handbook, but
also as an effective, stand-alone textbook for students. Con-
sequently, the volume is aimed at professional psychologists,
entry-level graduate students, and advanced undergraduates
who have some relatively limited background in experimen-
tal psychology. Just as reading this volume does not depend
on reading the other volumes in the series, reading a specific
chapter in this volume is not contingent on reading any other
chapters. Each chapter provides an up-to-date, state-of-the-
art review of a specific subfield of experimental psychology,
providing coverage of what is known and what is currently
being done, along with some of the historical context.

WHAT IS EXPERIMENTAL PSYCHOLOGY?

The experimental method is defined by the manipulation of
independent variables and the measurement of dependent
variables. Extraneous variables are either controlled or al-
lowed to vary randomly. In particular, care is taken to remove
any variables that are confounded with the independent vari-
ables. Because of the control exerted, this method permits the
investigator to isolate causal relations. Any change in the de-
pendent variables can be viewed as caused by the manipula-
tion of the independent variables.

Experimental psychology has a rich heritage that started
when Wilhelm Wundt created the first psychology laboratory
in 1879 at the University of Leipzig. Because of the unique
ability to draw causal inferences with experiments, early psy-
chology was essentially experimental psychology. Although
there are certainly those who think that the experiment is the
wrong methodology for many aspects of psychology, the pri-
mary methodological goal of most research in psychology
has been the exertion of as much control as possible, so that
the general idea of the experiment as the ideal research tool is
widely accepted in psychology.

Today the term experimental psychology does not, how-
ever, cover all of the areas in psychology that employ the
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experimental method. The use of experiments is widespread,
including, for example, research in biological, social, devel-
opmental, educational, clinical, and industrial psychology.
Nevertheless, the term experimental psychology is currently
limited to cover roughly the topics of perception, perfor-
mance, learning, memory, and cognition. Although by
definition empirical in nature, research on experimental psy-
chology is focused on tests of theories, so that theoretical and
experimental objectives and methods are necessarily inter-
twined. Indeed, research in experimental psychology has be-
come progressively more interdisciplinary, with an emphasis
on not only psychological theories but also theories based on
other disciplines including those in the broader fields of
cognitive science and neuroscience. In addition, since its in-
ception there has been a continued growth and relevance of
experimental psychology to everyday life outside of the lab-
oratory. The potential applications of the results of psychol-
ogy experiments are increasingly widespread and include, for
example, implications concerning teaching and training, law,
and medicine.

ORGANIZATION OF THE VOLUME

In covering the core topics of perception, performance,
learning, memory, and cognition, the volume is organized ap-
proximately from the least to the most complex processes.
Each of the first 23 chapters is focused on a different single or
pair of psychological processes. These chapters are divided
into eight sets with three chapters in each set but the last,
which includes only two. The sets cover the more general
topics of (a) modulatory processes, (b) sensory processes,
(c) perceptual processes, (d) human performance, (e) elemen-
tary learning and memory processes, (f) complex learning
and memory processes, (g) language and information pro-
cessing, and (h) thinking.

Within the set of modulatory processes, we begin with
the fascinating topic of consciousness (and its inverse, un-
consciousness), which has deep roots in philosophy as well
as in psychology. From there we delve into the topic of mo-
tivation and then the topic of mood. In addressing sensory
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processes, we focus on three specific senses: vision, audi-
tion, and touch. More research has been conducted on vision
than on any other sense. Hence, the first chapter in this set
provides an overview of the theoretical and methodological
foundations of research on visual perception. Visual percep-
tion is covered from a different perspective in the following
set of chapters on perceptual processes. These include chap-
ters focused on organization and identification processes in
the visual perception of objects, on depth perception and the
perception of events, and on speech production and percep-
tion. For the set of chapters on performance, we progress
through the topics roughly in the order in which they take
place, considering first attention, then action selection, and
finally motor control.

The set of chapters on elementary learning and memory
processes begins with two focused on work with animals,
the first on conditioning and learning and the second on an-
imal memory and cognition, and concludes with one fo-
cused on work with humans, involving sensory and working
memory. For the set of chapters on complex learning and
memory processes, we include chapters on the specific
topics of semantic memory and priming, episodic and auto-
biographical memory, and procedural memory and skill ac-
quisition, with each of these chapters containing coverage of
two different but related themes. The chapters on language
and information processing address first psycholinguistics,
with a focus on language comprehension and production,
then reading, with a focus on word identification and eye
movements, and finally the most complex of these pro-
cesses, those involving text comprehension and discourse
processing. We end with other complex processes, those that
underlie thinking, again considering them in pairs, starting
with concepts and categorization and concluding with rea-
soning and problem solving.

Our final chapter provides a historical and modern
overview of applied experimental psychology, showing how
psychological experimentation addresses practical concerns.
The earlier chapters in the volume also provide some discus-
sion of applications as well as a review of the historical de-
velopment of their topic, but the emphasis on those chapters
is on recent empirical results and theory.

LIMITATIONS AND ACCOMPLISHMENTS

As should be clear from this outline, the volume is quite com-
prehensive in scope. Nevertheless, notable gaps could not be
avoided. For instance, in considering the sensory processes,
we could only focus on three of the senses, ignoring the

important senses of taste and smell. The length of the volume
did not allow us to include separate chapters on these senses,
and it proved to be unreasonable to expect one chapter to in-
clude a summary of more than one sense. There are also more
subtle omissions from our coverage because chapter authors
often, reasonably, chose to emphasize that aspect of their
topic that was of most interest to them or for which they
had the strongest background and expertise. To give just one
example, the chapter on perceptual organization and identifi-
cation focuses on those processes as they occur in visual per-
ception rather than including the similar processes in audition
and other senses. This is a single volume, but to provide a full,
complete, and detailed coverage of experimental psychology,
more than one volume would be necessary. In fact, John
Wiley & Sons has just published the third edition of the clas-
sic Stevens’ Handbook of Experimental Psychology, which is
now four volumes long. The original version appeared in
1951 in a single volume, and the increase in size since then re-
flects the large growth of research in this area. Readers of the
present volume who wish to delve more deeply into particu-
lar topics in experimental psychology are referred to the new
four-volume set of the Stevens’ Handbook.

The present volume makes up for any deficiency in quan-
tity of coverage with its extraordinary quality of coverage.
When we were asked to edit this volume, we developed a
wish list of contributors including the leaders in each of the
specific chapter topics. We constructed a list including two or
three names of potential senior authors for each chapter. With
very few exceptions, the current volume is comprised of au-
thors from that original list. Even though we thus had ex-
tremely high expectations about the chapters in the volume
from the beginning, in many cases the authors went way be-
yond our initial expectations because of the keen insights
they introduced in their chapters. Therefore, these chapters
serve not only as lucid summaries of the current state of the
field but also as roadmaps leading to the most fruitful
avenues of future investigation.
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CHAPTER 1

Consciousness

WILLIAM P. BANKS AND ILYA FARBER

BRIEF HISTORY OF THE STUDY OF CONSCIOUSNESS 4
WHAT WE HAVE LEARNED FROM MEASURES OF
COGNITIVE FUNCTIONING 5
Unconscious Perception 7
Acquiring Tacit Knowledge 9
Perceptual Construction 9
Subliminal Priming and Negative Priming 11
Implicit Memory 12
Nonconscious Basis of Conscious Content 13
Consciousness, Will, and Action 13
Attentional Selection 14
Dissociation Accounts of Some Unusual and Abnormal
Conditions 14
What Is Consciousness For? Why Aren’t We Zombies? 16
Conclusions 17

Consciousness is an inclusive term for a number of central
aspects of our personal existence. It is the arena of self-
knowledge, the ground of our individual perspective, the
realm of our private thoughts and emotions. It could be
argued that these aspects of mental life are more direct and
immediate than any perception of the physical world; indeed,
according to Descartes, the fact of our own thinking is the
only empirical thing we know with mathematical certainty.
Nevertheless, the study of consciousness within science has
proven both challenging and controversial, so much so that
some have doubted the appropriateness of addressing it
within the tradition of scientific psychology.

In recent years, however, new methods and technologies
have yielded striking insights into the nature of consciousness.
Neuroscience in particular has begun to reveal detailed con-
nections between brain events, subjective experiences, and
cognitive processes. The effect of these advances has been to
give consciousness a central role both in integrating the diverse
areas of psychology and in relating them to developments in
neuroscience. In this chapter we survey what has been discov-
ered about consciousness; but because of the unique chal-
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lenges that the subject poses, we also devote a fair amount of
discussion to methodological and theoretical issues and
consider the ways in which prescientific models of conscious-
ness exert a lingering (and potentially harmful) influence.

Two features of consciousness pose special methodologi-
cal challenges for scientific investigation. First, and best
known, is its inaccessibility. A conscious experience is di-
rectly accessible only to the one person who has it, and even
for that person it is often not possible to express precisely and
reliably what has been experienced. As an alternative, psy-
chology has developed indirect measures (such as physiolog-
ical measurements and reaction time) that permit reliable and
quantitative measurement, but at the cost of raising new
methodological questions about the relationship between
these measures and consciousness itself.

The second challenging feature is that the single word
consciousness is used to refer to a broad range of related but
distinct phenomena (Farber & Churchland, 1995). Con-
sciousness can mean not being knocked out or asleep; it can
mean awareness of a particular stimulus, as opposed to
unawareness or implicit processing; it can mean the basic
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functional state that is modulated by drugs, depression, schiz-
ophrenia, or REM sleep. It is the higher order self-awareness
that some species have and others lack; it is the understand-
ing of one’s own motivations that is gained only after careful
reflection; it is the inner voice that expresses some small frac-
tion of what is actually going on below the surface of the
mind. On one very old interpretation, it is a transcendent
form of unmediated presence in the world; on another, per-
haps just as old, it is the inner stage on which ideas and im-
ages present themselves in quick succession.

Where scientists are not careful to focus their inquiry or to
be explicit about what aspect of consciousness they are
studying, this diversity can lead to confusion and talking at
cross-purposes. On the other hand, careful decomposition of
the concept can point the way to a variety of solutions to the
first problem, the problem of access. As it has turned out, the
philosophical problems of remoteness and subjectivity need
not always intrude in the study of more specific forms of con-
sciousness such as those just mentioned; some of the more
prosaic senses of consciousness have turned out to be quite
amenable to scientific analysis. Indeed, a few of these—such
as “awareness of stimuli” and “ability to remember and re-
port experiences”—have become quite central to the domain
of psychology and must now by any measure be considered
well studied.

In what follows we provide a brief history of the early
development of scientific approaches to consciousness, fol-
lowed by more in-depth examinations of the two major
strands in twentieth century research: the cognitive and the
neuroscientific. In this latter area especially, the pace of
progress has accelerated quite rapidly in the last decade;
though no single model has yet won broad acceptance, it has
become possible for theorists to advance hypotheses with a
degree of empirical support and fine-grained explanatory
power that was undreamed-of 20 years ago. In the concluding
section we offer some thoughts about the relationship be-
tween scientific progress and everyday understanding.

BRIEF HISTORY OF THE STUDY OF
CONSCIOUSNESS

Ebbinghaus (1908, p. 3) remarked that psychology has a long
past and a short history. The same could be said for the study
of consciousness, except that the past is even longer and the
scientific history even shorter. The concept that the soul is the
organ of experience, and hence of consciousness, is ancient.
This is a fundamental idea in the Platonic dialogues, as well
as the Upanishads, written about 600 years before Plato
wrote and a record of thinking that was already ancient.

We could look at the soul as part of a prescientific expla-
nation of mental events and their place in nature. In the mys-
tical traditions the soul is conceived as a substance different
from the body that inhabits the body, survives its death (typi-
cally by traveling to a supernatural realm), and is the seat of
thought, sensation, awareness, and usually the personal self.
This doctrine is also central to Christian belief, and for this
reason it has had enormous influence on Western philosophi-
cal accounts of mind and consciousness. The doctrine of soul
or mind as an immaterial substance separate from body is not
universal. Aristotle considered but did not accept the idea that
the soul might leave the body and reenter it (De Anima, 406;
see Aristotle, 1991). His theory of the different aspects of
soul is rooted in the functioning of the biological organism.
The pre-Socratic philosophers for the most part had a materi-
alistic theory of soul, as did Lucretius and the later material-
ists, and the conception of an immaterial soul is foreign to the
Confucian tradition. The alternative prescientific conceptions
of consciousness suggest that many problems of conscious-
ness we are facing today are not inevitable consequences of a
scientific investigation of awareness. Rather, they may result
from the specific assumption that mind and matter are en-
tirely different substances.

The mind-body problem is the legendary and most basic
problem posed by consciousness. The question asks how sub-
jective experience can be created by matter, or in more mod-
ern terms, by the interaction of neurons in a brain. Descartes
(1596-1650; see Descartes, 1951) provided an answer to
this question, and his answer formed the modern debate.
Descartes’s famous solution to the problem is that body and
soul are two different substances. Of course, this solution is a
version of the religious doctrine that soul is immaterial and
has properties entirely different from those of matter. This po-
sition is termed dualism, and it assumes that consciousness
does not arise from matter at all. The question then becomes
not how matter gives rise to mind, because these are two en-
tirely different kinds of substance, but how the two different
substances can interact. If dualism is correct, a scientific
program to understand how consciousness arises from neural
processes is clearly a lost cause, and indeed any attempt
to reconcile physics with experience is doomed. Even if
consciousness is not thought to be an aspect of “soul-stuff,”
its concept has inherited properties from soul-substance that
are not compatible with our concepts of physical causality.
These include free will, intentionality, and subjective experi-
ence. Further, any theorist who seeks to understand how mind
and body “interact” is implicitly assuming dualism. To those
who seek a unified view of nature, consciousness under these
conceptions creates insoluble problems. The philosopher
Schopenhauer called the mind-body problem the “worldknot™



because of the seeming impossibility of reconciling the facts
of mental life with deterministic physical causality. Writing
for a modern audience, Chalmers (1996) termed the problem
of explaining subjective experience with physical science the
“hard problem.”

Gustav Fechner, a physicist and philosopher, attempted to
establish (under the assumption of dualism) the relationship
between mind and body by measuring mathematical rela-
tions between physical magnitudes and subjective experi-
ences of magnitudes. While no one would assert that he
solved the mind-body problem, the methodologies he de-
vised to measure sensation helped to establish the science of
psychophysics.

The tradition of structuralism in the nineteenth century, in
the hands of Wundt and Titchener and many others (see Bor-
ing, 1942), led to very productive research programs. The
structuralist research program could be characterized as an at-
tempt to devise laws for the psychological world that have the
power and generality of physical laws, clearly a dualistic
project. Nevertheless, many of the “laws” and effects they
discovered are still of interest to researchers.

The publication of John Watson’s (1925; see also Watson,
1913, 1994) book Behaviorism marked the end of structural-
ism. Methodological and theoretical concerns about the
current approaches to psychology had been brewing, but Wat-
son’s critique, essentially a manifesto, was thoroughgoing
and seemingly definitive. For some 40 years afterward, it was
commonly accepted that psychological research should study
only publicly available measures such as accuracy, heart rate,
and response time; that subjective or introspective reports
were valueless as sources of data; and that consciousness
itself could not be studied. Watson’s arguments were consis-
tent with views of science being developed by logical posi-
tivism, a school of philosophy that opposed metaphysics and
argued that statements were meaningful only if they had em-
pirically verifiable content. His arguments were consistent
also with ideas (later expressed by Wittgenstein, 1953, and
Ryle, 1949) that we do not have privileged access to the inner
workings of our minds through introspection, and thus that
subjective reports are questionable sources of data. The mind
(and the brain) was considered a black box, an area closed to
investigation, and all theories were to be based on examina-
tion of observable stimuli and responses.

Research conducted on perception and attention during
World War II (see the chapter by Egeth and Lamy in this vol-
ume), the development of the digital computer and informa-
tion theory, and the emergence of linguistics as the scientific
study of mind led to changes in every aspect of the field of
psychology. It was widely concluded that the behavioristic
strictures on psychological research had led to extremely
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narrow theories of little relevance to any interesting aspect of
human performance. Chomsky’s blistering attack on behav-
iorism (reprinted as Chomsky, 1996) might be taken as the
1960s equivalent of Watson’s (1913, 1994) earlier behavior-
istic manifesto. Henceforth, researchers in psychology had to
face the very complex mental processes demanded by lin-
guistic competence, which were totally beyond the reach of
methods countenanced by behaviorism. The mind was no
longer a black box; theories based on a wide variety of tech-
niques were used to develop rather complex theories of what
went on in the mind. New theories and new methodologies
emerged with dizzying speed in what was termed the cogni-
tive revolution (Gardner, 1985).

We could consider ourselves, at the turn of the century, to
be in the middle of a second phase of this revolution, or pos-
sibly in a new revolution built on the shoulders of the earlier
one. This second revolution results from the progress that has
been made by techniques that allowed researchers to observe
processing in the brain, through such techniques as electro-
encephalography (EEG), event-related electrical measures,
positron-emission tomography (PET) imaging, magnetic res-
onance imaging (MRI), and functional MRI. This last black
box, the brain, is getting opened. This revolution has the
unusual distinction of being cited, in a joint resolution of
the United States Senate and House of Representatives on
January 1, 1990, declaring the 1990s as the “Decade of the
Brain.” Neuroscience may be the only scientific revolution to
have the official authorization of the federal government.

Our best chance of resolving the difficult problems of con-
sciousness, including the worldknot of the mind-body prob-
lem, would seem to come from our newfound and growing
ability to relate matter (neural processing) and mind (psycho-
logical measures of performance). The actual solution of the
hard problem may await conceptual change, or it may remain
always at the edge of knowledge, but at least we are in an era
in which the pursuit of questions about awareness and voli-
tion can be considered a task of normal science, addressed
with wonderful new tools.

WHAT WE HAVE LEARNED FROM MEASURES OF
COGNITIVE FUNCTIONING

Research on consciousness using strictly behavioral data has
a history that long predates the present explosion of knowl-
edge derived from neuroscience. This history includes some-
times controversial experiments on unconscious or subliminal
perception and on the influences of consciously unavailable
stimuli on performance and judgment. A fresh observer look-
ing over the literature might note wryly that the research is
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Consciousness

This is the Cartesian theater. Ideas and
images are consciously considered

here, and action is freely chosen by an
homuncular agency. Neurophysiology

g\ and unconscious cognition are not
Perception perceived and therefore not acknow- Action
—‘/ ledged. The mechanisms of perception
and action are completely transparent
and open to inspection. This is the
realm of reason, not cause, and the
impulse to reduce thinking, perception,
or willing to neural activities leads
inevitably to a category error.

a—mo =

Figure 1.1 A folk model of the role of consciousness in perception and action.

more about unconsciousness than consciousness. Indeed, this
is a fair assessment of the research, but it is that way for a good
reason.

The motivation for this direction of research can be
framed as a test of the folk theory of the role of consciousness
in perception and action. A sketch of such a folk theory is
presented in Figure 1.1. This model—mind as a container of
ideas, with windows to the world for perception at one end
and for action at the other—is consistent with a wide range of
metaphors about mind, thought, perception, and intention (cf.
Lakoff, 1987; Lakoff & Johnson, 1980). The folk model has
no room for unconscious thought, and any evidence for un-
conscious thought would be a challenge to the model. The ap-
proach of normal science would be to attempt to disconfirm
its assumptions and thus search for unconscious processes in
perception, thought, and action.

The folk theory has enormous power because it defines
common sense and provides the basis for intuition. In addi-
tion, the assumptions are typically implicit and unexamined.
For all of these reasons, the folk model can be very tena-
cious. Indeed, as McCloskey and colleagues showed (e.g.,
McCloskey & Kohl, 1983), it can be very difficult to get free
of a folk theory. They found that a large proportion of edu-
cated people, including engineering students enrolled in
college physics courses, answered questions about physical
events by using a folk model closer to Aristotelian physics
than to Newtonian.

Many intuitive assumptions can be derived from the
simple outline in Figure 1.1. For example, the idea that
perception is essentially a transparent window on the world,
unmediated by nonconscious physiological processes, some-
times termed naive realism, is seen in the direct input from
the world to consciousness. The counterpart to naive realism,
which we might call naive conscious agency, is that actions
have as their sufficient cause the intentions generated in
consciousness and, further, that the intentions arise entirely

within consciousness on the basis of consciously available
premises.

We used the container metaphor in the earlier sentence
when we referred to “intentions generated in consciousness.”
This is such a familiar metaphor that we forget that it is a
metaphor. Within this container the “Cartesian theater” so
named by Dennett (1991) is a dominant metaphor for the way
thinking takes place. We say that we see an idea (on the
stage), that we have an idea in our mind, that we are putting
something out of mind, that we are holding an image in our
mind’s eye, and so on. Perceptions or ideas or intentions are
brought forth in the conscious theater, and they are exam-
ined and dispatched in the “light of reason.” In another com-
mon folk model, the machine model of mental processing
(Lakoff & Johnson, 1980), the “thought-processing machine”
takes the place of the Cartesian stage. The transparency of
perception and action is retained, but in that model the
process of thought is hidden in the machine and may not be
available to consciousness. Both folk models require an
observer (homunculus) to supervise operations and make
decisions about action.

As has been pointed out by Churchland (1986, 1996) and
Banks (1993), this mental model leads to assumptions that
make consciousness an insoluble problem. For example, the
connection among ideas in the mind is not causal in this
model, but logical, so that the reduction of cognitive process-
ing to causally related biological processes is impossible—
philosophically a category error. Further, the model leads to a
distinction between reason (in the mind) and cause (in mat-
ter) and thus is another route to dualism. The homunculus has
free will, which is incompatible with deterministic physical
causality. In short, a host of seemingly undeniable intuitions
about the biological irreducibility of cognitive processes
derives from comparing this model of mind with intuitive
models of neurophysiology (which themselves may have un-
examined folk-neurological components).



Given that mental processes are in fact grounded in neural
processes, an important task for cognitive science is to pro-
vide a substitute for the model of Figure 1.1 that is compati-
ble with biology. Such a model will likely be as different
from the folk model as relativity theory is from Aristotelian
physics. Next we consider a number of research projects that
in essence are attacks on the model of Figure 1.1.

Unconscious Perception

It goes without saying that a great deal of unconscious pro-
cessing must take place between registration of stimulus
energy on a receptor and perception. This should itself place
doubt on the naive realism of the folk model, which views
the entire process as transparent. We do not here consider
these processes in general (they are treated in the chapters on
sensation and perception) but only studies that have looked
for evidence of a possible route from perception to memory
or response that does not go through the central theater. We
begin with this topic because it raises a number of questions
and arguments that apply broadly to studies of unconscious
processing.

The first experimentally controlled study of unconscious
perception is apparently that of Pierce and Jastrow (1884).
They found that differences between lifted weights that were
not consciously noticeable were nonetheless discriminated at
an above-chance level. Another early study showing percep-
tion without awareness is that of Sidis (1898), who found
above-chance accuracy in naming letters on cards that were
so far away from the observers that they complained that they
could see nothing at all. This has been a very active area of
investigation. The early research history on unconscious per-
ception was reviewed by Adams (1957). More recent reviews
include Dixon (1971, 1981), Bornstein and Pittman (1992),
and Baars (1988, 1997). The critical review of Holender
(1986), along with the commentary in the same issue of
Behavioral and Brain Sciences, contains arguments and
evidence that are still of interest.

A methodological issue that plagues this area of research
is that of ensuring that the stimulus is not consciously per-
ceived. This should be a simple technical matter, but many
studies have set exposures at durations brief enough to pre-
vent conscious perception and then neglected to reset them as
the threshold lowered over the session because the partici-
pants dark-adapted or improved in the task through practice.
Experiments that presumed participants were not aware of
stimuli out of the focus of attention often did not have inter-
nal checks to test whether covert shifts in attention were
responsible for perception of the purportedly unconscious
material.
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Even with perfect control of the stimulus there is the sub-
stantive issue of what constitutes the measure of unconscious
perception. One argument would deny unconscious percep-
tion by definition: The very finding that performance was
above chance demonstrates that the stimuli were not sublim-
inal. The lack of verbal acknowledgement of the stimuli by
the participant might come from a withholding of response,
from a very strict personal definition of what constitutes
“conscious,” or have many other interpretations. A behavior-
ist would have little interest in these subjective reports, and
indeed it might be difficult to know what to make of them be-
cause they are reports on states observable only to the partic-
ipant. The important point is that successful discrimination,
whatever the subjective report, could be taken as an adequate
certification of the suprathreshold nature of the stimuli.

The problem with this approach is that it takes conscious-
ness out of the picture altogether. One way of getting it back
in was suggested by Cheesman and Merikle (1984). They
proposed a distinction between the objective threshold,
which is the point at which performance, by any measure,
falls to chance, and the subjective threshold, which is the
point at which participants report that they are guessing or
otherwise have no knowledge of the stimuli. Unconscious
perception would be above-chance performance with stimuli
presented at levels falling between these two thresholds.
Satisfying this definition amounts to finding a dissociation
between consciousness and response. For this reason
Kihlstrom, Barnhardt, and Tataryn (1992) suggested that a
better term than unconscious perception would be implicit
perception, in analogy with implicit memory. Implicit mem-
ory is an influence of memory on performance without con-
scious recollection of the material itself. Analogously,
implicit perception is an effect of a stimulus on a response
without awareness of the stimulus. The well-established find-
ings of implicit memory in neurological cases of amnesia
make it seem less mysterious that perception could also be
implicit.

The distinction between objective and subjective thresh-
old raises a new problem: the measurement of the “subjec-
tive” threshold. Accuracy of response can no longer be the
criterion. We are then in the position of asking the person if
he or she is aware of the stimulus. Just asking may seem a du-
bious business, but several authors have remarked that it is
odd that we accept the word of people with brain damage
when they claim that they are unaware of a stimulus for
which implicit memory can be demonstrated, but we are
more skeptical about the reports of awareness or unawareness
by normal participants with presumably intact brains. There
is rarely a concern that the participant is untruthful in report-
ing on awareness of the stimulus. The problem is more basic
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than honesty: It is that awareness is a state that is not directly
accessible by the experimenter. A concrete consequence of
this inaccessibility is that it is impossible to be sure that the
experimenter’s definition of awareness is shared by the par-
ticipant. Simply asking the participant if he or she is aware
of the stimulus amounts to embracing the participant’s defin-
ition of awareness, and probably aspects of the person’s folk
model of mind, with all of the problems such an acceptance
of unspoken assumptions entails. It is therefore important
to find a criterion of awareness that will not be subject to ex-
perimental biases, assumptions by the participants about the
meaning of the instructions, and so on.

Some solutions to this problem are promising. One is to
present a stimulus in a degraded form such that the partici-
pant reports seeing nothing at all, then test whether some at-
tribute of that stimulus is perceived or otherwise influences
behavior. This approach has the virtue of using a simple and
easily understood criterion of awareness while testing for a
more complex effect of the stimulus. Not seeing anything at
all is a very conservative criterion, but it is far less question-
able than more specific criteria.

Another approach to the problem has been to look for a
qualitative difference between effects of the same stimulus
presented above and below the subjective threshold. Such a
difference would give converging evidence that the subjec-
tive threshold has meaning beyond mere verbal report. In
addition, the search for differences between conscious and
unconscious processing is itself of considerable interest as a
way of assessing the role of consciousness in processing.
This is one way of addressing the important question, What is
consciousness for? Finding differences between conscious
and unconscious processing is a way of answering this ques-
tion. This amounts to applying the contrastive analysis advo-
cated by Baars (1988; see also James, 1983).

Holender’s (1986) criticism of the unconscious perception
literature points out, among other things, that in nearly all of
the findings of unconscious perception the response to the
stimulus—for example the choice of the heavier weight in
the Pierce and Jastrow (1884) study—is the same for both the
conscious and the putatively unconscious case. The only dif-
ference then is the subjective report that the stimulus was not
conscious. Because this report is not independently verifi-
able, the result is on uncertain footing. If the pattern of results
is different below the subjective threshold, this criticism has
less force.

A dramatic difference between conscious and unconscious
influences is seen in the exclusion experiments of Merikle,
Joordens, and Stolz (1995). The exclusion technique, de-
vised by Jacoby (1991; cf. Debner & Jacoby, 1994; Jacoby,
Lindsay, & Toth, 1992; Jacoby, Toth, & Yonelinas, 1993),

requires a participant not to use some source or type of infor-
mation in responding. If the information nevertheless influ-
ences the response, there seems to be good evidence for a
nonconscious effect.

The Merikle et al. (1995) experiment presented individual
words, such as spice, one at a time on a computer screen for
brief durations ranging up to 214 ms. After each presentation
participants were shown word stems like spi—on the screen.
Each time, they were asked to complete the stem with any
word that had not just been presented. Thus, if spice was pre-
sented, that was the only word that they could not use to com-
plete spi—(so spin, spite, spill, etc. would be acceptable, but
not spice). They were told that sometimes the presentation
would be too brief for them to see anything, but they were
asked to do their best. When nothing at all was shown, the
stem was completed 14% of the time with one of the prohib-
ited words. This result represents a baseline percentage. The
proportion at 29 ms was 13.3%, essentially the baseline level.
This performance indicates that 29 ms is below the objective
threshold because it was too brief for there to be any effect at
all, and of course also below the subjective threshold, which
is higher than the objective threshold.

The important finding is that with the longer presentations
of 43 ms and 57 ms, there was an increase in the use of the
word that was to be excluded. Finally it returned below base-
line to 8% at 214 ms. The interpretation of this result is that at
43 ms and 57 ms, the word fell above the objective threshold,
so that it was registered at some level by the nervous system
and associatively primed spice. However, at these durations it
was below the subjective threshold so that its registration was
not conscious, and it could not be excluded. Finally, at the still
longer duration of 214 ms, it was frequently above the sub-
jective threshold and could be excluded.

This set of findings suggests an important hypothesis
about the function of consciousness that we will see applied
in many domains, namely, that with consciousness of a stim-
ulus comes the ability to control how it is used. This could
only be discovered in cases in which there was some regis-
tration of the stimulus below the subjective threshold, as was
the case here.

The only concern with this experiment is that the subjec-
tive threshold was not independently measured. To make the
argument complete, we should have a paralle] measurement
of the subjective threshold. It would be necessary to show
independently that the threshold for conscious report is be-
tween 57 ms and 214 ms. This particular criticism does not
apply to some similar experiments, such as Cheesman and
Merikle’s (1986).

Finally, whatever the definition of consciousness, or of the
subjective threshold, there is the possibility that the presented



material was consciously perceived, if only for an instant,
and then the fact that it had been conscious was forgotten. If
this were the case, the folk model in which conscious pro-
cessing is necessary for any cognitive activity to take place is
not challenged. It is very difficult to test the hypothesis that
there was a brief moment of forgotten conscious processing
that did the cognitive work being attributed to unconscious
processing. It may be that this hypothesis is untestable; but
testable or not, it seems implausible as a general principle.
Complex cognitive acts like participating in a conversation
and recalling memories take place without awareness of the
cognitive processing that underlies them. If brief moments of
immediately forgotten consciousness were nonetheless the
motive power for all cognitive processing, it would be neces-
sary to assume that we were all afflicted with a dense amne-
sia, conveniently affecting only certain aspects of mental life.
It seems more parsimonious to assume that these mental
events were never conscious in the first place.

Acquiring Tacit Knowledge

One of the most remarkable accomplishments of the human
mind consists of learning and using extremely complex sys-
tems of knowledge and doing this without conscious effort
(see chapters by Fowler and by in this volume). Natural lan-
guage is a premier example of this (i.e., a system so complex
that linguists continue to argue over the structure of lan-
guage), but children all over the world “pick it up” in the
normal course of development. Further, most adults commu-
nicate fluently with language with little or no attention to ex-
plicit grammatical rules.

There are several traditions of research on implicit learn-
ing. One example is the learning of what is often termed
miniature languages. Braine (1963; for other examples of
tacit learning see also Brooks, 1987; Lewicki & Czyzewska,
1994; Lewicki, Czyzewska, & Hill, 1997a, 1997b; Reber,
1992) presented people with sets of material with simple but
arbitrary structure: strings of letters such as “abaftab.” In this
one example “b” and “f” can follow “a,” but only “t”” can fol-
low “f.” Another legal string would be “ababaf.” In no case
were people told that there was a rule. They thought that they
were only to memorize some strings of arbitrary letters.

Braine’s (1963) experimental strategy used an ingenious
kind of implicit testing. In his memory test some strings of
letters that had never been presented in the learning phase
were assembled according to the rules he had used to create
the stimulus set. Other strings in the memory test were actu-
ally presented in the learning material but were (rare) excep-
tions to the rules. The participants were asked to select which
of these were actually presented. They were more likely to
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think that the legal but nonpresented strings were presented
than that the illegal ones that actually had been presented
were. This is evidence that they had learned a system rather
than a set of strings. Postexperimental interviews in experi-
ments of this type generally reveal that most participants had
no idea that there were any rules at all.

Given the much more complex example of natural lan-
guage learning, this result is not surprising, but research of
this type is valuable because, in contrast to natural language
acquisition, the conditions of learning are controlled, as
well as the exact structure of the stimulus set. Implicit learn-
ing in natural settings is not limited to language learning.
Biederman and Shiffrar (1987), for example, studied the
implicit learning of workers determining the sex of day-old
chicks. Chicken sexers (as they are called) become very ac-
curate with practice without, apparently, knowing exactly
how they do it (see chapter by Goldstone & Kersten in this
volume).

Polanyi (1958), in discussing how scientists learn their
craft, argued that such tacit learning is the core of ability in any
field requiring skill or expertise (see chapter by Leighton and
Sternberg in this volume). Polyani made a useful distinction
between a “tool” and an “object” in thought. Knowledge of
how to do something is a tool, and it is tacitly learned and used
without awareness of its inner structure. The thing being
thought about is the “object” in this metaphor, and this “ob-
ject” is that of which we are aware. Several investigators have
said the same thing using slightly different terms, namely, that
we are not aware of the mechanisms of cognitive processing,
only the results or objects (Baars, 1988; Peacocke, 1986).
What and where are these “objects”?

Perceptual Construction

We tend to think of an object of perception—the thing we are
looking at or hearing—as an entity with coherence, a single
representation in the mind. However, this very coherence has
become a theoretical puzzle because the brain does not repre-
sent an object as a single entity (see chapters by Palmer;
Klatzky & Lederman; and Yost in this volume and the section
titled “Sensory Imagery and Binding”). Rather, various as-
pects of the object are separately analyzed by appropriate
specialists in the brain, and a single object or image is
nowhere to be found. How the brain keeps parts of an object
together is termed the binding problem, as will be discussed
later in the section on neurophysiology. Here we cover some
aspects of the phenomenal object and what it tells us about
consciousness.

Rock (1983) presented a case for a “logic of perception,”
a system of principles by which perceptual objects are
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constructed. The principles are themselves like “tools” and
are not available to awareness. We can only infer them by
observing the effects of appropriate displays on perception.
One principle we learn from ambiguous figures is that we
can see only one interpretation at a time. There exist many
bistable figures, such that one interpretation is seen, then the
other (see chapter by Palmer in this volume), but never both.
Logothetis and colleagues (e.g., Logothetis & Sheinberg,
1996) have neurological evidence that the unseen version is
represented in the brain, but consciousness is exclusive:
Only one of the two is seen at a given time.

Rock suggested that unconscious assumptions determine
which version of an ambiguous figure is seen, and, by exten-
sion, he would argue that this is a normal component of the
perception of unambiguous objects. Real objects seen under
normal viewing conditions typically have only one interpreta-
tion, and there is no way to show the effect of interpretation so
obvious with ambiguous figures. Because the “logic of per-
ception” is not conscious, the folk model of naive realism does
not detect a challenge in this process; all that one is aware of is
the result, and its character is attributed to the object rather
than to any unconscious process that may be involved in its
representation (see chapters by Palmer, Proffitt & Caudek;
and Klatzky & Lederman in this volume).

The New Look in perceptual psychology (Erdelyi, 1972;
McGinnies, 1949) attempted to show that events that are not
registered consciously, as well as unconscious expectations
and needs, can influence perceptions or even block them, as
in the case of perceptual defense. Bruner (1992) pointed out
that the thrust of the research was to demonstrate higher
level cognitive effects in perception, not to establish that
there were nonconscious ones. However, unacknowledged
constructive or defensive processes would necessarily be
nonconscious.

The thoroughgoing critiques of the early New Look re-
search program (Eriksen, 1958, 1960, 1962; Fuhrer & Eriksen,
1960; Neisser, 1967) cast many of its conclusions in doubt, but
they had the salubrious effect of forcing subsequent re-
searchers to avoid many of the methodological problems of
the earlier research. Better controlled research by Shevrin
and colleagues (Bunce, Bernat, Wong, & Shevrin, 1999; Shev-
rin, 2000; Wong, Bernat, Bunce, & Shevrin, 1997) suggests
that briefly presented words that trigger defensive reactions
(established in independent tests) are registered but that the
perception is delayed, in accord with the older definition of
perceptual defense.

One of the theoretical criticisms (Eriksen, 1958) of per-
ceptual defense was that it required a “superdiscriminating
unconscious” that could prevent frightening or forbidden

images from being passed on to consciousness. Perceptual
defense was considered highly implausible because it would
be absurd to have two complete sets of perceptual apparati,
especially if the function of one of them were only to protect
the other from emotional distress. If a faster unconscious
facility existed, so goes the argument, there would have
been evolutionary pressure to have it be the single organ of
perception and thus of awareness. The problem with this
argument is that it assumes the folk model summarized in
Figure 4.1, in which consciousness is essential for percep-
tion to be accomplished. If consciousness were not needed
for all acts of perception in the first place, then it is possi-
ble for material to be processed fully without awareness, to
be acted upon in some manner, and only selectively to be-
come available to consciousness.

Bruner (1992) suggested as an alternative to the superdis-
criminating unconscious the idea of a judas eye, which is a
term for the peephole a speakeasy bouncer uses to screen out
the police and other undesirables. The judas eye would be a
process that uses a feature to filter perception, just as in the
example all that is needed is the sight of a uniform or a badge.
However, there is evidence that unconscious detection can
rely on relatively deep analysis. For example, Mack and Rock
(1998) found that words presented without warning while
participants were judging line lengths (a difficult task) were
rarely seen. This is one of several phenomena they termed
“inattentional blindness.” On the other hand, when the partic-
ipant’s name or a word with strong emotional content was
presented, it was reported much more frequently than were
neutral words. (Detection of one’s name from an unattended
auditory source has been reported in much-cited research; see
Cowan & Wood, 1997; Wood & Cowan, 1995a, 1995b; and
chapter by Egeth & Lamy in this volume.) Because words
like “rape” were seen and visually similar words like “rope”
were not, the superficial visual analysis of a judas eye does
not seem adequate to explain perceptual defense and related
phenomena. It seems a better hypothesis that there is much
parallel processing in the nervous system, most of it uncon-
scious, and that some products become conscious only after
fairly deep analysis.

Another “object” to consider is the result of memory con-
struction. In the model of Figure 1.1, the dominant metaphor
for memory is recalling an object that is stored in memory.
It is as though one goes to a “place” in memory where the
“object” is “stored,” and then brings it into consciousness.
William James referred to the “object” retrieved in such a
manner as being “as fictitious . .. as the Jack of Spades.”
There is an abundance of modern research supporting James.
Conscious memory is best viewed as a construction based on



pieces of stored information, general knowledge, opinion,
expectation, and so on (one excellent source to consult on this
is Schacter, 1995). Neisser (1967) likened the process of re-
call to the work of a paleontologist who constructs a dinosaur
from fragments of fossilized bone, using knowledge derived
from other reconstructions. The construction aspect of the
metaphor is apt, but in memory as in perception we do not
have a good model of what the object being constructed is, or
what the neural correlate is. The folk concept of a mental
“object,” whether in perception or memory, may not have
much relation to what is happening in the nervous system
when something is perceived or remembered.

Subliminal Priming and Negative Priming

Current interest in subliminal priming derives from Marcel’s
work (1983a, 1983b). His research was based on earlier
work showing that perception of one word can “prime” a
related word (Meyer & Schvaneveldt, 1971; see chapter by
McNamara & Holbrook in this volume). The primed word is
processed more quickly or accurately than in control condi-
tions without priming.

Marcel reported a series of experiments in which he ob-
tained robust priming effects in the absence of perception of
the prime. His conclusion was that priming, and therefore
perception of the prime word, proceeds automatically and
associatively, without any necessity for awareness. The con-
scious model (cf. Figure 1.1) would be that the prime is
consciously registered, serves as a retrieval cue for items like
the probe, and thus speeds processing for probe items. Marcel
presented a model in which consciousness serves more as a
monitor of psychological activity than as a critical path be-
tween perception and action. Holender (1986) and others
have criticized this work on a number of methodological
grounds, but subsequent research has addressed most of his
criticisms (see Kihlstrom et al., 1992, for a discussion and
review of this work).

Other evidence for subliminal priming includes
Greenwald, Klinger, and Schuh’s (1995) finding that the mag-
nitude of affective priming does not approach zero as d’ for
detection of the priming word approaches zero (see also
Draine & Greenwald, 1998). Shevrin and colleagues demon-
strated classical conditioning of the Galvanic Skin Response
(GSR) to faces presented under conditions that prevented de-
tection of the faces (Bunce et al., 1999; Wong et al., 1997).

Cheesman and Merikle (1986) reported an interesting dis-
sociation of conscious and unconscious priming effects using
a variation of the Stroop (1935) interference effect. In the
Stroop effect a color word such as “red” is printed in a color
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different from the one named, for example, blue. When pre-
sented with this stimulus (“red” printed in blue), the partici-
pant must say “blue.” Interference is measured as a much
longer time to pronounce “blue” than if the word did not
name a conflicting color.

Cheesman and Merikle (1986) used a version of the
Stroop effect in which a word printed in black is presented
briefly on a computer screen, then removed and replaced with
a colored rectangle that the participant is to name. Naming of
the color of the rectangle was slowed if the color word named
a different color. They then showed, first, that if the color
word was presented so briefly that the participant reported
having seen nothing, naming of the color was still slowed.
This would be classified as a case of unconscious perception,
but because the same direction of effect is found both
consciously and unconsciously, there would be no real disso-
ciation between conscious and unconscious processing.
Holender (1986) and other critics could argue reasonably that
it was only shown that the Stroop effect was fairly robust at
very brief durations, and the supplementary report of aware-
ness by the participant is unrelated to processing.

Cheeseman and Merikle (1986) devised a clever way to
answer this criticism. The procedure was to arrange the pairs
such that the word “red” would be followed most of the time
by the color blue, the word “blue” by yellow, and so on. This
created a predictive relationship between the word and the
color that participants could strategically exploit to make the
task easier. They apparently did use these relationships in
naming the colors. With clearly supraliminal presentation of
the word, a reversal in the Stroop effect was found such that
the red rectangle was named faster when “blue” came before
it than when “red” was the word before it.

However, this reversal was found only when the words
were presented for longer than the duration needed to
perceive them. When the same participants saw the same
sequence of stimuli with words that were presented too
briefly for conscious perception, they showed only the
normal Stroop effect. The implication of this result is that
the sort of interference found in the Stroop effect is an auto-
matic process that does not require conscious perception
of the word. What consciousness of the stimulus adds is
control. Only when there was conscious registration of the
stimulus could the participants use the stimulus information
strategically.

Negative priming is an interference, measured in reaction
time or accuracy, in processing a stimulus that was previ-
ously presented but was not attended. It was first discovered
by Dalrymple-Alford and Budayr (1966) in the context of the
Stroop effect (see also Neill & Valdes, 1996; Neill, Valdes, &
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Terry, 1995; Neill & Westberry, 1987). They showed that if a
participant was given, say, the word “red” printed in blue,
then on the next pair was shown the color red, it took longer
to name than other colors.

Negative priming has been found in many experiments in
which the negative prime, while presented supraliminally, is
not consciously perceived because it is not attended. Tipper
(1985) presented overlapping line drawings, one drawn in red
and the other in green. Participants were told to name only
the item in one of the colors and not the other. After partici-
pants had processed one of the drawings, the one they had
excluded was sometimes presented on the next trial. In these
cases the previously unattended drawing was slower to name
than in a control condition in which it had not been previ-
ously presented. Banks, Roberts, and Ciranni (1995) pre-
sented pairs of words simultaneously to the left and to the
right ears. Participants were instructed to repeat aloud only
the word presented to one of the ears. If a word that had been
presented to the unattended ear was presented in the next pair
to be repeated, the response was delayed.

As mentioned in the previous section (cf. Cowan & Wood,
1997; Goldstein & Fink, 1981; Mack & Rock, 1999; Rock &
Gutman, 1981), material perceptually available but not at-
tended is often the subject of “inattentional blindness”; that
is, it seems to be excluded from awareness. The finding of
negative priming suggests that ignored material is perceptu-
ally processed and represented in the nervous system, but is
evidenced only by its negative consequences for later percep-
tion, not by any record that is consciously available.

A caveat regarding the implication of the negative prim-
ing findings for consciousness is that a number of re-
searchers have found negative priming for fully attended
stimuli (MacDonald & Joordens, 2000; Milliken, Joordans,
Merikle, & Seiffert, 1998). These findings imply that nega-
tive priming cannot be used as evidence by itself that the
perception of an item took place without awareness.

Priming studies have been used to address the question of
whether the unconscious is, to put it bluntly, “smart” or
“dumb.” This is a fundamental question about the role of
consciousness in processing; if unconscious cognition is
dumb, the function of consciousness is to provide intelli-
gence when needed. If the unconscious is smart—capable of
doing a lot on its own—it is necessary to find different roles
for consciousness.

Greenwald (1992) argued that the unconscious is dumb
because it could not combine pairs of words in his subliminal
priming studies. He found that some pairs of consciously
presented words primed other words on the basis of a meaning
that could only be gotten by combining them. For example,
presented together consciously, words like “KEY” and

“BOARD” primed “COMPUTER.” When presented for dura-
tions too brief for awareness they primed “LOCK” and
“WOOD,” but not “COMPUTER.” On the other hand, Shevrin
and Luborsky (1961) found that subliminally presenting
pictures of a pen and a knee resulted in subsequent free associ-
ations that had “penny” represented far above chance levels.
The resolution of this difference may be methodological, but
there are other indications that unconscious processing may in
some ways be fairly smart even if unconscious perception is
sometimes a bit obtuse. Kihlstrom (1987) reviews many other
examples of relative smart unconscious processing.

A number of subliminal priming effects have lingered at
the edge of experimental psychology for perhaps no better
reason than that they make hardheaded experimentalists un-
comfortable. One of these is subliminal psychodynamic acti-
vation (SPA; Silverman, 1983). Silverman and others (see
Weinberger, 1992, for a review) have found that subliminal
presentation of the single sentence, “Mommy and I are one,”
has a number of objectively measurable positive emotional
effects (when compared to controls such as “People are walk-
ing” or “Mommy is gone”). A frequent criticism is that the
studies did not make sure that the stimulus was presented un-
consciously. However, many of us would be surprised if the
effects were found even with clearly consciously perceived
stimuli. It is possible, in fact, that the effects depend on un-
conscious processing, and it would be interesting to see if the
effects were different when subliminal and clearly supralimi-
nal stimuli are compared.

Implicit Memory

Neurological cases brought this topic to the forefront of
memory research, with findings of preserved memory in peo-
ple with amnesia (Schacter, 1987). The preserved memory is
termed implicit because it is a tacit sort of memory (i.e.,
memory that is discovered in use), not memory that is con-
sciously retrieved or observed. People with amnesia would,
for example, work each day at a Tower of Hanoi puzzle, and
each day assert that they had never seen it before, but each
day show improvement in speed of completing it (Cohen,
Eichenbaum, Deacedo, & Corkin, 1985). The stem comple-
tion task of Merikle et al. (1995) is another type of implicit
task. After the word spice was presented, its probability of
use would be increased even though the word was not con-
sciously registered. In a memory experiment, people with
amnesia and normals who could not recall the word spice
would nevertheless be more likely to use it to complete the
stem than if it had not been presented.

Investigation of implicit memory in normals quickly led to
an explosion of research, which is covered in the chapters by



McNamara and Holbrook, Roediger and Marsh, and Johnson
in this volume.

Nonconscious Basis of Conscious Content

We discussed earlier how the perceptual object is a product
of complex sensory processes and probably of inferential
processes as well. Memory has also been shown to be a highly
inferential skill, and the material “retrieved” from memory
has as much inference in it as retrieval. These results violate
an assumption of the folk model by which objects are not con-
structed but are simply brought into the central arena, whether
from perception or memory. Errors of commission in memory
serve much the same evidentiary function in memory as do
ambiguous figures in perception, except that they are much
more common and easier to induce. The sorts of error we
make in eyewitness testimony, or as a result of a number of
documented memory illusions (Loftus, 1993), are particu-
larly troublesome because they are made—and believed—
with certainty. Legitimacy is granted to a memory on the
basis of a memory’s clarity, completeness, quantity of details,
and other internal properties, and the possibility that it is
the result of suggestion, association, or other processes is
considered invalidated by the internal properties (Henkel,
Franklin, & Johnson, 2000). Completely bogus memories,
induced by an experimenter, can be believed with tenacity
(cf. also Schacter, 1995; see also Roediger & McDermott,
1995, and the chapter by Roediger & Marsh in this volume).

The Poetzl phenomenon is the reappearance of uncon-
sciously presented material in dreams, often transformed so
that the dream reports must be searched for evidence of rela-
tion to the material. The phenomenon has been extended to
reappearance in free associations, fantasies, and other forms
of output, and a number of studies appear to have found
Poetzl effects with appropriate controls and methodology
(Erdelyi, 1992; Ionescu & Erdelyi, 1992). Still, the fact that
reports must be interpreted and that base rates for certain top-
ics or words are difficult to assess casts persistent doubt over
the results, as do concerns about experimenter expectations,
the need for double-blind procedures in all studies, and other
methodological issues.

Consciousness, Will, and Action

In the folk model of consciousness (see Figure 1.1) a major
inconsistency with any scientific analysis is the free will or
autonomous willing of the homunculus. The average person
will report that he or she has free will, and it is often a sign of
mental disorder when a person complains that his or her ac-
tions are constrained or controlled externally. The problem of
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will is as much of a hard problem (Chalmers, 1996) as is the
problem conscious experience. How can willing be put in a
natural-science framework?

One approach comes from measurements of the timing of
willing in the brain. Libet and colleagues (Libet, 1985, 1993;
Libet, Alberts, & Wright, 1967; Libet et al., 1964) found that
changes in EEG potentials recorded from the frontal cortex
began 200 ms to 500 ms before the participant was aware of
deciding to begin an action (flexion of the wrist) that was to
be done freely. One interpretation of this result is that the
perception we have of freely willing is simply an illusion,
because by these measurements it comes after the brain has
already begun the action.

Other interpretations do not lead to this conclusion. The
intention that ends with the motion of the hand must have its
basis in neurological processes, and it is not surprising that
the early stages are not present in consciousness. Conscious-
ness has a role in willing because the intention to move can
be arrested before the action takes place (Libet, 1993) and be-
cause participation in the entire experimental performance is
a conscious act. The process of willing would seem to be an
interplay between executive processes, memory, and moni-
toring, some of which we are conscious and some not. Only
the dualistic model of a completely autonomous will control-
ling the process from the top, like the Cartesian soul fingering
the pineal gland from outside of material reality, is rejected.
Having said this, we must state that a great deal of theoretical
work is needed in this area (see chapters by Proctor & Vu and
by Heuer in this volume).

The idea of unconscious motivation dates to Freud and
before (see chapters by Eich and Forgas and by Godsil,
Tinsley & Fanselow in this volume). Freudian slips (Freud,
1965), in which unconscious or suppressed thoughts intrude
on speech in the form of action errors, should constitute a
challenge to the simple folk model by which action is trans-
parently the consequence of intention. However, the com-
monplace cliché that one has made a Freudian slip seems to
be more of a verbal habit than a recognition of unconscious
determinants of thought because unconscious motivation is
not generally recognized in other areas.

Wegner (1994) and his colleagues have studied some
paradoxical (but embarrassingly familiar) effects that result
from attempting to suppress ideas. In what they term ironic
thought suppression, they find that the suppressed thought
can pose a problem for control of action. Participants trying
to suppress a word were likely to blurt it out when speeded in
a word association task. Exciting thoughts (about sex) could
be suppressed with effort, but they tended to burst into aware-
ness later. The irony of trying to suppress a thought is that the
attempt at suppression primes it, and then more control is
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needed to keep it hidden than if it had not been suppressed in
the first place. The intrusion of unconscious ideation in a
modified version of the Stroop task (see Baldwin, 2001) indi-
cates that the suppressed thoughts can be completely uncon-
scious and still have an effect on processing (see chapters by
Egeth & Lamy and by Proctor & Vu in this volume for more
on these effects).

Attentional Selection

In selective attention paradigms the participant is instructed
to attend to one source of information and not to others that
are presented. For example, in the shadowing paradigm the
participant hears one verbal message with one ear and a
completely different one with the other. “Shadowing” means
to repeat verbatim a message one hears, and that is what the
participants do with one of the two messages. This subject
has led to a large amount of research and to attention research
as one of the most important areas in cognitive psychology
(see chapter by Egeth & Lamy in this volume).

People generally have little awareness of the message on
the ear not shadowed (Cherry, 1957; Cowan & Wood, 1997).
What happens to that message? Is it lost completely, or is
some processing performed on it unconsciously? Treisman
(1964; see also Moray, 1969) showed that participants
responded to their name on the unattended channel and
would switch the source that they were shadowing if the
material switched source. Both of these results suggest that
unattended material is processed to at least some extent. In
the visual modality Mack and Rock (1998) reported that
in the “inattentional blindness” paradigm a word presented
unexpectedly when a visual discrimination is being con-
ducted is noticed infrequently, but if that word spells the
participant’s name or an emotional word, it is noticed much
more often. For there to be a discrimination between one
word and another on the basis of their meaning and not any
superficial feature such as length or initial letter, the mean-
ing must have been extracted.

Theories of attention differ on the degree to which unat-
tended material is processed. Early selection theories assume
that the rejected material is stopped at the front gate, as it
were (cf. Broadbent, 1958). Unattended material could only
be monitored by switching or time-sharing. Late selection
theories (Deutsch & Deutsch, 1963) assumed that unattended
material is processed to some depth, perhaps completely, but
that limitations of capacity prevent it from being perceived
consciously or remembered. The results of the processing are
available for a brief period and can serve to summon atten-
tion, bias the interpretation of attended stimuli, or have other
effects. One of these effects would be negative priming, as

discussed earlier. Another effect would be the noticing of
one’s own name or an emotionally charged word from an
unattended source.

An important set of experiments supports the late selection
model, although there are alternative explanations. In an
experiment that required somewhat intrepid participants,
Corteen and Wood (1972) associated electric shocks with
words to produce a conditioned galvanic skin response. After
the conditioned response was established, the participants
performed a shadowing task in which the shock-associated
words were presented to the unattended ear. The conditioned
response was still obtained, and galvanic skin responses were
also obtained for words semantically related to the conditioned
words. This latter finding is particularly interesting because
the analysis of the words would have to go deeper than just the
sound to elicit these associative responses. Other reports of
analysis of unattended material include those of Corteen and
Dunn (1974); Forster and Govier (1978); MacKay (1973); and
Von Wright, Anderson, and Stenman (1975). On the other
hand, Wardlaw and Kroll (1976), in a careful series of experi-
ments, did not replicate the effect.

Replicating this effect may be less of an issue than the
concern over whether it implies unconscious processing. This
is one situation in which momentary conscious processing of
the nontarget material is not implausible. Several lines of ev-
idence support momentary conscious processing. For exam-
ple, Dawson and Schell (1982), in a replication of Corteen
and Wood’s (1972) experiment, found that if participants
were asked to name the conditioned word in the nonselected
ear, they were sometimes able to do so. This suggests that
there was attentional switching, or at least some awareness,
of material on the unshadowed channel. Corteen (1986)
agreed that this was possible. Treisman and Geffen (1967)
found that there were momentary lapses in shadowing of the
primary message when specified targets were detected in the
secondary one. MacKay’s (1973) results were replicated by
Newstead and Dennis (1979) only if single words were pre-
sented on the unshadowed channel and not if words were em-
bedded in sentences. This finding suggests that occasional
single words could attract attention and give rise to the effect,
while the continuous stream of words in sentences did not
create the effect because they were easier to ignore.

Dissociation Accounts of Some Unusual and
Abnormal Conditions

The majority of psychological disorders, if not all, have im-
portant implications for consciousness, unconscious process-
ing, and so on. Here we consider only disorders that are
primarily disorders of consciousness, that is, dissociations and



other conditions that affect the quality or the continuity of con-
sciousness, or the information available to consciousness.

Problems in self-monitoring or in integrating one’s mental
life about a single personal self occur in a variety of disor-
ders. Frith (1992) described many of the symptoms that indi-
viduals with schizophrenia exhibit as a failure in attributing
their actions to their own intentions or agency. In illusions of
control, for example, a patient may assert that an outside
force made him do something like strip off his clothes in pub-
lic. By Frith’s account this assertion would result from the pa-
tient’s being unaware that he had willed the action, in other
words, from a dissociation between the executive function
and self-monitoring. The source of motivation is attributed to
an outside force (“the Devil made me do it”), when it is only
outside of the self system of the individual. For another ex-
ample, individuals with schizophrena are often found to be
subvocalizing the very voices that they hear as hallucinations
(Frith, 1992, 1996); hearing recordings of the vocalizations
does not cause them to abandon the illusion. There are many
ways in which the monitoring could fail (see Proust, 2000),
but the result is that the self system does not “own” the ac-
tion, to use Kihlstrom’s (1992, 1997) felicitous term.

This lack of ownership could be as simple as being unable
to remember that one willed the action, but that seems too
simple to cover all cases. Frith’s theory is sophisticated and
more general. He hypothesized that the self system and the
source of willing are separate neural functions that are nor-
mally closely connected. When an action is willed, motor
processes execute the willed action directly, and a parallel
process (similar to feedforward in control of eye movements;
see Festinger & Easton, 1974) informs the self system about
the action. In certain dissociative states, the self system is not
informed. Then, when the action is observed, it comes as a
surprise, requiring explanation. Alien hand syndrome (Chan &
Liu, 1999; Inzelberg, Nisipeanu, Blumen, & Carasso, 2000)
is a radical dissociation of this sort, often connected with
neurologic damage consistent with a disconnection between
motor planning and monitoring in the brain (see chapters by
Proctor & Vu and by Heuer in this volume). In this syndrome
the patient’s hand will sometimes perform complex actions,
such as unbuttoning his or her shirt, while the individual
watches in horror.

Classic dissociative disorders include fugue states, in
which at the extreme the affected person will leave home and
begin a new life with amnesia for the previous one, often
after some sort of trauma (this may happen more often
in Hollywood movies than in real life, but it does happen). In
all of these cases the self is isolated from autobiographical
memory (see chapter by Roediger & Marsh in this volume).
Dissociative identity disorder is also known as multiple per-
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sonality disorder. There has been doubt about the reality of
this disorder, but there is evidence that some of the multiple
selves do not share explicit knowledge with the others
(Nissen, et al., 1994), although implicit memories acquired
by one personality seem to be available to the others.

Now termed conversion disorders, hysterical dissocia-
tions, such as blindness or paralysis, are very common in
wartime or other civil disturbance. One example is the case of
200 Cambodian refugees found to have psychogenic blind-
ness (Cooke, 1991). It was speculated that the specific form
of the conversion disorder that they had was a result of seeing
terrible things before they escaped from Cambodia. What-
ever the reason, the disorder could be described as a blocking
of access of the self system to visual information, that is, a
dissociation between the self and perception. One piece of
evidence for this interpretation is the finding that a patient
with hysterical analgesia in one arm reported no sensations
when stimulated with strong electrical shocks but did have
normal changes in physiological indexes as they were admin-
istered (Kihlstrom, et al., 1992). Thus the pain messages were
transmitted through the nervous system and had many of the
normal effects, but the conscious monitoring system did not
“own” them and so they were not consciously felt.

Anosognosia (Galin, 1992; Ramachandran, 1995, 1996;
Ramachandran, et al., 1996) is a denial of deficits after neu-
rological injury. This denial can take the form of a rigid delu-
sion that is defended with tenacity and resourcefulness.
Ramachandran et al. (1996) reported the case of Mrs. R,
a right-hemisphere stroke patient who denied the paralysis of
her left arm. Ramachandran asked her to point to him with
her right hand, and she did. When asked to point with her
paralyzed left hand, the hand remained immobile, but she in-
sisted that she was following the instruction. When chal-
lenged, she said, “I have severe arthritis in my shoulder, you
know that doctor. It hurts.”

Bisiach and Geminiani (1991) reported the case of a
woman suddenly stricken with paralysis of the left side who
complained on the way to the hospital that another patient
had forgotten a left hand and left it on the ambulance bed. She
was able to agree that the left shoulder and the upper arm
were hers, but she became evasive about the forearm and
continued to deny the hand altogether.

Denials of this sort are consistent with a dissociation
between the representation of the body part or the function
(Anton’s syndrome is denial of loss of vision, for example)
and the representation of the self. Because anosognosia is
specific to the neurological conditions (almost always right-
hemisphere damage), it is difficult to argue that the denial
comes from an unwillingness to admit the deficit. Anosognosia
is rarely found with equally severe paralysis resulting from
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left-hemisphere strokes (see the section titled “Observations
from Human Pathology” for more on the neurological basis for
anosognosia and related dissociations).

Vaudeville and circus sideshows are legendary venues for
extreme and ludicrous effects of hypnotic suggestion, such as
blisters caused by pencils hypnotically transformed to red-hot
pokers, or otherwise respectable people clucking like chick-
ens and protecting eggs they thought they laid on stage. It is
tempting to reject these performances as faked, but extreme
sensory modifications can be replicated under controlled con-
ditions (Hilgard, 1968). The extreme pain of cold-pressor
stimulation can be completely blocked by hypnotic sugges-
tion in well-controlled experimental situations. Recall of a
short list of words learned under hypnosis can also be blocked
completely by posthypnotic suggestion. In one experiment
Kihlstrom (1994) found that large monetary rewards were in-
effective in inducing recall, much to the bewilderment of the
participants, who recalled the items quite easily when sugges-
tion was released but the reward was no longer available.

Despite several dissenting voices (Barber, 2000), hypno-
tism does seem to be a real phenomenon of extraordinary and
verifiable modifications of consciousness. Hilgard’s (1992)
neodissociation theory treats hypnosis as a form of dissocia-
tion whereby the self system can be functionally discon-
nected from other sources of information, or even divided
internally into a reporting self and a hidden observer.

One concern with the dissociative or any other theory of
hypnosis is the explanation of the power of the hypnotist.
What is the mechanism by which the hypnotist gains such con-
trol over susceptible individuals? Without a good explanation
of the mechanism of hypnotic control, the theory is incom-
plete, and any results are open to dismissive speculation. We
suggest that the mechanism may lie in a receptivity to control
by others that is part of our nature as social animals. By this ac-
count hypnotic techniques are shortcuts to manipulating—for
a brief time but with great force—the social levers and strings
that are engaged by leaders, demagogues, peers, and groups in
many situations.

What Is Consciousness For? Why Aren’t We Zombies?

Baars (1988, 1997) suggested that a contrastive analysis is a
powerful way to discover the function of consciousness. If
unconscious perception does take place, what are the differ-
ences between perception with and without consciousness?
We can ask the same question about memory with and with-
out awareness. To put it another way, what does conscious-
ness add? As Searle (1992, 1993) pointed out, consciousness
is an important aspect of our mental life, and it stands to rea-
son that it must have some function. What is it?

A few regularities emerge when the research on con-
sciousness is considered. One is that strategic control over
action and the use of information seems to come with aware-
ness. Thus, in the experiments of Cheesman and Merikle
(1986) or Merikle et al. (1995), the material presented
below the conscious threshold was primed but could not be
excluded from response as well as it could when presenta-
tion was above the subjective threshold. As Shiffrin and
Schneider (1977) showed, when enough practice is given to
make detection of a given target automatic (i.e., uncon-
scious), the system becomes locked into that target and
requires relearning if the target identity is changed. Auto-
maticity and unconscious processing preserve capacity when
they are appropriate, but the cost is inflexibility. These results
also suggest that consciousness is a limited-capacity medium
and that the choice in processing is between awareness, con-
trol, and limited capacity, on the one hand, or automaticity,
unconsciousness, and large capacity, on the other.

Another generalization is that consciousness and the
self are intimately related. Dissociation from the self can
lead to unconsciousness; conversely, unconscious registra-
tion of material can cause it not to be “owned” by the self.
This is well illustrated in the comparison between implicit
and explicit memory. Implicit memory performance is auto-
matic and not accompanied by a feeling of the sense that “I
did it.” Thus, after seeing a list containing the word “motor-
boat,” the individual with amnesia completely forgets the list
or even the fact that he saw a list, but when asked to write a
word starting with “mo—,” he uses “motorboat” rather than
more common responses such as “mother” or “moth.” When
asked why he used “motorboat,” he would say, “I don’t
know. It just popped into my mind.” The person with normal
memory who supplies a stem completion that was primed
by a word no longer recallable would say the same thing:
“It just popped into my head.” The more radical lack of
ownership in anosognosias is a striking example of the dis-
connection between the self and perceptual stimulation.
Hypnosis may be a method of creating similar dissociations
in unimpaired people, so that they cannot control their
actions, or find memory recall for certain words blocked, or
not feel pain when electrically shocked, all because of an
induced separation between the self system and action or
sensation.

We could say that consciousness is needed to bring mate-
rial into the self system so that it is owned and put under
strategic control. Conversely, it might be said that conscious-
ness emerges when the self is involved with cognition. In the
latter case, consciousness is not “for” anything but reflects
the fact that what we call conscious experience is the product
of engagement of the self with cognitive processing, which



could otherwise proceed unconsciously. This leaves us with
the difficult question of defining the self.

Conclusions

Probably the most important advance in the study of con-
sciousness might be to replace the model of Figure 1.1 with
something more compatible with findings on the function of
consciousness. There are several examples to consider.
Schacter (1987) proposed a parallel system with a conscious
monitoring function. Marcel’s (1983a, 1983b) proposed
model is similar in that the conscious processor is a monitor-
ing system. Baars’s (1988) global workspace model seems
to be the most completely developed model of this type
(see Franklin & Graesser, 1999, for a similar artificial intelli-
gence model), with parallel processors doing much of the
cognitive work and a self system that has executive func-
tions. We will not attempt a revision of Figure 1.1 more in
accord with the current state of knowledge, but any such re-
vision would have parallel processes, some of which are and
some of which are not accessible to consciousness. The func-
tion of consciousness in such a picture would be controlling
processes, monitoring activities, and coordinating the activi-
ties of disparate processors. Such an intuitive model might be
a better starting point, but we are far from having a rigorous,
widely accepted model of consciousness.

Despite the continuing philosophical and theoretical diffi-
culties in defining the role of consciousness in cognitive pro-
cessing, the study of consciousness may be the one area that
offers some hope of integrating the diverse field of cognitive
psychology. Virtually every topic in the study of cognition,
from perception to motor control, has an important connection
with the study of consciousness. Developing a unified theory
of consciousness could be a mechanism for expressing how
these different functions could be integrated. In the next sec-
tion we examine the impact of the revolution in neuroscience
on the study of consciousness and cognitive functioning.

NEUROSCIENTIFIC APPROACHES TO
CONSCIOUSNESS

Data from Single-Cell Studies

One of the most compelling lines of research grew out of Nikos
Logothetis’s discovery that there are single cells in macaque
visual cortex whose activity is well correlated with the mon-
key’s conscious perception (Logothetis, 1998; Logothetis &
Schall, 1989). Logothetis’s experiments were a variant on the
venerable feature detection paradigm. Traditional feature
detection experiments involve presenting various visual stim-
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uli to a monkey while recording (via an implanted electrode)
the activity of a single cell in some particular area of visual cor-
tex. Much of what is known about the functional organization
of visual cortex was discovered through such studies; to deter-
mine whether a given area is sensitive to, say, color or motion,
experimenters vary the relevant parameter while recording
from single cells and look for cells that show consistently
greater response to a particular stimulus type.

Of course, the fact that a single cell represents some visual
feature does not necessarily imply anything about what the
animal actually perceives; many features extracted by early
visual areas (such as center-surround patches) have no direct
correlate in conscious perception, and much of the visual sys-
tem can remain quite responsive to stimuli in an animal anes-
thetized into unconsciousness. The contribution of Logothetis
and his colleagues was to explore the distinction between
what is represented by the brain and what is perceived
by the organism. They did so by presenting monkeys with
“rivalrous” stimuli—stimuli that support multiple, conflicting
interpretations of the visual scene. One common rivalrous
stimulus involves two fields of lines flowing past each other;
humans exposed to this stimulus report that the lines fuse
into a grating that is either upward-moving or downward-
moving and that the perceived direction of motion tends to
reverse approximately once per second.

In area MT, which is known to represent visual motion,
some cells will respond continuously to a particular stimulus
(e.g., an upward-moving grating) for as long as it is present.
Within this population, a subpopulation was found that showed
a fluctuating response to rivalrous stimuli, and it was shown
that the activity of these cells was correlated with the monkey’s
behavioral response. For example, within the population of
cells that responded strongly to upward-moving gratings, there
was a subpopulation whose activity fluctuated (approximately
once per second) in response to a rivalrous grating, and whose
periods of high activity were correlated with the monkey’s be-
havioral reports of seeing an upward-moving grating.

This discovery was something of a watershed in that it
established that the activity of sensory neurons is not always
explicable solely in terms of distal stimulus properties. Com-
paring the trials where a given neuron is highly active with
those where it is less active, no difference can be found in the
external stimulus or in the experimental condition. The only
difference that tracks the activity of the cell is the monkey’s
report about its perception of motion. One might propose that
the cells are somehow tracking the monkey’s motor output or
intention, but this would be hard to support given their loca-
tion and connectivity. The most natural interpretation is that
these neurons reflect—and perhaps form the neural basis
for—the monkey’s awareness of visual motion.



18 Consciousness

Some single-cell research seems to show a direct effect of
higher level processes, perhaps related to awareness or inten-
tionality, on lower level processes. For example, Moran and
Desimone (1985) showed that a visual cell’s response is mod-
ified by the monkey’s attentional allocation in its receptive
field.

Data from Human Pathology

One major drawback of single-cell studies is that they are only
performed on nonhuman animals because the procedure is in-
vasive and because there is little clinical use for single-cell
data from a patient’s visual cortex. Recent advances in neu-
roimaging (most notably the advent of functional MRI) have
made it possible to observe the normal human brain noninva-
sively, at a fine scale, and in real time. Traditionally, however,
most of what we know about the functional architecture of the
human brain has come from the study of patients who have
suffered brain damage, whether from a stroke, an injury, or
degenerative disease. Data about the effects of a lesion can be
gathered from clinical observation and behavioral tests, and
then the location of the lesion can be discerned through sim-
pler forms of neuroimaging or through postmortem autopsy.
It is famously difficult to use lesion data to ground claims
about the localization of function because a lesion in a given
area may disrupt a function even if the area itself is not “for”
that function (e.g., in cases where the lesion interrupts a path-
way or produces a conflicting signal). In the case of disrup-
tions related to consciousness, however, merely coming to
understand the character of the deficit itself can provide in-
sight into the functional structure of consciousness; just see-
ing what sorts of breakdowns are possible in a system can
reveal much about its architecture. Perhaps the clearest ex-
ample of this has been the phenomenon of blindsight.
Blindsight occurs in some patients who have suffered dam-
age to primary visual cortex (also known as striate cortex, or
area V1). This damage produces a blind field in the patient’s
vision on the side opposite to the lesion; patients will report a
complete absence of visual perception in this field. Nonethe-
less, some patients show a preserved ability to respond in cer-
tain ways to stimuli in this field. For example, patients may be
able to press a button when a stimulus appears, to point reli-
ably in the direction of the stimulus, or even to respond ap-
propriately to the emotional content of facial expressions
(de Gelder, Vroomen, Pourtois, & Weiskrantz, 1999), all
while insisting that they cannot see anything and are “just
guessing.” Research in humans and monkeys (Weiskrantz,
1990, 1998) has supported the hypothesis that this preserved
discriminatory capacity is due to extrastriate pathways that
carry some visual information to areas of the brain outside

of visual cortex, areas involved in functions such as sensori-
motor coordination.

Blindsight relates to the study of consciousness in a num-
ber of ways. First, it provides a powerful reminder of how
much work goes on “outside of” consciousness; even a form
of sensory processing that results in a conscious reaction
(e.g., the emotional response to a facial expression or the
diffuse sense that “something has changed”) may be quite
independent of the sensory information that is available to
consciousness. Second, blindsight clearly demonstrates a
functional division, seen throughout the motor system, be-
tween the mechanisms involved in consciously selecting and
initiating an action and the unconscious mechanisms that
guide its implementation and execution (Llinds, 2001). Third,
it offers the tantalizing possibility—just beginning to be re-
alized—of using neuroimaging to investigate the differences
in activity when the same task is performed with or without
conscious awareness (Morris, DeGelder, Weiskrantz, &
Dolan, 2001).

Another fruitful line of investigation has involved a
constellation of puzzling deficits associated with unilateral
damage to parietal cortex. Parietal cortex plays an essential
role in coordinating action with perception and is known to
contain a variety of sensory and motor maps that are inte-
grated in complex ways. Right parietal lesions produce par-
tial or complete paralysis of the left side of the body, and they
almost always produce some degree of hemineglect, a ten-
dency to ignore the side of the world opposite the lesion (i.e.,
the left side; hemineglect is not associated with left parietal
lesions). The disorder has both sensory and motor compo-
nents: Patients will fail to respond to stimuli coming from ob-
jects located on the left and will not spontaneously use their
left-side limbs. This lateral bias tends to manifest itself across
a variety of modalities and coordinate frames (e.g., auditory
and visual, body-centered and object-centered). Many of the
standard tests of hemineglect are based on paper-and-pencil
tasks carried out with the right hand: For example, patients
with the disorder who are asked to copy a picture (presented
entirely in the patient’s right field) will fill in the right half but
leave the left half sketchy or blank, and if asked to bisect a
horizontal line they will show a substantial rightward bias
(for a review of clinical and experimental findings regarding
hemineglect, see Kerkhoff, 2001).

A variety of mechanisms had been proposed for hemine-
glect, but the field was narrowed considerably by an inge-
nious experiment performed by Edoardo Bisiach and his
colleagues (Bisiach & Luzzatti, 1978). To discern whether
the deficit was primarily one of sense perception or of higher-
level processes such as attention and representation, Bisiach
designed a test that required only verbal input and output. He



asked his subjects to imagine that they were standing at the
north end of a well-known plaza in their city and to recount
from memory all the buildings that faced on the plaza. What
he found was that patients displayed hemineglect even for
this imagined vista; in their descriptions, they accurately
listed the buildings on the west side of the plaza (to their
imaginary right) and omitted some or all of the buildings
to the east. Even more strikingly, when he then asked them to
repeat the same task but this time to imagine themselves at
the south end of the plaza, the left-neglect persisted, meaning
that they listed the buildings they had previously omitted and
failed to list the same buildings that they had just described
only moments before. Because the subjects were drawing on
memories formed before the lesion occurred, Bisiach rea-
soned that the pattern of deficit could only be explained by a
failure at the representational level.

This alone would be fascinating, but what makes hemine-
glect particularly relevant for the study of consciousness is its
frequent association with more bizarre derangements of
bodily self-conception. For example, some hemineglect pa-
tients suffer from misoplegia, a failure to acknowledge that
the limbs on the left side of their body are their own. Patients
with misoplegia often express hatred of the foreign limbs and
wish to be rid of them; V. S. Ramachandran (Ramachandran &
Blakeslee, 1998) reports the case of a patient who kept falling
out of bed in his attempts to escape his own arm, which he
thought was a cadaver’s arm placed in his bed by prankish
medical students. Other patients, while regarding the limb
with indifference, will make bizarre and nonsensical claims
such as that it “belongs to someone else” even though it is at-
tached to their own body. It is important to emphasize that
these patients are not otherwise cognitively impaired; their
IQs are undiminished, and they test at or near normal on tasks
that do not involve using or reasoning about the impaired
hemifield.

An even stranger disorder associated with hemineglect is
anosognosia, or “unawareness of deficit.” This name is some-
times used more in a broader sense, to include the unaware-
ness of other deficits such as amnesia or jargon aphasia. For
present purposes we focus on anosognosia for hemineglect
and hemiparesis, since it remains unclear to what extent the
broader range of cases can or should be explained in a unitary
fashion.

Patients with anosognosia exhibit a near-total unaware-
ness of their paralysis. Though confined to a wheelchair, they
will insist that they are capable of full normal use of their left
limbs; if pressed, they may produce confabulatory excuses
about being “tired” or, in one striking case, “[not] very
ambidextrous” (Ramachandran, 1995). Ramachandran has
shown that this unawareness extends even to unconscious
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decisions such as how to grasp or manipulate an object;
anosognosic subjects will use their one good hand to ap-
proach tray lifting or shoe tying in a way that cannot succeed
without help from the other hand and either will fail to regis-
ter their failure at the task or will be surprised by it. Bisiach
(Bisiach & Rusconi, 1990) has shown that anosognosia ex-
tends also to the perceptual realm; unlike patients with hemi-
field blindness due to retinal or occipital damage, patients
with anosognosia will insist that they are fully functional
even when they are demonstrably incapable of responding to
stimuli in half of their visual field.

Anosognosia is a fascinating and puzzling deficit to which
no brief summary will do justice. For our purposes, however,
three features are most salient. First and most important is its
cognitive impenetrability: Even very intelligent and coopera-
tive patients cannot be made to understand the nature of their
deficit. This qualifies the disorder as a derangement of con-
sciousness because it concerns the subject’s inability to form
even an abstract representation of a particular state of affairs.
Second is the bizarre, possibly hallucinatory degree of con-
fabulation associated with the disorder. These confabula-
tions raise deep questions about the relationship between
self-perception, self-understanding, and self-description.
Third, it should be noted that anosognosia is often strongly
domain-specific; patients unaware of their paralysis may still
admit to other health problems, and double dissociations
have been demonstrated between anosognosias for different
forms of neglect in single patients (e.g., sensory vs. motor
neglect, or neglect for personal vs. extrapersonal space).

There are at least three major hypotheses about the mech-
anism of hemineglect and its associated disorders: Bisiach
treats it as a systematic warping or “metric distortion” in
the patient’s representational space (Bisiach, Cornacchia,
Sterzi, & Vallar, 1984); Heilman and Schacter attribute it to
the failure of second-order monitoring systems (Heilman,
Barrett, & Adair, 1998; Schacter, 1990); and Ramachandran
presents a complex theory in which the left hemisphere is
specialized for building coherence and the right hemisphere
(damaged in these disorders) is specialized for using conflict-
ing data to overthrow old interpretations (Ramachandran,
1995). Ramachandran’s theory, while highly speculative, is
the only one that accounts directly for the stranger cognitive
failures of misoplegia and anosognosia. The other theories
are not incompatible with the phenomena, but to provide a
satisfactory explanation of patients’ behavior they would
(at minimum) need to be integrated with an account of the
mechanisms of confabulation (see, e.g., Moscovitch & Melo,
1997). In any case, what we want to emphasize here is the
way in which a lesion of a somatosensory area can produce
domain-specific failures of rationality. This suggests two
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counterintuitive ideas about abstract reasoning, a process that
has long been assumed to be a function of the frontal lobes:
Either it is in fact more broadly distributed across other areas
of the brain, including the temporal and parietal cortices, or
coherent second-order reasoning about some domain may re-
quire the intact functioning of the areas that construct first-
order representations of that domain. This second hypothesis
would accord well with many recent models of the neural
basis of consciousness, in particular those of Damasio and
Edelman (discussed later).

An Introduction to Current Theories

Several factors have supported the current flowering of neuro-
scientific research into consciousness. Tremendous advances
in neuroimaging have produced new insight into the func-
tional anatomy of the brain; studies of the response properties
of neurons, both in vitro and in computer models, have led to
a deeper understanding of the principles of neurodynamics.
This more sophisticated understanding of the brain has made
possible more specific hypotheses about the structures that
give rise to consciousness. The search for a neural theory of
consciousness also conjoins naturally with the new push
for large-scale theories to explain such fundamental brain
functions as representation, sensorimotor integration, and ex-
ecutive control (Koch & Davis, 1994). These projects are
ambitious, to be sure, but at this point there can be no doubt-
ing their scientific respectability.

In this section we consider a number of recent hypotheses.
There has been a striking convergence among the major the-
ories of the neural basis of consciousness, a convergence both
in conceptual structure and in the choice of brain structures
on which to focus. As a consequence, rather than treating in-
dividual theories one by one, each subsection is devoted to a
particular concept or theoretical component that may play a
role in several different theories. There is a trade-off here be-
cause in focusing on the fundamental concepts, we must nec-
essarily gloss over some of the details of individual views.
We made this choice with an eye to the balance of existing
treatments: Many of the theorists covered here have recently
published lucid, book-length expositions of their individual
views, but we have seen almost no extended synthetic treat-
ments. It is our hope that the approach pursued here will
assist the reader both in understanding the individual views
and in assessing their contributions to the overall pursuit of
consciousness.

Two points about all these theories are worth noting in
advance. First, their convergence affords some grounds for
optimism that the broad outline of a stable, “mature” theory
of consciousness may be coming into view. The specific
current theories of consciousness are doubtless flawed in

many respects; but it seems increasingly clear that they are at
least looking in the right place, and that is a very important
step in the development of a scientific subdiscipline. In a nut-
shell, it seems that the neuroscience of consciousness is on
the cusp of moving from a revolutionary to an evolutionary
mode of progress.

Second, it is worth briefly noting that all of these theories
necessarily assume that consciousness is not epiphenomenal;
in other words, they treat consciousness as something that
plays a functional role and (presumably) confers some con-
crete advantage on the organisms that have it. This assump-
tion has historically been controversial, but as these theories
continue to bear empirical fruit, the assumption becomes
more and more plausible.

Dynamic Activity Clusters

Arguably the first scientific approach to consciousness was
that of associationist psychology, which treated consciousness
as a container or space in which various ideas came and went.
The two basic questions posed by the associationists remain
with us today: How are ideas formed, and what principles
guide the transition from one idea to another? Posing these
questions within the context of neuroscience opens, for the first
time, the possibility of going beyond the surface level to ask
about the mechanisms underlying the formation and transition
of ideas. Theorists of consciousness are now in a position to
ask how and even why conscious experience is generated,
rather than just describing what happens in experience.

Most current theories share the basic idea that individual
percepts and concepts have as their neural correlate a dynamic
“cluster” or “assembly” of neurons (Crick & Koch, 1995;
Greenfield, 1995; Llinds, Ribary, Contreras, & Pedroarena,
1998; Singer, 1996; Tononi & Edelman, 1998). Cluster theo-
ries take as their starting point the challenge of distinguishing
conscious mental activity from unconscious neural process-
ing. In the sensory systems in particular, it is clear that the
brain represents far more information than a person is con-
scious of at any given moment; for example, the entire visual
field is represented in visual cortex, but conscious experience
is (usually, more or less) restricted to one small part of that
field. What, then, is the neural marker of this distinction?
What determines which neural representations become, so to
speak, the contents of consciousness?

Cluster theories propose that various potentially conscious
percepts and/or ideas compete to enter consciousness. Each
cluster is a group of neurons, often distributed across multiple
areas, that collectively represent some image or sensation. As
the brain processes inputs and also recursively processes its
own state, different clusters may become active, and some
sort of “winner-take-all” competition determines which one



will be most active and (therefore) the object of conscious-
ness. A crucial feature of this hypothesis is that clusters are
dynamic and distributed—meaning that a single cluster may
incorporate related feature-representations from many differ-
ent areas of cortex, and a given neuron may participate in dif-
ferent clusters at different times.

Some of the central dynamics of cluster theories are inher-
ited directly from classical associationism and gain plausibil-
ity from the associationist characteristics of neural networks.
For example, it is a natural feature of most neural represen-
tations that activation will spread from some elements in a
cluster to the others, so that activating some features of a rep-
resentation will cause the network to “fill in” the missing fea-
tures, eventually activating the whole cluster. Conversely, the
most fundamental principle of learning at the neural level—
the idea that neurons that are active at the same time become
more strongly connected (“neurons that fire together wire to-
gether”)—provides a mechanism for the creation of clusters
on the basis of long-term regularities in experience.

In inheriting this much of the structure of associationism,
however, cluster theories also inherit many of its classical
problems. It is difficult to give more than a hand-waving
explanation of how the various contributions of the senses,
memory, and imagination interact, and the mechanism of
conscious direction of thought is obscure. Perhaps most im-
portant for the present generation of theories are the problems
that arise when one tries to characterize the difference be-
tween conscious and unconscious representation. Greenfield
(1995) explained the difference in terms of magnitude of ac-
tivation (i.e., one is conscious of whichever cluster is most
active at a given time), but this is problematic because mag-
nitude (in the form of firing rate) is already used by the brain
to represent the intensity of stimuli. This is reminiscent of the
problem that critics raised with Locke’s claim that memories
were distinguished from perception by their faintness; if true,
this would mean that a memory of a bright object should be
subjectively indistinguishable from a perception of a suffi-
ciently dim object, and this is clearly not the case. If a system
is to incorporate both a representation of the objective mag-
nitude of a stimulus and a distinction between conscious and
unconscious representations, that system will need separate
ways of encoding these two things; a single variable such as
firing rate cannot do the job by itself. In the following sec-
tions we mention some concrete proposals for what addi-
tional variables the brain might use for this purpose.

Sensory Imagery and Binding

At the neural level, one way of interpreting consciousness is
as an integration or “binding” of disparate neural representa-
tions into a single, coherent percept. When we see an object,
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its various features such as color, shape, location, movement,
and identity are represented in different areas of the brain, but
our experience is still of a single, unified object that combines
all these properties. How is this combination achieved, and
how do we know which features go with which object?
Christof von der Malsburg (1981) coined the term binding
problem to refer to this puzzle in the context of models of the
visual system, and it has since been broadened to refer to
cross-modal and sensorimotor integration and even to the
integration of perception with memory.

As von der Malsburg (1981) pointed out, one can in prin-
ciple solve this problem by having the processing chain ter-
minate in a set of object-specific neurons that stand for whole
percepts. This is the type of representation often caricatured
as involving “grandmother cells,” since at its most extreme it
would require a single cell for each possible percept (e.g.,
your grandmother), and that cell would fire when and only
when you detect that object with any of your senses. This
type of representation is highly inefficient and fragile, how-
ever; unsurprisingly, the brain does not appear to be orga-
nized this way. There is no Cartesian Theater (Dennett,
1991), no single region on which all inputs converge to pro-
duce one master representation. Recasting the binding prob-
lem, then, the challenge is to explain how a person can have
a single, integrated experience of an object whose various
properties are represented in different brain regions and never
brought together in one place.

If not one place, how about one time? An interesting hy-
pothesis that gained prominence in the 1990s is that temporal
synchrony is what binds representations across the brain
(Joliot, Ribary, & Llinas, 1994; Singer, 1996, 2001). The idea
here is that all the neurons representing a given percept will
produce spikes that closely coincide. This approach exploits
the fact that spike frequency does not exhaust the informa-
tion-carrying potential of a neuronal spike train. Even if two
neurons produce the same number of spikes within a given
time interval, their spike trains may differ in several impor-
tant ways. Synchrony thus offers one way to encode the extra
representational dimension that cluster theories need. There
are also a number of good theoretical reasons to look in this
direction, including the following (modified from Singer,
1996):

e The constraints of real-time perceptual processing are
such that the mechanism of binding has to work on a very
short timescale. It also has to allow for the dynamic cre-
ation of novel perceptual clusters involving elements that
have never been associated before. Both of these require-
ments suggest that binding should be implemented at
the level of neuronal activity rather than at the level of
anatomical structure and connectivity.
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 Itis arobust general principle of neural dynamics that two
neurons stimulating a third will have a greater total effect
if both their pulses reach the target at the same time (within
some small window of tolerance). From this it follows that
synchronous firing would enhance the neural visibility and
associative power of the disparate components of a cluster.
Binding via synchrony could thus explain why a visual
field containing the same set of features will call up differ-
ent associations depending on how they are grouped—so,
for example, seeing a purple Volkswagen might bring up
memories of an old friend while seeing a purple Ford next
to a green Volkswagen would not.

e Neurons in many areas can exhibit oscillatory firing pat-
terns. Phase-locking such oscillations—coordinating them
so their peaks coincide—would be a powerful and effi-
cient means of generating synchrony across large dis-
tances in cortex. The need for a mechanism of synchrony
would thus provide one (though by no means the only)
possible explanation for the ubiquity of these oscillatory
firing patterns.

The details of empirical studies on synchrony are beyond
the scope of this chapter, but it is now widely accepted that
synchronous oscillation plays an important role in visual
binding and may also be crucial for attentional processes and
working memory (for review and discussion, see Engel,
Fries, Konig, Brecht, & Singer, 1999; Engel & Singer, 2001).
Synchrony can thus be considered at least a neural precon-
dition for consciousness because conscious attention and
awareness operate within the realm of whole, bound objects
(Treisman & Kanwisher, 1998).

Christof Koch and Francis Crick advanced a more specific
proposal, which has come to be known as the 40-Hz hypothe-
sis (Koch & Crick, 1994). The central idea of this proposal
was that synchronous oscillation in the so-called “gamma
band” frequency range (approximately 25-55 Hz) is both nec-
essary and sufficient for consciousness—in other words, that
we are conscious of the representational contents of all
neurons synchronously oscillating in this frequency band, and
that all our conscious imagery is accompanied by such
oscillations.

The 40-Hz hypothesis was a breakthrough in two respects.
First, it led directly to clear, empirically testable claims about
the neural correlate of consciousness (NCC). At the single-
cell level, the hypothesis implies that the activity of a given
sensory neuron should match the contents of sensory con-
sciousness (e.g., in experiments like those of Logothetis men-
tioned earlier) whenever it is oscillating at frequencies in the
gamma band. At the level of functional areas, it also follows
that consciousness should be insensitive to differences in

activity that are restricted to areas that do not exhibit signifi-
cant gamma-band oscillation. This latter idea was the basis
for the famous conjecture that we are not conscious of the
contents of V1, the first stage of processing in visual cortex
(Crick & Koch, 1995). Unfortunately, as Crick and Koch
themselves pointed out, complicating factors render these
seemingly simple implications problematic: How can one
distinguish the neurons that are driving an oscillation from
those that are merely responding to it? What about local in-
hibitory neurons, which play no direct role in communicating
with other cortical areas—should they be considered part
of the NCC if they oscillate? In recognition of these com-
plexities, Crick and Koch now assume that the anatomical
side of the NCC story will be more complex, involving (at
minimum) finer-grained analysis of the contributions of dif-
ferent cell types and cortical layers (Crick & Koch, 1998).

The original 40-Hz hypothesis was novel in a second way
that has been less widely noticed but may ultimately have
more lasting consequences: Unlike previous synchrony mod-
els of binding, it provided a way to draw a distinction within
the realm of bound representations, between those which are
and are not conscious. If the 40-Hz hypothesis was correct, a
neuroscientist observing the activity of a pair of sensory neu-
rons in separate areas could place them into one of three cat-
egories based solely on the properties of their spike trains:

e If oscillating synchronously in the gamma band, the
neurons must be contributing to a single conscious
representation.

e If oscillating synchronously at a frequency outside the
gamma band, they must be part of a bound representation
that is not present to consciousness (e.g., an object in an
unattended part of the visual field).

e If active but not oscillating or oscillating out of synchrony,
they must be representing features which are unbound, or
perhaps bound to different representations.

Even though 40-Hz oscillation itself is looking less attrac-
tive as a criterion, it would clearly be useful to have some
means of drawing this distinction between bound representa-
tions that are and are not conscious, and another candidate for
this role is discussed in the next section.

Thalamocortical Loops

The thalamus is a lower forebrain structure that is sometimes
referred to as the gateway to the brain because all sensory sig-
nals except olfaction must pass through it to get to the cortex.
The cortex also projects profusely back to the thalamus;
for many thalamic nuclei, these downward projections



outnumber the upward ones by an order of magnitude. Most
nuclei of the thalamus are so-called specific nuclei, each of
which connects to a relatively small area of cortex. There are
also several nonspecific nuclei (including the reticular nucleus
and the intralaminar nuclei), which extend diffuse, modula-
tory projections across most of the cortex—with a single axon
synapsing in many distinct areas—and receive projections
from a similarly broad swath.

The broad connectivity of the thalamus and its central role
in sensation have made it a frequent target for neural theories
of consciousness. One of the earliest such was Francis
Crick’s thalamic searchlight hypothesis (Crick, 1984), in
which the thalamus controls which areas of cortex become
the focus of consciousness. Since then, so-called thalamocor-
tical loop models have been widely pursued, and this circuit
now plays a role in almost all neural theories of conscious-
ness; here we focus on the version developed by Rodolfo
Llinds. During the 1990s, Llinds and his coworkers con-
ducted a series of detailed studies of thalamocortical interac-
tions, and out of this work Llinds has developed a theory that
integrates data from waking and sleeping consciousness,
addresses the binding problem, and provides a criterion for
discriminating representations that can fill the hole vacated
by the 40-Hz hypothesis (as discussed earlier).

First, it is important to understand how thalamocortical
models in general account for binding. The common thread
in these accounts is that thalamocortical interactions are nec-
essary for the fast and precise generation of synchronous os-
cillations across distinct cortical regions. (This represents a
minimal necessary function for the thalamus that almost all
models would agree on. There are many more specific ques-
tions on which accounts vary: For example, it is not clear
how crucial the thalamus is for maintaining synchrony
among neurons within a single cortical area; and although
some neurons will oscillate even in vitro, there is much de-
bate about the extent to which oscillations observed in cortex
derive from such ‘“endogenous” oscillatory properties or
from system-level interactions.)

In this respect the thalamus acts something like the con-
ductor of a cortical symphony: It does not determine in detail
what the players do, but it coordinates their activity and
imposes coherence. Without this contribution from the thala-
mus, the brain might be able to produce local patches of syn-
chrony, but it would not be able to bind the many different
properties of a percept into a single coherent object. Inciden-
tally, this metaphor also illustrates why it is inaccurate to
describe any individual part of the brain as the seat of con-
sciousness. A conductor and orchestra work together to pro-
duce coherent music; the conductor imposes structure on the
orchestra, but in the end it is the individual musicians who

Neuroscientific Approaches to Consciousness 23

produce the actual music. Likewise, the thalamus in some
sense generates and directs consciousness, but only in con-
junction with sensory areas that produce and embody the
experienced content of that consciousness.

The problem of representing multiple separate-bound ob-
jects at the same time can apparently be solved at least in part
by ensuring that each bound representation oscillates at a
different frequency. But this still leaves open the question of
what distinguishes conscious bound representations. What
determines which of several synchronously oscillating clus-
ters dominates a person’s subjective awareness?

Llinas (Llinas & Pare, 1996) has identified a mechanism
that may subserve this function. Using magnetoencephalogra-
phy (MEG) in humans, he has observed waves of phase-
locked activity that travel across the cortex from the front of
the head to the back. Each wave takes approximately 12.5 ms
to traverse the brain and is followed by a similar gap before the
next wave, for a total interval of 25 ms per wave, or 40 Hz.
Their presence is correlated with coherent conscious experi-
ence: They occur continuously during waking and REM sleep
but vanish during non-REM sleep. These waves are appar-
ently driven by the nonspecific nuclei of the thalamus, which
send out projections that traverse the cortex from front to
back.

Llinds’s hypothesis is that consciousness is marked by a
second type of synchrony: synchrony between an individual
cluster and this nonspecific scanning wave. Thus, of all the
clusters that are active at a given time, the ones that are the
focus of consciousness will be those that are oscillating in
phase with the scanning wave.

A crucial line of evidence for this comes from Llinds’s
studies of auditory perception in humans during waking,
REM, and slow-wave sleep (Llinds & Ribary, 1994). In
awake humans, a salient auditory stimulus (a loud click) will
interrupt the scanning wave and start a new one, while in
REM the stimulus will produce a cortical response but will
not reset the scanning wave. This would seem to correspond
to the ability of such stimuli to draw conscious attention dur-
ing waking but not during REM sleep (or during nREM,
where the scanning wave is absent or at least dramatically
reduced).

Another set of studies (Joliot et al., 1994) showed a differ-
ent sort of correlation between this “gamma reset” and con-
scious perception. Subjects were played a pair of clicks
separated by an interval between 3 ms and 30 ms. Subjects
were able to distinguish the two clicks when they were sepa-
rated by approximately 13 ms or more, but with shorter inter-
vals they perceived only one click (of normal, not double,
duration). MEG revealed that intervals under 12 ms produced
only a single reset, while longer intervals produced two. The
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authors concluded from these results that consciousness is
discrete rather than continuous, with 12 ms being the “quan-
tum of consciousness,” the basic temporal unit of conscious
experience. Even for the more conservatively inclined, how-
ever, these two lines of evidence do strongly suggest that
there is some close relationship between the scanning wave
and conscious experience.

Gerald Edelman and Giulio Tononi (Edelman & Tononi,
2000; Tononi & Edelman, 1998) also emphasized the thalam-
ocortical system, although their concern was less with
synchrony itself than with the functional integration that it
signifies. In their model conscious neural representation is
distinguished primarily by two characteristics: integration,
the tendency of neurons within a particular representational
cluster to interact more strongly with each other than with
neurons outside the cluster; and complexity, the brain’s abil-
ity to select one specific state from a vast repertoire of possi-
ble states (and to do so several times a second). They use the
term dynamic core to refer to a functional grouping of neu-
rons that plays this role. The word “dynamic” is crucial here:
For Edelman and Tononi (as for Llinas), the “core” of con-
sciousness is not a persistent anatomical structure but an
ephemeral pattern of activity that will be present in different
areas of cortex (and different neurons within those areas) at
different times.

Self and Consciousness

Another major development in the study of consciousness has
been the increasing degree of attention paid to the role of self-
representation. Within philosophy, consciousness has often
been analyzed in terms of a relation between transient mental
objects or events—thoughts, ideas, sensations—and a persis-
tent, unitary self. This approach has now been carried over
into the empirical realm by neuroscientists, who are trying
to determine how the brain constructs a self-representation
and how this self-representation contributes to conscious ex-
perience. This is another point on which the convergence
among major neural theories of consciousness is quite strik-
ing. Though we focus on the work of Antonio Damasio, self-
perception and its relation to decision making are accorded a
central role in Edelman and Tononi (2000) and Llinas (2001).

In Descartes’ Error, Damasio (1994) defended the idea that
conscious thought is substantially dependent on visceral self-
perception. In his view conscious decision making involves
not only abstract reasoning but also the constant monitoring
of a body loop in which brain and body respond to each other:
Physiological mechanisms such as the endocrine system and
sympathetic and parasympathetic nervous systems respond to

external and internal stimuli that are represented by the brain,
and the brainstem monitors the body and registers the state
changes wrought by these systems. This gives literal meaning
to the notion of a gut instinct; in numerous studies (Bechara,
Damasio, Damasio, & Anderson, 1994; Damasio, 1996)
Damasio and his coworkers have shown that physiological
responses may be necessary for accurate decision making and
may even register the “correct” answer to a problem before
the subject is consciously aware of it.

Subsequently, Damasio (1999) has extended this model to
provide an account of perceptual consciousness. Visceral
self-representation now constitutes the proto-self, a moment-
to-moment sense of the presence and state of one’s body.
Mere perception becomes conscious experience when it is
somehow integrated with or related to this proto-self, by way
of second-order representations that register the body’s re-
sponse to a percept. Core consciousness is the realm of pri-
mary conscious experience, constituted by a series of these
“How do I feel about what I'm seeing?” representations, and
extended consciousness is the extension of these experiences
into the past and future via the powers of memory and con-
ceptual abstraction.

Damasio (1999) offered specific hypotheses about the
neural localization of these functions. He suggested that the
self-representations that constitute the proto-self are generated
by a number of upper brainstem structures (including much of
what is traditionally referred to as the reticular system), the
hypothalamus, and cortical somatosensory areas (primarily in
right parietal cortex). Core consciousness depends primarily
on the cingulate cortices and on the intralaminar (nonspecific)
nuclei of the thalamus, and extended consciousness relies on
the temporal and prefrontal cortices.

To interpret these claims, however, it is important to un-
derstand the particular notion of localization with which
Damasio is working. He is a clinical neurologist, and his pri-
mary source of evidence is observation of humans with focal
brain damage. Within the tradition of clinical neurology, the
claim that “function F is localized to system S’ rarely means
more than “damage to system S will (more or less selec-
tively) impair function F’—and in any case, this is the
strongest claim that lesion data alone can usually justify. This
restricted kind of localization is important, but it is also fun-
damentally incomplete as an explanation of the function in
question because it does not describe the mechanism by
which the function is performed.

By way of illustration, consider the following statements:
(a) “The lungs are the organs that oxygenate the blood” and
(b) “The lungs contain a honeycomb of air vessels, and hence
have a very high internal surface area. Blood is pumped



directly through the lungs and is brought to the surface of
these vessels, allowing for the exchange of gases with the in-
haled air.” Both are in some sense localizations of the func-
tion of oxygenation, but the first explains nothing about the
means by which the function is performed. For this very rea-
son, it is also easier to formulate and confirm—for example,
by measuring the oxygen content of blood flowing into and
out of the lungs.

A theory of consciousness constructed along these lines
can still have important consequences: For example, it guides
us in interpreting the nature and subjective character of a
range of neural pathologies, from Alzheimer’s disease to
locked-in syndrome, and it may help to establish the parame-
ters for more focused study of individual functions. But out-
side of the diagnostic realm, its utility will be limited unless
and until it can be supplemented with the sort of mechanistic
underpinning that supports more fine-grained prediction,
testing, and explanation.

A Word on Theories at the Subneural Level

In surveying neuroscientific approaches to consciousness,
we have restricted our discussion to theories at and above
the single-cell level, setting aside proposals that attempt to
relate consciousness to subneural structures such as micro-
tubules and quantum particles (Eccles, 1992; Hameroff,
1998; Hameroff & Penrose, 1996; Popper & Eccles, 1977).
While it is quite likely that subcellular mechanisms will play
an increasing role in future theories of neural functioning,
this role will be as one piece of a complex, multilevel the-
ory, just as the processes described by molecular biochem-
istry form one piece of the explanatory structure of biology.
From a methodological perspective, subcellular entities are
no more sufficient for explaining consciousness than they
are for explaining metabolism or immune response: There
are too many other important levels of analysis, many of
which are patently relevant to the functions in question. One
symptom of this problem is the way in which subcellular
theories tend to deal in gross correlations with just one or
two properties of consciousness—for example, that (like
microtubules) consciousness is affected by anesthetics, or
that (as in quantum entanglement) it can change unpre-
dictably and globally. There is certainly room under the big
tent of science for a few such theories; but in our view they
will not deserve serious mainstream attention unless and
until they establish both a tighter integration with the inter-
mediate levels of neuroscience and a more fine-grained,
empirically testable connection with the properties of con-
sciousness itself.
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CONCLUSION: THE FUTURE OF CONSCIOUSNESS

The mind-body problem and many of the problems encoun-
tered in the study of consciousness may result from the sepa-
rate mental models (or conceptual schemes) we use to think
about mental events and physical events. Mental models in-
fluence our thinking profoundly, providing the structure
within which we frame problems and evaluate solutions. At
the same time, it is possible to distinguish properties of the
model from properties of reality. As it stands, our models of
the mental and the physical are distinct, but this may be more
a symptom of our flawed understanding than a fact about the
world itself.

One way to understand the progress described in this
chapter is as a breaking down of this dualist divide. Psychol-
ogists studying consciousness have found ways to relate it to
the physical behavior of the organism, forging epistemologi-
cal links between mind and world. In addition, as we have
learned more about the detailed structure of mental functions
such as attention, perception, memory, and decision making,
it has become less and less tempting to see them as parts of a
transcendent consciousness. Meanwhile, neuroscience has
begun to elucidate the ontological connections between mind
and body, making it possible to see where our models of the
mental and physical may overlap and eventually merge.
These developments cause us to reflect with some amaze-
ment on the history of the scientific study of consciousness.
Until the ascendancy of behaviorism in the early part of the
twentieth century, it was widely considered to be the central
object of the field of psychology. Then, through the behavior-
ist era and until late in the cognitive revolution, which began
in the 1960s, it was banished entirely from study. Now it may
provide a new center to integrate the diverse areas of cogni-
tion and help relate them to dramatic new findings from
neuroscience.

What can be said about the future of consciousness? There
is an instructive parallel here with the history of life (Farber,
2000). At the turn of the last century, there was still room for
doubt about whether there would ever be a unified account of
living and nonliving processes. As with consciousness, there
was (and to a certain extent, still is) a division between
the mental models we use to describe the behavior of animate
and inanimate objects. Vitalists argued that this division was
reflected in reality, while materialists argued that life was ul-
timately grounded in the same physical forces and entities as
everything else. As it turned out, the vitalists were wrong, and
the elaboration of the physical basis of life revolutionized
biology and led directly to many of the greatest scientific
advances of the twentieth century.
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We cannot say with certainty whether psychological mate-
rialism will enjoy a similar victory; the current rate of
progress certainly gives grounds for optimism, but many deep
conceptual problems remain to be overcome. The real value
of the parallel with the history of life is not in prediction, but
in understanding the nature of the problem and how best to
approach it. Vitalists posed deep philosophical problems hav-
ing to do with “unique” properties of living organisms, such
as self-reproduction and goal-directedness. Progress came
neither from ignoring these problems nor from accepting
them on their own terms, but from reinterpreting them as
challenging scientific puzzles—puzzles that could only be
solved with a combination of empirical and theoretical
advances.

It is also important to notice that the victory of biological
materialism did not lead to the discarding of the concept of
life or to biology’s becoming a branch of physics. The word
“life” is still available for everyday use and remains just as
respectable as it was 100 years ago, even though its meaning
now depends in part on the scientific explanation that has de-
veloped during that time. Because the word “consciousness”
has always been more obscure and more diverse in its mean-
ings, it may be in for somewhat more radical change; scien-
tists working on consciousness may rely on more technical
terms (such as “attention,” “awareness,” and “binding”), just
as biologists conduct much of their daily work without gen-
eral reference to “life”; but there is no reason to presume that
scientific progress will involve rejecting the very idea of con-
sciousness or replacing mental terms with behavioral or
neural ones. Explaining need not mean explaining away.
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The first two questions that a chapter on motivation must
confront may betray the current status of motivational con-
structs in much of psychology. The first is, Why do we need
motivational concepts to explain behavior? The second is,
How do we define motivation? The first goal of this chapter
is to answer these questions in a general way by providing
a framework with which to analyze basic motivational
processes. We then apply this general framework to four mo-
tivated behavior systems: feeding, fear, sexual behavior, and
temperature regulation. By so doing, we hope to illustrate the
power of current thinking about motivation as an organizing
and predictive structure for understanding behavior.
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Why Do Theories of Behavior Need
Motivational Constructs?

The goal of psychological theories is to explain and predict
the variance in behavior. The two global factors to which
this variance is most often attributed are genetic and learned
influences. For instance, a particular species is genetically
programmed to use certain sources of nourishment and not
others. It is also clear that humans and other animals learn
that some edible stimuli contain vital nutrients and others are
toxic. Even complete knowledge of these factors and how
they interact is probably not sufficient to understand all be-
havior; some variance is left over. Motivational constructs
are invoked to explain this leftover variance. Genetically, hu-
mans need certain lipids, proteins, sugars, and vitamins to
become reproductive individuals. We learn how to procure
these commodities from our environment. Yet an individual
may not always consume the perfect food when it is avail-
able, while at other times such food may be consumed to
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excess. The behavior is variable; learning and genetics alone
cannot account for all of the behavior. Consequently, we in-
voke hunger, a motivational construct, to capture the remain-
der of the variance. For example, a theory of feeding might
suggest that genes determine what we eat, and memory of
past experiences tells us where to forage. Hunger activates
foraging behavior and determines when we eat.

Any complete theory of behavior can be viewed as an
analysis of variance with learning, genetics, and motivation
configured to explain behavior as best as possible. Accord-
ingly, any concept of motivation will be defined partly by the
particular matrix of learning and genetics within which it
is embedded. As a consequence, as our ideas about learn-
ing or behavior genetics change, so must our ideas about mo-
tivation. Indeed, our concept of motivation is dramatically
different from the generalized need-based drive and the recip-
rocally inhibitory incentive motivation theories that charac-
terized the earlier and later parts of the twentieth century.
Although those theories have been very influential to the ideas
developed here, we do not review them in this chapter. Instead,
the reader is urged to consult Bolles (1975) for, arguably, the
most authoritative review of those earlier approaches.

The analogy to analysis of variance highlights another
important aspect of motivation, learning, and genetics. It is
incorrect to think of these factors as independent “main” ef-
fects. Most of the variance in behavior is accounted for by
the interactions between these factors. For example, research
into constraints on learning demonstrated that even basic
learning processes, such as Pavlovian and operant condi-
tioning, have powerful and specific genetic influences that
determine what information is readily acquired and what in-
formation is virtually impossible to assimilate (Seligman &
Hager, 1972). Conversely, recent research on the neurobiol-
ogy of learning suggests that the mechanism by which
we encode information involves gene expression and that
learning influences which genes are expressed (Bolhuis,
Hetebrij, Den Boer-Visser, De Groot, & Zijlstra, 2001;
Rosen, Fanselow, Young, Sitcoske, & Maren, 1998). Thus,
learning and genetic factors affect behavior, and each other.
We raise these examples to foreshadow that our explanation
of motivation will also primarily reside within a description
of these interactions.

A Definitional Framework for Motivation

The framework we advocate for understanding motivation is
called functional behavior systems (Timberlake & Fanselow,
1994). Two aspects to defining a functional behavior system
are common to the definition of any motivational construct:
environmental cause and behavioral effect. These are the

necessary components to any empirically tractable definition
of an intervening variable. A functional behavior system must
be anchored to objectively defined environmental causes.
These are the antecedent conditions for activation of the be-
havior system and the things an experimenter can manipulate
to turn on the system. The functional behavioral system must
also have objectively observable behavioral consequences of
activating the system.

Functional behavior systems have a third component to
the definition that is unique to this approach. The naturally
occurring problem that the system has evolved to solve is a
component of the definition. This component is critical be-
cause modern views of motivation see behavior as being
tightly organized around these functional concerns. Environ-
mental causes and behavioral effects are grouped together
about the naturally occurring problems that the successful
organism is built to solve. This problem-oriented view fo-
cuses the analysis on how multiple behaviors relate to each
other in a manner that is coordinated to solve a problem.
Hunger and feeding are understood as a means to ensure that
the necessary nutrients and calories are harvested from the
environment. Hunger and feeding cannot be understood sim-
ply in terms of the amount eaten or the number of lever
presses a rat makes for a food pellet. Nor can it be under-
stood simply in terms of the postingestional consequences of
food that satisfy some homeostatic requirement. Rather, for
each species, food-related motivation is tailored to the niche
that the animal occupies. An animal must search for appro-
priate items, procure them, prepare them, consume them,
and digest them. The sequence is all-important, and a failure
anywhere along the chain means that the organism fails to
meet critical environmental demands. Different behaviors
are necessary for each step; different rules apply to each
component; and the analysis of behavior is a description of
the path. A theory of motivation must capture the structure
of this organization.

Impetus for the Development of Functional
Behavior Systems

A metatheoretical concern in approaching motivation is how
many separate motivations does a complex organism have?
Freud (1915) voiced one extreme when he suggested that all
motivation stemmed from a single unconscious source of
energy. The instinct theorists of the early part of the twentieth
century voiced another when they linked instincts directly to
behaviors (e.g., Lorenz, 1937). Eventually, instinct theory
crushed itself because there were no constraints on the num-
ber of instincts that could be generated. To avoid such prob-
lems, Hull (1943), like Freud (1915), argued for a single



generalized source of motivation. The magnitude of this
generalized drive was determined by summing all unsatisfied
physiological needs; any perturbation of homeostasis re-
sulted in an increase in a common source of behavioral
energy. Empirically, Hull’s generalized drive theory failed
because separate sources of motivation most often do not
generalize. Thirsty animals tend not to eat, and frightened an-
imals forsake eating and drinking. It also became clear that
learning was at least as important a source of motivation as
was homeostatic need. Often we eat because the situation
tells us to. Past experience informs us that this is the proper
time or place to eat.

To account for empirical challenges to Hull’s (1943) gen-
eralized drive principle, incentive motivational theories sug-
gested that two types of motivation could be activated by
Pavlovian means. Conditional stimuli (CSs; see also chapter
by Miller and Grace in this volume) that predicted desirable
outcomes, such as the occurrence of food or the absence of
pain, activated an appetitive motivational system; CSs that
predicted undesirable outcomes activated an aversive moti-
vational system. Anything that activated the appetitive
system stimulated appetitively related behaviors and sup-
pressed aversively motivated behaviors. The opposite was
true for stimuli that excited the aversive system. This expla-
nation was an improvement because learning, in the form of
Pavlovian conditioning, could provide a source of motiva-
tion. Additionally, the notion of two systems provides more
selectivity than Hull’s (1943) generalized drive principle.
The problem with this view is that it simply does not go far
enough. As we shall see, cues associated with food do not
simply cause an enhancement of food-associated behaviors.
Rather, the cue signals that a particular class of food-related
behavior is appropriate and that others are inappropriate. On
the aversive side, fear and pain are organized in an antago-
nistic manner. Because fear inhibits pain-related behavior,
how can fear, pain, and hunger simultaneously hold mutu-
ally reciprocal relationships? As we shall see, organizing
these systems around their function makes sense of the
relationships between classes of behavior. By combining
function, antecedent cause, and behavioral effect into our
definition of a motivational system, we are also successful
in limiting the number of motivational systems that can be
generated.

What Is Motivation?

The idea that we eat because we are hungry seems intuitively
obvious. Both lay and several formal descriptions of behavior
suggest that hunger is a response to food deprivation and
that hunger engenders behaviors that correct the depletion. In
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this way, factors such as body weight or caloric intake are
regulated about some set point. This homeostatic view has
directed much research, and in many situations body weight
appears to be held relatively constant. However, caloric in-
take and body weight are influenced by many variables, such
as the type and quantity of food available, activity levels, sea-
son, and palatability.

Bolles (1980) has noted that if the experimenter holds sev-
eral of these variables constant, the others will come to rest at
some set of values. Thus, an observed set point or consistency
may be an artifact of relatively static conditions. Additionally,
because all these factors are variables in an equation, the ex-
perimenter is free to solve for any of them as a function of the
others. In effect, body weight may appear to be regulated
simply because you have kept the other variables constant.
Alternatively, if you held body weight and the other variables
constant, you could solve the equation for palatability and
thereby conclude that palatability is regulated. From a func-
tional perspective what is critical is that an animal ingests
the necessary substances in sufficient quantities; how that is
accomplished does not matter. Natural selection favors any
scheme that satisfies the goal. In this regard, regulating
palatability may make a lot of sense—and is a topic to which
we will return later.

This idea is a general point about motivational terminol-
ogy and motivational systems. We have to recognize that mo-
tivation is organized about the evolutionary requirement that
the system needs to solve (see also chapter by Capaldi in this
volume). Hunger, sexual arousal, and fear really refer to a be-
havioral organization that is imposed on an organism when
the environment demands that a particular problem be
solved. Motivation is no longer conceived of as a blind force
that impels an animal forward. It is something that gives
form, structure, and meaning to behavior, and it is from this
vantage that we will begin to analyze some exemplars of spe-
cific motivational systems.

FEEDING

The vast majority of animal species gain the nutrients they re-
quire to survive and grow by harvesting them from other liv-
ing creatures. This strategy requires that animals have means
to detect and capture these nutrients and that the behavioral
systems governing these actions be sensitive to the availabil-
ity of required nutrients and the physiological demands of the
animal. Psychological examination of these requirements
typically focuses on either the factors that initiate the behav-
ior or the response topography of food-gathering behavior.
We examine each of these aspects in turn.
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Factors Governing Initiation of Feeding Behavior
Homeostasis

Richter (1927) observed that feeding behavior occurred in
regular bouts that could be specified on the basis of their fre-
quency, size, and temporal patterning. He suggested that find-
ing the determinants of this regularity should be the goal of
psychology and further indicated that homeostasis, the main-
tenance of a constant internal environment, could be one of
these determinants. These observations have been supported
by further research showing that animals frequently act as
though defending a baseline level of intake, leading to the de-
velopment of a depletion/repletion model of feeding initia-
tion similar to homeostatic models developed to account for
temperature regulation behavior (Satinoff, 1983). A great
deal of evidence suggests that under relatively constant con-
ditions, animals eat a regular amount each day and that the
amount is sensitive to manipulations such as enforced depri-
vation or stomach preloading (Le Magnen, 1992). However,
there are a number of problems with this analysis, and these
problems become more intractable the more lifelike the
experiment becomes. For example, initiation of feeding
behavior has been demonstrated to be sensitive to a number
of different factors including nutrient storage levels, food
palatability, and circadian influences (Panksepp, 1974). The
crucial factor in determining the influence of various manip-
ulations on feeding behavior seems to be the nature of the ex-
perimental procedure used.

The Importance of Procedure

Collier (1987) described three different procedures that have
been used to study feeding motivation. By far the most com-
monly used is the session procedure. Here, the animal is de-
prived of a required commodity for most of the day and is
given repeated brief access to this commodity during a short,
daily session. In such a procedure very few of the determi-
nants of behavior are free to vary, placing most of the control
of the animal’s behavior into the hands of the experimenter.
Features of behavior including the number of trials, the inter-
trial interval, session length, portion size, response contin-
gencies, and total intake are determined by the experimenter
and not the animal (Collier & Johnson, 1997). This kind of
procedure changes the response characteristics of the animals
by placing a premium on rapid initiation and performance of
the food-rewarded behavior and does not allow analysis of
feeding initiation and termination because these are also de-
termined by the experimenter, rather than the animal.

A second class of studies uses the free-feeding proce-
dure in which animals are offered continuous access to the

commodity and their pattern of feeding is recorded. Unlike
the session procedure, there is no explicit deprivation, and the
animal is free to control various parameters of food consump-
tion, including meal initiation and termination. This proce-
dure has led to the dominant depletion/repletion model of
feeding motivation. This model hypothesizes that postinges-
tive information about the nutrient content of the meal is
compared against nutrient expenditure since the last meal to
determine the nutrient preference and size/duration of the
next meal (Le Magnen & Devos, 1980). Correlations between
length of food deprivation and subsequent meal size or the
rate of responding for subsequent feeding (Bolles, 1975; Le
Magnen, 1992) provide support for this interpretation. How-
ever, these correlations are influenced by a number of other
factors, including the availability of other behaviors (Collier,
Johnson, & Mitchell, 1999), and do not provide a complete
account of feeding initiation (Castonguay, Kaiser, & Stern,
1986). Even more important, the feeding initiation and subse-
quent meal patterning of free-feeding animals seem to be
such that they never undergo nutrient depletion: Free-feeding
animals never have empty stomachs (Collier, Hirsch, &
Hamlin, 1972), meaning that a near-constant stream of nutri-
ents enters the animal. This behavior suggests either that feed-
ing initiation must be unrelated to depletion or that it must
occur prior to, but not as a consequence of, nutrient depletion.

The Cost of Feeding

One major parametric influence on feeding behavior not in-
cluded in the free-feeding procedure is the cost of procuring
food. In the laboratory foraging procedure (Collier, 1983) the
animal is not food deprived in the conventional sense—it has
constant access to food resources—but food availability is
restricted by making delivery contingent on the completion
of a response contingency. Unlike the session procedure, the
animal is free to control the various parameters of feeding
behavior. Unlike the free-feeding procedure, the animal must
not only work to gain access to the commodity, but it must
balance the demands of gaining access to food with other
biologically important activities such as drinking and sleep-
ing. In these studies, the cost of food procurement, and not
the repletion/depletion calculation, has been demonstrated to
be the crucial determinant of feeding initiation (e.g., Collier
et al., 1972). Experiments manipulating the cost of food pro-
curement have demonstrated that the number of meals an an-
imal takes in a day is directly related to the cost of initiating
a meal. By varying the number of lever presses required
to initiate a meal, Collier et al. (1972) demonstrated that
the daily number of meals initiated by the animal is a linear
function of the log of the response requirement. The number



of small meals and the frequency of short intermeal intervals
decreased as the response requirement increased, leading to a
smaller number of larger meals and the conservation of total
intake and body weight.

Similar effects of meal-procurement cost have been
demonstrated across a variety of animal species with a vari-
ety of evolutionary niches and foraging strategies (Collier &
Johnson, 1990). The determination of meal cost appears to be
calculated by the animal across a relatively long time win-
dow: Animals trained on alternating days of high and low
cost learned to feed primarily on low-cost days (Morato,
Johnson, & Collier, 1995). Animals also show a nonexclusive
preference for feeding on low cost resources (Collier, 1982),
on larger pellets where the cost is the same as for smaller pel-
lets (Johnson & Collier, 1989), and on pellets with higher
caloric density (Collier, Johnson, Borin, & Mathis, 1994).
Animals also include risk of aversive events into the cost
equation. Fanselow, Lester, and Helmstetter (1988) demon-
strated that increased numbers of randomly occurring foot
shocks led to changes in meal patterning similar to those
induced by increased procurement costs. Characteristics of
feeding demonstrated in session and free-feeding procedures,
such as increased rates of responding or consumption or cor-
relations between length of food deprivation and subsequent
meal size, are not replicated in the laboratory feeding proce-
dure (Collier & Johnson, 1997; Collier et al., 1999). This se-
ries of results has led Collier and his coworkers to suggest
that the crucial determinants of feeding initiation are the costs
associated with meal procurement and that physiological
functions act to buffer the effects of variations in feeding ini-
tiation determined by procurement cost rather than as the in-
stigators of feeding behavior (Collier, 1986).

The Behavioral Ecology of Feeding Cost

In the laboratory, costs are determined by the experimenter. In
the real world these costs are determined by the animal’s eco-
logical niche, placing feeding behavior under the direct con-
trol of evolutionary factors. Feeding intensity can be predicted
from relative predatory risk, as can be inferred from the study
by Fanselow et al. (1988). For example, large predators could
be expected to eat long-duration, low-intensity meals because
they are not subject to threat from other animals. In contrast,
small predators could be expected to eat short-duration, high-
intensity meals as they are themselves potential prey. These
suggestions are consistent with ethological data (Estes,
1967a, 1967b; Schaller, 1966). Meal patterning and feeding
initiation can be predicted from food type. Predators could
be expected to sustain high procurement costs for their nutri-
tionally rich meals, whereas herbivores—particularly small,
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monogastric herbivores—could be expected to take frequent
meals because of the low quality and intensive processing
required by their usual foods. These suggestions have been
supported by experimental data indicating that cats can eat
every three to four days when procurement costs are high
and maintain bodyweight, whereas guinea pigs are unable to
maintain their bodyweight with fewer than two to three meals
per day and are unable to sustain high procurement costs
(Hirsch & Collier, 1974; Kaufmann, Collier, Hill, & Collins,
1980).

Factors Governing Variety of Intake
Alliesthesia

Food selection must provide all the nutrients necessary for
survival. This task is simple for a specialized feeder that eats
very few foods. However, opportunistic omnivores such as
rats and humans contend with a potentially bewildering array
of choices. Traditional approaches have suggested that the
body detects hunger when it is deprived of a particular com-
modity, and this homeostatic need sets in motion behaviors
directed at correcting the deficit (e.g., Rodgers, 1967). Thus,
intake of various nutrients could be regulated by set points
for these nutrients. Food palatability had been suggested to
be an alternative mechanism (Mook, 1987). Assume that an
animal (or at least an opportunistic omnivore) eats because
food tastes good. If that is combined with one other assump-
tion, that food loses its incentive value when consumed, we
have a mechanism that ensures intake of a variety of sub-
stances. This phenomenon is referred to as alliesthesia
(Cabanac, 1971). Cabanac demonstrated that palatability
ratings of sugar solution change from positive to negative
following ingestion, but not simply the taste of, sucrose.

Sensory Satiety

Despite this evidence, it is also true that sensory, rather than
postingestive, stimuli associated with food play an important
role in inducing variety of intake. The clearest demonstra-
tions of these effects are those demonstrating the effects of
food variety in sated animals and people. When we sit down
to our holiday meal, the turkey tastes exquisite, but after two
or three helpings we can barely tolerate another bite. Yet de-
spite our satiety, we proceed to eat a large dessert. The order
of courses does not matter (Rolls, Laster, & Summerfelt,
1991); the critical determinant of renewed consumption
is that the food has variety (Rolls, 1979). This variety effect
has been demonstrated in humans and rats (see Raynor &
Epstein, 2001, for a recent review), perhaps most dramatically
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by the obesity of rats given a variety of highly palatable foods
(Sclafani & Springer, 1976). Rats under these conditions can
more than double their weight and behave similarly to ani-
mals that have obesity-inducing brain lesions.

These findings do not undermine the alliesthesia model of
food selection. Rather, they suggest that exposure to the sen-
sory aspects of food, in the absence of ingestion, is sufficient
to reduce the palatability, and therefore intake, of that food. A
variety of studies demonstrated just such a result. Changes in
the shape of the food have an effect on intake. Rolls, Rowe,
and Rolls (1982) showed that subjects would consume more
pasta if it were offered as spaghetti, half hoops, and bow ties
than if it were offered as spaghetti alone. Guinard and Brun
(1998) demonstrated that variation in another nonnutritive di-
mension, food texture, can similarly lead to increases in con-
sumption. Rolls and Rolls (1997) have demonstrated that
chewing or smelling food is sufficient to induce alliesthesia-
like reductions in the subsequent palatability of that food
in the absence of eating that food. Thus, although ingestion
may be sufficient to cause alliesthesia, it is not necessary:
Sensory stimulation alone is sufficient to cause changes in
palatability and to induce variety in food choice.

Factors Governing the Incentive Aspects of Foods
Cathexes

The regulation of feeding behavior through meal patterning
and the regulation of food variety through alliesthesia assume
that the animal knows which stimuli present in the environ-
ment are foods that will satisfy its nutritional requirements.
In the case of opportunistic omnivores such as humans and
rats, this knowledge must be learned. This process was de-
scribed as the development of cathexes by Tolman (1949),
who suggested that it involved affective, or emotional, learn-
ing that created positive affective reactions toward sub-
stances that fulfilled nutritional needs and negative affective
reactions toward substances that did not or that caused un-
pleasant reactions such as nausea. Learning of negative
cathexes has been the more fully explored of these processes
through examination of conditioned taste (or flavor) aversion
(CTA).

Exploration of CTA has demonstrated a distinction be-
tween aversive motivation caused by insults to the skin
defense system, such as electric shock, and insults to the gut
defense system caused by taste and emetic toxins (Garcia y
Robertson & Garcia, 1985). This suggests that learning about
the incentive value of food is based on selective associations
between taste (and to a lesser extent olfactory stimuli) and
postingestive consequences. However, in many cases the

animal must make behavioral choices at a distance, before
being in a position to taste the potentially aversive food. A
great deal of research suggests that associations between the
distal cues that guide behavior and the postingestive conse-
quences of ingesting a food predicted by those cues require
mediation by taste or olfactory cues (Garcia, 1989). This sug-
gestion gives rise to a mediated-association view of food in-
centive learning: Postingestive consequences are associated
with taste, and taste stimuli are associated with distal cues.
Hence, feeding behavior is governed by a chain of distal
cue—taste—postingestive consequence associations (Garcia,
1989).

The strongest evidence for this view comes from a variety
of studies that emphasize the importance of taste in mediating
CTA to distal cues. Rusiniak, Hankins, Garcia, and Brett
(1979) demonstrated that although weak odor paired with
nausea produces weak aversion to the odor, the same odor re-
sults in a much stronger aversion if presented in compound
with a taste. Brett, Hankins, and Garcia (1976) demonstrated
that after repeated trials, hawks rejected both black (poi-
soned) and white (safe) mice, but that following the addition
of a distinctive taste to the black mice, the hawks began to re-
ject the black mice and eat the white mice. Evidence also
suggests that similar, though weaker, effects can be found by
using the expectancy of a taste to mediate the CTA to distal
cues. Holland (1981) paired a tone (distal) CS with a distinc-
tive flavor before pairing the tone with a nausea-inducing
lithium chloride injection. Subsequent testing showed de-
creased consumption of the tone-predicted food, indicating
the development of an indirect, expectancy-based CTA.
Taken together, these results indicate that learning about
which foods in the environment to ingest is mediated by two
different Pavlovian conditioning processes.

Incentive Learning

Although this system indicates to the animal in a general
sense what is good to eat, it is not able to guide the animal’s
day-to-day foraging behavior because the gustatory learning
system proposed to underlie cathexes is purely affective; it
encodes only positive or negative values. To the extent that
an animal’s behavior reflects its current needs, the animal
must be able to encode and act on the value of food given its
current internal state. The evaluation of the incentive value of
food given the animal’s current internal state is called incen-
tive learning (Balleine, 1992).

The study of incentive learning is complicated by the
fact that the effect of internal state on feeding responses
seems to differ based on the associative procedure that is
used to examine those behaviors. In Pavlovian conditioning



procedures, internal state (e.g., deprivation) seems to act
directly to increase the animal’s tendency to engage in food-
reinforced behavior (Balleine, 1992). In contrast, in operant
conditioning procedures, the effect of internal state on behav-
ior depends on whether the animal has prior experience with
the outcome of its behavior, the reinforcer, in that deprivation
state (Dickinson & Balleine, 1994). In contrast to these ef-
fects, Davidson (1998) has shown in a Pavlovian condition-
ing procedure that the state of food deprivation on test had no
effect on approach behavior unless the animals had had prior
experience with the pellets in the undeprived state. Only rats
that had previously eaten the pellets when undeprived and
then tested undeprived showed a reduction in approach be-
havior. Just as Dickinson and Balleine (1994) interpreted
their results, Davidson (1998) interpreted this as evidence
that motivational control of Pavlovian food seeking by
hunger has to be learned through experience of the reinforcer
in both the deprived and undeprived states.

This analysis is further complicated by two additional find-
ings. The first is that as experience with the instrumental ac-
tion-outcome contingency increases, the motivational factors
underlying performance also appear to shift. Increased train-
ing seems to result in a growing importance of Pavlovian in-
centive factors (i.e., deprivation state) and a decreasing
importance of instrumental incentive learning (i.e., the incen-
tive valuation of the outcome in the animal’s current depriva-
tion state; Dickinson, Balleine, Watt, Gonzalez, & Boakes,
1995). The second is that different instrumental actions in a
chain of responding required for reinforcement appear to
be governed by different motivational factors. Instrumental
actions that occur earlier in a chain of responses seem to
be governed by the animal’s current evaluation of the rein-
forcer. In contrast, instrumental actions that occur immedi-
ately prior to reinforcer delivery appear to be directly regulated
by the animal’s current deprivation state (Balleine, Garner,
Gonzalez, & Dickinson, 1995). This latter finding—of a dis-
tinction in motivational control between proximal and distal
responses—mirrors the common distinction between appeti-
tive and consummatory responding (Craig, 1918; Konorski,
1967) that is also a component of ethological (Leyhausen,
1979; Tinbergen, 1951) and psychological theories of re-
sponse organization (Domjan, 1994; Timberlake, 1983, 1994).

Feeding Response Organization
Appetitive and Consummatory Behavior

The last two sections have dealt with initiation of feeding
and selection of food. Another important aspect of feeding
motivation concerns the topography and organization of
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behaviors used to obtain food. The most influential view of
feeding response organization is based on Craig’s (1918) dis-
tinction between appetitive and consummatory behavior.
Consummatory behavior has typically been viewed as stereo-
typed responses that served as the endpoints of motivated se-
quences of behavior and could be defined by their quieting
effect on the behaving animal. In contrast, appetitive behav-
ior was conceived of as a sequence of variable but non-
random behavior that served to increase the likelihood of the
animal being able to perform the consummatory behavior by
increasing the likelihood of interaction with the goal stimulus
(Craig, 1918). Under this framework, specific examples of
feeding consummatory behavior would include acts like
chewing, swallowing, and stereotyped killing behavior such
as the throat bite used by large cats. Appetitive behavior
would include the typical behaviors of foraging such as motor
search. These concepts were further refined by Lorenz’s
(1937) analysis that redefined consummatory behavior as the
fixed action pattern of an instinct and suggested that it was
motivated by the buildup of action-specific energy. Appetitive
behavior remained undirected behavior whose function was
to increase the likelihood of the animal’s being able to per-
form the fixed action pattern by bringing it into contact with
the releasing stimulus.

Parallels between the concept of the consummatory act
and the reflex (Sherrington, 1906) and unconditioned re-
sponse (Pavlov, 1927) led to the importation of the appetitive/
consummatory distinction from ethological theorizing into the
realm of learning theory (e.g., Konorski, 1967). Whereas
ethologists distinguished between consummatory and appeti-
tive behaviors on the basis of response stereotypy, learning
theorists distinguished them procedurally. Consummatory be-
havior was investigated in Pavlovian conditioning proce-
dures, following Pavlov’s lead in examining the stimulus
control of consummatory reflexes. Appetitive behavior was
investigated in operant conditioning procedures that empha-
sized the flexibility of appetitive behavior by concentrating
on arbitrary responses and arbitrary stimuli to control perfor-
mance (Timberlake & Silva, 1995).

Although consummatory acts have been considered proto-
typically instinctive (Lorenz, 1937), careful research has
demonstrated a role for learning in the development of con-
summatory behavior. The best demonstration of this influ-
ence comes from the work of Hogan (1973a, 1973b, 1977)
on the development of feeding behavior in the Burmese red
junglefowl, a close relative of the domestic chicken. Hogan
(1973a) demonstrated that pecking behavior in newly
hatched chicks did not discriminate between food and sand
but that by 3 days of age, pecks were directed primarily at
food. At that age, ingestion of food facilitated pecking, but
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not until 10 min to 1 hr after ingestion, and not specifically to
food. Further studies (Hogan, 1973b) indicated that neither
satiation nor hunger was responsible for this delayed increase
and suggested instead that this effect was due to learning
reinforced by the postingestive consequences of food
consumption. Hogan (1977) demonstrated that only experi-
ence that involved pecking led to the development of dis-
crimination between food and sand and that this required a
postingestive delay of 2 min to 3 min, indicating that the dis-
crimination is most likely based on short-term metabolic
feedback. Hogan suggested that the behavioral control of
pecking and the development of metabolic feedback develop
independently, but experience is necessary for these two sys-
tems to become coordinated.

The Structure of Appetitive Behavior

The focus on using instrumental procedures to study appeti-
tive behavior in psychology has, to a large extent, blinded it to
the unlearned, underlying structure of appetitive behavior. Far
from being undifferentiated activity, close examination of mo-
tivated behavior has demonstrated that appetitive behavior is
organized into chains of behaviors that serve to increase the
likelihood of the terminal act. The classic demonstration of
this is Tinbergen’s (1951) analysis of the mating behavior of
the stickleback, although similar demonstrations have been
made for the organization of other appetitive behavior (e.g.,
Leyhausen, 1979). Despite the procedural difficulty in analyz-
ing the underlying organization of appetitive behavior in arbi-
trary response operant procedures, this organization has made
its presence felt through various phenomena variously de-
scribed as constraints on learning, misbehavior, and adjunc-
tive learning (Staddon & Simmelhag, 1970). The constraints
on learning phenomena demonstrate the underlying behav-
ioral organization of the animal through making some re-
sponses and stimuli easier to condition to various rewards than
others. One example of many is the relative inability of ani-
mals to learn an instrumental response chain that requires bar
pressing on a lever proximal to the feeder prior to pressing on
a lever distal to the feeder in order to be reinforced, whereas
the far-near sequence is learned rapidly (Silva, Timberlake, &
Gont, 1998). Perhaps the classic examples of the intrusion of
the underlying structure of appetitive behavior into operant re-
sponses are the reports of misbehavior made by the Brelands
(Breland & Breland, 1961, 1966) in which the typical feeding
behaviors of species began to intrude into well learned, arbi-
trary sequences of food-reinforced behavior.

Explicit examination of the organization of appetitive
behavior is a relatively recent phenomenon in learning
situations and has largely taken place through the study of

response topography in Pavlovian conditioning procedures
and the subsequent development of behavior systems theo-
ries (Domjan, 1994; Fanselow & Lester, 1988; Timberlake,
1983). The behavioral organization of predatory foraging and
feeding in the rat is the most extensively developed of these
behavior systems and is presented as a specific example later.
It is important to note that the precise behaviors and their or-
ganization would be expected to differ from species to
species and within species based on local factors such as rel-
ative prey selection. In addition, as has been shown through
operant conditioning, novel behaviors can readily be incor-
porated into the appetitive component of feeding behavior
chains. This simple addition of new behaviors into an appeti-
tively motivated chain of behavior can be contrasted with the
relative inflexibility of aversively motivated behavior chains
described in the section on aversively motivated response
organization later.

A Feeding Response Organization: The Predatory
Behavior System of the Rat

Timberlake (1983, 1990, 1993, 1997, 2001; Timberlake &
Lucas, 1989; Timberlake & Silva, 1995) outlined a functional
behavior system that describes the predatory foraging and
feeding behavior of the rat in a hierarchical system that em-
phasizes the behavior-organizing role of motivational modes
within the system. The behavior system includes selective
stimulus processing mechanisms, timing and memory com-
ponents, functional motor programs, and organizing motiva-
tional structures that interrelate to serve a particular function.
Within that system, particular subsystems are defined by a
collection of stimulus predispositions and motor outputs or-
ganized to achieve a particular goal (see Figures 2.1 and 2.2).
In the case of the rat feeding system, activity in the predatory
subsystem is indicated by heightened responsiveness to

Figure 2.1 A hungry rat en-
gages in focal search behavior
directed toward a moving artifi-
cial prey stimulus (ball bearing).



Figure 2.2 Having “captured” the ball bearing, the
rat attempts to engage in consummatory behavior.

movement and the increased probability of predatory appeti-
tive behaviors like chase and capture.

Timberlake (1993; Timberlake & Silva, 1995) suggested
that within the predatory subsystem, functional behaviors are
organized by motivational modes into response tendencies
based on the temporal, spatial, and psychological distance to
the prey. This view is complementary to the predatory immi-
nence continuum developed by Fanselow (1989; Fanselow &
Lester, 1988) in describing the functional behavior systems of
defensive behavior that will be described more fully later.
These modes describe the relative probability of particular re-
sponses given the appropriate environmental support stimuli
and create the underlying organization of feeding behavior.

Following initiation of a predatory foraging sequence, be-
haviors such as motor search, visual search, target tracking,
or substrate investigation are motivated by a general search
mode that also specifies stimulus selectivities such as in-
creased responding to novelty or movement. Environmental
cues related to an increase in prey imminence cause a quali-
tative shift in stimulus and motor selectivity described as the
focal search mode. Within the focal search mode, behavior
patterns may shift to include responses such as chase and
capture, stalking, or area-restricted search. Timberlake and
Washburne (1989) investigated behavioral responses to artifi-
cial moving prey stimuli in seven different rodent species and
noted that the topography of chase and capture behaviors di-
rected toward the artificial prey stimulus were based on the
subject’s species-typical predatory behavior. When food is
present, the animal engages in behaviors directed toward the
food item and again makes a qualitative shift to the stimulus
selection and motor properties organized by the handling/
consuming mode. At this point, stimulus characteristics such
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as taste, odor, and orotactile stimulation are the predominant
influences on behavior and motivation, as suggested by
Garcia (1989) in his description of the factors involved in
feeding cathexes, described earlier. Motor patterns are those
typically described as consummatory behaviors, including
the various kinds of ingestion and oral rejection behaviors.
The behavior systems model just outlined suggests that
feeding response organization is governed by motivational,
but not behavioral, modes. The exact nature of the behavior in
any sequence is determined by the interaction of the animal’s
motivational mode, its behavioral repertoire, and the affor-
dances of the stimuli in the environment. Just as ethological
theories of response organization suggest that chains of be-
havior are organized into relatively independent subunits
with their own intermediate goals (Morris, 1958; Tinbergen,
1951), this behavior systems approach also separates be-
havior chains into functional subunits with related stimulus
and motor preparedness and particular stimulus-response
transactions that function as transitions between them.

FEAR MOTIVATION

Fear motivation reverses the perspective of feeding, as we
focus on prey and not predators. Because the goal of the preda-
tor is to consume the prey, the selection pressure on defense is
powerful because injured or dead individuals have infinitely
diminished reproductive success. Thus it is not surprising that
prey species have evolved elaborate behavioral strategies to
deal with such threats. Fear is a motivational system that is
provoked by danger signals in the environment, and when ac-
tivated this system triggers defensive reactions that protect
individuals from environmental dangers. In this section we
examine fear from a behavioral systems perspective.

Because of this enormous selection pressure, species have
several lines of defense. Some species rely on primary defen-
sive strategies that “operate regardless of whether or not a
predator is in the vicinity” (Edmunds, 1974, p. 1). Primary de-
fense strategies include camouflage (the animal’s body color
blends into environment) and Batesian mimicry (the animal’s
body color and form resemble another species that has dan-
gerous or unpleasant attributes). Although primary defenses
contribute to survival, these strategies are relatively inflexible
and insensitive to feedback. For example, green insects avoid
wild bird predation more often when they are tethered to a
green environment compared to a brown environment (Di
Cesnola, 1904). Thus, the insect’s camouflage contributes to
survival only when it rests in the matching green-colored en-
vironment, and the camouflage is ineffective elsewhere. In
contrast to primary defense, secondary defensive strategies
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require that an animal respond to a threat with specific be-
haviors. Turtles withdraw into their hard shells; porcupines
raise their sharp quills; and grasshoppers retreat a short dis-
tance and then become immobile when they are threatened.
These behaviors can be inflexible, but they are often sensitive
to feedback. Unlike primary defensive strategies, which are
permanently employed, these defensive behaviors are trig-
gered by a fear-driven motivational system.

The Pervasiveness of Fear in Motivated Behavior

Fear modulates other motivational systems. Animals that
miss a meal or a mating opportunity usually live to eat or
mate another day. Animals that fail to defend usually have no
further reproductive chances. Therefore, fear takes prece-
dence over other motivational systems. One of the first quan-
titative measures of fear was the ability to suppress food
intake (Estes & Skinner, 1941). The effects of fear on feed-
ing can also be subtle. As described earlier, Fanselow et al.
(1988) demonstrated that rats adjust the size and frequency
of meals in relation to shock density. Animals were housed
in an environment that had a safe burrow. The burrow was
attached to an area with a grid floor, and brief shock was
delivered to this area on a random schedule. The rat could
obtain food only if it risked venturing onto the grid floor area
to eat. The results suggest that with increasing shock density,
rats take fewer, but larger, meals. Thus, fear motivation
seems to modulate foraging behaviors (i.e., feeding motiva-
tion). Similarly, rats cease foraging, retreat to a burrow, and
delay further foraging for hours after they encounter a cat
near the entrance of the burrow (Blanchard & Blanchard,
1989), and monkeys seem reluctant to reach over a snake to
obtain food (Mineka & Cook, 1988). Fear also influences
sexual motivation. For example, female stickleback fish pro-
duce few offspring with a male conspecific that displays in-
appropriate territorial aggression toward them (Hollis, Pharr,
Dumas, Britton, & Field, 1997). During the aggressive act the
female may be both injured and frightened by the male, and
females often retreat from the vicinity when attacked. Thus,
fear modulates sexual motivation by disrupting or delaying
reproductive opportunities.

Factors Governing Initiation of Fear

An effective behavioral defensive strategy requires that ani-
mals identify threats with sufficient time to perform the ap-
propriate defensive responses. Numerous types of stimuli can
signal danger and activate fear motivational systems. These
stimuli can be divided into three functional classes: learned

fear stimuli, innate fear stimuli, and observational learning
and fear stimuli.

Learned Fear Stimuli

Fear is rapidly learned and measured in the laboratory
(Fanselow, 1994); it has direct clinical relevance (Bouton,
Mineka, & Barlow, 2001); and it has become a standard
method for exploring the behavioral processes and neural
mechanisms of learning. In the prototypical laboratory ex-
periment, a rat is placed in a chamber where it is presented
with a tone that is followed by a brief aversive foot shock.
Later during a test session, the rat is reexposed to either the
conditioning chamber or the tone. During this reexposure
the rat will engage in behaviors that are characteristic of
fear. With this preparation the tone and the chamber, or
context, serve as conditional stimuli (CSs). They were orig-
inally neutral stimuli, but after they were paired with an
unconditional stimulus (US), the foot shock, the animal re-
sponded to the CS in a fearful manner. Such responses to the
CSs are called conditional responses (CRs). These fear CRs
occur specifically to the shock-paired stimuli, and these
responses are used as measures of learning in Pavlovian
experiments (see also chapter by Miller and Grace in this
volume). To date, Pavlovian fear has been characterized
with several CRs such as defensive freezing, reflex facilita-
tion, heart rate, blood pressure, conditional suppression,
conditional analgesia, and vocalizations (see Fendt &
Fanselow, 1999, for review).

Animals can learn to associate a threat with numerous
classes of CSs. Auditory cues, visual cues, olfactory cues,
and tactile cues can all become fear CSs with the appro-
priate training regime. However, the nature of the CS is not
arbitrary because animals are known to exhibit selective as-
sociations. This phenomenon is best exemplified by an ex-
periment performed by Garcia and Koelling (1966) in which
rats were presented with a compound CS. The compound CS
consisted of auditory, visual, and flavor cues: a buzzing noise,
a blinking light, and the taste of saccharin, respectively. Dur-
ing training trials the presentation of the compound CS was
followed by the occurrence of footshock. During test ses-
sions, rats exhibited fear reaction to the auditory and visual
cue, and not to the flavor cue. Thus, this experiment suggests
that in the rat visual and auditory cues are more readily asso-
ciated with threat. Asymmetry in this sort of stimulus selec-
tion appears ubiquitous. Similar selective associations have
been demonstrated in the pigeon (Foree & Lolordo, 1973).
Further, tone onset is more readily associated with danger
than light onset, which is more readily associated with safety



(Jacobs & LoLordo, 1980). These findings suggest that stim-
ulus selection in the laboratory reflects phylogenetic influ-
ences on stimulus selection in the species’ natural niche.

Innate Fear Stimuli

Learned fear stimuli require that an animal have previous ex-
perience with the stimuli to recognize the potential threat. In
contrast, innate fear stimuli are those stimuli that can be iden-
tified as potentially threatening without previous experience.
Animals display these responses without any specific training
experience.

It is difficult to develop unambiguous criteria that classify
innate fear stimuli. For instance, an unlearned fear stimulus
could be defined as a stimulus that elicits defensive behaviors
during its first presentation. With this definition a cat may be
considered an unlearned fear stimulus because laboratory-
reared rats exhibit robust defensive behaviors during their
first encounter with the predator. This behavior suggests that
the rodent’s genome retains information to detect certain in-
nate stimuli and provokes appropriate defensive reactions
(Blanchard & Blanchard, 1972). However, defensive reac-
tions to a cat could also be due to learning. In this alternative
account some aspect of the cat’s movement is the aversive
stimulus, and the rat exhibits defensive behaviors because it
is in an environment that has been paired with an aversive
stimulus. Thus, the rat freezes in the presence of the cat only
because its movement has been paired with other features of
the cat and not because the cat itself is an innately aversive
stimulus. This interpretation is supported by the observation
that a moving cat, dog, or inanimate card can trigger freezing
in the rat, although the sound, smell, or sight of a dead cat
does not (Blanchard, Mast, & Blanchard, 1975).

Also, the fact that a defensive response follows the
first presentation of a stimulus is not sufficient to classify
that stimulus as an innate releaser of fear. This is nicely ill-
ustrated by the analysis of electric shock. Fear responses
such as freezing, defecation, and analgesia follow the first
presentation of shock. However, shock per se does not un-
conditionally provoke these responses. Instead, it rapidly
and immediately conditions fear to the contextual cues pre-
sent before shock, and it is these conditional cues that elicit
the behaviors. Removing these cues before shock (Fanselow,
1986) or after shock (Fanselow, 1980) eliminates the re-
sponses. Similar patterns appear to exist (Blanchard,
Fukunaga, & Blanchard, 1976). Thus, we must exert consid-
erable caution before concluding that something is an innate
trigger of fear. This pattern also raises an important question
about the motivational properties of something like shock,
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because although it supports conditioning of fear behavior, it
does not provoke fear itself. This pattern may be similar to
Balleine’s (1992) data, described earlier, suggesting that in-
centive properties of food must be learned.

Although prey species clearly react to predators in the
wild with elaborate defensive responses (Coss & Owings,
1978), these studies cannot control for the ontogenetic
history of the subject. Therefore, the best evidence for fear
reactions to a predator comes from laboratory studies with ro-
dents (Blanchard & Blanchard, 1972; Hirsch & Bolles, 1980;
Lester & Fanselow, 1985). The strongest evidence for phylo-
genetic influences on defensive behavior comes from a study
conducted by Hirsh and Bolles (1980). These investigators
trapped two subspecies of wild deer mice that live in distinct
regions of the state of Washington in the United States. Per-
omyscus maniculatus austerus comes from the moist forest
regions in western Washington state, and Peromyscus manic-
ulatus gambeli from an arid grassland region of eastern
Washington state. These animals were bred in the laboratory,
and their first generation of offspring were exposed to several
predators selected from the eastern and western regions.

When tested, P. m. gambeli both survived more strikes and
survived longer when exposed to a predatory snake from its
niche compared to P. m. austerus. Thus, P. m. austerus was
more vulnerable to attack by the predator alien to its niche.
Moreover, P. m. gambeli exhibited more fear responses to the
predator snake from its niche, compared to a nonpredatory
snake. Thus, P. m. gambeli was able to discriminate between
two types of snake. These results suggest that the probability
of surviving an encounter with a predator is related to the
evolutionary selection pressure that that predator exerts on
the prey in their natural niche. Thus, animals adopt unlearned
or innate defensive strategies that allow them to cope with
predation in their niche.

Other observations suggest that a variety of species can in-
nately identify predators from their own niche (see Hirsch &
Bolles, 1980, for review). For example, rats exhibit robust
fear reactions to cats during their first encounter with the
predator, and this fear response does not seem to habituate
rapidly (Blanchard et al., 1998). However, recall from our
earlier discussion that cats are maximally fear provoking
when they are moving. Thus, it is difficult to ascribe the fear-
provoking ability to the cat “concept” when it is possible that
cat-like movements are essential for provoking fear in the rat
(Blanchard et al., 1975). Because a predator is a complex
stimulus, research is needed to isolate what aspects of it have
phylogenetic and ontogenetic fear-producing properties.

Bright light is another possible innate fear stimulus for ro-
dents; rodents avoid it consistently. Presumably, light signals
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threat because rats are more visible in bright environments.
Thus, negative phototaxis may be an example of defensive
behavior. Walker and Davis (1997) reported that rats display
enhanced startle after they have been exposed to bright light.
These investigators suggested that bright light elicits fear
and that this light-enhanced startle is a manifestation of that
fear. Thus, this phenomenon resembles the fear-potentiated
startle procedure in which startle behavior is enhanced by the
presentation of learned fear stimuli (Davis, 1986).

Recent evidence has also suggested that predator odors
may act as innate releasers of defensive behavior. For exam-
ple, Wallace and Rosen (2000) reported that exposure to a
component of fox feces, trimethylthiazoline (TMT), elicits
freezing behavior in the rat. However, these results may be
related to the intensity of the odor and to the test chamber’s
small dimensions. What is needed in all these cases is a set of
criteria that unambiguously indicate that a stimulus is an in-
nate fear stimulus. We do not have these criteria yet, but we
know from the research with shock that a defensive response
following the first occurrence of a stimulus is not sufficient.

Observational Learning and Fear Stimuli

This third class of fear stimuli has been developed from stud-
ies on social interactions in monkeys. Lab-reared monkeys
normally do not exhibit fear reactions in the presence of a
snake, whereas wild-reared monkeys do (Mineka & Cook,
1988). However, the fear of snakes can be socially transmit-
ted by a phenomenon called observational learning.

In these experiments a lab-reared observer monkey can
view a wild-reared cohort as it interacts with an object. The
object may be a snake, a toy snake, or a flower. If the cohort
is interacting with a toy snake or a flower, the animal does not
exhibit any fear responses, such as fear grimacing or walking
away. When this same monkey interacts with the snake, it
will exhibit fear reactions. Interestingly, when an observer
monkey sees its cohort engaging in fear behaviors when it en-
counters the snake, the observer monkey will later display
fear responses to the snake. Mineka suggests that monkeys
can learn about threats by observing conspecifics interact
with threatening stimuli.

This phenomenon demonstrates a sophisticated means
to learn about threats. Notice that the monkey can learn
to fear the snake without direct experience with the snake.
This phenomenon is distinct from a typical Pavlovian fear-
conditioning session because the animal does not experience
the US directly. It learns fear of the snake through observation.
Regardless, observational learning shares selection processes
that are similar to standard Pavlovian learned fear, and mon-
keys readily learned fear to snakes, but not to flowers, through

observation. Thus, this type of fear may actually be a phylo-
genetically predisposed form of learning as well.

Functional Behavior Systems Analysis of
Defensive Behavior

Fear elicits defensive behavior in a myriad of species
(Edmunds, 1974). Each species has its own repertoire of de-
fensive behaviors, and similar species such as the rat and
hamster may react to a similar threat in very different ways.
But if a species has a number of defensive behaviors in its
repertoire, how does it select among them?

Throughout much of the twentieth century, the selection of
fear-motivated behavior was most commonly explained
with reinforcement principles. For example, Mowrer and
Lamoreaux (1946) suggested that animals learn to avoid fear-
provoking stimuli because the event of nof receiving an aver-
sive stimulus is reinforcing. Thus, rats learn to flee from
predators because the tendency to flee is strengthened by
negative reinforcement when they successfully avoid preda-
tion. Despite their popularity, however, theories like these
provide an inadequate account of fear-motivated behavior
(summarized in Bolles, 1975). Consequently, alternative
accounts that use a behavioral systems approach to explain
these behaviors have been developed. These explanations
acknowledge that different species may use distinct defensive
responses. These explanations of defensive behavior also
deemphasize the importance of reinforcement in response
production and emphasize the primacy of innate defensive
behaviors.

The first data that led to these behavioral systems explana-
tions came from Gibson (1952), who studied defensive
behavior in the goat. She demonstrated Pavlovian condition-
ing of the goat’s leg flexion response and noted that goats
performed many different behaviors such as running away,
turning around, and backing up after the shock was delivered.
Gibson concluded that leg flexion itself was not a defensive
reaction but that it was simply a common component of
the other behaviors that she observed. Thus, leg flexion in
the goat appears to be a component of several defensive
responses.

Akin to Gibson’s findings, Bolles (1970) proposed an
explanation of avoidance behavior known as the species-
specific defensive reaction (SSDR) hypothesis. This hypothe-
sis suggests that every species has its own repertoire of innate
defensive behaviors and that animals perform these behav-
iors unconditionally when they become afraid. For example,
a rat’s SSDRs include fleeing, freezing, fighting, and dark
preference. Thus, when a rat becomes afraid, it will perform
these defensive behaviors unconditionally; it does not learn



to perform these responses via reinforcement. Bolles in-
cluded a response selection rule in the original formulation of
SSDR theory. He suggested that SSDRs were organized in a
hierarchy but that the hierarchy could be rearranged by expe-
rience. If fleeing is ineffective in avoiding shock, that SSDR
will be suppressed by punishment, and as a result the animal
will switch to the next SSDR in the hierarchy. Upon further
examination of this idea, however, Bolles and Riley (1973)
concluded that freezing could not be punished by shock, and
as a result the punishment rule could not explain how an ani-
mal switched between different SSDRs when threatened.

The Organization of Defensive Behavior:
Predatory Imminence Theory

As an alternative to Bolles’ explanation of defensive behav-
ior, Fanselow (1989) developed the theory of the predatory
imminence continuum. In this theory, Fanselow retains the
basic tenets of the SSDR theory: Animals use innate SSDRs
in defensive situations. However, Fanselow proposed a dif-
ferent response selection rule that determines which SSDR
an animal will perform at any given moment. This rule sug-
gests that the selection of specific defensive responses is
related to a continuum of the physical and psychological
distances between the predator and prey. Thus, given that
danger signals elicit fear, response selection is mediated by
fear directly. Specifically, high levels of imminence vigor-
ously activate the fear motivational system, whereas low lev-
els of imminence activate the fear system weakly. The relative
activation of the fear motivational system thereby determines
the selection of defensive behaviors.

Just as there are responses that are particular to each stage
of predatory imminence, there are sets of stimuli that tend to
be correlated with each stage. These relationships can be il-
lustrated by considering four situations from the rat’s natural
environment that differ in predatory imminence.

1. A safe burrow. When a rat rests in a safe environment
such as a burrow, predatory imminence is relatively low.
In this environment the animal may not exhibit any sort of
defensive behaviors because none are needed. Alterna-
tively, the act of remaining in the burrow could itself be
classified as a defensive behavior because it significantly
reduces the threat of predation.

2. A preencounter environment. As arat leaves its burrow to
forage for food, predatory imminence increases because
the probability of encountering a predator increases. Rats
engage in preencounter defensive behaviors when their
circumstances might lead to an encounter with a predator,
but the predator has not yet been detected. These behaviors

Fear Motivation 45

include changes in meal pattern foraging, thigmotaxis,
dark preference, defensive burying, retreating to a burrow,
and leaving the burrow via investigative, stretch-approach
behavior.

3. A postencounter environment. Predatory imminence in-
creases further when a rat encounters a threat, and it will
engage in postencounter defensive behaviors. The rat’s
prominent postencounter defensive behavior is freezing.
Rats freeze when they encounter predators, and also when
they encounter aversive stimuli. Other postencounter de-
fensive behaviors include conditional analgesia.

4. A circa-strike situation. When the rat’s postencounter de-
fensive behaviors have failed, a predator will typically at-
tack. As the predator makes contact with the prey, the rat
switches to circa-strike defensive behaviors. These behav-
iors seek to reduce predatory imminence by either escap-
ing the attack or fending off the predator. When attacked,
the rat engages in a rapid bout of flight called the activity
burst, and it may also engage in defensive fighting.

Notice that two factors change across the predatory im-
minence continuum. First, the physical distance between
predator and prey typically decreases as predatory imminence
increases. Second, the psychological distance decreases as
the perceived danger of the threat increases. This feature ac-
counts for situations where the prey may fail to detect the
threat, although the absolute physical distance between them
is small. Thus, if a rat does not notice a cat, it may not freeze
or flee despite the close proximity of the predator.

The utility of predatory imminence theory lies in its ability
to predict the form of defensive behavior based on these two
selection principles. One challenge of the theory lies in dis-
covering the specific defensive behaviors for each species. It is
entirely possible that similar species use different SSDRs and
that these SSDRs may be organized along the predatory immi-
nence continuum is different ways. For example, although the
dominant postencounter defensive behavior for a rat is freez-
ing, hamsters may exhibit flight when threatened (Potegal,
Huhman, Moore, & Meyerhoff, 1993).

Defensive Behaviors on the Predatory
Imminence Continuum

In the last section we explained the predatory imminence con-
tinuum, the basis of a functional behavior systems approach
to defense. This continuum is divided into three functional
classes of defensive behavior: preencounter, postencounter,
and circa-strike defensive behaviors. In this section we de-
scribe and organize these behaviors according to the preda-
tory imminence continuum. In many cases, a particular
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defensive behavior may fall into a single category of preda-
tory imminence (e.g., freezing). However, the expression of
some behaviors (e.g., flight) may actually reflect several dif-
ferent components of defensive behavior that fall into differ-
ent categories.

Preencounter Defensive Behaviors

Animals display preencounter defensive behaviors in situa-
tions where a predator may be present but that predator has
not yet been detected.

Meal-Pattern Adjustment. A rat may be at higher risk
from predators when it leaves its burrow to forage for food.
One strategy that diminishes this threat is to reduce the num-
ber of foraging excursions by increasing the size of the meal
consumed on each trip. Indeed, when rats are housed in an en-
vironment that requires them to traverse a shock grid to for-
age for food, they modify the size and frequency of meals
taken in relation to shock density. Specifically, with increas-
ing shock density, rats take fewer, but larger, meals (Fanselow
et al., 1988).

Dark Preference. Rodents have a preference for dark
places. This behavior presumably has a defensive purpose
because rodents are less likely to be detected by predators
when they occupy a dark location (e.g., Valle, 1970). Rodents
may engage in this behavior in both preencounter and post-
encounter defensive situations.

Thigmotaxis. Rodents have a tendency to stay near
walls. This behavior contributes to successful defense be-
cause it limits the threat of attack from behind and because it
may also reduce the animal’s visibility (e.g., Valle, 1970).
Rodents may engage in this behavior in both preencounter
and postencounter defensive situations.

Burying. Rodents bury threatening objects when mate-
rials such as wood chip bedding or wooden blocks are avail-
able. For example, rats bury a metal rod that delivers shock to
the animal (Pinel & Treit, 1978). The specific purpose of this
behavior is disputed. Some investigators suggest that burying
is fear response akin to defensive attack of the shock prod
(Pinel & Treit, 1978). Other investigators have offered alter-
native explanations that describe burying as a manifestation
of preemptive nest maintenance directed at protecting the an-
imal from further attack (Fanselow, Sigmundi, & Williams,
1987). An interesting property of burying is that this behavior
typically emerges only after rats have engaged in other de-
fensive behaviors: Most rats freeze and flee before engaging
in burying. Thus, burying is not prominent when predatory

imminence is relatively high. It is also often directed at exits
as much as the shock source (Modaresi, 1982). Thus, it seems
likely that burying is a preencounter nest-maintenance be-
havior in rats. However, in some species, such as ground
squirrels, it represents a higher imminence nest-defense be-
havior (Coss & Owings, 1978).

Stretch Approach. Stretch-approach behavior is promi-
nent when a rodent encounters a localizable noxious object,
such as a shock prod. In this situation, the level of predatory
imminence is ambiguous, and this behavior may be thought
of as a cautious exploratory behavior employed to collect in-
formation about potential threats. This elaborate behavioral
sequence

begins with the rat advancing slowly towards the aversive object
in a low, stretched posture. As it advances, the rat periodically
stops and leans forward towards the object [in a manner that]
carries the rat into the vicinity of the aversive test object, from
where it is able to sniff it, palpate it with its vibrissae, and occa-
sionally contact it with its nose. (Pinel & Mana, 1989, p. 143)

Rodents exhibit stretch-attend to potential predators
(Goldthwaite, Coss, & Owings, 1990), to areas of the test ap-
paratus in which they have received shock (Van der Poel,
1979), and to objects that have been the source of an electric
shock (Pinel, Mana, & Ward 1989). Pinel and Mana (1989)
suggested that this behavior functions to provide information
about the potentially hazardous object or location and that ol-
factory and tactile information via the vibrissae are important
elements of this information gathering.

Leaving and Entering the Burrow. Rats often display
stretch-approach behavior if there is some potential danger in
the environment. Alternatively, if the rat has already left the
burrow but remains nearby, a slight increase in predatory im-
minence will cause retreat to the burrow. This action is one
form of flight. Such retreats to the burrow may be accompa-
nied by freezing within the burrow (Blanchard & Blanchard,
1989). However, if the animal is far from the burrow, or the
increase in predatory imminence is greater, the animal will
enter a different stage of behavior, postencounter defense.

Postencounter Defensive Behaviors

Rodents engage in postencounter defensive behaviors when
preencounter defenses have failed and a threat has been de-
tected in the environment.

Freezing. Frightened rats display freezing behavior.
This defensive behavior is prominent in but not exclusive to



rodent species, and it is characterized by the absence of all
movement except for breathing. In the wild, rodents often
freeze when they encounter a predator. This behavior is an ef-
fective defensive strategy because many predators have diffi-
culty detecting an immobile target, and movement can act as
areleasing stimulus for predatory attack (Fanselow & Lester,
1988). In the laboratory this behavior is prevalent when ro-
dents are presented with a CS that has been paired with foot
shock (e.g., Fanselow, 1980). Rats usually freeze next to an
object (thigmotaxis) such as a wall or corner. This behavior
occurs even when the fear stimulus is present and the rat is
not next to the object. Thus, part of the freezing response may
be withdrawal to a rapidly and easily accessible location to
freeze (Sigmundi, 1997). Thus, the freezing sequence con-
tains a component of flight.

Conditional Analgesia. Rodents become analgesic
when they encounter learned fear stimuli. Although triggered
by fear stimuli, this analgesia becomes useful if the animal
suffers injury from a predatory attack. Reduced pain sensitiv-
ity permits the animal to express defensive behaviors and
forego recuperative behaviors when predatory imminence is
high (Bolles & Fanselow, 1980).

Circa-Strike Defensive Behaviors

Rodents engage in circa-strike defensive behaviors when all
other defensive strategies have failed. Thus, these behaviors
are prominent when predatory imminence is relatively high.

Flight. Another defensive behavior that is common to
rodents and many species is flight. In circa strike, flight con-
sists of a rapid burst of activity away from the predator. If
cornered, a rat will vocalize, bare its teeth, or jump beyond or
at the predator (Blanchard & Blanchard, 1989). The activity
burst to electric shock and the potentiated startle response of
an already frightened rat to a loud noise are other examples of
this behavior.

Fighting. When other defensive behaviors have failed,
rodents often resort to defensive fighting when the predator
attacks. In the laboratory this behavior emerges when two co-
horts receive a series of inescapable foot shocks (Fanselow &
Sigmundi, 1982). Fighting emerges only after many presen-
tations of foot shock. Presumably, the attacks are an attempt
to halt shock delivery, and rats attribute the delivery of shock
to their cohort.

In the analysis of defense it may be important to distin-
guish between immediate and subsequent behaviors. Let us
consider a hypothetical situation that involves a rat encoun-
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tering a threat. When a rat receives a shock via a shock prod,
the animal’s initial response is to retreat from the shock
source and then exhibit freezing behavior. Later the animal
may return to the shock source’s vicinity, and then it may ex-
hibit freezing, stretch-attend, and defensive burying behav-
iors. The animal may also move away from the shock prod in
a manner that resembles retreat to a burrow.

In the previous section we described the functional behav-
ior systems view of defensive behavior. This view suggests
that defensive behavior is organized by a continuum of per-
ceived danger: When the threat is perceived, rats express
specific sets of defensive behaviors that are qualitatively dif-
ferent from those expressed when the threat has not been
detected. This discrimination may also vary with time if ani-
mals continually update their concept of perceived danger.
This updating process may then contribute to the selection of
defensive behaviors in the shock prod scenario: Initially, rats
move away from the shock source and freeze, and later on
they freeze, bury, and stretch-attend. Notice that the move-
ment away from the shock prod expressed immediately dif-
fers from the flight expressed later. Thus, the immediate
response to shock delivery may differ qualitatively from sub-
sequent responses to the environment because the animal has
updated its concept of perceived danger. Such updating likely
depends on the basic principles of extinction, or possibly the
reconsolidation phenomenon that has recently received atten-
tion (Nader, Schafe, & LeDoux, 2000).

Neural Substrates of Learned Defensive Behavior

Mammalian species share fundamentally similar brain cir-
cuits that underlie fear behavior. Indeed, in humans, rats,
mice, rabbits, and monkeys the amygdala is a prominent
component of the fear circuit. To date, more is known about
the brain circuits that support learned fear owing to the pop-
ularity of Pavlovian fear conditioning as a model for experi-
mental analysis. Less is known about innate fear circuitry,
although evidence seems to suggest that these circuits over-
lap (e.g., Walker & Davis, 1997). Fendt and Fanselow (1999)
have provided a comprehensive review of the neural struc-
tures of defensive behavior. Numerous brain structures me-
diate the acquisition and expression of Pavlovian learned
fear.

The Amygdala

The amygdala consists of a cluster of interconnected nuclei
that reside in the medial temporal lobe. Brown and Schaffer
(1886) provided the first evidence that implicated the amyg-
dala in emotional processing. They demonstrated that large
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lesions of the temporal lobe tamed previously fierce monkeys.
Similarly, Kluver and Bucy (1939) described the emotional
disturbances triggered by these large lesions, and Weiskrantz
(1956) reported that many features of the disturbance were
generated by more selective damage to the amygdala. Based
on work done primarily with the Pavlovian fear conditioning
paradigm, three nuclei within the amygdala are known to
make major contributions to fear behavior: the lateral (LA),
basal (BA), and central nuclei (CEA).

The lateral and basal nuclei comprise the frontotemporal
complex (FTC; Swanson & Petrovich, 1998). This complex
communicates most closely with the frontal and temporal
lobes, and it is important in the acquisition of learned fear.
Moreover, the FTC has characteristics that make it a plausi-
ble site of encoding for the learned association that is estab-
lished during fear conditioning (Fanselow & LeDoux, 1999).
First, the FTC receives inputs from all sensory modalities, in-
cluding brain regions that are involved with nociception
(Fendt & Fanselow, 1999). Thus, sensory information of the
CS and pain information of the US converge in the FTC. Sec-
ond, Pavlovian fear conditioning enhances the response of
cells in the FTC that respond to tone CSs (Quirk, Repa, &
LeDoux, 1995). Third, lesions of the FTC produce a pro-
nounced and often total loss of many Pavlovian fear re-
sponses (e.g, Maren, 1998); fourth, chemical inactivation of
this structure is similarly disruptive to fear learning (e.g.,
Gewirtz & Davis, 1997). Thus, the FTC is critical for the ac-
quisition of Pavlovian fear conditioning and is a plausible site
for the encoding and storage of the learned association.

The CEA may be conceived of as the output of the amyg-
dala. It is closely tied with the striatum and is specialized to
modulate motor outflow (Swanson & Petrovich, 1998). The
CEA projects to a variety of structures, including the peri-
aqueductal gray (PAG), the reticular formation, and the lat-
eral hypothalamus. Both the lateral and basal nuclei of the
amygdala project to the CEA. Lesions to the CEA disrupt the
expression of a wide range of defensive behaviors (e.g.,
Kapp, Frysinger, Gallagher, & Haselton, 1979).

The Periaqueductal Gray

The PAG is highly interconnected with the CEA (Rizvi, Ennis,
Behbehani, & Shipley, 1991). This region seems to act as a
coordinator of defensive behaviors, and expression of defen-
sive behaviors can be dissociated within the PAG. For exam-
ple, electrical stimulation of the dorsal-lateral PAG (dIPAG)
triggers robust activity burst-like behavior (Fanselow, 1994),
whereas damage to this structure disrupts the shock-induced
activity burst (Fanselow, 1994). Similarly, chemical stimula-
tion of the caudal third of the dIPAG triggers “bursts of

forward locomotion” that alternate with periods of immobility
(Bandler & Depaulis, 1991, p. 183). Consequently, the dIPAG
seems to coordinate overt defensive reactions, such as flight.

In contrast, similar treatments to the ventral PAG (VPAG)
have very different effects. Chemical or electrical stimulation
of the VPAG triggers freezing behavior, and lesions to this
structure disrupt conditional freezing to aversive CSs
(Fanselow, 1991). Other fear responses can also be dissoci-
ated within the vPAG. For example, the infusion of an opiate
antagonist will disrupt fear-induced analgesia but spare con-
ditioned freezing (Fanselow, 1991). Thus, the vVPAG seems to
coordinate conditional freezing and opiate analgesia. Based
on these results, Fanselow (1994) suggested that posten-
counter defenses are related to the vVPAG and its inputs from
the amygdala, whereas circa-strike behaviors are related to the
dIPAG and its inputs from the superior colliculus. At this time,
little is known about the neural substrates of preencounter
defenses.

Neural Substrates of Unlearned Defensive Behavior

Much less is known about the neural substrates of innate fear
behavior. Walker and Davis (1997) reported that chemical in-
activation of the bed nucleus of the stria terminalis (BNST)
disrupts light-potentiated startle, but chemical inactivation of
the CEA disrupts only fear-potentiated startle. Inactivation of
the FTC disrupts both behaviors. Thus, available evidence
suggests that learned and unlearned fear responses can be dis-
sociated within a region described as the extended amygdala
(Swanson & Petrovich, 1998). Wallace and Rosen (2001) re-
ported that electrolytic lesions to the LA disrupt freezing to a
predator’s odor, whereas excitotoxic lesions did not. Both
these lesions disrupt freezing to learned fear stimuli. This re-
sult suggests that innate and learned fear can also be dissoci-
ated within the amygdala.

SEXUAL MOTIVATION

Nothing is more closely tied to evolutionary fitness than
reproductive success. The most direct measure of reproduc-
tive success is the number of offspring that survive, and
therefore the terminal goal of a sexual behavior system is
successful production of offspring. Animal species display a
wide variety of reproductive strategies to produce offspring.
Monogamy involves the pairing of a single male and female
for the duration of the reproductive cycle. This strategy oc-
curs mostly in species that split the burden of parental care
across both parents. Polygyny involves the association of a
single male with multiple females, and polyandry involves



the association of a single female with multiple males. These
polygamous strategies are common in species that distrib-
ute the burden of parental care unequally. These mating
strategies often influence sexual motivation. Monogamous
animals very often display biparental care of offspring, and
sexual learning does not typically influence male competition
in these species. Accordingly, sexual motivation in monoga-
mous species is relatively similar across sexes. In contrast,
species that display intense male competition typically adopt
polygamy, and sexual learning and motivation vary greatly
across sex (Domjan & Hollis, 1988).

Cues That Signal Reproductive Opportunity

Many species display cues that connote reproductive avail-
ability. These cues frequently are shaped by the genotype of
the animal. For example, in rodent species olfaction is the
primary sensory modality; rodents smell much better than
they see. Accordingly, olfactory cues such as pheromones
often signal a sexual opportunity in rodent species (Pfaff &
Pfaffman, 1969). In contrast, birds see better than they smell,
and visual cues ordinarily provide mating signals (Domjan &
Hall, 1986). Females of species that undergo estrus often dis-
play overt cues that signal reproductive availability. For ex-
ample, in primate species, such as the chimpanzee, females
display swelling of the vaginal lips during estrus, and this cue
signals reproductive availability (Mook, 1987).

Sign Stimuli

In some species the appearance of a member of the oppo-
site gender is the dominant cue for a mating opportunity.
However, often the essential cue can be reduced to an ele-
ment or component of the mating partner. These components,
called sign stimuli (Tinbergen, 1951), are sufficient to elicit
sexual behaviors. For example, male chickens attempt to
copulate with models of the torso of female conspecifics
(Carbaugh, Schein, & Hale, 1962), and male quails attempt to
mate with models including a female quail’s head and neck
(Domjan, Lyons, North, & Bruell, 1986). Thus, mere compo-
nents of a whole animal are sufficient cues to elicit reproduc-
tive behavior.

Learned Cues

Learning certainly contributes to the recognition of repro-
ductive opportunity. For instance, male blue gourami fish
(Trichogaster trichopterus) normally display aggressive
territorial behavior. These fish compete with other males for
nest sites, and they attack intruders because the control of
territory confers reproductive advantage. This aggressive
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Figure 2.3 The mean number of offspring
hatched in the Pavlovian-paired (black bar) and
unpaired (hatched bar) groups. Fry were
counted six days after spawning (adapted from
Hollis et al., 1997).

tendency is so pronounced that males often spoil mating
opportunities by mistakenly attacking female gouramis.
However, male gouramis can learn to anticipate the approach
of a female gourami when a cue reliably precedes her ap-
pearance during conditioning sessions (Hollis, Cadieux,
& Colbert, 1989; Hollis et al., 1997). As a result of such
Pavlovian conditioning, the cue acts as a CS that signals the
appearance of the female. Males trained with this contin-
gency both display less aggression toward females and
spawn more offspring (Hollis et al., 1997; Figure 2.3). Thus,
learning contributes to the recognition of a reproductive op-
portunity. Moreover, it contributes to evolutionary fitness by
increasing fecundity. This result by Hollis et al. stands as the
single most direct and unequivocal evidence that Pavlovian
conditioning, indeed any form of learning, has a direct influ-
ence on evolutionary success (Figure 2.4).

Learning also contributes to the mating success of male
Japanese quails (Coturnix japonica). For instance, neutral
cues previously paired with a sexual encounter elicit CRs,

Figure 2.4 A male and female blue gourami.
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such as approach behavior. These cues also shorten copulatory
latencies (Domjan, et al., 1986). Thus, discrete Pavlovian CSs,
such as red lights, buzzers, or inanimate objects, can elicit re-
sponses that facilitate reproductive behaviors in the quail.

Contextual cues may also contribute to reproductive sig-
naling. Domjan et al. (1989) reported that male quails attempt
to mate with models of a female quail only if they have pre-
viously copulated with a live quail in the test chamber. Thus,
the location or context of previous sexual experience can act
as a signal that facilitates the occurrence of sexual behavior.
Additionally, contextual cues increase the male quail’s sperm
production (Domjan, Blesbois, & Williams, 1998). Notably,
this demonstrates that Pavlovian learning may directly en-
hance reproductive success by facilitating the bird’s ability to
fertilize multiple eggs and produce offspring.

Sexual learning also directly influences mate selection.
For example, when an orange feather is repeatedly paired
with a sexual encounter, male quails display a preference for
birds adorned with this cue. Males both spend more time near
and display more copulatory behaviors toward these females
compared to controls (Domjan, O’Vary, & Greene, 1988).
Thus, Pavlovian conditioning sways attractiveness, thereby
influencing mate selection.

Along with neutral cues, learning also facilitates the sex-
ual efficacy of sign stimuli. For example, the model of a
female’s head and neck elicits copulatory behavior in experi-
enced, but not in sexually naive, male quails (Domjan et al.,
1989). Thus, during sexual encounters these birds may learn
to identify species-typical cues, such as the plumage of
female conspecifics.

Organization of the Sexual Behavior System

Sexual behavior does not begin and end with the act of copu-
lation. Instead, species exhibit numerous behaviors that con-
tribute to reproductive success that are not directly connected
to the sex act. For example, male blue gouramis build nests
used for spawning prior to contact with female conspecifics.
This behavior improves reproductive success because nest
occupancy increases the probability that these fish will attract
a mate. Concurrently, these fish compete with male con-
specifics to secure suitable nesting areas, and they display ag-
gressive territorial behavior to defend or take control of a nest
site. Thus, because these behaviors can greatly increase re-
productive opportunities, sexual behavior can be linked to ac-
tivities that are temporally distant from the sex act.

Domjan and associates (e.g., Domjan & Hall, 1986) de-
scribed a set of behaviors that contribute to the reproductive
success of Japanese quails. Males engage in general search
behavior when they encounter cues distal to the female. For

Figure 2.5 Two Japanese quail display mounting, one component of
copulatory behavior.

example, birds pace around the test chamber when they en-
counter a cue that has been conditioned with a long CS-US
interval. This cue is relatively distal to the female because it
signals that a female will appear only after a long time period
elapses (Akins, Domjan, & Gutierrez, 1994). In contrast,
cues conditioned with a short CS-US interval elicit focal
search behavior. For instance, birds approach a red light that
has previously been paired with a sexual encounter (Akins
etal., 1994). This cue is relatively proximal because it signals
that the female will appear after a short time period elapses.
Male quails also engage in copulatory or consummatory sex-
ual responses (Figure 2.5). These responses are elicited by
cues signaling that a sexual encounter is imminent. Thus, fe-
male conspecifics or sign stimuli elicit copulatory behavior.

Domjan and his colleagues have characterized a range of
stimuli that elicit an array of sexual responses in the Japanese
quail. With these observations Domjan has articulated a be-
havioral systems account of sexual behavior that contains
both a stimulus and a response dimension. Each dimension
includes three categories. The response dimension includes
general search behavior, focal search behavior, and copula-
tory behavior. The stimulus dimension includes contextual
cues, local cues, and species-typical cues.

In the model, stimuli are arranged on a temporal and spa-
tial continuum that varies by the cue’s proximity to the fe-
male quail. This continuum is similar to the spatiotemporal
organization hypothesized by Timberlake (1983) in his feed-
ing behavior system and by Fanselow (1989) in his descrip-
tion of defensive behavior, both discussed earlier. Prior to
sexual conditioning, contextual and local cues are distal from
the female and do not activate sexual behavior, whereas
species-typical cues are more proximal and can elicit sexual
behavior unconditionally. After a sexual conditioning event,
contextual and local cues may elicit sexual behavior, and
responding to species-typical cues is facilitated. Thus, ac-
cording to Domjan’s view, “conditioning serves to increase



the range of stimuli that are effective in eliciting sexual be-
havior” (Domjan, 1994, p. 426). That is, learning shifts the
position of cues on the continuum by increasing their prox-
imity to the female and thereby enhancing the cues’ ability to
release sexual responses.

This shift on the continuum is manifested also by the
change in repertoire of responses that stimuli come to elicit.
Prior to conditioning, local cues elicit weak general search
behavior. After conditioning they may trigger both focal
search and copulatory behavior. Additionally, the strength of
general search behavior is enhanced. For example, approach
behavior is a form of local search behavior. Quails display
approach behavior to a red light only after the cue has been
paired with a sexual encounter (Domjan et al., 1986).

In the introduction we made the point that behavior is a
bidirectional interaction among motivation, learning, and
genetics. Perhaps nowhere is this clearer than in sexual moti-
vation. The work of Domjan and Hollis indicates that experi-
ence strongly influences with which members of our species
we prefer to mate. Because Pavlovian conditioning deter-
mines attractiveness, it also determines which sets of genes
recombine. Because conditioning determines reproductive
success, measured rather directly by sperm and offspring pro-
duction, it also determines what genes are best represented in
the next generation of many vertebrate species. Not only does
the reproductive success that drives evolution influence our
learning abilities, but our learning abilities drive that repro-
ductive success as well.

TEMPERATURE MOTIVATION

Body temperature regulation is essential for the survival of
animal species. Most species are adapted to the temperature
range of their niche, and they can only maintain normal ac-
tivity within a relatively narrow window of body temperature
imposed by their genetic makeup. At extreme body tempera-
tures critical enzymes cannot function, energy metabolism is
compromised, and body systems fail. Thus, animals that fail
to maintain body temperature within the critical range of their
species die. Because of this stringent evolutionary selective
pressure, species have adapted multiple strategies to cope
with the problem of body temperature regulation.

Thermoregulatory Responses

Species utilize both physiological and behavioral means to
cope with the environmental demands of body tempera-
ture regulation. These two categories of processes interact to
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provide an adequate temperature regulation strategy in each
species and individual. Specific body temperature regulation
strategies abound in the animal kingdom (e.g., Prosser &
Nelson, 1981; Bartholomew, 1982). In this section we de-
scribe several strategies of thermoregulation that have
evolved. Two broad categories of these strategies are ec-
tothermy and endothermy. Ectothermic animals rely on envi-
ronmental heat for body warming. Endothermic animals use
metabolic heat for body warming. Animals belonging to
these broad groups often display distinct behavioral tenden-
cies because these strategies impose different thermoregula-
tory needs.

The Mountain Lizard

The South American mountain lizard (Liolamus) is both an
ectotherm and a poikilotherm. Poikilotherms are ectothermic
animals whose body temperature may vary widely at differ-
ent times of the day or year. These animals often maintain
body temperatures that exceed the environmental tempera-
ture during periods of activity, whereas they display rela-
tively cold body temperatures during periods of inactivity. To
accomplish these extremes, poikilotherms rely heavily on
behavioral means to regulate body temperature. For exam-
ple, Liolamus avoids freezing Andes temperatures by staying
in its burrow during the night. Just after sunrise the animal
emerges and moves to a position exposed to direct sunlight
to absorb solar energy until its body temperature shifts from
approximately 5°C to upward of 30°C. Throughout the day
this lizard shuttles between sunlit and shaded microenviron-
ments to maintain this body temperature (Bartholomew,
1982).

The Polar Bear

Polar bears live in and near the Arctic Circle. These large
mammals are endotherms, and they commonly sustain activ-
ity in extreme thermal conditions that range from approxi-
mately 15°C in summer months to —30°C in winter months.
Because of these drastic seasonal environmental demands,
polar bears have adapted strategies that permit the animal to
maintain its body temperature across the full range of envi-
ronmental temperatures in its habitat.

Polar bears are genetically organized to cope with the tem-
perature demands of their niche, and this organization is man-
ifested in physiological adaptations. First, polar bears have a
layer of blubber and fur over much of their bodies. This tis-
sue helps insulate the animal and maintain its body tempera-
ture in winter months. Second, a polar bear’s snout, ears, nose,
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Figure2.6 Apolarbear lies on ice to expose
its hot spots and cool off.

footpads, and inner thighs dissipate heat efficiently because
they have limited insulation (Stirling, 1988). As we shall
see, these physiological adaptations contribute to an effective
behavioral thermoregulation scheme useful in both hot and
cold environments.

As mentioned earlier, polar bears have several poorly in-
sulated body areas, or hot spots. These hot spots are useful for
behavioral thermoregulation because bears can adopt distinct
postures depending on whether they need to expel or con-
serve heat. In warm environments, bears dissipate heat by
exposing these hot spots, and in colder environments they
conceal these areas (Stirling, 1988; Figure 2.6). Notice that
the form of the bear’s response is sensitive to environmental
temperature. This thermoregulatory scheme is fairly common
among endotherms.

The Rat

Rats are small mammals that live commensally with humans.
These animals populate temperate zones and also live in-
side burrows and buildings in cold climates. Rats are endo-
therms that exhibit a variety of thermoregulatory behaviors
(Hainsworth & Stricker, 1970). The rat’s body temperature
typically varies between 37°C and 38°C at neutral environ-
mental temperatures (approximately 28°C). When environ-
mental temperatures rise above this level, rats display a
constellation of responses that promote metabolic efficiency
and survival. For example, when environmental temperatures
range between 36°C and 41°C, rats exhibit a sustained hyper-
thermia with a magnitude that exceeds the environmental
temperature. This phenomenon is an adaptive and regulated
response. Rats benefit from this increase in body temperature
because it permits them to lose metabolic heat to the environ-
ment via conduction (Hainsworth & Stricker, 1970). Above
41°C rats are unable to sustain hyperthermia relative to the
environment.

Rats also exhibit two behavioral responses to heat stress
within the range that provokes hyperthermia (36°C to 41°C).
At moderate levels of heat stress, rats frequently lay with a

relaxed body posture often called prone extension. Much like
the polar bear, the rat uses this behavior to dissipate heat by
exposing body regions that conduct heat efficiently. In this
case the rat’s tail acts as a thermal radiator because it is both
vascularized and lacking in insulation. Thus, excess body
heat is readily dissipated through the tail (Rand, Burton, &
Ing, 1965). Along with prone extension, rats display saliva
spreading in response to moderate heat stress. This behavior
exploits evaporative cooling as a means to regulate body tem-
perature (Hainsworth, 1967), and it is characterized by the ac-
tive distribution of saliva from the mouth with the forelimbs.
The spreading initially focuses on the head, neck, and paw
regions and later targets the ventral regions with emphasis on
the scrotum and tail. Saliva spreading is prevalent in animals
that lack sweat glands, such as rats, opossums, and desert
rodents. Other terrestrial animals, such as humans, exploit
evaporative cooling by sweating.

Above approximately 41°C, rats can no longer regulate
heat exchange with controlled hyperthermia. Also, the ex-
pression of a relaxed body posture gives way to a pronounced
increase in activity that is probably a manifestation of escape
behavior (Hainsworth, 1967). At higher temperatures, rats
also exhibit saliva spreading. The adaptive advantage of this
behavior is demonstrated by the observation that desalivated
rats die within 1 hr to 2 hr of high heat stress, although nor-
mal rats survive for at least 5 hr of exposure (Hainsworth,
1967).

When a pregnant rat encounters inescapable heat stress, it
responds with the array of thermoregulatory responses that
are typical in her species. For example, the rat will engage in
both body extension and saliva spreading when heat stressed
(Wilson & Stricker, 1979). However, these animals face am-
plified thermal demands because their body mass increases
relative to the size of the available thermal windows that
expel body heat via conduction. Consequently, to regulate
body temperature these mothers compensate by lowering
their threshold for saliva spreading, and pregnant mothers
display saliva spreading at 30°C (Wilson & Stricker, 1979).
Similarly, the animal’s threshold for salivary secretion from
the submaxillary gland decreases, thereby providing an in-
creased saliva reservoir (Wilson & Stricker, 1979). These
measures contribute to successful thermoregulation for both
the mother and her offspring.

Rat mothers bear sizable litters that remain together until
weaning. These pups are particularly susceptible to hypother-
mia because they produce little metabolic heat that is quickly
lost to the environment. Moreover, pups are born with no
fur and little insulation, and they do not exhibit thermogene-
sis via shivering behavior (Hull, 1973). Given these obsta-
cles, rat pups may seem reliant on parental care for thermal



regulation. However, when exposed to a cold environment,
rat pups clump together in a manner that reduces each pups
exposed body surface area. This huddling provides behav-
ioral thermoregulation because it lessens the heat lost to the
environment via conduction (Alberts, 1978).

Huddling behavior is modulated by environmental tem-
perature. Specifically, with decreasing environmental tem-
perature, the total surface area of the huddle diminishes.
Conversely, the total surface area of the huddle increases as
the environmental temperature rises (Alberts, 1978). Thus,
pups act as a unit by adjusting their group’s exposed surface
area in a manner that defends body temperature against envi-
ronmental changes.

Individual pups follow a typical movement pattern
through the huddle that contributes to the changes in the
whole litter’s exposed surface area. These movements are
competitive adjustments that position a pup in a thermally de-
sirable location. In colder environments pups move toward
the middle of the huddle, and in warm environments they
shift to the periphery (Alberts, 1978). Collectively, these
adjustments make the litter behave as an organized unit
sensitive to the environmental temperature.

Fever

When mammals are infected by pathogens, they display an
array of nonspecific “sickness” responses that include fever
and fatigue. Traditionally, these symptoms were thought to
result from an inability to perform normal activities because
of the compromised physiological state of the sick individual.
As an alternative, Bolles and Fanselow (1980) suggested
that illness involving fever might be a particularly strong
activator of the recuperative motivational system. Consistent
with this speculation, investigators have recently suggested
that sickness is an adaptive motivational response that aids
recuperation (Aubert, 1999; Watkins & Maier, 2000). Impor-
tantly, part of the sickness response involves fever: a sus-
tained hyperthermia. Thus, mammals actively modulate their
body temperature as an adaptive response to pathogens.
Fever and recuperation therefore may have some degree of
positive feedback between them.

Learning and Thermoregulatory Responses

Earlier we described how animals learn to anticipate things
like danger or to expect the appearance of a potential mat-
ing partner. What evidence exists that animals learn to antic-
ipate thermal conditions? Most investigations in this realm
have focused on escape behavior (e.g., Howard, 1962) or on
the effects that environmental temperatures have on learning
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acquisition (e.g., Hack, 1933). In a typical escape procedure
an animal is exposed to an aversive stimulus until it performs
a response. For example, rats exposed to cold temperatures
will press a bar to gain access to a heat lamp. Over trials, rats
become very efficient at this response, and they often drive
the ambient temperature up to room temperature. But what
do the animals learn during these conditioning trials? Ani-
mals may learn that the bar pressing makes the chamber
warm, but these studies provide little evidence for the notion
that rats perform thermoregulatory responses because they
anticipate the problem.

Very few studies demonstrate that animals will learn to
perform a response that avoids hot or cold stress. Nor do
many studies demonstrate that thermal cues can elicit learned
CRs. Interestingly, studies that demonstrate these responses
to thermal reinforcers have frequently used infant animals as
subjects. For example, newborn chicks can be autoshaped to
peck a bar for food (Wasserman, 1973). Newborn dogs will
perform an avoidance response to avoid a cold reinforcer
(Stanley, Barrett, & Bacon, 1974), and newborn rat pups ex-
hibit tachycardia as a CR when an odor is paired with cold
temperature (Martin & Alberts, 1982).

Recall that newborn animals, such as the rat pup, have lit-
tle insulation and that thermoregulation requires more elabo-
rate behavioral strategies. Perhaps we more readily observe
thermal Pavlovian conditioning in the rat pup because its
niche requires such learning. This suggestion may have im-
plications for how we view thermoregulatory behavior, and it
is further developed in the next section.

A Thermoregulatory Behavior System?

We have described how animals regulate body temperature
with both physiological and behavioral means. Conspicu-
ously, we have not yet provided substantial analysis of these
responses. Why then would they be included in a chapter on
the topic of motivation? Let us consider the traditional ac-
count of thermoregulatory behavior before we answer this
question.

The Homeostatic Explanation

The concept of homeostasis has been the fundamental prin-
ciple employed by traditional explanations of thermoregu-
latory behavior. This idea, first applied by Cannon (1932),
assumes that each animal has a body temperature set point,
and that thermoregulatory behavior is activated whenever
the animal is perturbed from this reference. Thus, if an ani-
mal is cold, it automatically performs a series of responses
to return to its set point. This explanation implies that the
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animal uses a “comparator” to assess the difference between
its actual body temperature and its set point temperature and
that whenever there is a discrepancy between these values,
the system activates behaviors to remedy the discrepancy.

Santinoff (1983) provided both an eloquent review of the
neural circuitry of thermoregulation and an explanation of
homeostasis. The reader is advised to consult the work for
both a useful historical perspective and a comprehensive
analysis of the subject. Available evidence suggests that
the anterior hypothalamus (AH) and the preoptic (POA)
provide a significant contribution to the neural control of
thermoregulatory behavior in mammals. For example, body
temperature in animals with lesions to these areas has been
shown to drop sharply in cold environments (e.g., Satinoff &
Rutstein, 1970). Similarly, appropriate thermoregulatory re-
sponses are activated when this structure is either cooled or
heated (e.g., Fusco, Hardy, & Hammel, 1961), and electrical
stimulation of this region elicits prone extension (Roberts &
Mooney, 1974). Additionally, the POA and AH also contain
neurons that are sensitive to temperature change (Nakayama,
Hammel, Hardy, & Eisenman, 1963). Thus, the AH and POA
have the capacity to detect changes in temperatures; damage
to this region disrupts thermoregulation; and stimulation of
this region elicits appropriate responding. Together, these ob-
servations suggest that the AH and POA complex might be
the neural manifestation of the comparator that detects de-
viance from thermal homeostasis. However, lesions to this
complex do not disrupt some forms of behavioral thermoreg-
ulation. For example, rats with AH lesions are able to bar
press to obtain access to a warm heat lamp in a cold environ-
ment (Satinoff & Rutstein, 1970). Thus, animals with AH
lesions can both detect perturbations from their normal body
temperature and perform an appropriate response to hy-
pothermia. These and other observations argue against the
hypothesis that suggests the AH and POA are the neural locus
for the thermoregulatory comparator. Satinoff (1983) has
developed a more sophisticated theory of thermoregulation
that suggests multiple comparators linked to separate ther-
moregulatory behaviors and these units are organized in a
hierarchical manner.

The principle of homeostatic thermoregulation suggests
that regulatory responses occur whenever body temperature
deviates from the set point. This homeostatic explanation
does not require a motivational system, but we suggest that
thermoregulation does. That is, perhaps a behavioral systems
approach to thermoregulatory behavior is warranted. Let us
consider several points. First, the cost of ineffective ther-
moregulation is significant, so there is evolutionary pressure
to develop sophisticated thermoregulatory schemes. Second,

numerous animal species have adapted elaborate behavioral
strategies that assist in thermoregulation. Ectotherms rely
almost entirely on behavioral means. Other animals, such as
the rat, display an array of thermoregulatory behaviors that
could be organized on a continuum of relative heat stress. In-
deed, these behaviors seem to vary with the rat’s niche, as
neonates display a different repertoire than do adults. Third,
some responses to heat stress are incompatible with the
“homeostatic” account of thermoregulation. For example,
rats display a controlled hyperthermia response under condi-
tions of heat stress, and mammals exhibit fever when they are
infected by pathogens. These responses actively increase the
discrepancy in body temperature from the animal’s set point.
Thus, these responses are incompatible with the concept of a
homeostasis unless resetting the reference temperature is a
valid means at achieving homeostasis. Fourth, infant animals
provide the best examples of learning in relation to thermal
cues. These animals must cope with thermal challenge
in their niche. Perhaps we detect their ability to learn about
thermal cues because learning about these cues is critical to
their survival. Conceivably, many animals in many systems
can learn about thermal cues, and we have not detected them
only because the homeostatic thermoregulatory explanation
ignores the relevance of learning.

In summary, thermoregulation is crucial to survival in per-
haps every niche, and many behavioral responses have been
developed to cope with the problem. Given the cost of poor
thermoregulation and the propensity for animals to learn and
adapt, we propose that the study of thermoregulatory behav-
ior may profit by adopting a behavior systems approach.

CONCLUSIONS

We began this chapter by suggesting that motivation accounts
for that proportion of the variation in behavior not accounted
for by learned and genetic influences. Why is it that an animal
in the same environment presented with the same food will
eat on one occasion and not on another? Given that genetic
influences have been held constant and that no new informa-
tion has been learned about the food or the environment, this
variation must be due to changes in motivation manifested
through changes in behavior. The challenge with defining
motivation is to avoid merely redescribing the behavior in
new and empirically intractable terms. The method we have
suggested for avoiding this problem is to specify the environ-
mental cause and behavioral effect of any changes in the
hypothesized motivational construct. By defining these
antecedents and consequences in terms of the ecological and



evolutionary problems the animal must solve, we protect our-
selves from explanations that assume an unlimited number of
“motivations,” as did the old theories of instinct. In addition,
this focus on the functional aspects of motivational processes
forces us to consider both the ecological niche that the animal
occupies and the organization of the behaviors it uses to cope
with the problems of the niche.

This explicitly ecological view allows the concept of mo-
tivation to make contact with behavioral ecology and evolu-
tion. Learning and genetics are not the sole determinants of
behavior; an animal’s ecological niche must also be consid-
ered. Animals have evolved solutions to specific environ-
mental problems, and an understanding of these relationships
can inform psychological theories of motivation and learn-
ing. Collier and Johnson (1990) suggested that appreciating
that small predators are themselves potential prey gives in-
sight into the differences in feeding rate between small and
large predators. Indeed, Fanselow et al. (1988) have demon-
strated that predatory risk is an important determinant in the
initiation of feeding behavior. Traditional homeostatic per-
spectives could not contribute this insight.

In addition to highlighting the importance of ecological
variables in determining motivational influences on behavior,
the analyses presented in this chapter can also be used to
examine similarities and differences between motivational
systems. A persistent theoretical problem in theories of moti-
vation has been specifying the number and form of motiva-
tional processes with which an animal is equipped. We have
suggested that the animal is equipped with as many motiva-
tional systems as there are classes of problems in the environ-
ment for it to solve. We expect that the reader has been struck
by the amount of similarity between the response organiza-
tions proposed to account for feeding and sexual behavior, and
to alesser extent between those structures and that proposed to
account for the organization of defensive behavior. Each con-
sists of a collection of motivational modes organized by some
kind of imminence continuum. Each includes a set of preexist-
ing stimulus processing and response production tendencies.
The extent to which these similarities are valid remains to be
determined, and this question deserves study. Just as interest-
ing are those disparities between the response organizations.
Appetitive behavior in the feeding behavior system is ex-
tremely flexible. Flexibility in sexually motivated appetitive
behavior has also been demonstrated but is much less well in-
vestigated. In contrast, defensive behavior seems more rigid,
perhaps due to the inherently conservative nature of defense.

The behavioral systems view suggests that motivation is
a much more complex phenomenon than that described by
theories of drive, incentive motivation, or opposing affective
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states. Any complete conception must include physiological,
psychological, ecological, and evolutionary factors. Our
approach attempts to address these requirements.
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Contemporary Cognitive Theories

Recent years have witnessed a mounting interest in the
impact of happiness, sadness, and other affective states or
moods on learning, memory, decision making, and allied
cognitive processes. Much of this interest has focused on two
phenomena: mood-congruent cognition, the observation that
a given mood promotes the processing of information that
possesses a similar affective tone or valence, and mood-
dependent memory, the observation that information encoded
in a particular mood is most retrievable in that mood, irre-
spective of the information’s affective valence. This chapter
examines the history and current status of research on mood
congruence and mood dependence with a view to clarifying
what is known about each of these phenomena and why they
are both worth knowing about.

MOOD CONGRUENCE

The interplay between feeling and thinking, affect and cogni-
tion, has been a subject of scholarly discussion and spirited
debate since antiquity. From Plato to Pascal, a long line of
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Western philosophers have proposed that “passions” have a
potentially dangerous, invasive influence on rational think-
ing, an idea that re-emerged in Freud’s psychodynamic the-
ories. However, recent advances in cognitive psychology and
neuroscience have promoted the radically different view that
affect is often a useful and even essential component of adap-
tive social thinking (Adolphs & Damasio, 2001; Cosmides &
Tooby, 2000).

The research to be reviewed in this section shows that
affective states often produce powerful assimilative or con-
gruent effects on the way people acquire, remember, and
interpret information. However, we will also see that these
effects are not universal, but depend on a variety of situa-
tional and contextual variables that recruit different informa-
tion-processing strategies. Accordingly, one of the main aims
of modern research, and of this review, is to clarify why
mood-congruent effects emerge under certain circumstances
but not others.

To this end, we begin by recapping two early theoretical
perspectives on mood congruence (one based on psychoana-
lytic constructs, the other on principles of conditioning)
and then turn to two more recent accounts (affect priming and
affect-as-information). Next, we outline an integrative theory
that is designed to explain the different ways in which affect
can have an impact on cognition in general, and social cogni-
tion in particular. Finally, empirical evidence is examined
which elucidates the essential role that different processing
strategies play in the occurrence—or nonoccurrence—of
mood congruence.



62 Mood, Cognition, and Memory

Early Theories of Mood Congruence

Philosophers, politicians, and playwrights alike have recog-
nized for centuries the capacity of moods to color the way
people remember the past, experience the present, and fore-
cast the future. Psychologists, however, were relatively late
to acknowledge this reality, despite a number of promising
early leads (e.g., Rapaport, 1942/1961; Razran, 1940). In-
deed, it is only within the past 25 years that empirical inves-
tigations of the interplay between affect and cognition have
been published with regularity in mainstream psychology
journals (see LeDoux, 1996).

Psychology’s late start in exploring the affect-cognition
interface reflects the fact that neither behaviorism nor
cognitivism—the two paradigms that dominated the disci-
pline throughout the twentieth century—ascribed much im-
portance to affective phenomena, whether in the form of
specific, short-lived emotional reactions or more nebulous,
long-lasting mood states (for detailed discussion of affect-
related concepts, see Russell & Feldman Barrett, 1999;
Russell & Lemay, 2000).

From the perspective of the radical behaviorist, all unob-
servable mental events, including those affective in nature,
were by definition deemed beyond the bounds of scientific
psychology. Although early behaviorist research examined
the environmental conditioning of emotional responses (an
issue taken up later in this chapter), later studies focused
mainly on the behavioral consequences of readily manipu-
lated drive states, such as thirst or fear. In such studies, emo-
tion was instilled in animals through crude if effective means,
such as electric shock, and so-called emotionality was opera-
tionalized by counting the number of faecal boli deposited by
small, scared animals. As a result, behaviorist research and
theory added little to our understanding of the interrelations
between affect and cognition.

Until recently, the alternative cognitive paradigm also
had little interest in affective phenomena. To the extent that
the cognitive revolutionaries of the early 1960s considered
affects at all, they typically envisaged them as disruptive
influences on proper—read emotionless or cold—thought
processes. Thus, the transition from behaviorism to cogni-
tivism allowed psychology to reclaim its head, but did noth-
ing to recapture its heart.

Things are different today. Affect is now known to play
a critical role in how information about the world is
processed and represented. Moreover, affect underlies the
cognitive representation of social experience (Forgas, 1979),
and emotional responses can serve as an organizing princi-
ple in cognitive categorization (Niedenthal & Halberstadt,
2000). Thus, the experience of affect—how we feel about
people, places, and events—plays a pivotal role in people’s

cognitive representations of themselves and the world
around them.

Affect also has a more dynamic role in information pro-
cessing. In a classic series of studies, Razran (1940) showed
that subjects evaluated sociopolitical messages more favorably
when in a good than in a bad mood. Far ahead of their time,
Razran’s studies, and those reported by other investigators
(e.g., Bousfield, 1950), provided the first empirical evidence of
mood congruence, and their results were initially explained in
terms of either psychodynamic or associationist principles.

Psychodynamic Account

Freud’s psychoanalytic theory suggested that affect has a
dynamic, invasive quality that can infuse thinking and judg-
ments unless adequately controlled. A pioneering study by
Feshbach and Singer (1957) tested the psychodynamic pre-
diction that attempts to suppress affect should increase the
“pressure” for affect infusion. They induced fear in their sub-
jects through electric shocks and then instructed some of them
to suppress their fear. Fearful subjects’ thoughts about another
person showed greater mood congruence, so that they per-
ceived the other person as being especially anxious. Interest-
ingly, indeed ironically (Wegner, 1994), this effect was even
greater when subjects were trying to suppress their fear.
Feshbach and Singer (1957) explained this in terms of projec-
tion and proposed that “suppression of fear facilitates the ten-
dency to project fear onto another social object” (p. 286).

Conditioning Account

Although radical behaviorism outlawed the study of sub-
jective experiences, including affects, conditioning theories
did nevertheless have an important influence on research.
Watson’s work with Little Albert was among the first to find
affect congruence in conditioned responses (Watson, 1929;
Watson & Rayner, 1920). This work showed that reactions
toward a previously neutral stimulus, such as a furry rabbit,
could become affectively loaded after an association had been
established between the rabbit and fear-arousing stimuli, such
as a loud noise. Watson thought that most complex affective
reactions acquired throughout life are established as a result of
just such cumulative patterns of incidental associations.

The conditioning approach was subsequently used by
Byrne and Clore (1970; Clore & Byrne, 1974) to explore
affective influences on interpersonal attitudes. These re-
searchers argued that aversive environments (as uncondi-
tioned stimuli) spontaneously produce negative affective
reactions (as unconditioned responses). When another per-
son is encountered in an aversive environment (the condi-
tioned stimulus), the affective reaction it evokes will become



associated with the new target (a conditioned response).
Several studies, published in the 1970s, supported this
reasoning (e.g., Gouaux, 1971; Gouaux & Summers, 1973;
Griffitt, 1970). More recently, Berkowitz and his colleagues
(Berkowitz, Jaffee, Jo, & Troccoli, 2000) have suggested that
these early associationist ideas remain a powerful influence
on current theorizing, as we shall see later.

Contemporary Cognitive Theories

Although affective states often infuse cognition, as several
early experiments showed, neither the psychoanalytic nor
the conditioning accounts offered a convincing explanation
of the psychological mechanisms involved. In contrast,
contemporary cognitive theories seek to specify the precise
information-processing mechanisms responsible for these
effects.

Two types of cognitive theories have been proposed to
account for mood congruence: memory-based theories (e.g.,
the affect priming model; see Bower & Forgas, 2000), and
inferential theories (e.g., the affect-as-information model;
see Clore, Gasper, & Garvin, 2001). Whereas both of these
accounts are chiefly concerned with the impact of moods on
the content of cognition (or what people think), a third type of
theory focuses on the processing consequences of affect (or
how people think). These three theoretical frameworks are
sketched in the following sections.

Memory-Based Accounts

Several cognitive theories suggest that moods exert a congru-
ent influence on the content of cognition because they influ-
ence the memory structures people rely on when processing
information. For example, Wyer and Srull’s (1989) storage-
bin model suggests that recently activated concepts are more
accessible because such concepts are returned to the top of
mental “storage bins.” Subsequent sequential search for in-
terpretive information is more likely to access the same con-
cepts again. As affective states facilitate the use of positively
or negatively valenced mental concepts, this could account
for the greater use of mood-congruent constructs in subse-
quent tasks.

A more comprehensive explanation of this effect was
outlined in the associative network model proposed by
Bower (1981). In this view, the observed links between
affect and thinking are neither motivationally based, as
psychodynamic theories suggest, nor are they the result of
merely incidental, blind associations, as conditioning theo-
ries imply. Instead, Bower (1981) argued that affect is
integrally linked to an associative network of mental repre-
sentations. The activation of an affective state should thus
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selectively and automatically prime associated thoughts and
representations previously linked to that affect, and these
concepts should be more likely to be used in subsequent con-
structive cognitive tasks. Consistent with the network model,
early studies provided strong support for the concept of
affective priming, indicating mood congruence across a
broad spectrum of cognitive tasks. For example, people in-
duced to feel good or bad tend to selectively remember more
mood-congruent details from their childhood and more of
the real-life events they had recorded in diaries for the past
few weeks (Bower, 1981). Mood congruence was also
observed in subjects’ interpretations of social behaviors
(Forgas, Bower, & Krantz, 1984) and in their impressions of
other people (Forgas & Bower, 1987).

However, subsequent research showed that mood congru-
ence is subject to several boundary conditions (see Blaney,
1986; Bower, 1987; Singer & Salovey, 1988). Problems in
obtaining reliable mood-congruent effects were variously ex-
plained as due to (a) the lack of sufficiently strong or intense
moods (Bower & Mayer, 1985); (b) the subjects’ inability to
perceive a meaningful, causal connection between their cur-
rent mood and the cognitive task they are asked to perform
(Bower, 1991); and (c) the use of tasks that prevent subjects
from processing the target material in a self-referential man-
ner (Blaney, 1986). Interestingly, mood-congruent effects
tend to be more reliably obtained when complex and realistic
stimuli are used. Thus, such effects have been most consis-
tently demonstrated in tasks that require a high degree of
open, constructive processing, such as inferences, associa-
tions, impression formation, and interpersonal behaviors
(e.g., Bower & Forgas, 2000; Mayer, Gaschke, Braverman, &
Evans, 1992; Salovey, Detweiler, Steward, & Bedell, 2001).
Such tasks provide people with a rich set of encoding and
retrieval cues, and thus allow affect to more readily function
as a differentiating context (Bower, 1992).

A similar point was made by Fiedler (1991), who suggested
that mood congruence is apt to occur only in constructive cog-
nitive tasks, those that involve an open-ended search for infor-
mation (as in recall tasks) and the active elaboration and trans-
formation of stimulus details using existing knowledge
structures (as in judgmental and inferential tasks). By contrast,
tasks that do not place a premium on constructive processing,
such as those requiring the simple recognition of familiar
words or the reflexive reproduction of preexisting attitudes,
afford little opportunity to use affectively primed information
and thus tend to be impervious to mood effects.

It appears, then, that affect priming occurs when an exist-
ing affective state preferentially activates and facilitates
the use of affect-consistent information from memory in a
constructive cognitive task. The consequence of affect prim-
ing is affect infusion: the tendency for judgments, memories,
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thoughts, and behaviors to become more mood congruent
(Forgas, 1995). However, in order for such infusion effects
to occur, it is necessary for people to adopt an open, elabo-
rate information-processing strategy that facilitates the
incidental use of affectively primed memories and informa-
tion. Thus, the nature and extent of affective influences on
cognition should largely depend on what kind of information-
processing strategy people employ in a particular situation.
Later we will review the empirical evidence for this predic-
tion and describe an integrative theory that emphasizes the
role of information-processing strategies in moderating mood
congruence.

Inferential Accounts

Several theorists maintain that many manifestations of mood
congruence can be readily explained in terms other than
affect priming. Chief among these alternative accounts is the
affect-as-information (AAI) model advanced by Schwarz and
Clore (1983, 1988). This model suggests that “rather than
computing a judgment on the basis of recalled features of a
target, individuals may ... ask themselves: ‘how do I feel
about it? [and] in doing so, they may mistake feelings due to
a pre-existing [sic] state as a reaction to the target” (Schwarz,
1990, p. 529). Thus, the model implies that mood congruence
in judgments is due to an inferential error, as people misat-
tribute a preexisting affective state to a judgmental target.

The AAI model incorporates ideas from at least three past
research traditions. First, the predictions of the model are often
indistinguishable from earlier conditioning research by Clore
and Byrne (1974). Whereas the conditioning account empha-
sized blind temporal and spatial contiguity as responsible for
linking affect to judgments, the AAI model, rather less parsi-
moniously, posits an internal inferential process as producing
the same effects (see Berkowitz et al., 2000). A second tradi-
tion that informs the AAI model comes from research on mis-
attribution, according to which judgments are often inferred
on the basis of salient but irrelevant cues: in this case, affective
state. Thus, the AAI model also predicts that only previously
unattributed affect can produce mood congruence. Finally, the
model also shows some affinity with research on judgmental
heuristics (see the chapter by Wallsten & Budescu in this vol-
ume), in the sense that affective states are thought to function
as heuristic cues in informing people’s judgments.

Again, these effects are not universal. Typically, people
rely on affect as a heuristic cue only when “the task is of
little personal relevance, when little other information is
available, when problems are too complex to be solved sys-
tematically, and when time or attentional resources are lim-
ited” (Fiedler, 2001, p. 175). For example, some of the

earliest and still most compelling evidence for the AAI
model came from an experiment (Schwarz & Clore, 1983)
that involved telephoning respondents and asking them un-
expected and unfamiliar questions. In this situation, subjects
have little personal interest or involvement in responding to
a stranger, and they have neither the motivation, time, nor
cognitive resources to engage in extensive processing. Rely-
ing on prevailing affect to infer a response seems a reason-
able strategy under such circumstances. In a different but
related case, Forgas and Moylan (1987) asked almost 1,000
people to complete an attitude survey on the sidewalk out-
side a cinema in which they had just watched either a happy
or a sad film. The results showed strong mood congruence:
Happy theatergoers gave much more positive responses than
did their sad counterparts. In this situation, as in the study
by Schwarz and Clore (1983), respondents presumably had
little time, motivation, or capacity to engage in elaborate
processing, and hence they may well have relied on their
temporary affect as a heuristic cue to infer a reaction.

On the negative side, the AAI model has some serious
shortcomings. First, although the model is applicable to
mood congruence in evaluative judgments, it has difficulty
accounting for the infusion of affect into other cognitive
processes, including attention, learning, and memory. Also,
it is sometimes claimed (e.g., Clore et al., 2001; Schwarz &
Clore, 1988) that the model is supported by the finding that
mood congruence can be eliminated by calling the subjects’
attention to the true source of their mood, thereby minimizing
the possibility of an affect misattribution. This claim is dubi-
ous, as we know that mood congruence due to affect-priming
mechanisms can similarly be reversed by instructing subjects
to focus on their internal states (Berkowitz et al., 2000).
Moreover, Martin (2000) has argued that the informational
value of affective states cannot be regarded as “given” and
permanent, but instead depends on the situational context.
Thus, positive affect may signal that a positive response
is appropriate if the setting happens to be, say, a wedding,
but the same mood may have a different meaning at a funeral.
The AAI model also has nothing to say about how cues other
than affect (such as memories, features of the stimulus, etc.)
can enter into a judgment. In that sense, AAI is really a the-
ory of nonjudgment or aborted judgment, rather than a theory
of judgment. It now appears that in most realistic cognitive
tasks, affect priming rather than the affect-as-information is
the main mechanism producing mood congruence.

Processing Consequences of Moods

In addition to influencing what people think, moods may
also influence the process of cognition, that is, how people



think. It has been suggested that positive affect recruits less
effortful and more superficial processing strategies; in con-
trast, negative affect seems to trigger a more analytic and vig-
ilant processing style (Clark & Isen, 1982; Mackie & Worth,
1991; Schwarz, 1990). However, more recent studies have
shown that positive affect can also produce distinct pro-
cessing advantages: Happy people often adopt more creative
and inclusive thinking styles, and display greater mental
flexibility, than do sad subjects (Bless, 2000; Fiedler, 2000).

Several theories have been advanced to explain affective
influences on processing strategies. One suggestion is that the
experience of a negative mood, or any affective state, gives
rise to intrusive, irrelevant thoughts that deplete attentional
resources, and in turn lead to poor performance in a variety of
cognitive tasks (Ellis & Ashbrook, 1988; Ellis & Moore,
1999). An alternative account points to the motivational con-
sequences of positive and negative affect. According to this
view (Isen, 1984), people experiencing positive affect may
try to maintain a pleasant state by refraining from any effort-
ful activity. In contrast, negative affect may motivate people
to engage in vigilant, effortful processing. In a variation of
this idea, Schwarz (1990) has suggested that affects have a
signaling or tuning function, informing the person that re-
laxed, effort-minimizing processing is appropriate in the case
of positive affect, whereas vigilant, effortful processing is
best suited for negative affect.

These various arguments all assume that positive and neg-
ative affect decrease or increase the effort, vigilance, and
elaborateness of information processing, albeit for different
reasons. More recently, both Bless (2000) and Fiedler (2000)
have conjectured that the evolutionary significance of posi-
tive and negative affect is not simply to influence processing
effort, but to trigger two fundamentally different processing
styles. They suggest that positive affect promotes a more
schema-based, top-down, assimilative processing style,
whereas negative affect produces a more bottom-up, exter-
nally focused, accommodative processing strategy. These
strategies can be equally vigilant and effortful, yet they pro-
duce markedly different cognitive outcomes by directing
attention to internal or external sources of information.

Toward an Integrative Theory:
The Affect Infusion Model

As this short review shows, affective states have clear if
complex effects on both the substance of cognition (i.e., the
contents of one’s thoughts) and its style (e.g., whether infor-
mation is processed systematically or superficially). It is also
clear, however, that affective influences on cognition are
highly context specific. A comprehensive explanation of
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these effects needs to specify the circumstances that abet or
impede mood congruence, and it should also define the
conditions likely to trigger either affect priming or affect-
as-information mechanisms.

The affect infusion model or AIM (Forgas, 1995) seeks to
accomplish these goals by expanding on Fiedler’s (1991)
idea that mood congruence is most likely to occur when cir-
cumstances call for an open, constructive style of information
processing. Such a style involves the active elaboration of the
available stimulus details and the use of memory-based in-
formation in this process. The AIM thus predicts that (a) the
extent and nature of affect infusion should be dependent on
the kind of processing strategy that is used, and (b) all things
being equal, people should use the least effortful and simplest
processing strategy capable of producing a response. As this
model has been described in detail elsewhere (Forgas, 1995),
only a brief overview will be included here.

The AIM identifies four processing strategies that vary
according to both the degree of openness or constructiveness
of the information-search strategy and the amount of effort
exerted in seeking a solution. The direct access strategy in-
volves the retrieval of preexisting responses and is most
likely when the task is highly familiar and when no strong sit-
uational or motivational cues call for more elaborate process-
ing. For example, if you were asked to make an evaluative
judgment about a well-known political leader, a previously
computed and stored response would come quickly and ef-
fortlessly to mind, assuming that you had thought about this
topic extensively in the past. People possess a rich store of
such preformed attitudes and judgments. Given that such
standard responses require no constructive processing, affect
infusion should not occur.

The motivated processing strategy involves highly selec-
tive and targeted thinking that is dominated by a particular
motivational objective. This strategy also precludes open in-
formation search and should be impervious to affect infusion
(Clark & Isen, 1982). For example, if in a job interview you
are asked about your attitude toward the company you want
to join, the response will be dominated by the motivation to
produce an acceptable response. Open, constructive process-
ing is inhibited, and affect infusion is unlikely to occur.
However, the consequences of motivated processing may be
more complex and, depending on the particular processing
goal, may also produce a reversal of mood-congruent ef-
fects (Berkowitz et al., 2000; Forgas, 1991; Forgas & Fiedler,
1996). Recent theories, such as as Martin’s (2000) configural
model, go some way toward accounting for these context-
specific influences.

The remaining two processing strategies require more
constructive and open-ended information search strategies,
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and thus they facilitate affect infusion. Heuristic processing is
most likely when the task is simple, familiar, of little personal
relevance, and cognitive capacity is limited and there are no
motivational or situational pressures for more detailed pro-
cessing. This is the kind of superficial, quick processing style
people are likely adopt when they are asked to respond to un-
expected questions in a telephone survey (Schwarz & Clore,
1983) or are asked to reply to a street survey (Forgas &
Moylan, 1987). Heuristic processing can lead to affect infu-
sion as long as people rely on affect as a simple inferential cue
and depend on the “how do I feel about it” heuristic to produce
aresponse (Clore et al., 2001; Schwarz & Clore, 1988).

When simpler strategies such as direct access or motivated
processing prove inadequate, people need to engage in sub-
stantive processing to satisfy the demands of the task at hand.
Substantive processing requires individuals to select and in-
terpret novel information and relate this information to their
preexisting, memory-based knowledge structures in order to
compute and produce a response. This is the kind of strategy
an individual might apply when thinking about interpersonal
conflicts or when deciding how to make a problematic re-
quest (Forgas, 1994, 1999a, 1999b).

Substantive processing should be adopted when (a) the
task is in some ways demanding, atypical, complex, novel, or
personally relevant; (b) there are no direct-access responses
available; (c) there are no clear motivational goals to guide
processing; and (d) adequate time and other processing re-
sources are available. Substantive processing is an inherently
open and constructive strategy, and affect may selectively
prime or enhance the accessibility of related thoughts, mem-
ories, and interpretations. The AIM makes the interesting and
counterintuitive prediction that affect infusion—and hence
mood congruence—should be increased when extensive and
elaborate processing is required to deal with a more complex,
demanding, or novel task. This prediction has been borne out
by several studies that we will soon review.

The AIM also specifies a range of contextual variables
related to the task, the person, and the situation that jointly
influence processing choices. For example, greater task fa-
miliarity, complexity, and typicality should recruit more sub-
stantive processing. Personal characteristics that influence
processing style include motivation, cognitive capacity, and
personality traits such as self-esteem (Rusting, 2001; Smith &
Petty, 1995). Situational factors that influence processing
style include social norms, public scrutiny, and social influ-
ence by others (Forgas, 1990).

An important feature of the AIM is that it recognizes that
affect itself can also influence processing choices. As noted
earlier, both Bless (2000) and Fiedler (2000) have proposed
that positive affect typically generates a more top-down,

schema-driven processing style whereby new information is
assimilated into what is already known. In contrast, negative
affect often promotes a more piecemeal, bottom-up process-
ing strategy in which attention to external events dominates
over existing stored knowledge.

The key prediction of the AIM is the absence of affect in-
fusion when direct access or motivated processing is used,
and the presence of affect infusion during heuristic and sub-
stantive processing. The implications of this model have now
been supported in a number of the experiments considered in
following sections.

Evidence Relating Processing Strategies
to Mood Congruence

This section will review a number of empirical studies that il-
lustrate the multiple roles of affect in cognition, focusing on
several substantive areas in which mood congruence has
been demonstrated, including affective influences on learn-
ing, memory, perceptions, judgments, and inferences.

Mood Congruence in Attention and Learning

Many everyday cognitive tasks are performed under condi-
tions of considerable information overload, when people
need to select a small sample of information for further pro-
cessing. Affect may have a significant influence on what peo-
ple will pay attention to and learn (Niedenthal & Setterlund,
1994). Due to the selective activation of an affect-related
associative base, mood-congruent information may receive
greater attention and be processed more extensively than af-
fectively neutral or incongruent information (Bower, 1981).
Several experiments have demonstrated that people spend
longer reading mood-congruent material, linking it into a
richer network of primed associations, and as a result, they
are better able to remember such information (see Bower &
Forgas, 2000).

These effects occur because ‘“concepts, words, themes,
and rules of inference that are associated with that emotion
will become primed and highly available for use . .. [in] ...
top-down or expectation-driven processing . .. [acting] . ..
as interpretive filters of reality” (Bower, 1983, p. 395). Thus,
there is a tendency for people to process mood-congruent
material more deeply, with greater associative elaboration, and
thus learn it better. Consistent with this notion, depressed psy-
chiatric patients tend to show better learning and memory for
depressive words (Watkins, Mathews, Williamson, & Fuller,
1992), a bias that disappears once the depressive episode is
over (Bradley & Mathews, 1983). However, mood-congruent
learning is seldom seen in patients suffering from anxiety



(Burke & Mathews, 1992; Watts & Dalgleish, 1991), perhaps
because anxious people tend to use particularly vigilant,
motivated processing strategies to defend against anxiety-
arousing information (Ciarrochi & Forgas, 1999; Mathews &
MacLeod, 1994). Thus, as predicted by the AIM, different
processing strategies appear to play a crucial role in mediat-
ing mood congruence in learning and attention.

Mood Congruence in Memory

Several experiments have shown that people are better able
to consciously or explicitly recollect autobiographical mem-
ories that match their prevailing mood (Bower, 1981).
Depressed patients display a similar pattern, preferentially
remembering aversive childhood experiences, a memory bias
that disappears once depression is brought under control
(Lewinsohn & Rosenbaum, 1987). Consistent with the AIM,
these mood-congruent memory effects also emerge when
people try to recall complex social stimuli (Fiedler, 1991;
Forgas, 1993).

Research using implicit tests of memory, which do not
require conscious recollection of past experience, also pro-
vides evidence of mood congruence. For example, depressed
people tend to complete more word stems (e.g., can) with
negative than with positive words they have studied earlier
(e.g., cancer vs. candy; Ruiz-Caballero & Gonzalez, 1994).
Similar results have been obtained in other studies involving
experimentally induced states of happiness or sadness
(Tobias, Kihlstrom, & Schacter, 1992).

Mood Congruence in Associations and Interpretations

Cognitive tasks often require us to “go beyond the information
given,” forcing people to rely on associations, inferences, and
interpretations to construct a judgment or a decision, partic-
ularly when dealing with complex and ambiguous social
information (Heider, 1958). Affect can prime the kind of asso-
ciations used in the interpretation and evaluation of a stimulus
(Clark & Waddell, 1983). The greater availability of mood-
consistent associations can have a marked influence on the
top-down, constructive processing of complex or ambiguous
details (Bower & Forgas, 2000). For example, when asked to
freely associate to the cue life, happy subjects generate more
positive than negative associations (e.g., love and freedom vs.
struggle and death), whereas sad subjects do the opposite
(Bower, 1981). Mood-congruent associations also emerge
when emotional subjects daydream or make up stories about
fictional characters depicted in the Thematic Apperception
Test (Bower, 1981).

Mood Congruence 67

Such mood-congruent effects can have a marked impact
on many social judgments, including perceptions of human
faces (Schiffenbauer, 1974), impressions of people (Forgas
& Bower, 1987), and self-perceptions (Sedikides, 1995).
However, several studies have shown that this associative
effect is diminished as the targets to be judged become more
clear-cut and thus require less constructive processing (e.g.,
Forgas, 1994, 1995). Such a diminution in the associative
consequences of mood with increasing stimulus clarity
again suggests that open, constructive processing is crucial
for mood congruence to occur. Mood-primed associations
can also play an important role in clinical states: Anxious
people tend to interpret spoken homophones such as pane-
pain or dye-die in the more anxious, negative direction
(Eysenck, MacLeod, & Mathews, 1987), consistent with the
greater activation these mood-congruent concepts receive.
This same mechanism also leads to mood congruence in
more complex and elaborate social judgments, such as judg-
ments about the self and others, as the evidence reviewed in
the following section suggests.

Mood Congruence in Self-Judgments

Affective states have a strong congruent influence on self-
related judgments: Positive affect improves and negative
affect impairs the valence of self-conceptions. In one study
(Forgas, Bower, & Moylan, 1990), students who had fared
very well or very poorly on a recent exam were asked to rate
the extent to which their test performance was attributable to
factors that were internal in origin and stable over time.
Students made these attributions while they were in a positive
or negative mood (induced by having them watch an uplifting
or depressing video) and their average ratings of internality
and stability are shown in Figure 3.1. Compared to their
negative-mood counterparts, students in a positive mood were
more likely to claim credit for success, making more internal
and stable attributions for high test scores, but less willing to
assume personal responsibility for failure, making more
external and unstable attributions for low test scores.

An interesting and important twist to these results was
revealed by Sedikides (1995), who asked subjects to evaluate
a series of self-descriptions related to their behaviors or per-
sonality traits. Subjects undertook this task while they were
in a happy, sad, or neutral mood (induced through guided
imagery), and the time they took to make each evaluation was
recorded.

Basing his predictions on the AIM, Sedikides predicted
that highly consolidated core or “central” conceptions of the
self should be processed quickly using the direct-access strat-
egy and hence should show no mood-congruent bias; in
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[Image not available in this electronic edition.]

Figure 3.1 Attribution ratings made by subjects in a positive or negative mood for their
performance in an earlier exam as a function of exam score (high vs. low) and attribution
type (internal vs. stable). Source: Forgas, Bower, and Moylan, 1990.

contrast, less salient, “peripheral” self-conceptions should
require more time-consuming substantive processing and
accordingly be influenced by an affect-priming effect. The re-
sults supported these predictions, making Sedikides’s (1995)
research the first to demonstrate differential mood-congruent
effects for central versus peripheral conceptions of the self,
a distinction that holds considerable promise for future
research in the area of social cognition.

Affect also appears to have a greater congruent influence
on self-related judgments made by subjects with low rather
than high levels of self-esteem, presumably because the for-
mer have a less stable self-concept (Brown & Mankowski,
1993). In a similar vein, Smith and Petty (1995) observed
stronger mood congruence in the self-related memories
reported by low rather than high self-esteem individuals. As
predicted by the AIM, these findings suggest that low self-
esteem people need to engage in more open and elaborate
processing when thinking about themselves, increasing the
tendency for their current mood to influence the outcome.

Affect intensity may be another moderator of mood con-
gruence: One recent study showed that mood congruence is
greater among people who score high on measures assessing
openness to feelings as a personality trait (Ciarrochi &
Forgas, 2000). However, other studies suggest that mood
congruence in self-judgments can be spontaneously reversed
as a result of motivated-processing strategies. Sedikides
(1994) observed that after mood induction, people initially
generated self-statements in a mood-congruent manner.
However, with the passage of time, negative self-judgments
spontaneously reversed, suggesting the operation of an
“automatic” process of mood management. Recent research
by Forgas and Ciarrochi (in press) replicated these results and

indicated further that the spontaneous reversal of negative
self-judgments is particularly pronounced in people with
high self-esteem.

In summary, moods have been shown to exert a strong con-
gruent influence on self-related thoughts and judgments, but
only when some degree of open and constructive processing
is required and when there are no motivational forces to over-
ride mood congruence. Research to date also indicates that
the infusion of affect into self-judgments is especially likely
when these judgments (a) relate to peripheral, as opposed
to central, aspects of the self; (b) require extensive, time-
consuming processing; and (c) reflect the self-conceptions of
individuals with low rather than high self-esteem.

Mood Congruence in Person Perception

The AIM predicts that affect infusion and mood congruence
should be greater when more extensive, constructive process-
ing is required to deal with a task. Paradoxically, the more
people need to think in order to compute a response, the
greater the likelihood that affectively primed ideas will influ-
ence the outcome. Several experiments manipulated the com-
plexity of the subjects’ task in order to create more or less
demand for elaborate processing.

In one series of studies (Forgas, 1992), happy and sad sub-
jects were asked to read and form impressions about fictional
characters who were described as being rather typical or or-
dinary or as having an unusual or even odd combination of
attributes (e.g., an avid surfer whose favorite music is Italian
opera). The expectation was that when people have to form
an impression about a complex, ambiguous, or atypical
individual, they will need to engage in more constructive



processing and rely more on their stored knowledge about the
world in order to make sense of these stimuli. Affectively
primed associations should thus have a greater chance to in-
fuse the judgmental outcome.

Consistent with this reasoning, the data indicated that,
irrespective of current mood, subjects took longer to read
about odd as opposed to ordinary characters. Moreover,
while the former targets were evaluated somewhat more
positively by happy than by sad subjects, this difference was
magnified (in a mood-congruent direction) in the impressions
made of atypical targets. Subsequent research, comparing
ordinary versus odd couples rather than individuals, yielded
similar results (e.g., Forgas, 1993).

Do effects of a similar sort emerge in realistic interper-
sonal judgments? In several studies, the impact of mood
on judgments and inferences about real-life interpersonal is-
sues was investigated (Forgas, 1994). Partners in long-term,
intimate relationships revealed clear evidence of mood con-
gruence in their attributions for actual conflicts, especially
complex and serious conflicts that demand careful thought.
These experiments provide direct evidence for the process
dependence of affect infusion into social judgments and in-
ferences. Even judgments about highly familiar people are
more prone to affect infusion when a more substantive pro-
cessing strategy is used.

Recent research has also shown that individual character-
istics, such as trait anxiety, can influence processing styles
and thereby significantly moderate the influence of negative
mood on intergroup judgments (Ciarrochi & Forgas, 1999).
Low trait-anxious Whites in the United States reacted more
negatively to a threatening Black out-group when experienc-
ing negative affect. Surprisingly, high trait-anxious individu-
als showed the opposite pattern: They went out of their way
to control their negative tendencies when feeling bad, and
produced more positive judgments. Put another way, it ap-
peared that low trait-anxious people processed information
about the out-group automatically and allowed affect to in-
fluence their judgments, whereas high trait anxiety combined
with aversive mood triggered a more controlled, motivated
processing strategy designed to eliminate socially undesir-
able intergroup judgments.

Mood Congruence in Social Behaviors

In this section we discuss research that speaks to a related ques-
tion: If affect can influence thinking and judgments, can it also
influence actual social behaviors? Most interpersonal behav-
iors require some degree of substantive, generative processing
as people need to evaluate and plan their behaviors in inher-
ently complex and uncertain social situations (Heider, 1958).
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To the extent that affect influences thinking and judgments,
there should also be a corresponding influence on subsequent
social behaviors. Positive affect should prime positive infor-
mation and produce more confident, friendly, and cooperative
“approach” behaviors, whereas negative affect should prime
negative memories and produce avoidant, defensive, or un-
friendly attitudes and behaviors.

Mood Congruence in Responding to Requests

A recent field experiment by Forgas (1998) investigated
affective influences on responses to an impromptu request.
Folders marked “please open and consider this” were left on
several empty desks in a large university library, each folder
containing an assortment of materials (pictures as well as
narratives) that were positive or negative in emotional tone.
Students who (eventually) took a seat at these desks were
surreptitiously observed to ensure that they did indeed open
the folders and examine their contents carefully. Soon after-
wards, the students were approached by another student (in
fact, a confederate) and received an unexpected polite or im-
polite request for several sheets of paper needed to complete
an essay. Their responses were noted, and a short time later
they were asked to complete a brief questionnaire assessing
their attitudes toward the request and the requester.

The results revealed a clear mood-congruent pattern in
attitudes and in responses to the requester: Negative mood re-
sulted in a more critical, negative attitude to the request and
the requester, as well as less compliance, than did positive
mood. These effects were greater when the request was im-
polite rather than polite, presumably because impolite, un-
conventional requests are likely to require more elaborate
and substantive processing on the part of the recipient. This
explanation was supported by evidence for enhanced long-
term recall for these messages. On the other hand, more rou-
tine, polite, and conventional requests were processed less
substantively, were less influenced by mood, and were also
remembered less accurately later on. These results confirm
that affect infusion can have a significant effect on determin-
ing attitudes and behavioral responses to people encountered
in realistic everyday situations.

Mood Congruence in Self-Disclosure

Self-disclosure is one of the most important communicative
tasks people undertake in everyday life, influencing the
development and maintenance of intimate relationships.
Self-disclosure is also critical to mental health and social
adjustment. Do temporary mood states influence people’s
self-disclosure strategies? Several lines of evidence suggest
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an affirmative answer: As positive mood primes more posi-
tive and optimistic inferences about interpersonal situations,
self-disclosure intimacy may also be higher when people feel
good.

In a series of recent studies (Forgas, 2001), subjects first
watched a videotape that was intended to put them into either
a happy or a sad mood. Next, subjects were asked to ex-
change e-mails with an individual who was in a nearby room,
with a view to getting to know the correspondent and forming
an overall impression of him or her. In reality, the correspon-
dent was a computer that had been preprogrammed to gener-
ate messages that conveyed consistently high or low levels of
self-disclosure.

As one might expect, the subjects’ overall impression of
the purported correspondent was higher if they were in a
happy than in a sad mood. More interestingly, the extent to
which the subjects related their own interests, aspirations, and
other personal matters to the correspondent was markedly af-
fected by their current mood. Happy subjects disclosed more
than did sad subjects, but only if the correspondent recipro-
cated with a high degree of disclosure. These results suggest
that mood congruence is likely to occur in many unscripted
and unpredictable social encounters, where people need to
rely on constructive processing to guide their interpersonal
strategies.

Synopsis

Evidence from many sources suggests that people tend to
perceive themselves, and the world around them, in a manner
that is congruent with their current mood. Over the past
25 years, explanations of mood congruence have gradually
evolved from earlier psychodynamic and conditioning ap-
proaches to more recent cognitive accounts, such as the con-
cept of affect priming, which Bower (1981; Bower & Cohen,
1982) first formalized in his well-known network theory of
emotion.

With accumulating empirical evidence, however, it has
also become clear that although mood congruence is a robust
and reliable phenomenon, it is not universal. In fact, in many
circumstances mood either has no effect or even has an in-
congruent effect on cognition. How are such divergent results
to be understood?

The affect infusion model offers an answer. As discussed
earlier, the model implies, and the literature indicates, that
mood congruence is unlikely to occur whenever a cogni-
tive task can be performed via a simple, well-rehearsed di-
rect access strategy or a highly motivated strategy. In these
conditions there is little need or opportunity for cognition

to be influenced or infused by affect. Although the odds of
demonstrating mood congruence are improved when subjects
engage in heuristic processing of the kind identified with the
AAI model, such processing is appropriate only under special
circumstances (e.g., when the subjects’ cognitive resources
are limited and there are no situational or motivational pres-
sures for more detailed analysis).

According to the AIM, it is more common for mood con-
gruence to occur when individuals engage in substantive,
constructive processing to integrate the available information
with preexisting and affectively primed knowledge struc-
tures. Consistent with this claim, the research reviewed here
shows that mood-congruent effects are magnified when peo-
ple engage in constructive processing to compute judgments
about peripheral rather than central conceptions of the self,
atypical rather than typical characters, and complex rather
than simple personal conflicts. As we will see in the next sec-
tion, the concept of affect infusion in general, and the idea of
constructive processing in particular, may be keys to under-
standing not only mood congruence, but mood dependence as
well.

MOOD DEPENDENCE

Our purpose in this second half of the chapter is to pursue the
problem of mood-dependent memory (MDM) from two
points of view. Before delineating these perspectives, we
should begin by describing what MDM means and why it is a
problem.

Conceptually, mood dependence refers to the idea that
what has been learned in a certain state of affect or mood is
most expressible in that state. Empirically, MDM is often in-
vestigated within the context of a two-by-two design, where
one factor is the mood—typically either happy or sad—in
which a person encodes a collection of to-be-remembered or
target events, and the other factor is the mood—again, happy
versus sad—in which retention of the targets is tested. If
these two factors are found to interact, such that more events
are remembered when encoding and retrieval moods match
than when they mismatch, then mood dependence is said to
occur.

Why is MDM gingerly introduced here as “the problem”?
The answer is implied by two quotations from Gordon
Bower, foremost figure in the area. In an oft-cited review
of the mood and memory literature, Bower (1981) remarked
that mood dependence “is a genuine phenomenon whether
the mood swings are created experimentally or by endoge-
nous factors in a clinical population” (p. 134). Yet just eight



years later, in an article written with John Mayer, Bower
came to a very different conclusion, claiming that MDM is an
“unreliable, chance event, possibly due to subtle experimen-
tal demand” (Bower & Mayer, 1989, p. 145).

What happened? How is it possible that in less than a
decade, mood dependence could go from being a “genuine
phenomenon” to an “unreliable, chance event”?

What happened was that, although several early studies
secured strong evidence of MDM, several later ones showed
no sign whatsoever of the phenomenon (see Blaney, 1986;
Bower, 1987; Eich, 1989; Ucros, 1989). Moreover, attempts
to replicate positive results rarely succeeded, even when
undertaken by the same researcher using similar materials,
tasks, and mood-modification techniques (see Bower &
Mayer, 1989; Singer & Salovey, 1988). This accounts not
only for Bower’s change of opinion, but also for Ellis and
Hunt’s (1989) claim that “mood-state dependency in memory
presents more puzzles than solutions” (p. 280) and for
Kihlstrom’s (1989) comment that MDM “has proved to have
the qualities of a will-o’-the-wisp” (p. 26).

Plainly, any effect as erratic as MDM appears to be must
be considered a problem. Despite decades of dedicated re-
search, it remains unclear whether mood dependence is a
real, reliable phenomenon of memory. But is MDM a prob-
lem worth worrying about, and is it important enough to pur-
sue? Many researchers maintain that it is, for the concept
has significant implications for both cognitive and clinical
psychology.

With respect to cognitive implications, Bower has allowed
that when he began working on MDM, he was “occasionally
chided by research friends for even bothering to demonstrate
such an ‘obvious’ triviality as that one’s emotional state could
serve as a context for learning” (Bower & Mayer, 1989,
p- 152). Although the criticism seems ironic today, it was
incisive at the time, for many theories strongly suggested that
memory should be mood dependent. These theories included
the early drive-as-stimulus views held by Hull (1943) and
Miller (1950), as well as such later ideas as Baddeley’s
(1982) distinction between independent and interactive
contexts, Bower’s (1981) network model of emotion, and
Tulving’s (1983) encoding specificity principle (also see the
chapter by Roediger & Marsh in this volume). Thus, the fre-
quent failure to demonstrate MDM reflects badly on many
classic and contemporary theories of memory, and it blocks
understanding of the basic issue of how context influences
learning and remembering.

With respect to clinical implications, a key proposi-
tion in the prologue to Breuer and Freud’s (1895/1957)
Studies on Hysteria states that “hysterics suffer mainly from
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reminiscences” (p. 7). Breuer and Freud believed, as did
many of their contemporaries (most notably Janet, 1889),
that the grand-mal seizures, sleepwalking episodes, and
other bizarre symptoms shown by hysteric patients were the
behavioral by-products of earlier traumatic experiences, ex-
periences that were now shielded behind a dense amnesic
barrier, rendering them impervious to deliberate, conscious
recall. In later sections of the Studies, Freud argued that the
hysteric’s amnesia was the result of repression: motivated
forgetting meant to protect the ego, or the act of keeping
something—in this case, traumatic recollections—out of
awareness (see Erdelyi & Goldberg, 1979).

Breuer, however, saw the matter differently, and in terms
that can be understood today as an extreme example of
mood dependence. Breuer maintained that traumatic events,
by virtue of their intense emotionality, are experienced in an
altered or “hypnoid” state of consciousness that is intrinsi-
cally different from the individual’s normal state. On this
view, amnesia occurs not because hysteric patients do not
want to remember their traumatic experiences, but rather,
because they cannot remember, owing to the discontinuity
between their hypnoid and normal states of consciousness.
Although Breuer did not deny the importance of repression,
he was quick to cite ideas that concurred with his hypnoid
hypothesis, including Delboeuf’s claim that “We can now
explain how the hypnotist promotes cure [of hysteria]. He
puts the subject back into the state in which his trouble first
appeared and uses words to combat that trouble, as it now
makes fresh emergence” (Breuer & Freud, 1895/1957, p. 7,
fn. 1).

Since cases of full-blown hysteria are seldom seen today,
it is easy to dismiss the work of Breuer, Janet, and their
contemporaries as quaint and outmoded. Indeed, even in
its own era, the concept of hypnoid states received short
shrift: Breuer himself did little to promote the idea, and Freud
was busy carving repression into “the foundation-stone on
which the whole structure of psychoanalysis rests” (Freud,
1914/1957, p. 16). Nonetheless, vestiges of the hypnoid
hypothesis can be seen in a number of contemporary clinical
accounts. For instance, Weingartner and his colleagues have
conjectured that mood dependence is a causal factor in the
memory deficits displayed by psychiatric patients who cycle
between states of mania and normal mood (Weingartner,
1978; Weingartner, Miller, & Murphy, 1977). In addition to
bipolar illness, MDM has been implicated in such diverse
disorders as alcoholic blackout, chronic depression, psy-
chogenic amnesia, and multiple personality disorder (see
Goodwin, 1974; Nissen, Ross, Willingham, MacKenzie, &
Schacter, 1988; Reus, Weingartner, & Post, 1979).
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Given that mood dependence is indeed a problem worth
pursuing, how might some leverage on it be gained? Two ap-
proaches seem promising: one cognitive in orientation, the
other, clinical. The former features laboratory studies involv-
ing experimentally induced moods in normal subjects, and
aims to identify factors or variables that play pivotal roles in
the occurrence of MDM. This approach is called cognitive
because it focuses on factors—internally versus externally
generated events, cued versus uncued tests of explicit reten-
tion, or real versus simulated moods—that are familiar to re-
searchers in the areas of mainstream cognitive psychology,
social cognition, or allied fields.

The alternative approach concentrates on clinical studies
involving naturally occurring moods. Here the question of in-
terest is whether it is possible to demonstrate MDM in people
who experience marked shifts in mood state as a consequence
of a psychopathological condition, such as bipolar illness. In
the remainder of this chapter, we review recent research that
has been done on both of these fronts.

Cognitive Perspectives on Mood Dependence

Although mood dependence is widely regarded as a now-
you-see-it, now-you-don’t effect, many researchers maintain
that the problem of unreliability lies not with the phenome-
non itself, but rather with the experimental methods meant to
detect it (see Bower, 1992; Eich, 1995a; Kenealy, 1997). On
this view, it should indeed be possible to obtain robust and re-
liable evidence of MDM, but only if certain conditions are
met and certain factors are in effect.

What might these conditions and factors be? Several
promising candidates are considered as follows.

Nature of the Encoding Task

Intuitively, it seems reasonable to suppose that how strongly
memory is mood dependent will depend on how the to-be-
remembered or target events are encoded. To clarify, consider
two hypothetical situations suggested by Eich, Macaulay,
and Ryan (1994). In Scenario 1, two individuals—one happy,
one sad—are shown, say, a rose and are asked to identify and
describe what they see. Both individuals are apt to say much
the same thing and to encode the rose event in much the same
manner. After all, and with all due respect to Gertrude Stein,
a rose is a rose is a rose, regardless of whether it is seen
through a happy or sad eye. The implication, then, is that the
perceivers will encode the rose event in a way that is largely
unrelated to their mood. If true, then when retrieval of the
event is later assessed via nominally noncued or spontaneous
recall, it should make little difference whether or not the

subjects are in the same mood they had experienced earlier.
In short, memory for the rose event should not appear to be
mood dependent under these circumstances.

Now imagine a different situation, Scenario 2. Instead of
identifying and describing the rose, the subjects are asked to
recall an episode, from any time in their personal past, that
the object calls to mind. Instead of involving the relatively
automatic or data-driven perception of an external stimulus,
the task now requires the subjects to engage in internal
mental processes such as reasoning, reflection, and cotempo-
ral thought, “the sort of elaborative and associative processes
that augment, bridge, or embellish ongoing perceptual expe-
rience but that are not necessarily part of the veridical repre-
sentation of perceptual experience” (Johnson & Raye, 1981,
p- 70). Furthermore, even though the stimulus object is itself
affectively neutral, the autobiographical memories it triggers
are apt to be strongly influenced by the subjects’ mood.
Thus, for example, whereas the happy subject may recollect
receiving a dozen roses from a secret admirer, the sad subject
may remember the flowers that adorned his father’s coffin. In
effect, the rose event becomes closely associated with or
deeply collared by the subject’s mood, thereby making mood
a potentially potent cue for retrieving the event. Thus, when
later asked to spontaneously recall the gist of the episode they
had recounted earlier, the subjects should be more likely to
remember having related a vignette involving roses if they
are in the same mood they had experienced earlier. In this sit-
uation, then, memory for the rose event should appear to be
mood dependent.

These intuitions accord well with the results of actual
research. Many of the earliest experiments on MDM used
a simple list-learning paradigm—analogous to the situation
sketched in Scenario 1—in which subjects memorized unre-
lated words while they were in a particular mood, typically
either happiness or sadness, induced via hypnotic sugges-
tions, guided imagery, mood-appropriate music, or some
other means (see Martin, 1990). As Bower (1992) has ob-
served, the assumption was that the words would become
associated, by virtue of temporal contiguity, to the subjects’
current mood as well as to the list-context; hence, reinstate-
ment of the same mood would be expected to enhance per-
formance on a later test of word retention. Although a few
list-learning studies succeeded in demonstrating MDM, sev-
eral others failed to do so (see Blaney, 1986; Bower, 1987).

In contrast to list-learning experiments, studies involving
autobiographical memory—including those modeled after
Scenario 2—have revealed robust and reliable evidence of
mood dependence (see Bower, 1992; Eich, 1995a; Fiedler,
1990). An example is Experiment 2 by Eich et al. (1994).
During the encoding session of this study, undergraduates



completed a task of autobiographical event generation while
they were feeling either happy (H) or sad (S), moods that had
been induced via a combination of music and thought. The
task required the students to recollect or generate a specific
episode or event, from any time in their personal past, that
was called to mind by a common-noun probe, such as rose;
every subject generated as many as 16 different events, each
elicited by a different probe. Subjects described every event
in detail and rated it along several dimensions, including its
original emotional valence (i.e., whether the event seemed
positive, neutral, or negative when it occurred).

During the retrieval session, held two days after encoding,
subjects were asked to recall—in any order and without bene-
fit of any observable reminders or cues—the gist of as many
of their previously generated events as possible, preferably
by recalling their precise corresponding probes (e.g., rose).
Subjects undertook this test of autobiographical event recall ei-
ther in the same mood in which they had generated the events
or in the alternative affective state, thus creating two conditions
in which encoding and retrieval moods matched (H/H and S/S)
and two in which they mismatched (H/S and S/H).

Results of the encoding session showed that when event
generation took place in a happy as opposed to a sad mood,
subjects generated more positive events (means = 11.1 vs.
6.7), fewer negative events (3.3 vs. 6.8), and about the same
small number of neutral events (1.2 vs. 2.0). This pattern
replicates many earlier experiments (see Bower & Cohen,
1982; Clark & Teasdale, 1982; Snyder & White, 1982), and it
provides evidence of mood-congruent memory.

Results of the retrieval session provided evidence of mood-
dependent memory. In comparison with their mismatched-
mood counterparts, subjects whose encoding and retrieval
moods matched freely recalled a greater percentage of posi-
tive events (means = 37% vs. 26%), neutral events (32% vs.
17%), and negative events (37% vs. 27%). Similar results
were obtained in two other studies using moods instilled
through music and thought (Eich et al., 1994, Experiments 1 &
3), as well as in three separate studies in which the subjects’
affective states were altered by changing their physical sur-
roundings (Eich, 1995b). Moreover, a significant advantage
in recall of matched over mismatched moods was observed in
recent research (described later) involving psychiatric pa-
tients who cycled rapidly and spontaneously between states of
mania or hypomania and depression (Eich, Macaulay, & Lam,
1997). Thus, it seems that autobiographical event generation,
when combined with event free recall, constitutes a useful tool
for exploring mood-dependent effects under both laboratory
and clinical conditions, and that these effects emerge in con-
junction with either exogenous (experimentally induced) or
endogenous (naturally occurring) shifts in affective state.
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Recall that this section started with some simple intuitions
about the conditions under which mood-dependent effects
would, or would not, be expected to occur. Although the re-
sults reviewed thus far fit these intuitions, the former are by
no means explained by the latter. Fortunately, however, there
have been two recent theoretical developments that provide a
clearer and more complete understanding of why MDM
sometimes comes, sometimes goes.

One of these developments is the affect infusion model,
which we have already considered at length in connection
with mood congruence. As noted earlier, affect infusion refers
to “the process whereby affectively loaded information exerts
an influence on and becomes incorporated into the judgmen-
tal process, entering into the judge’s deliberations and even-
tually coloring the judgmental outcome” (Forgas, 1995,
p- 39). For present purposes, the crucial feature of AIM is its
claim that

Affect infusion is most likely to occur in the course of con-
structive processing that involves the substantial transforma-
tion rather than the mere reproduction of existing cognitive
representations; such processing requires a relatively open in-
formation search strategy and a significant degree of generative
elaboration of the available stimulus details. This definition
seems broadly consistent with the weight of recent evidence
suggesting that affect “will influence cognitive processes to
the extent that the cognitive task involves the active generation
of new information as opposed to the passive conservation
of information given” (Fiedler, 1990, pp. 2-3). (Forgas, 1995,
pp- 39-40)

Although the AIM is chiefly concerned with mood con-
gruence, it is relevant to mood dependence as well. Com-
pared to the rote memorization of unrelated words, the task of
recollecting and recounting real-life events would seem to
place a greater premium on active, substantive processing,
and thereby promote a higher degree of affect infusion. Thus,
the AIM agrees with the fact that list-learning experiments
often fail to find mood dependence, whereas studies involv-
ing autobiographical memory usually succeed.

The second theoretical development relates to Bower’s
(1981; Bower & Cohen, 1982) network model of emotions,
which has been revised in light of recent MDM research
(Bower, 1992; Bower & Forgas, 2000). A key aspect of the
new model is the idea, derived from Thorndike (1932), that
in order for subjects to associate a target event with their cur-
rent mood, contiguity alone between the mood and the event
may not be sufficient. Rather, it may be necessary for sub-
jects to perceive the event as enabling or causing their mood,
for only then will a change in mood cause that event to be
forgotten.
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To elaborate, consider first the conventional list-learning
paradigm, alluded to earlier. According to Bower and Forgas
(2000, p. 97), this paradigm is ill suited to demonstrating
MDM, because it

arranges only contiguity, not causal belonging, between presen-
tation of the to-be-learned material and emotional arousal. Typi-
cally, the mood is induced minutes before presentation of the
learning material, and the mood serves only as a prevailing back-
ground; hence, the temporal relations are not synchronized to
persuade subjects to attribute their emotional feelings to the ma-
terial they are studying. Thus, contiguity without causal belong-
ing produces only weak associations at best.

In contrast, the model allows for strong mood-dependent
effects to emerge in studies of autobiographical memory,
such as those reported by Eich et al. (1994). Referring to
Figure 3.2, which shows a fragment of a hypothetical asso-
ciative structure surrounding the concept lake, Bower and
Forgas (2000, pp. 97-98) propose the following:

Suppose [that a] subject has been induced to feel happy and is
asked to recall an incident from her life suggested by the target
word lake. This concept has many associations including several
autobiographic memories, a happy one describing a pleasantly
thrilling water-skiing episode, and a sad one recounting an
episode of a friend drowning in a lake. These event-memories
are connected to the emotions the events caused. When feeling
happy and presented with the list cue lake, the subject is likely
(by summation of activation) to come up with the water-skiing

HAPPY
EMOTION

memory. The subject will then also associate the list context to
the water-skiing memory and to the word lake that evoked it.
These newly formed list associations [depicted by dashed lines
in Figure 3.2] are formed by virtue of the subject attributing
causal belonging of the word-and-memory to the experimenter’s
presentation of the item within the list.

These contextual associations are called upon later when the
subject is asked to free recall the prompting words (or the mem-
ories prompted by them) when induced into the same mood or a
different one. If the subject is happy at the time of recall testing,
the water-skiing memory would be advantaged because it would
receive the summation of activation from the happy-mood node
and the list context, thus raising it above a recall level. On the
other hand, if the subject’s mood at recall were shifted to sad-
ness, that node has no connection to the water-skiing memory
that was aroused during list input, so her recall of lake in this
case would rely exclusively upon the association to lake of the
overloaded, list-context node [in Figure 3.2].

Thus, the revised network model, like the AIM, makes a
clear case for choosing autobiographical event generation
over list learning as a means of demonstrating MDM.

Nature of the Retrieval Task

Moreover, both the AIM and the revised network model ac-
commodate an important qualification, which is that mood
dependence is more apt to occur when retention is tested in
the absence than in the presence of specific, observable

FRIEND’S
DROWNING
MEMORY

SADNESS
EMOTION

Figure 3.2 Fragment of a hypothetical person’s associations involving the concept of /ake. Lines represent associa-
tions connecting emotion nodes to descriptions of two different events, one happy and one sad. The experimental con-
text becomes associated to experiences that were aroused by cues in that setting. Source: Bower and Forgas, 2000.



reminders or cues (see Bower, 1981; Eich, 1980). Thus, free
recall seems to be a much more sensitive measure of MDM
than is recognition memory, which is why the former was the
test of choice in all three of the autobiographical memory
studies reported by Eich et al. (1994).

According to the network model, “recognition memory
for whether the word lake appeared in the list [of probes]
simply requires retrieval of the lake-to-list association; that
association is not heavily overloaded at the list node, so its re-
trieval is not aided by reinstatement of the [event generation]
mood” (Bower & Forgas, 2000, p. 98). In contrast, the AIM
holds that recognition memory entails direct-access thinking,
Forgas’s (1995) term for cognitive processing that is simpler,
more automatic, and less affectively infused than that re-
quired for free recall.

In terms of their overall explanatory power, however, the
AIM may have an edge over the revised network model on
two accounts. First, although many studies have sought,
without success, to demonstrate mood-dependent recognition
(see Bower & Cohen, 1982; Eich & Metcalfe, 1989; for ex-
ceptions, see Beck & McBee, 1995; Leight & Ellis, 1981),
most have used simple, concrete, and easily codable stimuli
(such as common words or pictures of ordinary objects) as
the target items. However, this elusive effect was revealed in
a recent study (Eich et al., 1997; described in more detail
later) in which bipolar patients were tested for their ability to
recognize abstract, inchoate, Rorschach-like inkblots, exactly
the kind of complex and unusual stimuli that the AIM sug-
gests should be highly infused with affect.

Second, although the network model deals directly with
differences among various explicit measures of mood depen-
dence (e.g., free recall vs. recognition memory), it is less
clear what the model predicts vis-a-vis implicit measures.
The AIM, however, implies that implicit tests may indeed be
sensitive to MDM, provided that the tests call upon substan-
tive, open-ended thinking or conceptually driven processes
(see Roediger, 1990). To date, few studies of implicit mood
dependence have been reported, but their results are largely
in line with this reasoning (see Kihlstrom, Eich, Sandbrand,
& Tobias, 2000; Ryan & Eich, 2000).

Before turning to other factors that figure prominently in
mood dependence, one more point should be made. Through-
out both this section and the previous one, we have suggested
several ways in which the affect infusion model may be
brought to bear on the basic problem of why MDM occurs
sometimes but not others. Figure 3.3 tries to tie these various
suggestions together into a single, overarching idea—specif-
ically, that the higher the level of affect infusion achieved
both at encoding and at retrieval, the better the odds of
demonstrating mood dependence.
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Affect Infusion at Retrieval
High Low

Affect High + —
Infusion
at
Encoding Low - -

Figure 3.3 Circumstances under which evidence
of mood-dependent memory is likely (+) or unlikely
(—) to emerge.

Although certainly simplistic, this idea accords well with
what is now known about mood dependence, and, more
important, it has testable implications. As a concrete exam-
ple, suppose that happy and sad subjects read about and
form impressions of fictional characters, some of whom ap-
pear quite ordinary and some of whom seem rather odd.
As discussed earlier, the AIM predicts that atypical, un-
usual, or complex targets should selectively recruit longer
and more substantive processing strategies and correspond-
ingly greater affect infusion effects. Accordingly, odd char-
acters should be evaluated more positively by happy than
by sad subjects, whereas ordinary characters should be per-
ceived similarly, a deduction that has been verified in sev-
eral studies (Forgas, 1992, 1993). Now suppose that the
subjects are later asked to freely recall as much as they can
about the target individuals, and that testing takes place
either in the same mood that had experienced earlier or in
the alternative affect. The prediction is that, relative to their
mismatched mood peers, subjects tested under matched
mood conditions will recall more details about the odd peo-
ple, but an equivalent amount about the ordinary individu-
als. More generally, it is conceivable that mood dependence,
like mood congruence, is enhanced by the encoding and
retrieval of atypical, unusual, or complex targets, for the
reasons given by the AIM. Similarly, it may be that judg-
ments about the self, in contrast to others, are more con-
ducive to demonstrating MDM, as people tend to process
self-relevant information in a more extensive and elaborate
manner (see Forgas, 1995; Sedikides, 1995). Possibilities
such as these are inviting issues for future research on mood
dependence.

Strength, Stability, and Sincerity
of Experimentally Induced Moods

To this point, our discussion of MDM has revolved around
the idea that certain combinations of encoding tasks and re-
trieval tests may work better than others in terms of evincing
robust and reliable mood-dependent effects. It stands to rea-
son, however, that even if one were to able to identify and
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implement the ideal combination, the chances of demon-
strating MDM would be slim in the absence of an effective
manipulation of mood. So what makes a mood manipulation
effective?

One consideration is mood strength. By definition, mood
dependence demands a statistically significant loss of mem-
ory when target events are encoded in one mood and retrieved
in another. As Ucros (1989) has remarked, it is doubtful
whether anything less than a substantial shift in mood, be-
tween the occasions of event encoding and event retrieval,
could produce such an impairment. Bower (1992) has argued
a similar point, proposing that MDM reflects a failure of in-
formation acquired in one state to generalize to the other, and
that generalization is more apt to fail the more dissimilar the
two moods are.

No less important than mood strength is mood stability
over time and across tasks. In terms of demonstrating MDM,
it does no good to engender a mood that evaporates as soon
as the subject is given something to do, like memorize a list
of words or recall a previously studied story. It is likely that
some studies failed to find mood dependence simply because
they relied on moods that were potent initially but that paled
rapidly (see Eich & Metcalfe, 1989).

Yet a third element of an effective mood is its authenticity
or emotional realism. Using the autobiographical event gen-
eration and recall tasks described earlier, Eich and Macaulay
(2000) found no sign whatsoever of MDM when undergradu-
ates simulated feeling happy or sad, when in fact their mood
had remained neutral throughout testing. Moreover, in sev-
eral studies involving the intentional induction of specific
moods, subjects have been asked to candidly assess (post-
experimentally) how authentic or real these moods felt. Those
who claim to have been most genuinely moved tend to show
the strongest mood-dependent effects (see Eich, 1995a; Eich
etal., 1994).

Thus it appears that the prospects of demonstrating MDM
are improved by instilling affective states that have three im-
portant properties: strength, stability, and sincerity. In princi-
ple, such states could be induced in a number of different
ways; for instance, subjects might (a) read and internalize a
series of self-referential statements (e.g., I'm feeling on top of
the world vs. Lately I've been really down), (b) obtain false
feedback on an ostensibly unrelated task, (c) receive a post-
hypnotic suggestion to experience a specified mood, or, as
noted earlier, (d) contemplate mood-appropriate thoughts
while listening to mood-appropriate music (see Martin,
1990). In practice, however, it is possible that some meth-
ods are better suited than others for inducing strong, stable,
and sincere moods. Just how real or remote this possibly is
remains to be seen through close, comparative analysis of

the strengths and shortcomings of different mood-induction
techniques.

Synopsis

The preceding sections summarized recent efforts to uncover
critical factors in the occurrence of mood-dependent mem-
ory. What conclusions can be drawn from this line of work?

The broadest and most basic conclusion is that the prob-
lem of unreliability that has long beset research on MDM
may not be as serious or stubborn as is commonly supposed.
More to the point, it now appears that robust and reliable ev-
idence of mood dependence can be realized under conditions
in which subjects (a) engage in open, constructive, affect-
infusing processing as they encode the to-be-remembered or
target targets; (b) rely on similarly high-infusion strategies as
they endeavor to retrieve these targets; and (c) experience
strong, stable, and sincere moods in the course of both event
encoding and event retrieval.

Taken together, these observations make a start toward de-
mystifying MDM, but only a start. To date, only a few factors
have been examined for their role in mood dependence; the
odds are that other factors of equal or greater significance
exist, awaiting discovery. Also, it remains to be seen whether
MDM occurs in conjunction with clinical conditions, such as
bipolar illness, and whether the results revealed through re-
search involving experimentally engendered moods can be
generalized to endogenous or natural shifts in affective state.
The next section reviews a recent study that relates to these
and other clinical issues.

Clinical Perspectives on Mood Dependence

Earlier it was remarked that mood dependence has been im-
plicated in a number of psychiatric disorders. Although the
MDM literature is replete with clinical conjectures, it is lack-
ing in hard clinical data. Worse, the few pertinent results that
have been reported are difficult to interpret.

Here we refer specifically to a seminal study by Wein-
gartner et al. (1977), in which five patients who cycled be-
tween states of mania and normal mood were observed over
several months. Periodically, the patients generated 20 dis-
crete free associations to each of two common nouns, such as
ship and street, and were tested for their recall of all 40 asso-
ciations four days later. Recall averaged 35% when the mood
at testing (either manic or normal) matched the mood at gen-
eration, but only 18% when there was a mismatch, a result
that Bower (1981) considered “the clearest early example of
mood-dependent memory” (p. 134).



Or is it? The question was raised in a review paper by
Blaney (1986, p. 237), who noted that

Weingartner et al.’s results—indicating that subjects experienc-
ing strong mood shifts were better able to regenerate associations
first generated in same as opposed to different moods—could be
seen as reflecting either mood congruence or [mood] state de-
pendence. That is, the enhanced ability of subjects to recall what
they had generated when last in a given mood was (a) because
what was congruent with that mood at first exposure was still
congruent with it at subsequent exposure, or (b) because return to
that mood helped remind subjects of the material they were
thinking of when last in that mood, irrespective of content.

A study by Eich et al. (1997) sought both to resolve this
ambiguity and to investigate the impact of clinical mood
shifts on the performance of several different tasks. Partici-
pants were 10 patients with rapid-cycling bipolar disorder,
diagnosed according to DSM-IV criteria (American Psychi-
atric Association, 1994).

Every patient was seen on at least four separate occasions,
the odd-numbered occasions serving as encoding sessions
and the even-numbered occasions representing retrieval ses-
sions. Although the interval separating successive encoding
and retrieval sessions varied from 2 to 7 days between pa-
tients, the interval remained constant within a given patient.

Superimposed on these sessions was a two-by-two design:
mood at encoding—manic or hypomanic (M) versus de-
pressed (D)—crossed with the same two moods at retrieval.
The original plan was to vary these factors within subjects, so
that every patient would participate in all four combinations
of encoding and retrieval moods (viz. M/M, M/D, D/M, and
D/D). This plan proved unworkable, however, as several pa-
tients quit the study prematurely for various reasons (e.g.,
they started a new regimen of drug therapy or they stopped
cycling between moods). Of the 10 patients who took part in
the study, 4 completed all four encoding and retrieval condi-
tions, 3 completed three conditions, and 3 completed two
conditions; the order of completion varied unsystematically
from one patient to the next, the determining factors being
which mood a patient was in when testing began and how
rapidly the patient cycled from one state to the other.

During each encoding session the patients undertook a
series of three tasks, summarized in subsequent paragraphs.
Although the tasks remained constant from one encoding
session to the next, the materials used in these tasks were sys-
tematically varied. The same applied to the tasks and materi-
als involved in the retrieval session, which will be described
shortly.

The first encoding task was autobiographical-event gen-
eration. Paralleling the procedures described earlier, the
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patients recollected a maximum of 10 specific events, from
any time in the personal past, that were called to mind by
neutral-noun probes. After recounting the gist of a given
experience (e.g., what happened, who was involved, etc.),
patients categorized the event in terms of its original affective
valence.

The materials for the second encoding task, inkblot rating,
consisted of four Rorschach-like inkblots, printed on large
index cards. Patients viewed each pattern for a few seconds
and then rated its aesthetic appeal.

The final encoding task was letter-association production.
Patients were asked to name aloud 20 words beginning with
one letter of the alphabet (e.g., E) and 20 words beginning
with a different letter (e.g., S).

As was the case at encoding, several different tasks were
administered during each retrieval session. One of these
tasks, autobiographical-event recall, is known to show
strong mood-dependent effects with experimentally induced
moods, and it adhered to the procedures described earlier.

In a second task, inkblot recognition, patients were shown
four sets of six inkblots each. Within each set, one pattern
was an inkblot that the patients had seen during the immedi-
ately preceding encoding session, and the other five were per-
ceptually similar lures. Patients were asked to select the old
(previously viewed) pattern and to rate their confidence in
their recognition decision on a scale ranging from O (guess-
ing) to 3 (certain).

On first impression, this task seems ill advised because
several studies (cited earlier) have already sought, without
success, to demonstrate mood-dependent recognition. It is
important to note, however, that most of these studies (a) in-
volved experimentally induced moods (typically happiness vs.
sadness) in normal subjects, and (b) investigated recognition
memory for materials (usually common, unrelated nouns) that
are familiar, simple, meaningful, and unemotional.

Neither these moods nor these materials may be con-
ducive to the occurrence of mood-dependent recognition, the
former because they may be too mild to have much of an im-
pact (see Bower, 1992; Eich, 1995a), the latter because they
allow little latitude for different encodings in different moods
(see Bower & Cohen, 1982; Bower & Mayer, 1989). If so,
then the present study may have stood a better chance than
most at detecting mood-dependent recognition, given that it
(a) involved moods (viz. mania or hypomania vs. depression)
that can reasonably be considered strong, and (b) investigated
recognition memory for novel, complex, and highly abstract
stimuli (viz. Rorschach-like inkblots) that are likely to be
subject to emotional biases at encoding.

The last retrieval task, letter-association retention, was
designed with a view to clarifying the results reported by
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Weingartner et al. (1977). As noted earlier, they found that
word associations produced in a particular mood (either
manic or normal) were especially reproducible in that mood,
a finding that can be taken as evidence for either mood de-
pendence or mood congruence.

This ambiguity in interpretation arises from an ambiguity
in the test instructions that were given to the patients.
Although it is clear from Weingartner et al.’s account that the
patients were asked to recall their prior associations, it is
unclear how the patients interpreted this request. One possi-
bility is that they understood recall to mean that they should
restrict their search to episodic memory—in effect, saying to
themselves: “What associations did I produce the last time I
saw ship?’—in which case the results would seem to suggest
mood dependence. Alternatively, they may have taken recall
as a cue to search semantic memory—“What comes to mind
now when I think of street, regardless of what I said four days
ago?”—in which case the data may be more indicative of
mood congruence.

Seeking to avoid this ambiguity, the test of letter-association
retention was divided into two phases, each entailing a differ-
ent set of test instructions. The first phase involved episodic-
memory instructions: After reminding the patients that, near
the end of the last session, they had produced 20 words begin-
ning with a particular letter (e.g., E), the experimenter asked
them to freely recall aloud as many of these words as possible.
Patients were dissuaded from guessing and cautioned against
making intrusions. The second phase involved semantic-
memory instructions: Patients were presented with the other
letter to which they had previously responded in the immedi-
ately preceding session (e.g., S), and were asked to name aloud
20 words—any 20 words—beginning with that letter. Patients
were explicitly encouraged to state the first responses that came
to mind, and they were specifically told that they need not try to
remember their prior associations. To get the patients into the
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proper frame of mind, the experimenter asked them to produce
20 associations to each of two brand-new letters before they re-
sponded to the critical semantic memory stimulus.

The reasoning behind these procedures was that if memory
is truly mood dependent, such that returning to the original
mood helps remind subjects of what they were thinking about
when last in that mood, then performance in the episodic task
should show an advantage of matched over mismatched
moods. In contrast, an analogous advantage in the semantic
task could be construed as evidence of mood congruence.

Disappointingly, neither task demonstrated mood depen-
dence. On average, the patients reproduced about 30% of
their prior associations, regardless of whether they intended
to do so (i.e., episodic vs. semantic memory instructions) and
regardless of whether they were tested under matched or
mismatched mood conditions. Thus, whereas Weingartner’s
original study showed an effect in the reproduction of associ-
ations that could be construed as either mood congruence or
mood dependence, the new study showed no effect at all.

Although this discrepancy defies easy explanation, it
is worth noting that whereas Eich et al. (1997) used letters
to prime the production of associative responses, Weingartner
et al. (1977) used common words, stimuli that patients with
clinical mood disturbance may interpret in different ways,
depending on their present affective state (see Henry,
Weingartner, & Murphy, 1971). It is possible that associa-
tions made to letters allow less room for state-specific inter-
pretive processes to operate, and this in turn may lessen the
likelihood of detecting either mood-congruent or mood-
dependent effects (see Nissen et al., 1988).

More encouraging were the results of the test of auto-
biographical-event recall. Inspection of the light bars in
Figure 3.4 reveals that performance was better when encod-
ing and retrieval moods matched than when they mismatched
(mean recall = 33% vs. 23%), evidence of mood dependence
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Figure 3.4 Autobiographical events recalled and inkblots recognized as a function of
encoding/retrieval moods (M = manic or hypomanic, D = depressed). Source: Eich,

Macaulay, and Lam, 1997.



that parallels the results obtained from normal subjects
whose moods have been modified experimentally (see Eich
et al., 1994).

The most surprising results stemmed from the test of
inkblot recognition. As reflected by the dark bars in Fig-
ure 3.4, the patients were better at discriminating old inkblots
from perceptually similar lures when tested under matched as
opposed to mismatched mood conditions (mean correct
recognition = 48% vs. 34%). Moreover, confidence ratings
(made on a 5-point scale) were higher for correct than for in-
correct recognition decisions (means = 1.9 vs. 1.1) in every
encoding or retrieval condition. This implies that the test
tapped explicit, recollective processes and that the patients
did not respond to the recognition alternatives solely on the
basis of an implicit feeling of familiarity. In short, the pa-
tients showed an effect—mood-dependent recognition—that
is seldom seen in normals, perhaps because the former sub-
jects experience stronger, more intense moods than do the lat-
ter. Alternatively, it may be that the key to demonstrating
mood-dependent recognition is to use novel, complex, and
highly abstract stimuli (e.g., Rorschach-like inkblots) that are
apt to be perceived and encoded in an emotionally biased
manner. What role—if any—such stimulus properties play in
the occurrence of mood-dependent recognition remains to be
seen, ideally through a combination of clinically relevant and
laboratory-based research.

Closing Comments

In a cogent review of research on implicit memory, Schacter
(1992) made a case for taking a cognitive neuroscience
approach to the study of unconscious, nonintentional forms of
retention. The crux of the approach is to “combine cognitive
research and theory, on the one hand, with neuropsychologi-
cal and neurobiological observations about brain systems, on
the other, making use of data from brain-damaged patients,
neuroimaging techniques, and even lesion and single-cell
recording studies of nonhuman animals” (Schacter, 1992,
p. 559).

To illustrate the value of this hybrid approach, Schacter
identified several instances in which data derived from am-
nesic, alexic, or other neurologically impaired individuals
provided a test bed for theories that originated in research in-
volving the proverbial college sophomore. He also showed
how studies of normal subjects could constrain neurologi-
cally inspired ideas about dissociable memory systems,
such as the perceptual representation system posited by
Tulving and Schacter (1990). More generally, Schacter
argued that by adopting a cognitive neuroscience approach
to implicit memory, one is encouraged to draw on data and
ideas from diverse areas of investigation, which in turn
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encourages greater reliance on the logic of converging oper-
ations (Roediger, 1980, 1990).

We suggest that similar advantages would accrue through
the interdisciplinary study of MDM and that mood depen-
dence, like implicit memory, is most profitably explored
through experimentation that cuts across traditional research
domains. With respect to MDM, the relevant domains are
cognitive, clinical, and social/personality psychology, and,
even at this early stage of research, there are already several
reasons to recommend their interplay.

For instance, the positive MDM results obtained in the lab-
oratory using autobiographical-event generation and recall
provided the rationale for giving the same tasks to patients with
bipolar illness. By the same token, the observation that shifts
between (hypo)manic and depressed states impair the recogni-
tion of nebulous, Rorschach-like patterns casts new doubt on
whether mood-dependent memory is a cue-dependent phe-
nomenon, as many cognitively oriented theorists have long
maintained (e.g., Bower, 1981; Eich, 1980). Moreover, an
intensive investigation of a patient with multiple personality
disorder (Nissen et al., 1988) has led not only to a clearer un-
derstanding of the connection between interpersonality amne-
sia and MDM, but also to the intriguing prediction that both
mood-congruent and mood-dependent effects in normals
should be particularly potent for semantically rich materials
that can be interpreted in different ways by different people in
different moods. Whether or not this prediction pans out, it
nicely illustrates the novel ideas that are apt to emerge when
the problem of mood dependence is pursued from both a cog-
nitive and a clinical point of view.

Recent discoveries in social/personality psychology also
suggest a number of promising directions for future MDM re-
search. For example, the concept of affect infusion, which de-
veloped out of social cognitive studies of mood congruence,
has clear yet counterintuitive implications for mood depen-
dence (e.g., that a shift in affective state should have a greater
adverse impact on memory for fictional characters who seem
odd rather than ordinary). Testing these implications will re-
quire MDM researchers to construct materials and tasks that
are considerably more socially complex and personally en-
gaging than anything used in the past.

A different set of implications arises from recent investi-
gations of individual differences in mood congruence. The
results of these studies suggest that that mood-congruent ef-
fects are small, even nonexistent, in people who score high
on standardized measures of Machiavellianism, self-esteem,
need for approval, and Type-A personality. As Bower and
Forgas (2000, p. 141) have commented, high scores on these
scales “probably indicate a habitual tendency to approach
certain cognitive tasks from a motivated perspective, which
should reduce affect infusion effects.” Assuming, as we do,
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that affect infusion is as important to mood dependence as it
is to mood congruence, individuals high in self-esteem, Type-
A personality, and perhaps other personality traits should
seem insusceptible to mood dependence. Tests of this as-
sumption would likely provide new insights into the relations
among affect, cognition, and personality, and aid our under-
standing of both mood congruence and mood dependence.

REFERENCES

Adolphs, R., & Damasio, A. R. (2001). The interaction of affect and
cognition: A neurobiological perspective. In J. P. Forgas (Ed.),
Handbook of affect and social cognition (pp. 27-49). Mahwah,
NJ: Erlbaum.

American Psychiatric Association. (1994). Diagnostic and statistical
manual of mental disorders (4th ed.). Washington, DC: Author.

Baddeley, A. D. (1982). Domains of recollection. Psychological
Review, 89, 708-729.

Beck, R. C., & McBee, W. (1995). Mood-dependent memory
for generated and repeated words: Replication and extension.
Cognition & Emotion, 9, 289-307.

Berkowitz, L., Jaffee, S., Jo, E., & Troccoli, B. T. (2000). On the
correction of feeling-induced judgmental biases. In J. P. Forgas
(Ed.), Feeling and thinking: The role of affect in social cognition
(pp. 131-152). New York: Cambridge University Press.

Blaney, P. H. (1986). Affect and memory: A review. Psychological
Bulletin, 99, 229-246.

Bless, H. (2000). The interplay of affect and cognition: The mediat-
ing role of general knowledge structures. In J. P. Forgas (Ed.),
Feeling and thinking: The role of affect in social cognition
(pp. 201-222). New York: Cambridge University Press.

Bousfield, W. A. (1950). The relationship between mood and the
production of affectively toned associates. Journal of General
Psychology, 42, 67-85.

Bower, G. H. (1981). Mood and memory. American Psychologist,
36, 129-148.

Bower, G. H. (1983). Affect and cognition. Philosophical Transac-
tions of the Royal Society of London 302B, 387-402.

Bower, G. H. (1987). Commentary on mood and memory. Behavior
Research and Therapy, 25, 443-455.

Bower, G. H. (1991). Mood congruity of social judgments. In
J. P. Forgas (Ed.), Emotion and social judgments (pp. 31-53).
Oxford, UK: Pergamon.

Bower, G. H. (1992). How might emotions affect learning? In
S.-A. Christianson (Ed.), Handbook of emotion and memory
(pp.- 3-31). Hillsdale, NJ: Erlbaum.

Bower, G. H., & Cohen, P. R. (1982). Emotional influences in mem-
ory and thinking: Data and theory. In M. S. Clark & S. T. Fiske
(Eds.), Affect and cognition (pp. 291-331). Hillsdale, NI:
Erlbaum.

Bower, G. H., & Forgas, J. P. (2000). Affect, memory, and social cog-
nition. In E. Eich, J. F. Kihlstrom, G. H. Bower, J. P. Forgas, &
P. M. Niedenthal (Eds.), Cognition and emotion (pp. 87-168).
New York: Oxford University Press.

Bower, G. H., & Mayer, J. D. (1985). Failure to replicate mood-
dependent retrieval. Bulletin of the Psychonomic Society, 23,
39-42.

Bower, G. H., & Mayer, J. D. (1989). In search of mood-dependent
retrieval. Journal of Social Behavior and Personality, 4, 121—
156.

Bradley, P. P., & Mathews, A. M. (1983). Negative self-schemata in
clinical depression. British Journal of Clinical Psychology, 22,
173-181.

Breuer, J., & Freud, S. (1957). Studies on hysteria (J. Strachey,
Ed. & Trans.). New York: Basic Books. (Original work pub-
lished 1895)

Brown, J. D., & Mankowski, T. A. (1993). Self-esteem, mood, and
self-evaluation: Changes in mood and the way you see you.
Journal of Personality and Social Psychology, 64, 421-430.

Burke, M., & Mathews, A. M. (1992). Autobiographical memory
and clinical anxiety. Cognition & Emotion, 6, 23-35.

Bymne, D., & Clore, G. L. (1970). A reinforcement model of evalua-
tion responses. Personality, 1, 103—-128.

Ciarrochi, J. V., & Forgas, J. P. (1999). On being tense yet tolerant:
The paradoxical effects of trait anxiety and aversive mood on
intergroup judgments. Group Dynamics: Theory, Research and
Practice, 3, 227-238.

Ciarrochi, J. V., & Forgas, J. P. (2000). The pleasure of possessions:
Affect and consumer judgments. European Journal of Social
Psychology, 30, 631-649.

Clark, D. M., & Teasdale, J. D. (1982). Diurnal variation in clinical
depression and accessibility of memories of positive and nega-
tive experiences. Journal of Abnormal Psychology, 91, 87-95.

Clark, M. S., & Isen, A. M. (1982). Towards understanding the
relationship between feeling states and social behavior. In
A. H. Hastorf & A. M. Isen (Eds.), Cognitive social psychology
(pp. 73-108). New York: Elsevier.

Clark, M. S., & Waddell, B. A. (1983). Effects of moods on thoughts
about helping, attraction and information acquisition. Social
Psychology Quarterly, 46, 31-35.

Clore, G. L., & Byrne, D. (1974). The reinforcement affect model of
attraction. In T. L. Huston (Ed.), Foundations of interpersonal
attraction (pp. 143—-170). New York: Academic Press.

Clore, G. L., Gasper, K., & Garvin, E. (2001). Affect as information.
In J. P. Forgas (Ed.). Handbook of affect and social cognition
(pp. 121-144). Mahwah, NJ: Erlbaum.

Cosmides, L., & Tooby, J. (2000). Evolutionary psychology and the
emotions. In M. Lewis & J. M. Haviland-Jones (Eds.), Hand-
book of emotions (2nd ed., pp. 91-115). New York: Guilford.

Eich, E. (1980). The cue-dependent nature of state-dependent
retrieval. Memory & Cognition, 8, 157-173.



Eich, E. (1989). Theoretical issues in state dependent memory.
In H. L. Roediger & F. I. M. Craik (Eds.), Varieties of memory
and consciousness: Essays in honour of Endel Tulving (pp. 331—
354). Hillsdale, NJ: Erlbaum.

Eich, E. (1995a). Searching for mood dependent memory. Psycho-
logical Science, 6, 67-75.

Eich, E. (1995b). Mood as a mediator of place dependent memory.
Journal of Experimental Psychology: General, 124, 293-308.
Eich, E., & Macaulay, D. (2000). Are real moods required to reveal
mood-congruent and mood-dependent memory? Psychological

Science, 11, 244-248.

Eich, E., Macaulay, D., & Lam, R. W. (1997). Mania, depression,
and mood dependent memory. Cognition & Emotion, 11, 607—
618.

Eich, E., Macaulay, D., & Ryan, L. (1994). Mood dependent mem-
ory for events of the personal past. Journal of Experimental Psy-
chology: General, 123, 201-215.

Eich, E., & Metcalfe, J. (1989). Mood dependent memory for inter-
nal versus external events. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 15, 443-455.

Ellis, H. C., & Ashbrook, P. W. (1988). Resource allocation model of
the effects of depressed mood states on memory. In K. Fiedler
& J. P. Forgas (Eds.), Affect, cognition and social behavior
(pp- 25-43). Toronto, Canada: Hogrefe.

Ellis, H. C., & Hunt, R. R. (1989). Fundamentals of human memory
and cognition (4th ed). Dubuque, IA: William C. Brown.

Ellis, H. C., & Moore, B. A. (1999). Mood and memory. In
T. Dalgleish & M. Power (Eds.), Handbook of cognition and
emotion (pp. 193-210). Chichester, UK: Wiley.

Erdelyi, M. H., & Goldberg, B. (1979). Let’s not sweep repression
under the rug: Toward a cognitive psychology of repression. In
J. F. Kihlstrom & F. J. Evans (Eds.), Functional disorders of
memory (pp. 355-402). Hillsdale, NJ: Erlbaum.

Eysenck, M. W., MacLeod, C., & Mathews, A. M. (1987). Cognitive
functioning in anxiety. Psychological Research, 49, 189-195.
Feshbach, S., & Singer, R. D. (1957). The effects of fear arousal and
suppression of fear upon social perception. Journal of Abnormal

and Social Psychology, 55, 283-288.

Fiedler, K. (1990). Mood-dependent selectivity in social cognition.
In W. Stroebe & M. Hewstone (Eds.), European review of social
psychology (Vol. 1, pp. 1-32). New York: Wiley.

Fiedler, K. (1991). On the task, the measures and the mood in research
on affect and social cognition. In J. P. Forgas (Ed.), Emotion and
social judgments (pp. 83—104). Oxford, UK: Pergamon.

Fiedler, K. (2000). Towards an integrative account of affect and
cognition phenomena using the BIAS computer algorithm. In
J. P. Forgas (Ed.), Feeling and thinking: The role of affect in so-
cial cognition (pp. 223-252). New York: Cambridge University
Press.

Fiedler, K. (2001). Affective influences on social information pro-
cessing. In J. P. Forgas (Ed.), Handbook of affect and social cog-
nition (pp. 163-185). Mahwah, NJ: Erlbaum.

References 81

Forgas, J. P. (1979). Social episodes: The study of interaction
routines. London: Academic Press.

Forgas, J. P. (1990). Affective influences on individual and group
judgments. European Journal of Social Psychology, 20, 441-
453.

Forgas, J. P. (1991). Mood effects on partner choice: Role of affect
in social decisions. Journal of Personality and Social Psychol-
ogy, 61, 708-720.

Forgas, J. P. (1992). On bad mood and peculiar people: Affect and
person typicality in impression formation. Journal of Personal-
ity and Social Psychology, 62, 863-875.

Forgas, J. P. (1993). On making sense of odd couples: Mood effects
on the perception of mismatched relationships. Personality and
Social Psychology Bulletin, 19, 59-71.

Forgas, J. P. (1994). Sad and guilty? Affective influences on the ex-
planation of conflict episodes. Journal of Personality and Social
Psychology, 66, 56-68.

Forgas, J. P. (1995). Mood and judgment: The affect infusion model
(AIM). Psychological Bulletin, 117, 39—66.

Forgas, J. P. (1998). Asking nicely? Mood effects on responding to
more or less polite requests. Personality and Social Psychology
Bulletin, 24, 173-185.

Forgas, J. P. (1999a). On feeling good and being rude: Affective in-
fluences on language use and request formulations. Journal of
Personality and Social Psychology, 76, 928-939.

Forgas, J. P. (1999b). Feeling and speaking: Mood effects on verbal
communication strategies. Personality and Social Psychology
Bulletin, 25, 850-863.

Forgas, J. P. (2001). Affective influences on self-disclosure intimacy.
Unpublished manuscript, University of New South Wales,
Sydney, Australia.

Forgas, J. P, & Bower, G. H. (1987). Mood effects on person per-
ception judgments. Journal of Personality and Social Psychol-
0gy, 53, 53-60.

Forgas, J. P., Bower, G. H., & Krantz, S. (1984). The influence of
mood on perceptions of social interactions. Journal of Experi-
mental Social Psychology, 20, 497-513.

Forgas, J. P., Bower, G. H., & Moylan, S. J. (1990). Praise or
Blame? Affective influences on attributions for achievement.
Journal of Personality and Social Psychology, 59, 809-818.

Forgas, J. P., & Ciarrochi, J. V. (2002). On managing moods: Evi-
dence for the role of homeostatic cognitive strategies in affect reg-
ulation. Personality and Social Psychology Bulletin, 28, 336-345.

Forgas, J. P., & Fiedler, K. (1996). Us and them: Mood effects on
intergroup discrimination. Journal of Personality and Social
Psychology, 70, 36-52.

Forgas, J. P., & Moylan, S. J. (1987). After the movies: the effects
of transient mood states on social judgments. Personality and
Social Psychology Bulletin, 13, 478-489.

Freud, S. (1957). The history of the psychoanalytic movement.
In J. Strachey (Ed.), The standard edition of the complete



82 Mood, Cognition, and Memory

psychological works of Sigmund Freud (Vol. 14). London:
Hogarth. (Original work published 1914)

Goodwin, D. W. (1974). Alcoholic blackout and state-dependent
learning. Federation Proceedings, 33, 1833—1835.

Gouaux, C. (1971). Induced affective states and interpersonal
attraction. Journal of Personality and Social Psychology, 20,
37-43.

Gouaux, C., & Summers, K. (1973). Interpersonal attraction as a
function of affective states and affective change. Journal of
Research in Personality, 7, 254-260.

Griffitt, W. (1970). Environmental effects on interpersonal behavior:
Ambient effective temperature and attraction. Journal of Per-
sonality and Social Psychology, 15, 240-244.

Heider, F. (1958). The psychology of interpersonal relations. New
York: Wiley.

Henry, G. M., Weingartner, H., & Murphy, D. L. (1971). Idiosyn-
cratic patterns of learning and word association during mania.
American Journal of Psychiatry, 128, 564-573.

Hull, C. L. (1943). Principles of behavior. New York: Appleton-
Century-Crofts.

Isen, A. M. (1984). Toward understanding the role of affect in cog-
nition. In R. S. Wyer & T. K. Srull (Eds.), Handbook of social
cognition (Vol. 3, pp. 179-230). Hillsdale, NJ: Erlbaum.

Janet, P. (1889). L’Automatisme psychologique [Psychological
automatism]. Paris: Alcan.

Johnson, M. K., & Raye, C. L. (1981). Reality monitoring. Psycho-
logical Review, 88, 67-85.

Kenealy, P. M. (1997). Mood-state-dependent retrieval: The effects
of induced mood on memory reconsidered. Quarterly Journal of
Experimental Psychology, 50A, 290-317.

Kihlstrom, J. F. (1989). On what does mood-dependent memory de-
pend? Journal of Social Behavior and Personality, 4, 23-32.

Kihlstrom, J. F., Eich, E., Sandbrand, D., & Tobias, B. A. (2000).
Emotion and memory: Implications for self-report. In A. A.
Stone, J. S. Turkkan, C. A. Bachrach, J. B. Jobe, & V. S. Cain
(Eds.), The science of self-report: Implications for research and
practice (pp. 81-99). Mahwah, NJ: Erlbaum.

LeDoux, J. (1996). The emotional brain. New York: Touchstone/
Simon & Schuster.

Leight, K. A., & Ellis, H. C. (1981). Emotional mood states, strate-
gies, and state-dependency in memory. Journal of Verbal Learn-
ing and Verbal Behavior, 20, 251-266.

Lewinsohn, P. M., & Rosenbaum, M. (1987). Recall of parental
behavior by acute depressives, remitted depressives, and non-
depressives. Journal of Personality and Social Psychology, 52,
611-619.

Mackie, D., & Worth, L. (1991). Feeling good, but not thinking
straight: The impact of positive mood on persuasion. In J. P.

Forgas (Ed.), Emotion and social judgments (pp. 201-220).
Oxford, UK: Pergamon.

Martin, L. (2000). Moods don’t convey information: Moods in con-
text do. In J. P. Forgas (Ed.), Feeling and thinking: The role of
affect in social cognition (pp. 153-177). New York: Cambridge
University Press.

Martin, M. (1990). On the induction of mood. Clinical Psychology
Review, 10, 669—-697.

Mathews, A. M., & MacLeod, C. (1994). Cognitive approaches to
emotion and emotional disorders. Annual Review of Psychology,
45, 25-50.

Mayer, J. D., Gaschke, Y. N., Braverman, D. L., & Evans, T. W.
(1992). Mood-congruent judgment is a general effect. Journal of
Personality and Social Psychology, 63, 119-132.

Miller, N. E. (1950). Learnable drives and rewards. In S. S. Stevens
(Ed.), Handbook of experimental psychology (pp. 435-472).
New York: Wiley.

Niedenthal, P., & Halberstadt, J. (2000). Grounding categories in
emotional response. In J. P. Forgas (Ed.), Feeling and thinking:
The role of affect in social cognition (pp. 357-386). New York:
Cambridge University Press.

Niedenthal, P. M., & Setterlund, M. B. (1994). Emotion congruence
in perception. Personality and Social Psychology Bulletin, 20,
401-411.

Nissen, M. J., Ross, J. L., Willingham, D. B., MacKenzie, T. B., &
Schacter, D. L. (1988). Memory and awareness in a patient with
multiple personality disorder. Brain and Cognition, 8, 21-38.

Rapaport, D. (1961). Emotions and memory. New York: Science
Editions. (Original work published 1942)

Razran, G. H. S. (1940). Conditioned response changes in rating and
appraising sociopolitical slogans. Psychological Bulletin, 37,
481-493.

Reus, V. 1., Weingartner, H., & Post, R. M. (1979). Clinical implica-
tions of state-dependent learning. American Journal of Psychia-
try, 136, 927-931.

Roediger, H. L. (1980). Memory metaphors in cognitive psychol-
ogy. Memory & Cognition, 8, 231-246.

Roediger, H. L. (1990). Implicit memory: Retention without re-
membering. American Psychologist, 45, 1043-1056.

Ruiz-Caballero, J. A., & Gonzalez, P. (1994). Implicit and explicit
memory bias in depressed and non-depressed subjects. Cogni-
tion & Emotion, 8, 555-570.

Russell, J. A., & Feldman Barrett, L. (1999). Core affect, prototypi-
cal emotional episodes and other things called emotion: Dissect-
ing the elephant. Journal of Personality and Social Psychology,
76, 805-819.

Russell, J. A., & Lemay, G. (2000). Emotion concepts. In M. Lewis &
J. M. Haviland-Jones (Eds.), Handbook of emotions (2nd ed.,
pp- 491-503). New York: Guilford.

Rusting, C. L. (2001). Personality as a mediator of affective influ-

ences on social cognition. In J. P. Forgas (Ed.), Handbook of af-
fect and social cognition (pp. 371-391). Mahwah, NJ: Erlbaum.



Ryan, L., & Eich, E. (2000). Mood dependence and implicit mem-
ory. In E. Tulving (Ed.), Memory, consciousness, and the brain:
The Tallinn conference (pp. 91-105). Philadelphia: Psychology
Press.

Salovey, P., Detweiler, J. B., Steward, W. T., & Bedell, B. T. (2001).
Affect and health-relevant cognition. In J. P. Forgas (Ed.), Hand-
book of affect and social cognition (pp. 344-368). Mahwah, NJ:
Erlbaum.

Schacter, D. L. (1992). Understanding implicit memory: A cognitive
neuroscience approach. American Psychologist, 47, 559-569.
Schiffenbauer, A. 1. (1974). Effect of observer’s emotional state on
judgments of the emotional state of others. Journal of Personal-

ity and Social Psychology, 30, 31-35.

Schwarz, N. (1990). Feelings as information: Informational and
motivational functions of affective states. In E. T. Higgins &
R. Sorrentino (Eds.), Handbook of motivation and cognition
(Vol. 2, pp. 527-561). New York: Guilford.

Schwarz, N., & Clore, G. L. (1983). Mood, misattribution and judg-
ments of well-being: Informative and directive functions of
affective states. Journal of Personality and Social Psychology,
45, 513-523.

Schwarz, N., & Clore, G. L. (1988). How do I feel about it? The
informative function of affective states. In K. Fiedler & J. P.
Forgas (Eds.), Affect, cognition, and social behavior (pp. 44-62).
Toronto, Canada: Hogrefe.

Sedikides, C. (1994). Incongruent effects of sad mood on self-
conception valence: It’s a matter of time. European Journal of
Social Psychology, 24, 161-172.

Sedikides, C. (1995). Central and peripheral self-conceptions are
differentially influenced by mood: Tests of the differential sensi-
tivity hypothesis. Journal of Personality and Social Psychology,
69, 759-771.

Singer, J. A., & Salovey, P. (1988). Mood and memory: Evaluating
the network theory of affect. Clinical Psychology Review, 8§,
211-251.

Smith, S. M., & Petty, R. E. (1995). Personality moderators of mood
congruency effects on cognition: The role of self-esteem and

References 83

negative mood regulation. Journal of Personality and Social
Psychology, 68, 1092-1107.

Snyder, M., & White, P. (1982). Moods and memories: Elation, de-
pression, and the remembering of the events of one’s life. Jour-
nal of Personality, 50, 149-167.

Thorndike, E. L. (1932). The fundamentals of learning. New York:
Teachers College.

Tobias, B. A., Kihlstrom, J. F., & Schacter, D. L. (1992). Emotion
and implicit memory. In S.-A. Christianson (Ed.), Handbook of
emotion and memory (pp. 67-92). Hillsdale, NJ: Erlbaum.

Tulving, E. (1983). Elements of episodic memory. Oxford, UK:
Oxford University Press.

Tulving, E., & Schacter, D. L. (1990). Priming and human memory
systems. Science, 247, 301-306.

Ucros, C. G. (1989). Mood state-dependent memory: A meta-
analysis. Cognition & Emotion, 3, 139-167.

Watkins, T., Mathews, A. M., Williamson, D. A., & Fuller, R. (1992).
Mood congruent memory in depression: Emotional priming or
elaboration. Journal of Abnormal Psychology, 101, 581-586.

Watson, J. B. (1929). Behaviorism. New York: W. W. Norton.

Watson, J. B., & Rayner, R. (1920). Conditioned emotional reac-
tions. Journal of Experimental Psychology, 3, 1-14.

Watts, F. N., & Dalgleish, T. (1991). Memory for phobia related
words in spider phobics. Cognition & Emotion, 5, 313-329.
Wegner, D. M. (1994). Ironic processes of mental control. Psycho-

logical Review, 101, 34-52.

Weingartner, H. (1978). Human state-dependent learning. In B. T.
Ho, D. W. Richards, & D. L. Chute (Eds.), Drug discrimina-
tion and state-dependent learning (pp. 361-382). New York:
Academic Press.

Weingartner, H., Miller, H., & Murphy, D. L. (1977). Mood-state-
dependent retrieval of verbal associations. Journal of Abnormal
Psychology, 86, 276-284.

Wyer, R. S., & Srull, T. K. (1989). Memory and cognition in its
social context. Hillsdale, NJ: Erlbaum.






PART TWO

SENSORY PROCESSES






CHAPTER 4

Foundations of Visual Perception

MICHAEL KUBOVY, WILLIAM EPSTEIN, AND SERGEI GEPSHTEIN

THEORIES AND FOUNDATIONAL QUESTIONS 87
Four Theories 87
Eight Foundational Questions 89
PSYCHOPHYSICAL METHODS 96
Threshold Theories 97
Signal Detection Theory 103
The ROC Curve; Estimatingd’ 105
Energy Thresholds and Observer Thresholds 105
Some Methods for Threshold Determination 105

This chapter contains three tutorial overviews of theoretical
and methodological ideas that are important to students of
visual perception. From the vast scope of the material we
could have covered, we have chosen a small set of topics that
form the foundations of vision research. To help fill the in-
evitable gaps, we have provided pointers to the literature,
giving preference to works written at a level accessible to a
beginning graduate student.

First, we provide a sketch of the theoretical foundations
of our field. We lay out four major research programs (in the
past they might have been called “schools”) and then discuss
how they address eight foundational questions that promise
to occupy our discipline for many years to come.

Second, we discuss psychophysics, which offers indis-
pensable tools for the researcher. Here we lead the reader
from the idea of threshold to the tools of signal detection
theory. To illustrate our presentation of methodology we have
not focused on the classics that appear in much of the sec-
ondary literature. Rather, we have chosen recent research that
showcases the current practice in the field and the applicabil-
ity of these methods to a wide range of problems.

The contemporary view of perception maintains that per-
ceptual theory requires an understanding of our environment
as well as the perceiver. That is why in the third section we
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ask what the regularities of the environment are, how may
they be discovered, and to what extent perceivers use them.
Here too we use recent research to exemplify this approach.

Reviews of the research on higher visual processes are
available in this volume in the chapters by Palmer and by
Proffitt and Caudek.

THEORIES AND FOUNDATIONAL QUESTIONS

Four Theories

Four theoretical approaches have dominated psychology of
perception in the twentieth century: cognitive constructivism,
Gestalt theory, ecological realism, and computational con-
structivism.

Cognitive Constructivism

According to cognitive constructivism, perceptual processing
involves inductive inference or intelligent problem solving.
Perceptual processing operates beyond one’s awareness and
attempts to construct the best description of the situation by
combining the facts of occurrent stimulation with general and
context-specific knowledge. These cognitive processes are not
thought to be specially designed for the problems of percep-
tion; they are the same cognitive operations that are at work in
conscious inference and problem solving. Accordingly, the
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nature and effects of these cognitive operations may be prof-
itably studied in any setting that activates them. It is neither
necessary nor desirable to reinstate the typical conditions of
ordinary seeing.

Cognitive constructivism has a venerable tradition. Traces
may be found in Kepler’s (1604/2000) writings and in vigor-
ous criticism of the approach in Berkeley’s Essay Towards a
New Theory of Vision (1709/2000). Among nineteenth cen-
tury writers, cognitive constructivism is famously associated
with Helmholtz’s (1866/2000) doctrine of unconscious in-
ference as expressed, for example, in his Treatise on Physio-
logical Optics. In the twentieth century, variants of cognitive
constructivism have held center stage. The transactionalists
(Ittelson, 1960; Kilpatrick, 1950) Gregory (1970, 1997) and
Rock (1983, 1997) are prominent proponents. Current devel-
opments of the transactionalist approach are exemplified by
the view of perception as Bayesian inference (Hoffman,
1998; Knill & Richards, 1996).

Gestalt Theory

Gestalt theory proposes that the process of perception is an
executive-free expression of the global properties of the
brain. The organization and orderliness of the perceptual
world is an emergent property of the brain as a dynamical
system. Gestalt theory intends to distance itself from any
position that posits an executive (a homuncular agency) that
oversees the work of the perceptual system. The Gestalt the-
ory thus recognizes regulation but will not allow a regulator.
A dynamical system which instantiates a massively parallel
self-organizing process satisfies is regulated but does not
have a regulator. As such, the perceptual world is different
from the sum of its parts and cannot be understood by an
analytic investigative strategy that adopts a purely local
focus. To understand perception we need to discover the
principles that govern global perception. The most familiar
application of this notion involves the Gestalt principles of
grouping that govern perceived form (see chapter by Palmer
in this volume).

Gestalt theory emerged in the early decades of the century
in the writings of Wertheimer (1912), Kohler (1929, 1940),
and Koffka (1935). Although Gestalt theory fell from favor
after that period, its influence on modern thought is consid-
erable. Moreover, although ardent advocacy of the original
Gestalt theory may have come to an end with the death of
Kohler in 1967, a new appreciation for and extension of
Gestalt theory or metatheory (Epstein, 1988) has developed
among contemporary students (e.g., Kubovy & Gepshtein, in
press).

Ecological Realism

The ecological approach has also been called the theory of
direct perception: The process of perception is nothing more
than the unmediated detection of information. According to
this approach, if we describe the environment and stimulation
at the appropriate level, we will find that stimulation is
unambiguous. In other words, stimulation carries all the in-
formation needed for perception. The appropriate level of de-
scription can be discovered by understanding the successful
behavior of the whole organism in its ecological niche.

This approach appeared in embryonic form in 1950 in
Gibson’s Perception of the Visual World and in mature form
in Gibson’s last book (1979), in which he explicitly denied
the fundamental premises of his rivals. Despite this, a signif-
icant segment of the contemporary scientific community is
sympathetic to his views (Bruce, Green, & Georgeson, 1996;
Nakayama, 1994).

Computational Constructivism

According to computational constructivism, the perceptual
process consists of a fixed sequence of separable processing
stages. The initial stage operates on the retinal image to gen-
erate a symbolic recoding of the image. Subsequent stages
transform the earlier outputs so that when the full sequence
has been executed the result is an environment-centered
description. Computational constructivism bears a family
resemblance to cognitive constructivism. Nevertheless, the
computationalist is distinguished in at least three respects:
(a) The canonical computationalist approach resists notions
of cognitive operations in modeling perception, preferring to
emphasize the contributions of biologically grounded mech-
anisms; (b) the computationalist approach involves stored
knowledge only in the last stage of processing; (c) the com-
putationalist aspires to a degree of explicitness in modeling
the operations at each stage sufficient to support computer
implementation.

Computational constructivism is the most recent entry
into the field. The modern origins of computational construc-
tivism are to be found in the efforts of computer scientists
to implement machine vision (see Barrow & Tenenbaum,
1986). The first mature theoretical exercise in computational
constructivism appeared in 1982 in Marr’s Vision.

The preceding may create the impression that the vision
community can be neatly segregated into four camps. In fact,
many students of perception would resist such compartmen-
talization, holding a pragmatic or eclectic stance. In the view
of the eclectic theorists, the visual system exploits a variety



of processes to fulfill its functions. Ramachandran (1990a,
1990b) gives the most explicit expression of this standpoint
in his utilitarian theory.

Eight Foundational Questions

The commonalities and differences among the four theories
under consideration are shaped by their approaches, implicit
or explicit, toward a number of basic questions.

What Is Vision For?

What is the visual system for? The answer to the question can
shape both the goals of experimentation and the procedures
of investigation. For most of the twentieth century one an-
swer has been paramount: The function of the visual system
is to generate or compute representations or descriptions of
the world. Of course, a representation is not to be considered
a picture in the mind. Nevertheless, representations serve a
useful function by mirroring, even if symbolically, the orga-
nization and content of the world to be perceived.

Acceptance of the preeminence of the representational
function is apparent in the Gestalt insistence that the first step
in the scientific analysis of visual perception is application of
the phenomenological method (Kubovy, 1999). This same
endorsement is not as wholehearted in cognitive construc-
tivist approaches (Kubovy & Gepshtein, in press). Neverthe-
less, a review of two of the major documents of cognitive
constructivism, Rock’s (1983) The Logic of Perception and
the edited collection Indirect Perception (Rock, 1997), shows
that in every one of the dozens of investigations reported, the
dependent variables were direct or indirect measures of per-
ceptual experience. Marr (1982) was also explicit in allying
himself with the representational view. For Marr, the function
of vision is “discovering from images what is present in
the world.” The task for the vision scientist is to discover the
algorithms that are deployed by the visual system to take the
raw input of sensory stimulation to the ultimate object-
centered representation of the world. Given this conception
of a disembodied visual system and the task for the visual
system, the ideal preparation for the investigation of vision
is the artificial (nonbiological) vision system realized by the
computer.

The ecological realists do not join the broad consensus
concerning the representational function of the visual system.
For Gibson, the primary function of the visual system is to
detect the information in optical structures that specifies the
actions afforded by the environment (e.g., that a surface
affords support, that an object affords grasping). The function
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of the visual system is to perceive possible action, that is,
actions that may be successfully executed in particular envi-
ronmental circumstances.

The representationalists also recognize that perception is
frequently in the service of action. Nonetheless, the differ-
ence between the representationalists and the ecological real-
ists is significant. For the representationalists the primary
function of the visual system is description of the world. The
products of the visual system may then be transmitted to the
action system. The perceptual system and the action system
are separate. Gibson, by contrast, dilutes the distinction be-
tween the perceptual system and the action system. The shap-
ing of action does not await perception; action possibilities
are perceived directly.

We might expect that following on the ecological realist
redefinition of the function of the visual system there would
be a redirection of experimental focus to emphasize action
and action measures. However, a redirection along these lines
is not obvious in the ecological realist literature. Although
there are several notable examples of focus on action in the
studies of affordances (e.g., Warren, 1984; Warren & Whang,
1987), overall, in practice it is reformulation of input that has
distinguished the ecological approach. The tasks set for the
subjects and the dependent measures in ecologically moti-
vated studies are usually in the tradition established by the
representationalists.

The last two decades of the twentieth century have wit-
nessed a third answer to the question of function. According
to this new view, which owes much to the work of Milner and
Goodale (1995), the visual system is composed of two major
subsystems supported by different biological structures and
serving different functions. The proposal that there is a func-
tional distinction between the two major projections from
primary visual cortex is found in earlier writing by Schneider
(1969) and Ungerleider and Mishkin (1982). These writers
proposed that there were two visual systems: the “what” sys-
tem designed to process information for object identification
and the “where” system specialized for processing informa-
tion for spatial location. The newer proposal differs from the
older ones in two respects: (a) The functions attributed to the
subsystems are to support object identification (the what
function) and action (the how function), and (b) these func-
tions are implemented not by processing different inputs but
by processing the same input differently in accordance with
the function of the system. As Milner and Goodale (1995,
p- 24) noted, “we propose that the anatomical distinction
between the ventral and dorsal streams corresponds to the
distinction . . . between perceptual representation and visuo-
motor control. . . . The reason there are two cortical pathways
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is that each must transform incoming visual information for
different purposes.” The principal support for this two-vision
hypothesis has been provided by findings of double disso-
ciations between action and perception—that is, between
assessments of effective action and measures of perceptual
experience—in brain-damaged and intact individuals. These
findings (summarized by Milner & Goodale, 1995, and by
Goodale & Humphrey, 1998) imply that it will be profitable
to adopt dual parallel investigative approaches to the study of
vision, one deploying action-based measures, the other more
traditional “perceptual” measures.

Goodale and Humphrey (1998) and Norman (in press)
proposed that the two-vision model provides a framework for
reconciling the ecological and computational approaches:
“Marrian or ‘reconstructive’ approaches and Gibsonian or
‘purposive animate-behaviorist” approaches need not be seen
as mutually exclusive, but rather as complementary in their
emphasis on different aspects of visual function” (Goodale &
Humphrey, 1998, p. 181). We suspect that neither Gibson nor
Marr would have endorsed this proposal. (Chapters by Heuer
and by Proffitt and Caudek in this volume also discuss the
distinction between the perceptual system and the action
system.)

Percepts and Neurons

Perceptual processes are realized by a biological vision system
that evolved under circumstances that have favored organisms
(or genetic structures) that sustain contact with the environ-
ment. No one doubts that a description and understanding of
the hardware of the visual system will eventually be part of an
account of perception. Nevertheless, there are important dif-
ferences among theories in their uses of neurophysiology.

One of the tenets of first-generation information-processing
theory (e.g., Johnson-Laird, 1988; Neisser, 1967) is that the
mind is an operating system that runs on the brain and that
the proper business of the psychology of cognition and per-
ception is study of the program and not the computer—the
algorithm and not the hardware. Furthermore, inasmuch as an
algorithm can be implemented by diverse computational archi-
tectures, there is no reason to look to hardware for constraints
on algorithms. Another way of expressing this position is that
the aim of information-processing theory, as a theory of per-
ception, is to identify functional algorithms above the level of
neurophysiology.

The cognitive constructivist shares many of the basic
assumptions of standard information-processing theory and
has adopted the independence stance toward physiology. Of
course, perceptual processes are implemented by biological
hardware. Nevertheless, perceptual theorizing is not closely

constrained by the facts or assumptions of sensory physiol-
ogy. The use of physiology is notably sparse in the principal
documents of cognitive constructivism (e.g., Rock, 1983,
1997). Helmholtz may seem to be an important exception to
this characterization; but, in fact, he was careful to keep
his physiology and psychology separate (e.g., Helmholtz,
1866/2000, Vol. 3).

Physiological talk is also absent in the canonical works of
the ecological theorists, but for different reasons. The ecolo-
gists contend that the questions that have been addressed by
sensory physiologists have been motivated by tacit accep-
tance of a metatheory of perception that is seriously flawed:
the metatheory of the cognitive constructivist. As a conse-
quence, whereas the answers discovered by investigations
of sensory physiologists may be correct, they are not very
useful. For example, the many efforts to identify the proper-
ties of the neuronal structures underlying perception by
recording the responses of single cells to single points of light
seem to reflect the tacit belief that the perceptual system is
designed to detect single points. If the specialization of the
visual system is different, such as detecting spatiotemporal
optical structures, the results of such studies are not likely to
contribute significantly to a theory of perception. In the eco-
logical view what is needed is a new sensory physiology
informed by an ecological stance toward stimulation and the
tasks of perception.

The chief integrative statement of the computational
approach, Marr’s (1982) Vision, is laced with sensory physi-
ology. This is particularly true for the exposition of the
computations of early vision. Nevertheless, in the spirit of
functionalism Marr insists that the chief constraints are
lodged in an analysis of the goals of perceptual computation.
In theorizing about perceptual process (i.e., the study of algo-
rithms) we should be guided by its computational goal, not by
the computational capabilities of the hardware. When an al-
gorithm can satisfy the requirements of the task, we may look
for biological mechanisms that might implement it.

The Gestalt theorists (e.g., Kohler, 1929, 1940) were
forthright in their embrace of physiology. For them, a plausi-
ble theory must postulate processes that are characteristic of
the physical substrate, that is, the brain. Although it is in prin-
ciple possible to implement algorithms in diverse ways, it is
perverse to ignore the fit between the properties of the com-
puter and the properties of the program. This view is in sharp
contrast to the hardware-neutral view of the cognitive con-
structivist: For the Gestalt theorist, the program must be
reconciled with the nature of the machine (Epstein, 1988;
Epstein & Hatfield, 1994). In this respect, Gestalt theory
anticipated current trends in cognitive neuroscience, such as
the connectionist approaches (Epstein, 1988).



The consensus among contemporary investigators of per-
ception favors a bimodal approach that makes a place for
both the neurophysiological and the algorithmic approaches.
The consensus is that the coevolution of a neurophysiology
that keeps in mind the computational problems of vision and
of a computational theory that keeps in mind the competen-
cies of the biological vision system is most likely to promote
good theory.

Although this bimodal approach might seem to be unex-
ceptionable, important theoretical disagreements persist
concerning its implementation. Consider, as an example,
Barlow’s (1972, 1995) bold proposal called the single-neuron
doctrine: “Active high level neurons directly and simply
cause the elements of our perception” (Barlow, 1972, §6.4,
Fourth Dogma). In a later formulation, “Whenever two stim-
uli can be distinguished reliably, then some analysis of the
neurological messages they cause in some single neuron
would enable them to be distinguished with equal or greater
reliability” (Barlow, 1995, p. 428). The status of the single-
neuron doctrine has been reviewed by Lee (1999) and by
Parker and Newsome (1998). The general experimental para-
digm assesses covariation between neural activity in single
cortical neurons and detection or discrimination at threshold.
The single-neuron doctrine proposes that psychophysical
functions should be comparable to functions describing
neural activity and that decisions made near threshold should
be correlated with trial-to-trial fluctuations of single cortical
neurons (e.g., Britten, Shadlen, Newsome, & Movshon,
1992).

The available data do not allow a clear-cut decision con-
cerning this fundamental prediction. However, whatever the
final outcome may be, disagreements about the significance of
the findings will arise from differences concerning the appro-
priate unit of analysis. Consider first the perceptual side that
was elected for analysis. From the standpoint of the ecologi-
cal realist (e.g., Gibson, 1979), the election of simple
detection and discrimination at threshold is misguided. The
ecological realist holds that the basic function of the visual
system is to detect information in spatiotemporal optical
structure that is specific to the affordances of the environ-
ment. Examining relations between neuronal activity and
psychophysical functions at threshold is at the wrong level of
behavior. As noted before, it is for this reason that the canoni-
cal documents of the ecological approach (Gibson, 1950,
1966, 1979) made no use of psychophysiology.

Similar reservations arise in the Gestalt approach. Since
its inception, Gestalt theory (Hatfield & Epstein, 1985;
Kohler, 1940) has held that only a model of underlying brain
processes can stand as an explanation. In searching for the
brain model, Gestalt theorists were guided by a heuristic: The
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brain processes and the perceptual experiences that they sup-
port have common characteristics. Consequently, a careful
and epistemically honest exploration of perceptual experi-
ence should yield important clues to the correct model of the
brain. According to Gestalt theory, phenomenological explo-
ration reveals that global organization is the most salient
property of the perceptual world, and it is a search for the
neurophysiological correlates of global experience that will
bring understanding of perception.

There are analogous differences concerning the choice of
stimulation. If there is to be an examination of the neuro-
physiological correlates of the apprehension of affordances
and global experience, then the stimulus displays must sup-
port such perceptions. Proponents of this prescription suspect
that the promise of the pioneering work of Hubel and Wiesel
(1962) has not been realized because investigators have
opted for the wrong level of stimulation.

Concerning Information

The term information has many uses within psychology
(Dretske, 1986). Here the term refers to putative properties of
optical stimulation that could specify the environmental state
of affairs (i.e., environmental properties), structures, or
events that are the distal source of the optical input. To spec-
ify an environmental state is to pick out the actual state of
affairs from the family of candidate states that are compatible
with the given optical stimulation.

Cognitive constructivists have asserted that no properties
of optical stimulation can be found to satisfy the require-
ments of information in this sense because optical stimula-
tion is intractably equivocal. At best optical stimulation
may provide clues—but never unequivocal information—
concerning the state of the world. This assessment was al-
ready entrenched when Berkeley wrote his influential Essay
Towards a New Theory of Vision (Berkeley, 1709/2000), and
the assessment has been preserved over the ensuing three
centuries. The assumption of intractable equivocality is one
of the foundational premises of constructivism; it serves as a
basic motivation of the enterprise. For example, the transac-
tionalists (Ittelson, 1960; Kilpatrick, 1950, chap. 2) lay the
foundation for their neo-Helmholtzian approach by showing
that for any proximal retinal state there is an infinite class of
distal “equivalent configurations” that are compatible with
a given state of the retina. In the same vein, computational
research routinely opens with a mention of the “inverse
projection problem.” If optical stimulation does not carry in-
formation that can specify the environment, we must look
elsewhere for an account of perception.
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The view of the theory of direct perception concerning
information is radically different. Proponents of this theory
(Rogers, 2000) vigorously reject the assumption of in-
tractable equivocality. Following Gibson, they contend that
the tenet of equivocality is false, that it is mistakenly derived
from premises about the nature of the stimulation that enters
into the perceptual process. The cognitive constructivist who
mistakenly uses static displays of points or objects isolated
from their optical context (e.g., a point of light or an illumi-
nated object in the dark or a display presented briefly)
mistakenly concludes that stimulation is informationally im-
poverished. But direct perception argues that this paradigm
does not represent the optical environment that has shaped
the visual system. Even worse, the paradigm serves to create
experiments with informationally impoverished displays.
Thus equivocality is only an artifact of the constructivist’s
favored paradigm and not a characteristic of all optical stim-
ulation. The stimulation that the perceptual system typically
encounters and to which it has been attuned by evolution is
spatially and temporally distributed. These spatiotemporal
optical structures, which are configurations of optical motion,
can specify the environment. There is sufficient information
in stimulation to support adaptive perception. And when
pickup of information suffices to explain perception, cogni-
tive operations that construct the perceptual world are super-
fluous.

The stance of the computational constructivist regarding
the question of information cannot be characterized easily. If
by information is meant a unique relationship between optical
input and a distal state that is unconditional and not con-
tingent on circumstances, then the computational construc-
tivist must be counted among the skeptics. Optical structures
cannot specify distal states noncontingently. Other conditions
must be satisfied. The other conditions, which may be called
constraints, are the regularities, covariances, and uniformities
of the environment. Accordingly, assertions about the infor-
mational status of optical stimulation must include two con-
joint claims: One is about properties of optical stimulation,
and the other is about properties of the environment.

Moreover, from a computational constructivist stance, still
more is needed to make information-talk coherent. Consider-
ation must be given to the processes and algorithms that make
explicit the relationships that are latent in the raw optical input.
Whereas the advocates of the theory of direct perception talk
of spatiotemporal optical structures, the computationalist sees
the structure as the product of processes that operate on un-
structured optical input. It is only in the tripartite context of
optical input, constraints, and processing algorithms that the
computationalist talks about information for perception.

The Gestalt psychologists, writing well before the forego-
ing theorists, also subscribed to the view that optical stimula-
tion does not carry information. Two considerations led them
to this conclusion. First, like the later computationalists, they
were convinced that it was a serious error to attribute organi-
zation or structure to raw optical input. The perceptual world
displays organization, and by Gestalt hypothesis the brain
processes underlying perception are organized; but retinal
stimulation is not organized. Second, even were it permissi-
ble to treat optical input as organized, little would be gained
because optical input underdetermines the distal state of
affairs. For example, even granting the status of an optical
motion configuration to an aggregate of points that displace
across the retina by different directions, amplitudes, and ve-
locities (i.e., granting organization to stimulation), there are
infinitely many three-dimensional structures consistent with
a given configuration of optical motion. For Gestalt theory,
structure and organization are the product of spontaneous dy-
namic interactions in the brain. Optical input is a source of
constraints in determining the solution into which the brain
process settles.

Concerning Representation

A representation is something that stands for something else.
To stand for a represented domain the representation does not
have to be a re-presentation. The representations that are
active in theoretical formulations of the perceptual process
are not iconic images of the represented domain. Rather, a
representation is taken to be a symbolic recoding that pre-
serves the information about objects and relations in the rep-
resented domain (Palmer, 1976).

Representations play a prominent role in cognitive and
computational constructivism. Positing representations is a
way of reconciling a sharp disparity between the phenome-
nology of everyday seeing and the scientific analysis of the
possibilities of seeing. The experience of ordinary seeing is
one of direct contact with the world. But as the argument
goes, even cursory analysis shows that all that is directly
available to the percipient is the light reflected from surfaces
in the world onto receptive surfaces of the eye. How can this
fundamental fact be reconciled with the nature of the expe-
rience of seeing? Moreover, how can the fact that only light
gets in be reconciled with the fact that it is the world that
we see, not light? (Indeed, what could it mean to say that we
see light?) Both questions are resolved by the introduction
of representations. It is representations that are experienced
directly, and because the representations preserve the fea-
tures, relationships, and events in the represented world,



the experience of perception is one of direct contact with
the world. In this way, representations get the outside inside
(Epstein, 1993).

According to constructivist theory, the perceptual world is
constructed or assembled from the raw material of sensory
input and stored knowledge. The process of construction has
been likened to inference or problem solving, and more re-
cently the process has been characterized as computational.
The representational framework serves as a superstructure
for support of this conception of the perceptual process. Pro-
ponents of the computational/representational approach (e.g.,
Fodor, 1983; Fodor & Pylyshyn, 1981) argue that the only
plausible story of perception is computational and that the
only plausible computational story must assume a representa-
tional system in which the computations are executed.

It seems undeniable that if a variant of the standard
constructivist/computational approach is adopted, the repre-
sentational framework is needed to allow the approach to
proceed smoothly. Any theory that postulates a process re-
sembling nondemonstrative inference (Gregory, 1970; Rock,
1983, 1997; or the Bayesian approaches, e.g., Hoffman, 1998;
Knill & Richards, 1996) or a process of representational trans-
formation (e.g., Marr, 1982) must postulate a representational
medium for the display of “premises” or the display of repre-
sentations, that is, the output of processes (algorithms) that
operate over mappings. No one has been more straightfor-
ward and exacting in promoting this approach than Marr in
his Vision.

In contrast, the theory of direct perception makes no use of
representations. Advocates of direct theory argue that the
flaws of representationalism are insurmountable. Some of
these flaws are logical, such as the familiar troubles with the
representational theory of mind, the philosophical progenitor
of the contemporary representational framework. As one ex-
ample, if direct perception were only of representations, how
do we come to know what external objects are like, or which
representations they resemble? By hypothesis, we can only
perceive representations, so that whenever we may think that
we are observing external objects to compare them with rep-
resentations or to discover their intrinsic nature, we are only
observing other representations. In general, it is difficult to
escape from the world of representations.

In addition to pointing to logical difficulties, proponents
of the theory of direct perception see no need to invoke
representations in the first place. According to the ecological
realists, representationalism is parasitic on constructivism. If
constructivism is accepted, then representationalism is com-
pelling; but if it is rejected, then representationalism is
unmotivated.
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Gestalt theory developed before the age of self-conscious
representationalism. There is no explicit treatment of repre-
sentations in the writings of the Gestalt theorists. Neverthe-
less, we can infer that the Gestalt theorists would have sided
with the advocates of direct perception in this matter. Con-
siderations that support this inference emerge in the next two
sections.

Representational Transformation

As a general rule, perceiving is automatic and seamless.
Compare, for instance, the effortlessness of seeing with the
trouble and toil of learning and reasoning. Although the char-
acterization is unlikely to be questioned as a description of
the experience of ordinary seeing, when we consider the
process that underlies perceiving, important differences
among theories emerge with respect to decomposability.
Ignoring theoretical nuances for the present, we find that con-
structivist theories, both cognitive and computational, hold
a common view, whereas Gestalt theory and the theory of
direct perception adopt a contrasting position.

The constructivist view is that the process of perception
may be decomposed into a series of operations whose func-
tion is to take the raw input to the sensory surface and by a
series of transformations generate a distally correlated repre-
sentation of the environment. The process of perception is a
process of representational transformation. The construc-
tivists are drawn to this position by an a priori belief that only
a model of representational transformation will be sufficient
as a description of the perceptual process. One form of em-
pirical support for this belief is found in the requirements of
successful algorithms for the attainment of the objectives of
perception, such as generating three-dimensional structure
from stereopsis. Evidence of the psychological reality of the
putative intermediate representations is provided by experi-
mental procedures that ostensibly segregate the component
representations.

Neither Gestalt theory nor the theory of direct perception
makes use of the model of representational transformation.
They do not agree that postulation of a sequential multistage
process is necessary, and they question the interpretation of
the experimental data. For Gestalt theory, the perceptual
process is a noncognitive, highly interactive process that
automatically settles into the best fitting state (Epstein &
Hatfield, 1994; Hatfield & Epstein, 1985). Any effort to parse
the process into intermediate states is arbitrary. On no ac-
count should such contrived states be assigned a role in the
causal story of perception. Proponents (e.g., Gibson, 1966,
1979; Turvey, Shaw, Reid, & Mace, 1981) of the theory of



94 Foundations of Visual Perception

direct perception have been equally adamant in rejecting the
model of representational transformation. They maintain that
the model results from questionable premises. Once these are
abandoned, the apparent need for positing intervening repre-
sentational states vanishes.

Perception and Cognition

What is the relationship between perceptual processes and
cognitive processes? The answers to this question have
ranged widely over the theoretical landscape. The cognitive
constructivists consider perception to be perfused by cogni-
tion. In the view of the cognitive constructivist, the percep-
tual process is a cognitive process. The principal distinction
between perceptual processes and cognitive processes is that
in the former case mental operations are applied to the trans-
formation of representations originating in occurrent optical
input, whereas in the latter case mental operations are applied
to the transformation or representations drawn from the pre-
existing knowledge base. This attribution is clear-cut for con-
temporary constructivists, such as Rock (1983, 1997), who
characterize perception as a process of intelligent problem
solving, as it was in the classical description (Helmholtz,
1866/2000) of perception as a process of unconscious infer-
ence and in the New Look movement in North American psy-
chology (Bruner, 1957). The assumption that perception and
cognition are continuous is also commonly found in applying
standard information theory to problems of perception (e.g.,
Lindsay & Norman, 1977; Rumelhart, 1977).

The continuity claim is central to the cognitive construc-
tivist position. The claim rests on a diverse set of experimen-
tal observations that are said to imply the interpenetration of
perception and cognition. Many of the parade cases emerged
from the laboratory of Rock (1983, 1997). Despite the com-
pelling character of some of these cases, they have not been
decisive. Pylyshyn (1999) has presented a thorough airing of
the controversy. In his assessment the cases featured by the
cognitive constructivists do not support the claim of cogni-
tive penetrability of perception; “rather, they show that cer-
tain natural constraints on interpretation, concerned primarily
with optical and geometrical properties of the world, have
been compiled into the visual system” (p. 341).

The computational constructivist takes a more restrained
position. The aim of the computational approach is to advance
the explanation of perception without invoking cognitive
factors. Nevertheless, the full explanation of perception re-
quires cognitive operations. In the model of representational
transformation adopted by the computational approach, the
sequence of operations is divided into early and late vision.
The former is supposed to be free of cognitive influence. The

operations are executed by modular components of the visual
system that are cognitively impenetrable; that is, the modules
are encapsulated, sealed off from the store of general knowl-
edge. These operations of early vision perform vital work but
do not deliver a representation sufficient to sustain adaptive
behavior. A full-bodied, environment-centered representation
requires activation of stored mental models and interpretation
of the representations of early vision in this context. An ex-
emplar of this stance toward cognition and perception is
Marr’s (1982) computational theory.

The attitudes of Gestalt theory and the theory of direct
perception are opposed to the constructivist stance. Indeed,
in the case of Gestalt theory the difference is particularly
striking. Whereas the constructivist proposes that perception
has significant cognitive components, the larger program of
Gestalt theory proposes that much of cognition, such as
thinking and problem solving, is best understood as an
expression of fundamental principles of perception. The
theory of direct perception considers the entire perceptual
system to be encapsulated, and therefore uninvolved, in in-
teraction with other information-processing operations. This
position does not carry with it a rejection of influences of
past experience or learning in perception, but it does require
a different construal of the mechanism that supports these
influences.

Modularity

Is the visual system a general-purpose processor serving all
of the diverse perceptual needs of the organism, or is it a col-
lection of independent perceptual modules that have evolved
to compute domain-specific solutions, such as depth from
shading, shape, or motion? The answer to this question
depends on how modularity is construed. Consider three
construals that vary the conditions they impose on the postu-
lation of modularity (the terms weak, moderate, and strong
modularity are ours).

Weak Modularity. Weak modularity stipulates only
two conditions: (a) that a segregated bit of the biological
hardware be shown to be exclusively dedicated to representa-
tion of a specific environmental feature, such as solidity; and
(b) that the designated hardware be specialized for the pro-
cessing of a particular form of stimulation, such as retinal dis-
parity. Under this construal, when these two conditions are
satisfied, postulation of a stereoscopic depth module is war-
ranted. If this minimal set of features for modularity is
adopted, there probably will be little disagreement that the
visual system is modular.



Moderate Modularity. Moderate modularity is defined
by a list of features made explicit by Fodor (1983) in his
Modularity of Mind. To the two criteria given above, Fodor
adds several others: that modules are informationally encap-
sulated, that modular processes are unconscious, that modu-
lar processing is very fast and obligatory, that modules have
shallow outputs, that modules emerge in a characteristic on-
togenetic sequence, and that following insult modules exhibit
characteristic disruption.

Among cognitive psychologists, claims for modularity
tend to be measured against Fodor’s expanded list. Unsur-
prisingly, when the expanded list of criterial features is
adopted, agreement on modularity is harder to reach. Much
of the controversy involves encapsulation. By this test, a
dedicated biological device that is uniquely sensitive to an
eccentric form of stimulation will be considered to be a mod-
ular component only if under normal conditions of its opera-
tion its processes run their course uninfluenced by factors that
are extraneous to the module. Neither concurrent activity in
other modules nor reference to stored knowledge of past
events or anticipations of future events affects the module.
The module is an impenetrable encapsulated system (Fodor,
1983; Pylyshyn, 1984).

Two kinds of problems recur in assessments of encapsula-
tion. First, it is universally accepted that performance of al-
most any task may be affected by a host of cognitive factors.
Accordingly, the claim for encapsulation says that however
these cognitive factors influence performance, they do not do
so by influencing the computations of the module. Conse-
quently, an experimental demonstration that performance is
affected by cognitive factors or by the output of parallel com-
putations does not necessarily negate modularity unless it can
be shown that the effects are located in the computations that
are endogenous to the putative module. This latter assertion
is hard to establish (e.g., Pylyshyn, 1999).

Second, there is the problem of the practice effect. That is,
performance of a task that seems unlikely to be supported by
a dedicated biological device or to be dependent on access to
special stimulation will exhibit many of the features of mod-
ularity when the task is highly practiced. For example, per-
formance may become very fast, mandatory, and inaccessible
to conscious monitoring. Consequently, evidence that the
process underlying performance exhibits these features does
not necessarily implicate modularity.

Strong Modularity. Strong modularity adds to the com-
posite list just given the added requirement that the candidate
module exhibit a distinctive style of processing. Although no
one has advanced this claim explicitly, it is implicit in the
writings of modularists that modules work by implementing
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the same process. As two examples, in Marr’s (1982) ap-
proach all the modules are noncognitive computational de-
vices, and in Fodor’s (1983) canonical analysis of modularity
all of the modules are inferential engines. Because the modu-
larity stance does not seem tied to views of process, a stance
on modularity does not exert strong constraints on the char-
acterization of the perceptual process. Thus an ecological
realist might also adopt modularity, holding that the modules
are independent devices for detection (pickup) of information
in spatiotemporal optical structure.

Although the postulation of modularity is compatible with
a variety of positions regarding perceptual process, an excep-
tion to the rule must be made for cognitive constructivism.
On the face of it, modularity and cognitive constructivism
cannot be linked except in the weak sense of modularity (the
first construal). The cognitive constructivist takes the percep-
tual process to be a cognitive process that ranges freely over
the knowledge domain. The principal arguments for the
claim that the perceptual process is a form of “hypotheses
testing” or “intelligent problem solving” very often take the
form of demonstrations that perception is cognitively pene-
trable (e.g., Rock, 1997). Certainly this is the way that the
cognitive constructivist wishes to be understood.

On Illusion and Veridicality

Generally, perception is a reliable guide to action. Occasion-
ally, however, perception misrepresents and action predicated
on the implications of perception fails. Perceptual misrepre-
sentations arise under a variety of conditions: (a) The normal
link between the environmental state of affairs and optical
input is severed: For example, the spatial arrangement of
points on the retina and the spatial arrangement of points
comprising an environmental object are normally in align-
ment. A straight stick will have a correspondingly straight
retinal contour associated with it. However, if the stick is half
immersed in water, the different refractive indices of water
and air will result in a “bent” retinal contour. Under these
circumstances the straight stick will look bent. (b) The nor-
mal pattern of neuronal activation engendered by exposure to
a distal arrangement is modified: For example, continuous
visual inspection of a line tilted in the frontal plane will mod-
ify the pattern of activity of neuronal orientation detectors.
The resultant perceptual effect is an alteration of perceived
orientation; a test line tilted in the same direction as the in-
spection line will look upright, and an upright line will look
tilted in the direction opposite to the tilt of the inspection line.
(c) Rules of perceptual inference are overgeneralized; that
is, the rules are applied under conditions for which they are
inappropriate. A widely held view (e.g., Gregory, 1970, 1997)
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attributes many geometric illusions of size to this sort of mis-
application of rules. For example, the illusions of size in per-
spective renderings of a scene, such as the Ponzo illusion, are
attributed to the irrepressible but inappropriate application of
the putative standard rule for computing size on the basis of
visual angle and perceived distance.

All cases of misrepresentation do heavy work, but the con-
trasting theories depend on different forms of misrepresenta-
tion to promote their aims. Consider the theories of direct
perception and cognitive constructivism. The ecological real-
ist turns for support to examples of the first kind, which break
the link between the environment and optical input. By de-
coupling the distal state from the optical state while preserv-
ing the spatiotemporal optical structure, as in the optical
tunnel (Gibson, 1979, Figure 9.2, p. 154), the ecological real-
ist means to demonstrate that information is a property of
optical structure and that perception is the pickup of informa-
tion in optical structure. The advocates of the theory of direct
perception are of course deeply distrustful of misrepresenta-
tions of the third kind (rules are applied under conditions for
which they are inappropriate). They contend that these cases
are artifacts of special situations and cannot illuminate the
workings of ordinary seeing. Occasionally, advocates of di-
rect theory have suggested that a special theory, a theory of
judgment and decision making under uncertainty, is needed
for perceptual misrepresentations of the third kind.

The cognitive constructivist, on the other hand, relies
heavily on misrepresentations of the third kind. Indeed, these
instances of misrepresentations form the core of the empir-
ical case for cognitive constructivism. It is supposed that
these perceptual misrepresentations disclose the workings of
the hidden processes that govern perception. According to the
cognitive constructivist, the processes that underlie veridical
and illusory perception are the same, and these processes are
revealed by misrepresentations of the third kind. The cogni-
tive constructivist doubts that the demonstrations of the first
kind can, in fact, be interpreted in the manner urged by the
advocate of direct theory.

Although it has been often suggested that investigations of
misrepresentation can be decisive for theories of perception,
only infrequently do analyses of misrepresentation test com-
peting hypotheses originating in rival general theoretical ori-
entations. The more common practice is to offer examples of
misrepresentation as elements in a confirmation strategy
(Nickerson, 1998). The misrepresentations of choice serve as
existence proofs of some fundamental postulate of the theo-
retical approach. The confirmation strategy acts as a directive
influence in selecting the class of misrepresentation for in-
vestigation and a disincentive that discourages consideration
of contrasting accounts generated by rival theories.

PSYCHOPHYSICAL METHODS

The purpose of the remainder of this chapter is to introduce the
reader to a selection of experimental techniques and tools for
theory construction. Wherever possible we do this by referring
new concepts to contemporary experiments and theories. In
this way, the reader will understand the ideas in context. We
recommend the following textbooks and chapters for the
reader who wishes to pursue topics introduced in this section:
Gescheider (1997), Hartmann (1998), Link (1992), Luce and
Krumhansl (1988), Macmillan and Creelman (1991), and
Swets (1996).

Psychophysical methods are indispensable to the advance-
ment of perceptual research. Baird and Noma (1978, p. 1) put
it well:

Psychophysics is commonly defined as the quantitative branch
of the study of perception, examining the relations between ob-
served stimuli and responses and the reasons for those relations.
This is, however, a very narrow view of the influence it has had
on much of psychology. Since its inception, psychophysics has
been based on the assumption that the human perceptual system
is a measuring instrument yielding results (experiences, judg-
ments, responses) that may be systematically analyzed. Because
of its long history (over 100 years [in 1978]), its experimental
methods, data analyses, and models of underlying perceptual
and cognitive processes have reached a high level of refinement.
For this reason, many techniques originally developed in psy-
chophysics have been used to unravel problems in learning,
memory, attitude measurement, and social psychology. In addi-
tion, scaling and measurement theory have adapted these meth-
ods and models to analyze decision making in contexts entirely
divorced from perception.

After Fechner (1860/1996) developed psychophysics, two
kinds of questions were asked: (a) How sensitive are ob-
servers to intensities of stimulation? and (b) How intense do
certain amounts of stimulation appear to observers? The first
question is about thresholds, the second about scaling. Given
the magnitude of these two fields of research and the number
of research tools each has spawned, we have chosen to focus
on the more fundamental problem of observer sensitivity.

The notion of threshold comes from Leibniz’s New Essays
on Human Understanding (1765/1981):

I would prefer to distinguish between perception and being
aware. For instance, a perception of light or colour of which we
are aware is made up of many minute perceptions of which we are
unaware; and a noise which we perceive but do not attend to is
brought within reach of our awareness by a tiny increase or addi-
tion. If the previous noise had no effect on the soul, this minute
addition would have none either, nor would the total. (book 2,
chap. 9, p. 134; see also Leibniz, 1989, p. 295.)



Herbart (1824/1890) may have been the first to use the Latin
term for threshold, limen, and its German equivalent,
schwelle, to refer to the limit below which a given stimulus
ceases to be perceptible. Although the idea of threshold ap-
pears straightforward, it turns out to be complex. We now ex-
plore the original idea of threshold and show its limitations.
After that we present it in its current form: signal detection
theory.

Threshold Theories

We begin with the simplest threshold theory, to which we will
gradually add elements until it can be confronted with data.
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By that point we will have introduced two fundamental ideas:
the receiver operating characteristic (ROC) and the possibil-
ity of disentangling the sensitivity of observers from their

response bias.

Fixed Energy Threshold—Naive Observer

The simplest threshold theory is depicted in Figure 4.1. We
look at the panels from left to right.

Panel 1: Threshold Location.
two fundamental ideas: (a) The observer can be in one of two

This panel represents
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Figure 4.1 High-threshold theories: (A) Fixed energy threshold—naive observer; (B) Fixed energy threshold—sophisticated observer; (C) Variable
energy threshold—sophisticated observer; (D) The effect of manipulating guessing rate: (i) Low-energy stimulus, (ii) high-energy stimulus.
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states D or D, and (b) on the scale of stimulus energy there is
a fixed value below which observers can never detect a stim-
ulus. Above this threshold, observers always detect it.

Panel 2: Detection Probability. This panel represents
the same idea in more modern terms. This graph represents the
probability of an observer being above the observer thresh-
old—in state D—as a function of stimulus energy. As you
would expect, this probability is 0 below the energy threshold
and 1 above it. The multiple arrows represent stimuli; they are
unfilled if they are at an energy that is below the energy thresh-
old and filled if they are above it.

Panel 3: False Alarm Rate (Catch Trials). Suppose
that the psychophysical experiment we are doing requires the
observers to respond “Yes” or “No” depending on whether
they detected a stimulus or not. This is called a yes-no task.
This panel represents what would happen if on some trials,
called catch trials, we withheld the stimulus without inform-
ing the observers. In Table 4.1 we show the nomenclature of
the four possible outcomes in such an experiment, generated
by two possible responses to two types of stimuli.

According to a naive conception of detection, observers
are “honest”; they would never respond “Yes” on catch trials.
In other words, they would never produce false alarms. That
is why p(fa) = 0 for all values of stimulus energy.

Panel 4: Hit Rate (Signal Trials). This panel shows the
probability that the observer says “Yes” when the signal was
presented (a hif) depends on whether the stimulus energy is
above or below threshold. If it is above threshold, then
p(h) =1, otherwise p(h) = 0. The function that relates
p(“Yes”), or hit rate, to stimulus energy is called the psycho-
metric function.

Panel 5: The ROC Space. This panel is a plot of the hit
rate as a function of the false-alarm rate. Here, where ob-
servers always respond “No” when in a D state, there is little
point in such a diagram. Its value will become clear as we
proceed.

TABLE 4.1 Outcomes in a Yes-No Experiment with Signal and
Catch Trials (and their abbreviations)

Response
Stimulus Class Yes No
Signal Hit (h) Miss (m)
Catch False alarm (fa) Correct rejection (cr)

Fixed Energy Threshold—Guessing Observer

Instead of assuming naive observers, we next assume sophis-
ticated ones who know that some of the trials are catch trials,
so some of the time they choose to guess. Let us compare this
threshold theory, called high-threshold theory, with the most
unrestricted form of two-state threshold theory (Figure 4.2).
The general theory is unrestricted because it (a) allows ob-
servers to be in either a D state or a D state on both signal and
catch trials and (b) imposes no restrictions on when guessing
occurs.

In contrast, high-threshold theory (Figure 4.3) has three
constraints: (a) During a catch trial, the observer is always in
a D state: p(D|catch) = 0. (b) When in a D state, the observer
D) = 1. (c) When in a D state,
the observer guesses “Yes” (emits a false alarm) at a rate
p(fa) = g, and “No” atarate 1 — g. So p(“Yes”|D) = g. The
theory is represented in Figure 4.1B, whose panels we dis-
cuss one by one.

always says “Yes”: p(“Yes”

Panel 1: Threshold Location. Unchanged from the
corresponding panel in Figure 4.1A.

Panel 2: Detection Probability. Unchanged from the
corresponding panel in Figure 4.1A.

Panel 3: Catch Trials. In this panel we show that ob-
servers, realizing that some stimuli are below threshold and
wishing to be right as often as possible, may guess when in a

D state. This increases the false-alarm rate.

Panel 4: Signal Trials. The strategy depicted here does
not involve guessing when the observers are in a D state. This
panel shows that this strategy increases the observers’ hit
rates when they are in a D state, that is, below the energy
threshold. Note that the psychometric function does not rise
from O but from g.

Note: With the help of Figure 4.3 we can see that when
signal energy is 0, the hit rate is equal to the false-alarm rate,
g. We begin by writing down the hit rate as a function of
the probability of the observer being in a D state when a
signal is presented, p(D|signal), and the probability of the
observer guessing, that is, saying “Yes” when in a D state,
p(“Yes”|D) = g:

p(h) = p(Dlsignal) + [1 — p(Dlsignal)lg
= p(D|signal)(1 — g) + g. (1)

When signal energy is 0, p(D|signal) = 0, and therefore
p(h) = ¢g.
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Panel 5: The ROC Diagram. This panel differs from
the corresponding one in Figure 4.1A because the false-alarm
rate has changed. When the observer is in a D state, p(fa) =
p(h) = g (represented by the unfilled dot); when the observer
isin a D state, p(fa) = g and p(h) = 1.0.

Variable Energy Threshold—Guessing Observer

The preceding versions of threshold theory are idealizations;
step functions are nowhere to be found in psychophysical
data. In response to this realization Jastrow (1888) assumed
that the threshold varies from moment to moment. This con-
ception is depicted in Figure 4.1C.

Panel 1: Threshold Location. The idea that the loca-
tion of a momentary threshold follows a normal density func-
tion comes from Boring (1917). Subsequently, other density
functions were proposed: the lognormal (Gaddum, Allen, &
Pearce, 1945; Thurstone, 1928), the logistic (which is a par-
ticularly useful approximation to the normal; Bush, 1963;
Jeffress, 1973), and the Weibull (Marley, 1989a, 1989b;
Quick, 1974), to mention only three.

Panel 2: Detection Probability. This panel shows that
when the threshold is normally distributed, the probability of
being in a D state follows the cumulative distribution that
corresponds to the density function of the momentary thresh-
old. When that density is normal, this cumulative is some-
times called a normal ogive.

Panel 3: Catch Trials. Unchanged from the corre-
sponding panel in Figure 4.1B.

Panel 4: Signal Trials. The psychometric function
shown in this panel takes on the same shape as the function
that describes the growth of detection probability (Fig-
ure 4.1C, second panel).

Panel 5: The ROC Diagram. Instead of observing two
points in the diagram, as we did when we assumed that the
threshold was fixed, the continuous variation of the psycho-
metric function gives rise to a continuous variation in the hit
rate, while the false-alarm rate remains constant.

Variable Energy Threshold—Variable Guessing Rate

It was a major breakthrough in the study of thresholds when,
in 1953-1954, psychophysicists induced their observers to

vary their guessing rate (Swets, 1996, p. 15). This was a de-
parture from the spirit of early psychophysics, which implic-
itly assumed that observers did not develop strategies. This
manipulation was crucial in revealing the weaknesses of
threshold theory. We see in a moment how this manipulation
is done.

The effect of manipulating the observer’s guessing rate is
shown in Figure 4.1D.

Panel 1: Threshold Location. Unchanged from the cor-
responding panel in Figure 4.1C.

Panel 2: Detection Probability. In this panel the energy
of the stimulus is indicated by a downward-pointing arrow.
The corresponding p(D) is indicated on the ordinate. For rea-
sons we explain in a moment, this value is connected to a
point on the ordinate of the ROC diagram.

Panel 3: Catch Trials. In this panel we assume that we
have persuaded the observer to adopt four different guessing
rates (g, . . . , 84) during different blocks of the experiment.
The corresponding values are marked on the abscissa (the
false-alarm rate) of the ROC diagram (Figure 4.1D, fifth
panel).

Panel 4: Signal Trials. The general structure of a detec-
tion experiment, assuming two observer states, detect and D,
is shown in Figure 4.2. In this figure (which is an augmented
version of Figure 4.3) we show how to calculate the hit rate
and the false-alarm rate, as well as which parts of this model
are observable and which are hidden.

Panel 5: The ROC Diagram. In this panel hit rate and
false-alarm rate covary and follow a linear function. In the
note that follows we give the equation of this line and show
that it allows us to estimate p(D|signal), which is the measure
of the signal’s detectability.

Note: 1f in Equation 1 we let b = p(D|signal) and m =
1- p(D|signal), and we recall that g = p(“Yes”|D) = p(fa),
then the equation of the ROC is p(hit) = b + mp(fa), a
straight line. The intercept b gives the measure of the signal’s
detectability: p(D|signal).

We can now understand the importance of the ROC dia-

gram. Regardless of the detection theory we hold, it allows us
to separate two aspects of the observer’s performance: stimu-
lus detectability (or equivalently observer sensitivity) and ob-
server bias. In high-threshold theory these measures are
p(D|signal) and g.



TABLE 4.2 The Observer’s Decision Problem in High-Threshold
Theory

Observer State

Stimulus D D

p(D|signal)
p(D|catch)

Signal p(D|signal)
Catch p(D|catch)

There are two ways to manipulate an observer’s guessing
rate: (a) Manipulate the probability of a catch trial or (b) use
a payoff matrix. The observers’ goal is to guess whether a
signal or a catch trial occurred; according to high-threshold
theory all they know is they were in D state or D state (see
Table 4.2).

Observers do not know which type of trial (¢, or ¢,) caused
the state they are presently experiencing (which we denote
€). Assuming that they know the probabilities of the types of
trial and the probabilities of the states they could be in, they
can use Bayes’s rule for the probability of causes (Feller,
1968, p. 124) to determine the conditional probability of the
cause (type of trial) given the evidence (their state), which is
called the posterior probability of the cause. For example,

peltp(t)
p(eltp(t) + p(elt,)p(ty)’

p(tfe) = @)

where p(t,|e) is the posterior probability of #,, p(elt;) and
p(elt,) are likelihoods (of their state given the type of trial),
and p(t,) and p(t,) are the prior probabilities of the types of
trial. In a different form,

ptle) _ plelt) pty)
P(t2|8) P(8|t2) p(t) '

where %{% is the likelihood ratio, pit) is the prior odds, and

p()
Z&'z; is the posterior odds in favor of ¢,.

In high-threshold theory, the posterior odds in favor of
signal is

p(signallD) _ p(D|signal) p(signal)
p(catch|D)  p(D|catch) p(catch)

Suppose that the observers are in a D state, and they believe
that half the trials are catch trials [p(signal) = p(catch) = .5],
and that the threshold happens to be at the median of the dis-
tribution of energies [p(D|signal) = p(D |[signal) = .5], then

p(signal|D) _S55_
p(catchlD) 0 .5 ’
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Because the posterior odds in favor of signal are infinite, ob-
servers have no reason to guess. But if they are in a D state
and hold the same beliefs, then the posterior odds are

p(signallD) .5 .5 _ 5
507

p(catch|D) 1

or p(signal|D) = -13-, that is, they should believe that one third
of the D trials will be signal trials, and they will increase the
number of correct responses by guessing.

We can use two methods to induce observers to change
their guessing rate.

Prior Probabilities. In the example above, the prior
odds were 1. If we change these odds, that is, increase or
decrease the frequency of signal trials, the posterior probabil-
ity of signal in D state will increase or decrease correspond-
ingly. As a result the observer’s guessing rate will increase or
decrease.

Payoff Matrix. We can also award our observers points
(which may correspond to tangible rewards) for each of the
outcomes of a trial (Table 4.1), as the examples in Table 4.3
show.

We could reward them for correct responses by giving
them B(h) or B(cr) points for hits or correct rejections, and
punish them for errors by subtracting C(fa) or C(m) points for
false alarms or a misses. To simplify Table 4.3 we set C(fa) =
C(m) = 0. It is easy to see that when we bias the observer to-
ward “Yes,” the guessing rate will increase, and when we bias
the observer toward “No,” it will decrease.

The ROC curve is a particular case of a general framework
for thinking about perception—the Bayesian approach to
perception. It is summarized in Figure 4.4 (Mamassian,
Landy, & Maloney, in press).

This diagram represents a prescriptive framework: how
one should make decisions. Bayes’s rule is the correct way to
combine background information with present data. Further-
more, there is a considerable body of work on the correct way
to combine the resulting posterior distribution with informa-
tion about costs and benefits of the possible decisions (the

TABLE 4.3 Payoff Tables for Responses to Signal and Catch
Trials (in points)

General Bias Toward

Case “Yes” “No”

No Bias

Response

Stimulus  “Yes” “No” “Yes” “No” “Yes” “No” “Yes” “No”
Signal B(h) C(m) 2 0 1 0 1 0
Catch C(fa) B(cr) 0 1 0 2 0 1
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Stimulus
Likelihood Bayes’s
Function Theorem
Posterior Decision
Distribution Rule
Prior
Response
Distributions P
Gain
Function

Figure 4.4 Bayesian inference (prescriptive).

gain function in Figure 4.4). When it is used as a prescriptive
framework, it is called an ideal observer.

Observers in the laboratory, or parts of the visual system,
are not subject to prescriptions. What they actually do is
shown in Figure 4.5, which is a descriptive framework: how
observers (or, more generally, systems) actually make deci-
sions (Kubovy & Healy, 1980; Tanner & Sorkin, 1972).

The diagram identifies four opportunities for the observer
to deviate from the normative model:

1. Observers do not know the likelihood function or the prior
probabilities unless they learned them. They are unlikely
to have learned them perfectly; that is why we have
replaced the “likelihood function” and the “prior distribu-
tions” of Figure 4.4 with their subjective counterparts.
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Figure 4.5 Bayesian inference (descriptive).

2. Instead of combining the “likelihood function” and the
“prior distributions” by using Bayes’s rule, we assume
that the observer has a computer that combines the subjec-
tive counterparts of these two sources of information. This
computer may not follow Bayes’s rule.

3. The subjective gain function may not simply reflect the
payoffs. Participants in an experiment may not only desire
to maximize gain; they may also be interested in exploring
the effect of various response strategies.

4. Instead of combining the “posterior distribution” with the
“gain function” in a way that will maximize gain, we as-
sume that the observer has a biaser that combines the sub-
jective counterparts of these two sources of information.

Problems with Threshold Theories

We have seen that the ROC curve for high-threshold theory is
linear. Such ROC curves are never observed. Let us consider
an example. In the animal behavior literature, a widely
accepted theory of discrimination was equivalent to high-
threshold theory. Cook and Wixted (1997) put this theory to a
test in a study of six pigeons performing a texture discrimi-
nation. On each trial the pigeons were show one of many po-
tential texture patterns on a computer screen (Figure 4.6).

In some of these patterns all the texture elements were iden-
tical in shape and color. Such patterns were called Same (Fig-
ure 4.6D). In the other patterns some of the texture elements
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(D) Same display

Figure 4.6 Illustrative examples of the many color, shape, and redundant Different and Same displays used in
the experiments of Cook and Wixted (1997), after their Figure 4.3 and figures available at http://www.pigeon.
psy.tufts.edu/jep/sdmodel/htm (accessed January 2, 2002). See insert for color version of this figure.

differed in color (Figure 4.6A), shape (Figure 4.6B), or both
(Figure 4.6C); they were called Different. In the test chamber
two food hoppers were available; one of them delivered food
when the texture was Same, the other when the texture was
Different. Choosing the Different hopper can be taken to be
analogous to a “Yes” response, and choosing the Same hopper
analogous to a “No” response. To produce ROC curves, Cook
and Wixted (1997) manipulated the prior probabilities of
Same and Different patterns. The ROC curves were nonlinear,
as Figure 4.7 shows.

Signal Detection Theory

Nonlinear ROC curves require a different approach to the
problem of detection, called signal detection theory, summa-
rized in Figure 4.8. The key innovation of signal detection
theory is to assume that (a) all detection involves the detec-
tion of a signal added to background noise and (b) there is no
observer threshold (as we will see, this does not mean that
there is no energy threshold).

1.0

0.8 -

p(hit)
0.4

0.2

0.0 T T T T
0.0 0.2 0.4 0.6 0.8 1.0

p(false alarm)

Figure 4.7 The ROC curve of shape discrimination for Ellen, one of the pi-
geons in the Cook and Wixted (1997) experiments. Circle: equal prior prob-
abilities for Same and Different textures. Squares: prior probability favored
Different. Triangles: prior probability favored Same. Redrawn from authors’
Figure 5.
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Figure 4.8 Signal detection theory.

Signal Added to Noise

According to signal detection theory a catch trial is not
merely the occasion for the nonpresentation of a stimulus
(Figures 4.8A and 4.8B). It is the occasion for the ubiquitous
background noise (be it neural or environmental in origin) to
manifest itself. According to the theory, this background
noise fluctuates from moment to moment. Let us suppose that
this distribution is normal (Egan, 1975, has explored alterna-
tives), with mean p, and standard deviation o, (N stands
for the noise distribution). On signal trials a signal is added to
the noise. If the energy of the signal is d, its addition will pro-
duce a new fluctuating stimulus, whose distribution is also
normal but whose mean is pgy = py + d (SN stands for the

signal + noise distribution). The standard deviations are
N o
Oy

identical, oy = oy. f we letd' = 0‘17 then d’

false alarm rate

Variable Criterion

The observers’ task is to decide on every trial whether it was
a signal trial or a catch trial. The only evidence they have
is the stimulus, &, which could have been caused by N or SN.
As with high-threshold theory, they could use Bayes’s rule to
calculate the posterior probability of SN,

{(e[SNIPSN)
€(s|SN)P(SN) + €(s|N)p(N)’

The expressions €(g|SN) and €(&|N), explained in Figure 4.8E,
are called likelihoods. (We use the notation €(-) rather than
p(-), because it represent a density, not a probability.) They
could also calculate the posterior odds in favor of SN,

p(SNle) =

p(SNle) _ €(elSN) p(SN)
pWNle) — L(elN) p(N) -




(We need not assume that observers actually use Bayes’s rule,
only that they have a sense of the prior odds and the likeli-
hood ratios, and that they do something akin to multiplying
them.)

Once the observers have calculated the posterior probabil-
ity or odds, they need a rule for saying “Yes” or “No.” For ex-
ample, they could choose to say “Yes” if p(SN|e) > .5. This
strategy is by and large equivalent to choosing a value of &
below which they would say “No,” and otherwise they would
say “Yes.” This value of &, ¢, is called the criterion.

We have already seen how we can generate an ROC curve
by inducing observers to vary their guessing rates. These
procedures—manipulating prior probabilities and payoffs—
induce the observers to vary their criteria (Figures 4.8C and
4.8D) from lax (e, is low, hit rate and false-alarm rate are
high) to strict (e, is high, hit rate and false-alarm rate are
low), and produce the ROC curve shown in Figure 4.8F.
Different signal energies (Figure 4.8G) produce different
ROC curves. The higher d, the further the ROC curve is from
the positive diagonal.

The ROC Curve; Estimating d’

The easiest way to look at signal detection theory data is to
transform the hit rate and false-alarm rate into log odds. To
do this, we calculate H =k In l—f(;)(—h) and F=kIn 5 f(Zf()fa),
where k = 5 = 0.55133 (which is based on a logistic approx-
imation to the normal). The ROC curve will often be linear
after this transformation. We have done this transformation
with the data of Cook and Wixted (1997, see Figure 4.9).

If we fit a linear function, H = b + mF, to the data, we
can estimate d = ;Z— and og, = %, the standard deviation of
the SN distribution (assuming o, = 1). Figure 4.9 shows
these computations. (This analysis is not a substitute for more
detailed and precise ones, such as Eng, 2001; Kestler, 2001;
Metz, 1998; Stanislaw & Todorov, 1999.)

H=0.92+0.52F

/ k=0.55133
T T T
-1 0 1

F=kin_fa_
1—far
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Energy Thresholds and Observer Thresholds

It is easy to misinterpret the signal detection theory’s as-
sumption that there are no observer thresholds (a potential
misunderstanding detected and dispelled by Krantz, 1969).
The assumption that there are no observer thresholds means
that observers base their decisions on evidence (the likeli-
hood ratio) that can vary continuously from O to infinity. It
need not imply that observers are sensitive to all signal ener-
gies. To see how such a misunderstanding may arise, consider
Figures 4.8A and 4.8B. Because the abscissas are labeled
“energy,” the panels appear to be representations of the input
to a sensory system. Under such an interpretation, any signal
whatsoever would give rise to a signal + noise density that
differs from the noise density, and therefore to an ROC curve
that rises above the positive diagonal.

To avoid the misunderstanding, we must add another layer
to the theory, which is shown in Figure 4.10. Rows (a) and (c)
are the same as rows (a) and (b) in Figure 4.8. The abscissas
in rows (b) and (d) in Figure 4.10 are labeled “phenomenal
evidence” because we have added the important but plausible
assumption that the distribution of the evidence experienced
by an observer may not be the same as the distribution of
the signals presented to the observer’s sensory system (e.g.,
because sensory systems add noise to the input, as Gorea &
Sagi, 2001, showed). Thus in row (b) we show a case where
the signal is not strong enough to cause a response in the ob-
server: the signal is below this observer’s energy threshold.
In row (d) we show a case of a signal that is above the energy
threshold.

Some Methods for Threshold Determination
Method of Limits

Terman and Terman (1999) wanted to find out whether retinal
sensitivity has an effect on seasonal affective disorder (SAD;

Figure 4.9 Simple analysis of the Cook and Wixted (1997) data.
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Figure 4.10 Revision of Figure 4.8 to show that energy thresholds are compatible with the absence of an observer threshold.

reviewed by Mersch, Middendorp, Bouhuys, Beersma, &
Hoofdakker, 1999). To determine an individual’s retinal sensi-
tivity, they used a psychophysical technique called the method
of limits and studied the course of their dark adaptation (for a
good introduction, see Hood & Finkelstein, 1986, §4).

Terman and Terman (1999) first adapted the participants to
a large field of bright light for 5 min. Then they darkened the
room and turned on a dim red spot upon which the partici-
pants were asked to fix their gaze (Figure 4.11). Because they
wanted to test dark adaptation of the retina at a region that
contained both rods and cones, they tested the ability of the
participants to detect a dim, intermittently flashing white disk
below that fixation point. Every 30 s, the experimenter grad-
ually adjusted the target intensity upward or downward and
then asked the participant whether the target was visible.
When target intensity was below threshold (i.e., the partici-
pant responded “no”) the experimenter increased the inten-
sity until the response became “yes.” The experimenter then
reversed the progression until the subject reported “no.”
Figure 4.12 shows the data for one patient with winter
depression. The graph shows that the transition from “no”
to “yes” occurs at a higher intensity than the transition from
“yes” to “no.” This is a general feature of the method of lim-
its, and it is a manifestation of a phenomenon commonly seen
in perceptual processes called hysteresis.

red fixation dot

o —

flashing disk
(750 ms on,
750 ms off)

Figure 4.11 Display for the seasonal affective disorder experiment
(Terman & Terman, 1999). Rules of thumb: 20° of visual angle is the width
of a hand at arm’s length; 2° is the width of your index finger at arm’s length.
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[Image not available in this electronic edition.]

Figure 4.12  Visual detection threshold during dark adaptation for a patient with winter depres-
sion. The curves are exponential functions for photopic (cone) and scotopic (rod) segments of dark
adaptation.  Source: From “Photopic and scotopic light detection in patients with seasonal affec-
tive disorder and control subjects,” by J. S. Terman and M. Terman, 1999, Biological Psychiatry,
46, Figure 1. Copyright 1999 by Society of Biological Psychiatry. Reprinted with permission.

Terman and Terman (1999) overcame the problem of hys-
teresis by taking the mean of these two values to characterize
the sensitivity of the participants. The cone and rod thresh-
olds of all the participants were lower in the summer than in
the winter. However, in winter the 24 depressed participants
were more sensitive than were the 12 control participants.
Thus the supersensitivity of the patients in winter may be one
of the causes of winter depression.

A. Luminance Grating

period T

]

Luminance L

Method of Constant Stimuli

Barraza and Colombo (2001) wanted to discover conditions
under which glare hindered the detection of motion. Their
stimulus is one commonly used to explore motion thresholds:
a drifting sinusoidal grating, illustrated in Figure 4.13
(Graham, 1989, §2.1.1, defines such gratings).

The lowest velocity at which such a grating appears to be
drifting consistently is called the lower threshold of motion

B. Luminance Profile of a Grating

L(x) = Lo[1 + m cos(2nfx + 0)]
Lo — average luminance

m — contrast

f — frequency (T =¥ )

6 — phase

| modulation

depth (mLg)

peak—trough
- amplitude
(2mLo)

4 0

Position x

Figure 4.13 (A) The sinusoidal grating used by Barraza and Colombo (2001) drifted to the right or to the
left at arate that ranged from about one cycle per minute (0.0065 cycles per second, or Hz) to about one cycle
every 3.755(0.0104 Hz). The grating was faded in and out, as shown in Figure 4.14. It is shown here with ap-
proximately its peak contrast. (B) The luminance profile of a sinusoidal grating, and its principal parameters.
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Figure 4.14 Scheme of presentation of glare and test stimulus in a trial for a 250-ms value of SOA. After

Barraza and Colombo (2001, Figure 1).

(LTM). To determine the LTM, Barraza and Colombo (2001)
showed the observers two gratings in succession. One was
drifting to the right, and the other was drifting to the left. The
observer had to report whether the first or the second interval
contained the leftward-drifting grating. Such tasks are called
forced-choice tasks. More specifically, this is an instance of
a temporal two-alternative forced-choice task (2AFC; to
learn more about forced-choice designs, see Macmillan &
Creelman, 1991, chap. 5, and Hartmann, 1998, chap. 24).

To simulate the effect of glare, Barraza and Colombo
(2001) used an incandescent lamp located 10° away from the
observer’s line of sight. On each trial, they first turned on the
glare stimulus, and then after a predetermined interval of
time, they showed the drifting grating. Because neither the
glare stimulus nor the grating had an abrupt onset, they de-
fined the effective onset of each as the moment at which the
stimulus reached a certain proportion of its maximum effec-
tiveness (as shown in Figure 4.14). The time interval between
the onset of two stimuli is called stimulus-onset asynchrony
(SOA). In this experiment the SOA between the glare stimu-
lus and the drifting grating took on one of five values: 50,
150, 250, 350, or 450 ms.

Barraza and Colombo (2001) were particularly interested
in determining whether the moments just after the glare stim-
ulus was turned on were the ones at which the glare was the
most detrimental to the detection of motion (i.e., it caused
the LTM to rise). To measure the LTM for each condition,
they used the method of constant stimuli: They presented the
gratings repeatedly at a given drift velocity so that they could

estimate the probability that the observer could discriminate
between left- and right-drifting gratings.

To calculate the LTM, they plotted the proportion of cor-
rect responses for a given SOA as a function of the rate at
which the grating drifted (Figure 4.15, top panel). They then
fitted a Weibull function to these data and determined the
LTM by finding the grating velocity that corresponded to
80% correct responses (dashed lines). Although there is no
substitute for publishing the best-fitting normal, logistic, or
Weibull distribution function to such data (using logistic re-
gression for a logistic distribution or a probit model for the
normal; Agresti, 1996), the easiest way to look at such data is
to transform the percentage of correct data into log odds. Let
us denote motion frequency by f and the corresponding
proportion of correct responses by (f). We plot the log-odds
of being right (using the natural logarithm, denoted by In) as
a function of f. In other words, we fit a linear function,
In § T(Q = ot Bf, to the data obtained. Figure 4.15, bot-
tom panel, shows the results. Fitting the linear regression
does not require specialized software, and the results are
usually close to estimates obtained with more complex fitting
routines.

Adaptive Methods

Adaptive methods combine the best features of the method
of limits and forced-choice procedures. Instead of exploring
the response to many levels of the independent variable, as in
the method of constant stimuli, adaptive methods quickly
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Figure 4.15 The psychometric function for one condition of the experi-
ment and one observer: proportion of correct responses (percentage) as a
function of grating-motion velocity. Top: The curve fitted to the data is a
Weibull function. Botfom: The proportion of correct responses is trans-
formed into log-odds, resulting in a function that is approximately linear.
(A graph much like the one in the top panel was kindly provided by José
Barraza, personal communication, July 26, 2001.)

converge onto the region around the threshold. In this they
resemble the method of limits. But adaptive methods do not
suffer from hysteresis, which is characteristic of the method
of limits.

For example, Nasdnen, Ojanpéd, and Kojo (2001) used a
staircase procedure (Wetherill & Levitt, 1965) to study the
effect of stimulus contrast on observers’ ability to find a letter
in an array of numerals (Figure 4.16). The display was first
presented at a duration of 4 s. After three consecutive correct
responses, its duration was reduced by a factor of 1.26
(log 1.26 = 0.1), and after each incorrect response the dura-
tion was increased by the same factor. As a result, the dura-
tion was halved in three steps (4, 3.17, 2.52, 2.00, ...,
0.10, ..., s), or doubled (4, 5, 6.4, 8, ..., s). When the se-
quence reversed from ascending to descending (because
of consecutive correct responses) or from descending to as-
cending (because of an error), a reversal was recorded. The
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Figure 4.16 The largest search array (10 x 10 characters) used by
Nisidnen et al. (2001). The observer was to find a letter in this array and
respond by clicking on the appropriate field in the two columns on the left.
Source: From “Effect of stimulus contrast on performance and eye move-
ments in visual search,” by R. Nisidnen, H. Ojanpdi, and 1. Kojo, 2001,
Vision Research, 41, Figure 1. Copyright 2001 by Elsevier Science Ltd.
Reprinted with permission.

procedure was stopped after eight reversals. The length of the
procedure ranged from 30 to 74 trials. Since the durations
were on a logarithmic scale, the threshold was computed by
taking the geometric mean of the eight reversal durations.

What does this staircase procedure estimate? It estimates
the array duration for which the observer can correctly iden-
tify the letter among the digits 79% of the time (p. = .79).
Let us see why. Suppose that we are presenting the array at an
observer’s threshold duration. At this level, the procedure has
the same chance of (a) going down after three correct re-
sponses as it has of (b) going up after one error. So p; =
1-p =.5, which gives p, = V5=~.79 (for further study:
Hartmann, 1998; Macmillan & Creelman, 1991).

Nisdnen et al. (2001) varied the contrast of the letters and
the size of the array. The measure of contrast they used is
called the Michelson contrast: ¢ = %;T, where L, is
the maximum luminance (in this case the l:n)‘;ckground lumi-
nance), and L is the minimum luminance (the luminance of
the letters). In the notation of Figure 4.14, L, + mL,= L,
and L,— mLy,= L. Figure 4.17 shows that search time de-
creased when set size was decreased and when contrast was
increased. Using an eye tracker, the authors also found that
the number of fixations and their durations decreased with in-
creasing contrast, from which they concluded that “visual
span, that is, the area from which information can be col-
lected in one fixation, increases with increasing contrast”
(Nésénen et al., 2001, p. 1817).
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[Image not available in this electronic edition.]

Figure 4.17 Threshold search times as a function of the contrast of the
letters against the background (Nasdnen et al., 2001). Each point is the mean
of three threshold estimates. Source: From “Effect of stimulus contrast
on performance and eye movements in visual search,” by R. Nisiinen,
H. Ojanpid, and I. Kojo, 2001, Vision Research, 41, Figure 2 (partial).
Copyright 2001 by Elsevier Science Ltd. Reprinted with permission.

THE “STRUCTURE” OF THE VISUAL
ENVIRONMENT AND PERCEPTION

Regularities of the Environment

As we saw earlier, the contemporary view of perception
maintains that perceptual theory requires that we understand
both our environment and the perceiver. In the preceding
section we reviewed some methods used to measure the per-
ceptual capacity of perceivers. In this section we turn our
attention to the environment and ask how one can determine
(a) the regularities of the environment and (b) the extent to
which perceivers use them.

The structure of the environment and the capacities of the
perceiver are not independent. When researchers look for sta-
tistical regularities in the environment, they are guided by be-
liefs about the aspects of the environment that are relevant to
perception. These beliefs are based on the phenomenology of
perception as well as on psychophysical and neural evidence.
We see that insights from the phenomenology and neuro-
science of vision interact to establish a correspondence be-
tween the structure of the environment and the mechanisms
of perception.

The phenomenology of perception, championed by Gestalt
psychologists and their successors in the twentieth century
(Ellis, 1936; Kanizsa, 1979; Koffka, 1935; Kohler, 1929;
Kubovy, 1999; Kubovy & Gepshtein, in press; Wertheimer,
1923), is a prominent source of ideas about the kinds of in-
formation the visual system seeks in the environment. The
Gestaltist program of research revealed many examples of

correlation between the relational properties of visual stimu-
lation and visual experience. The Gestalt psychologists
believed that the regularities of experience arise in the brain
by virtue of the intrinsic properties of the brain, indepen-
dent of the regularities of the environment. On this view,
the experience-environmental correlation occurs because the
brain is a physical system, just as the environment is, and
hence they operate along the same dynamic principles.

This Gestalt approach—known as psychophysical isomor-
phism—has been criticized by many, including Brunswik
(1969), who nevertheless considered the factors of perceptual
organization discovered by the Gestalt psychologists as
“guides to the life-relevant properties of the remote environ-
mental objects.” Brunswik and Kamiya (1953, pp. 20-21)
argued that

the possibility of such an interpretation [of the factors of percep-
tual organization] hinges upon the “ecological validity” of these
factors, that is, their objective trustworthiness as potential indi-
cators of mechanical or other relatively essential or enduring
characteristics of our manipulable surroundings.

Brunswik anticipated the modern interest in the statistical
regularities of the environment by several decades; he was
the first (Barlow, in press; Geisler, Perry, Super, & Gallogly,
2001) to propose ways of measuring these regularities
(Brunswik & Kamiya, 1953).

Another prominent champion of environmental factors in
perception was James J. Gibson, whose ecological realism
we reviewed earlier. We will only add here that Gibson de-
rived his ecological optics from an analysis of environment
that is hard to classify as other than phenomenological.
Epstein and Hatfield (1994, p. 174) put it clearly:

We cannot shake the impression that “the world of ecological re-
ality” is largely coextensive with the world of phenomenal real-
ity, and that the description of ecological reality, although
couched in the language of “ecological physics,” nonetheless is
an exercise in phenomenology. . . . Gibson’s distinction between
ecological reality and physical reality parallels the Gestalt dis-
tinction between the behavioral environment and geographical
environment.

Besides visual phenomenology, an important source of
ideas about the information relevant for visual perception is
visual neuroscience. The evidence of visual mechanisms
selective to particular “features” of stimulation (such as the
orientation, spatial frequency, or direction of motion of lumi-
nance edges) suggests the aspects of stimulation in which the
brain is most interested. As we mentioned earlier, this line of
thought can be challenged by the level of analysis argument:
Particular features could be optimal stimuli for single cells



not because the low-level features themselves are of interest
for perception, but because these features make convenient
stepping-stones for the detection of higher order features in
the stimulation.

The view of a perceptual system as a collection of devices
sensitive to low-level features of stimulation raises the diffi-
cult question of how such features are combined into the
meaningful entities of our visual experience. This question,
known as the binding problem, has two aspects: (a) How does
the brain know which similar features (such as edges of a
contour) belong to the same object in the environment? and
(b) How does the brain know which different features (e.g.,
pertaining to the form and the color) should be bound into the
representation of a single object? These questions could not
be answered without understanding the statistics of optical
covariation (MacKay, 1986), as we argue in the next section.
That the visual system uses such statistical data is suggested
by physiological evidence that visual cortical cells are con-
currently selective for values on several perceptual dimen-
sions rather than being selective to a single dimension
(Zohary, 1992). We now briefly review the background
against which the idea of optical covariation has emerged in
order to prepare the ground for our discussion of contempo-
rary research on the statistics of natural environment.

Redundancy and Covariation

Following the development of the mathematical theory of
communication and the theory of information (Shannon &
Weaver, 1949; Wiener, 1948; see also chapter by Proctor and
Vu in this volume), mathematical ideas about information-
handling systems began to influence the thinking of researchers
of perception. Although the application of these ideas to per-
ception required a good deal of creative effort and insight, the
resulting theories of perception looked much like the theories
of human-engineered devices, “receiving” from the environ-
ment packets of “signals” through separable ‘“channels.”
Whereas the hope of assigning precise mathematical meaning
to such notions as information, feedback, and capacity was to
some extent fulfilled with respect to low-level sensory
processes (Graham, 1989; Watson, 1986), it gradually became
clear that a rethinking of the ideas inspired by the theory of
communication was in order (e.g., Nakayama, 1998).

An illuminating example of such rethinking is the evolu-
tion of the notion of redundancy reduction into the notion of
redundancy exploitation (see Barlow, 2001, in press, for a
firsthand account of this evolution). The notion of redundancy
comes from Shannon’s information theory, where it was a
measure of nonrandomness of messages (see Attneave, 1954,
1959, p. 9, for a definition). In a structureless distribution of
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luminances, such as the snow on the screen of an untuned TV
set, the are no correlations between elements in different parts
of the screen. In a structure-bearing distribution there exist
correlations (or redundancy) between some aspects of the dis-
tribution, so that we can to some extent predict one aspect of
the stimulation from other aspects. As Barlow (2001) put it,
“any form of regularity in the messages is a form of redun-
dancy, and since information and capacity are quantitatively
defined, so is redundancy, and we have a measure for the
quantity of environmental regularities.”

On Attneave’s view, and on Barlow’s earlier view, a pur-
pose of sensory processing was to reduce redundancy and
code information into the sensory ‘“channels of reduced
capacity.” After this idea dominated the literature for several
decades, it has become increasingly clear—from factual evi-
dence (such as the number of neurons at different stages of
visual processing) and from theoretical considerations (such
as the inefficiency of the resulting code)—that the redun-
dancy of sensory representations does not decrease in the
brain from the retina to the higher levels in the visual path-
ways. Instead, it was proposed that the brain exploits, rather
than reduces, the redundancy of optical stimulation.

According to this new conception of redundancy, the brain
seeks redundancy in the optical stimulation and uses it for a
variety of purposes. For example, the brain could look for a
correlation between the values of local luminance and retinal
distances across the scene (underwriting grouping by prox-
imity; e.g., Ruderman, 1997), or it could look for correlations
between local edge orientations at different retinal locations
(underwriting grouping by continuation; e.g., Geisler et al.,
2001). The idea of discovering such correlations between
multiple variables is akin to performing covariational analy-
sis on the stimulation. MacKay (1986, p. 367) explained the
utility of covariational analysis:

The power of covariational analysis—asking “what else hap-
pened when this happened?”—may be illuminated by its use in
the rather different context of military intelligence-gathering. It
becomes effective and economical, despite its apparent crudity,
when the range of possible states of affairs to be identified is rel-
atively small, and when the categories in terms of which covari-
ations are sought have been selected or adjusted according to the
information already gathered. It is particularly efficacious where
many coincidences or covariations can be detected cheaply in
parallel, each eliminating a different fraction of the set of possi-
ble states of affairs. To take an idealized example, if each obser-
vation were so crude that it eliminated only half of the range of
possibilities, but the categories used were suitably orthogonal-
ized (as in the game of “Twenty questions”), only 100 parallel
analyzers would be needed in principle to identify one out of
2190 or say 10%, states of affairs.
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In the remainder of this chapter we explore an instance of
covariational analysis applied by Geisler et al. (2001) to
grouping by good continuation (Field, Hayes, & Hess, 1993;
Wertheimer, 1923). We see how Geisler et al. used this analy-
sis to ask whether the statistics of contour relationships in
natural images correspond to the characteristics of the per-
ceptual processes of contour grouping in human observers.

Co-occurrence Statistics of Natural Contours

Geisler et al. (2001) used the images shown in Figure 4.18 as
arepresentative sample of visual scenes. In these images they
measured the statistics of relations between contour segments.
In every image they found contour segments, called edge
elements, using an algorithm that simulated the properties of
neurons in the primary visual cortex that are sensitive to edge
orientations. This produced for every image a set of loca-
tions and orientations for each edge element. Figure 4.19A
shows an example of an image with the selected edge ele-
ments (discussed later). Geisler et al. submitted these datato a
statistical analysis of relative orientations and distances be-
tween every possible pair of edges within every image. We
now consider what relations between the edge elements the

[ Image not available in this electronic edition.]

Figure 4.18 The set of sample images used by Geisler et al. (2001).
Source: From “Effect of stimulus contrast on performance and eye move-
ments in visual search,” by R. Nésdnen, H. Ojanpdid, and I. Kojo, 2001,
Vision Research, 41, Figure 2 (partial). Copyright 2001 by Elsevier Science
Ltd. Reprinted with permission.

authors measured and how they constructed the distributions
of these relations.

The geometric relationship between a pair of edge elements
is determined by three parameters explained in Figure 4.20.
The relative position of element centers is specified by two pa-
rameters: distance between element centers, d, and the direc-
tion of the virtual line connecting elements centers, ¢. The
third parameter, 6, measures the relative orientation of the ele-
ments, called orientation difference. For every edge element in
an image, Geisler et al. (2001) considered the pairs of this
element with every other edge elements in the image and,
within every pair, measured the three parameters: d, 6, and ¢.
The authors repeated this procedure for every edge element in
the image and obtained the probability of every magnitude of
the three parameters of edge relationships. They called the
resulting quantity the edge co-occurrence (EC) statistic,
which is a three-dimensional probability density function,
p(d, 0, &), as we explain later. Geisler et al. used two methods
to obtain edge co-occurrence statistics: One was independent
of whether the elements belonged to the same contour or not,
whereas the other took this information into account. The
authors called the resulting statistics absolute and Bayesian,
respectively. We now consider the two statistics.

Absolute Edge Co-occurrence

This EC statistic is called absolute because it does not depend
on the layout of objects in the image. In other words, those
edge elements that belonged to different contours in the
image contributed to the absolute EC statistic to the same ex-
tent as did the edge elements that belonged to the same con-
tour. As Geisler et al. (2001) put it, this statistic was measured
“without reference to the physical world.”

Figures 4.19B and 4.19C show two properties of absolute
EC statistic averaged across the images. Because the covaria-
tional analysis used by Geisler et al. (2001) concerns a relation
between three variables, the results are easier to understand
when we think of varying only one variable at a time, while
keeping the two other variables constant.

Consider first Figure 4.19B, which shows the most fre-
quent orientation differences for a set of 6 distances and 36
directions of edge-element pairs. To understand the plot,
imagine a short horizontal line segment, called a reference el-
ement, in the center of a polar coordinate system (d, ¢). Then
imagine another line segment—a fest element—at a radial
distance d, and direction ¢, from the reference element. Now
rotate the test element around its center until it is aligned with
the most likely orientation difference 0 at this location. Then
color the segment, using the color scale shown in the figure,
to indicate the magnitude of the relative probability of this
most likely orientation difference. (The probability is called



L L
w
a

o

U
S

-.‘\\mf//

LIy
WAL,
WL,

The “Structure” of the Visual Environment and Perception 113

B Relative Probability
b = 90° Iy

d=123°
D Likelihood Ratio
100
10
1
.1
.01
— =0

Figure 4.19  Statistics of edge co-occurrence in the sample images shown in Figure 4.18.  Source: Copyright
2001 by Elsevier Science Ltd. Reprinted with permission. See insert for color version of this figure.

“relative” to indicate that it was normalized such that the
highest probability in the plot was 1.0). Figure 4.19B, which
shows such orientation differences, demonstrates that for
6 distances and 36 directions of the test element, the edge
elements are likely to be roughly parallel to the reference
element. Geisler et al. (2001, p. 713) concluded,

This result shows that there is a great deal of parallel structure in
natural images, presumably due to the effects of growth and
erosion (e.g., the parallel sides of a branch, parallel geological
strata, etc.), perspective projection (e.g., the elongation of sur-
face markings due to slant), shading (e.g., the illumination of a
branch often produces a shading contour parallel to the side of
the branch), and so on.

Now consider Figure 4.19C, which shows the most fre-
quent directions for the same set of distances and directions of

edge element pairs as in Figure 4.19B. To understand this plot,
imagine you choose a test element under an orientation differ-
ence 0 and a distance d and rotate it around the center of polar
coordinates (i.e., along a circumference with radius d) until it
finds itself at the most likely direction ¢ for the given distance
and orientation difference. Figure 4.19C shows that in the re-
sulting pattern the test elements are approximately cocircular

reference d ...--" /

Figure 4.20 Parameters of the relationship between two edge elements:
distance d, direction ¢, and orientation difference 6. Source: Copyright
2001 by Elsevier Science Ltd. Reprinted with permission.
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with the reference elements; that is, the most likely edge ele-
ments can be connected through the contours of minimal
change of curvature. Geisler et al. (2001, p. 713) concluded
that the absolute EC statistic “reflects the relatively smooth
shapes of natural contours, and . . . provides direct evidence
that the Gestalt principle of good continuation has a general
physical basis in the statistics of the natural world.”

The authors reported that the same “basic pattern” as in
Figures 4.19B and 4.19C occurred in the statistics obtained
from all the images, as well as in the analysis of edges under
different spatial scales. As a control, the authors ascertained
that in the images containing random patterns (white noise),
the absolute statistic of EC was random.

Bayesian Edge Co-occurrence

Before we explain this statistic, let us briefly recall the rele-
vant ideas of Bayesian inference, which we have already
encountered in the section on signal detection theory. In the
context of a detection experiment, we saw that when observers
generate two hypotheses about the state of affairs in the world
(“noise trial” vs. “signal plus noise trial”) the relevant evi-
dence can be measured by taking the ratio of the likelihoods of
events associated with the two hypotheses (Figure 4.8E). The
resulting quantity (the likelihood ratio) can be compared with
another quantity (the criterion) to adjudicate between the
hypotheses.

Similar to the conditions of a detection experiment, in mea-
suring the EC statistics one can pit two hypotheses against
each other with respect to every pair of edge elements: C, “the
elements belong to the same contour” and ~ C, “the elements
do not belong to the same contour.” The relevant evidence can
be expressed in the form of a likelihood ratio:

p(d, 6, $|C)

0d, 8, b) = :
(@94 p(d, 6, $|~C)

3

where p(d, 0, &|C) and p(d, 0, db|~C) are the conditional
probabilities of a particular relationship {d, 0, ¢} between
edge elements to occur, when the elements belong or do not
belong to the same contour, respectively. (We explain how to
obtain the criterion in a moment.)

Geisler et al. (2001) measured the likelihood ratio for
every available relationship {d, 0, ¢} as follows. In every
image, observers were presented with a set of highlighted
pixels (colored red in the example image in Figure 4.19A)
corresponding to the centers of edge elements detected in the
image. Using a computer mouse, observers assigned sets of
highlighted pixels to the perceived contours in the image.
Thus observers reported about the belongingness of edge
elements to contours in every image. With this information

Geisler et al. conditionalized the absolute probabilities of EC
by whether the edge elements within every pair belonged to
the same contour or not, that is, to obtain the likelihoods
p(d, 0, &|C) and p(d, 6, b~ C).

The resulting distribution of L(d, 6, ¢) is shown in Fig-
ure 4.19D, again using a color scale, averaged across all
the sample images and two observers. (The two observers
largely agreed about the assignment of edges to contours,
with the correlation coefficient between the two likelihood
distributions equal to .98.) In contrast to the plots of absolute
statistics in Figures 4.19B and 4.19C, the plot of conditional
EC in Figure 4.19D shows all 36 orientations at every loca-
tion in the system of coordinates (d, ¢). The distribution of
L(d, 6, &) shows that edge elements are more likely to
belong to the same contour than not (when L[d, 6, ¢] > 1.0,
labeled from green to red in Figure 4.19D), within two sym-
metrical wedge-shaped regions on the sides of the reference
edge element.

Why measure the Bayesian statistic of EC in addition to the
absolute statistics? The Bayesian statistic allows one to con-
struct a normative model (i.e., a prescriptive ideal observer
model; Figure 4.4) of perceptual grouping of edge elements.
Besides informing us on how the properties of element rela-
tions covary in natural images (which is already accomplished
in absolute statistics), the Bayesian statistic tells us how the
covariance of edge elements connected by contours differs
from the covariance of edge elements that are not connected.
As a result, the Bayesian statistic allows one to tell whether
human performance in an arbitrary task of perceptual group-
ing by continuation is optimal or not. Human performance in
such a task is classified as optimal if human observers assign
edge elements to contours with the same likelihood as is pre-
scribed by the Bayesian statistic. In the next section we see
how Geisler et al. (2001) constructed the ideal observer model
of grouping by continuation and how they compared its per-
formance with the performance of human observers.

Predicting Human Performance from the Statistics
of Natural Images

Psychophysical Evidence of Grouping
by Good Continuation

To find out whether human performance in grouping by good
continuation agrees with the statistics of EC in natural im-
ages, Geisler et al. (2001) conducted a psychophysical exper-
iment. They used a stimulus pattern for which they could
derive the predictions of grouping from their statistical data
and pit the predictions against the performance of human
observers. An example of the stimulus pattern is shown in
Figure 4.21A.



[Image not available in this electronic edition.]

Figure 4.21 (A) An example of the path stimulus. (B) The prediction of
grouping in A, from the EC statistics shown in Figure 4.19.  Source: Copy-
right 2001 by Elsevier Science Ltd. Reprinted with permission.

The stimulus consists of a set of aligned line segments
(arranged in this example in a nearly vertical path to the right of
the vertical midline), embedded in the background of randomly
oriented line segments. Observers viewed successive presenta-
tions of two patterns, one containing both the target path and
the background noise and one containing only the background
noise. Their order was randomized. The task was to tell which
of the two presentations contained the target path.

Geisler et al. (2001) varied the length of the path, the
amplitude of the path deviations from a straight line, and path
noisiness (due to the range of random orientations of the line
segments comprising the path) to generate up to 216 classes
of random contour shape. The data from the psychophysical
experiments provided the authors with a “detailed parametric
measurement of human ability to detect naturalistic contours
in noisy backgrounds” (p. 717).

To generate the predictions of contour grouping from the
EC statistics, Geisler et al. (2001) needed a function that
determines which pairs of edge elements group together.
The authors derived two such local grouping functions (Fig-
ures 4.19E and 4.19F)—one based on the absolute statistic
and one based on the Bayesian statistic—which we explore in
detail in a moment. Because Geisler et al. measured EC for
pairs of edge elements, they used a transitivity rule to con-
struct contours consisting of more than two elements: “if
edge element a binds to b, and b binds to ¢, then a becomes
bound to ¢.” Using this rule, Geisler et al. could predict which
target paths are seen in their stimuli, using the local grouping
functions derived from the statistics of natural images: An
example of grouping by continuation from image statistics
is shown in Figure 4.21B. We consider the Bayesian local
grouping function first, because it requires fewer parameters
than does the absolute local grouping function.

Bayesian Local Grouping Function

As we saw earlier, the likelihood ratio at every location in the
(d, d) space in Figure 4.19D tells, for 36 orientation differ-
ences, how likely it is that the edge elements belong to the
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same contour as the reference element. To decide whether two
edge elements belong to the same contour, for any particular
relationship d, 0, ¢ between the elements, the corresponding
likelihood ratio can be compared with a criterion, which
Geisler et al. (2001) called a binding criterion, 3. As the sig-
nal detection theory prescribes, the ideal binding criterion is
equal to the ratio of prior probabilities (called prior odds, as
discussed earlier):

_ p(~0) _ 1-p(©O
p(0) p(C)

where p(C) and p(~ C) are the probabilities of two edge ele-
ments to belong or not to belong, respectively, to the same
contour.

The prior odds 3 were available to Geisler et al. (2001) di-
rectly from the Bayesian EC statistic. In a true ideal observer
model of grouping by good continuation, the local grouping
function would have to completely determine which edge ele-
ments should group solely from the statistics of natural im-
ages (i.e., with no free parameters in the model). However, it
turned out that Geisler et al. could not use this optimal strategy
because they found that the magnitude of 3 varied as they
varied the area of analysis in the image. In other words, the
authors could not find a unique—an ideal—magnitude of (3.
Instead, Geisler et al. decided to leave 3 as a (single) free pa-
rameter in their model, just as the observer criterion is a free
parameter in modeling human data obtained in a detection ex-
periment. By fitting the single free-parameter model to human
data, Geisler et al. found that the best results are achieved with
3 = 0.38; the Bayesian local grouping function shown in Fig-
ure 4.19F was constructed using that best-fitting magnitude of
. Thus, the local grouping function was not truly ideal.

“4)

Absolute Local Grouping Function

Because absolute EC statistics do not convey information
about belongingness of edge elements to contours, Geisler
et al. (2001) had to introduce a second parameter, in addition
to binding criterion 3, in order to derive a local grouping
function from the absolute EC statistics. This new parameter,
called tolerance, determined how sharply the probabilities of
element grouping fell off around the most likely parameters
of EC shown in Figure 4.19C. For example, low tolerance
implies that grouping occurs only when the parameters
are close to the most common values evident in the absolute
EC statistics. Different values of tolerance result in different
absolute local grouping functions; one is shown in Fig-
ure 4.19E. When fitting the predictions of the two-parameter
absolute local grouping functions to human data, Geisler et
al. were able to obtain almost as good a correlation between
the predicted and the observed accuracies (r = .87) as they
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obtained in the one-parameter Bayesian local grouping func-
tion (r = .89).

In the conclusion of this section, we wish to emphasize the
profound theoretical repercussions of the kind of analysis un-
dertaken by Geisler et al. (2001). These authors looked for a
foundation of the principles of perceptual organization in
the statistics of the natural world and discovered a covaria-
tional structure in these statistics. Furthermore, Geisler et al.
showed that under minimal assumptions, the regularities of
environment can predict human performance in simple per-
ceptual tasks. The findings of Geisler et al. imply that optical
stimulation does contain information for perception, in con-
trast to the view held by the Gestaltists. The information is
available for perceptual systems to develop the correspond-
ing sensitivities and to match the perceptual capacities of the
organism to the structure of the environment.

As Geisler et al. (2001) pointed out, the rapidly growing re-
search in neural networks shows that self-organizing networks
(such as in Kohonen, 1997) are sensitive to the covariational
structure of their inputs. This suggests that self-organizing
neural networks could provide a useful tool in guiding our
search for the match between the perceptual capacities of
the biological organisms and the statistical structure of their
environments.
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HEARING AS SOUND SOURCE DETERMINATION

Hearing allows an organism to use sound to detect, discrimi-
nate, and segregate objects in its surrounding world (de
Cheveigne, 2001). A simple nervous system could allow a
primitive animal to detect the presence of the sound produced
by prey on one side of the animal and to use a motor system,
like a fin, on the opposite side of the animal to propel it to-
ward the prey. Such a simple auditory detector would not be
adaptive if the sound were from a predator. In this case, the
system needs to be able to discriminate prey from predator
and to activate a different response system (i.e., a fin on the
same side of the body) to escape the predator. If the world
consisted of either prey or predator, but not both, this primi-
tive animal might survive. In the real world, however, prey
and predator commingle. In the real world, the auditory sys-
tem requires greater complexity in order to segregate prey
from predator and then to make an appropriate neural deci-
sion to activate the proper response.
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Sounds in the world do not travel from their sources to an
animal along independent paths; rather, they are mixed into
one complex sound wave before reaching the ears of an animal.
As we will learn, the peripheral auditory system codes the
spectral-temporal attributes of this complex sound wave. The
rest of the auditory nervous system must interpret this code in
order to reveal information about the sources of the complex
sound wave in order that detection, discrimination, and espe-
cially segregation can occur (Yost, 1992a). As Bregman (1990)
describes, the complex sound wave produces an auditory scene
in which the images of this scene are the sound producing
sources. Auditory scene analysis is based on perceptual mech-
anisms that process the spectral-temporal neural code laid
down by the inner ear and auditory nerve.

Hearing therefore involves sound, neural structures that
code for sound, and perceptual mechanisms that process this
neural code. Then this information is integrated with that
from other sensory systems and experiences to form a com-
plete auditory system. This chapter begins with a discussion
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of sound; follows with a description of the anatomy and
physiology of the auditory system, especially the auditory
periphery; and concludes with a discussion of auditory detec-
tion, discrimination, and segregation.

SOURCES OF SOUND: THE PHYSICS OF THE
COMPLEX SOUND WAVE

Simple Vibrations

An object that vibrates can produce sound if it and the
medium through which sound travels has mass and the prop-
erty of inertia. A simple mass-and-spring model can be used
to describe such a vibrating system, with the spring repre-
senting the property of inertia. When the mass that is attached
to the spring is moved from its starting position and let go,
the mass will oscillate back and forth. A simple sinusoidal
function describes the vibratory oscillation of the mass after
it is set into motion: D(¢f) = sin[(%) t+ 0], where D(¥) is
the displacement of the mass as a function of time (7), m is a
measure of mass, and s a measure of the spring forces. In gen-
eral, such a sinusoidal vibration is described by D(f) =
A sin(2mft + 0), where fis frequency (f= Vs/m) and A is
peak amplitude. Thus, a sinusoidal vibration has three mutu-
ally independent parameters: frequency (f), amplitude (A),
and starting phase (0). Figure 5.1 shows two cycles of a
sinusoidal relationship between displacement and time. Fre-
quency and amplitude (also level and intensity) are the phys-
ical parameters of a vibration and sound. Pitch and loudness
are the subjective and perceptual correlates of frequency and
amplitude, and it is often important to keep the physical
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Figure 5.1 Two cycles of sinusoidal vibration, with a frequency of 500 Hz,
period (Pr) of 2 ms, peak amplitude (A) of 10 mm, and 0° starting phase.

descriptions separated from the subjective. Pitch and loud-
ness are discussed later in this chapter.

In addition to describing the vibration of the simple mass-
and-spring model of a vibrating object, sinusoidal vibrations
are the basic building blocks of any vibratory pattern that can
produce sound. That is, any vibration may be defined as the
simple sum of sinusoidal vibrations. This fact is often re-
ferred to as the Fourier sum or integral after Joseph Fourier,
the nineteenth-century French chemist who formulated this
relationship. Thus, it is not surprising that sinusoidal vibra-
tions are the basis of most of what is known about sound and
hearing (Hartmann, 1998).

Frequency is the number of cycles competed in one sec-
ond and is measured in hertz (Hz), in which n cycles per sec-
ond is n Hz. Amplitude is a measure of displacement, with A
referring to peak displacement. Starting phase describes the
relative starting value of the sine wave and is measured in
degrees. When a sinusoid completes one cycle, it has gone
through 360° (21 radians) of angular velocity, and a sinusoid
that starts at time zero with an amplitude of zero has a zero-
degree starting phase (8 = 0°). The period (Pr) of a sine wave
is the time it takes to complete one cycle, such that period and
frequency are reciprocally related [FF = 1/ Pr, Pr in seconds
(sec), or F = 1000/ Pr, Pr in milliseconds (msec)]. Thus, in
Figure 5.1, frequency (f) is 500 Hz (Pr = 2 msec), peak am-
plitude (A) is 10, and starting phase (8) is 0°.

Complex Vibrations

Almost all objects vibrate in a complex, nonsinusoidal man-
ner. According to Fourier analysis, however, such complex
vibrations can be described as the sum of sinusoidal vibra-
tions for periodic complex vibrations:

D(t) = > a,sinmnf,f) + b, cos(2mnf,p),
n=1

where a, and b, are constants and sin and cos are sinusoidal
functions.
Or as the complex integral for any complex vibration:

f@) = (1/2m) f(w)e™ dt,

where w = 2f, f(¢) is a function of time, and f(w) is a func-
tion of frequency.

Any complex vibration can be described in either the time or
the frequency domain. The time domain description provides
the functional relationship between the amplitude of vibration
and time. The frequency domain description contains the am-
plitude and phase spectra of the vibration. The amplitude spec-
trum relates the amplitude of each frequency component of



the complex vibration to its frequency. The phase spectrum
provides the starting phases of each frequency component.
Thatis, acomplex vibration is the sum of sinusoidal vibrations.
The amplitude spectrum describes the amplitudes of each sinu-
soid and the phase spectrum the starting phase of each
sinusoidal component. When the instantaneous amplitudes of
each sinusoidal component of the complex vibration are added
point for point in time, the time domain description is deter-
mined. The time domain and the frequency domain descrip-
tions of complex vibrations are transforms of each other, with
each completely describing the vibration. Simple vibrations
are sinusoidal vibrations and complex vibrations are the sum of
simple or sinusoidal vibrations.

Several different complex signals are described in this
chapter. Transient (click) signals are brief (usually less then
1 msec) signals that come on suddenly, stay on at a fixed
level, and then go off suddenly. Transients have very broad
amplitude spectra, with most of the spectral energy lying in
the spectral region less than 1/ 7, where T is the duration of
the transient expressed in seconds (thus, 1/ T has the units of
frequency). Noise stimuli have randomly varying instanta-
neous amplitudes and contain all frequencies (within a cer-
tain range). If the instantaneous amplitudes vary according to
the normal (Gaussian) distribution, the noise is Gaussian
noise. If the average level of each frequency component in
the noise is the same, the noise is white noise. Noises can be
generated (filtered) to be narrow band, such that a narrow-
band noise contains frequency components in a limited fre-
quency range (the bandwidth of the noise). The amplitudes or
frequencies of a signal can vary as a function of time. For
instance, a sinusoidal signal can have its amplitude modu-
lated: A(¢) sin(2mf¥); or it can have its frequency modulated:
A sin(2mF(6)t), where A(f) is the amplitude-modulation pat-
tern and F(¢) is the frequency-modulation pattern. In general,
any signal [x(#)] can be amplitude modulated: A(#)x(?). In this
case, A(?) is often referred to as the signal envelope and x(r)
as the signal fine structure. Such amplitude- and frequency-
modulated sounds are common in nature.

Sound Propagation

Objects vibrate and the effects of this vibration travel through
the medium (e.g., air) as a sound wave that eventually reaches
the ears of a listener. Air consists of molecules in constant
random motion. When an object vibrates in air, it causes the
air molecules to move in the direction of the vibrating ob-
ject’s outward and inward movements. An outward motion
causes the air molecules to propagate from the source and to
condense into areas of condensation where the density of
molecules is greater than the average density of air molecules
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in the object’s surrounding environment. Thus, at a conden-
sation, the air pressure is greater than the average static air
pressure, because pressure is proportional to the density of
molecules. When the object moves inward, rarefaction areas
of lower density are produced, generating lower pressure.
These areas of condensation and rarefaction propagate away
from the source in a spherical manner as the object continues
to vibrate. Figure 5.2 is a schematic depiction of these areas
of condensation and rarefaction at one instant in time. Even-
tually, the pressure wave of alternating areas of condensations
and rarefactions cause the eardrum (tympanic membrane) to
vibrate, and the process of hearing begins.

The distance between successive condensations (or suc-
cessive rarefactions) is the wavelength (\) of sound. Wave-
length is proportional to the speed of sound in the medium (c)
and inversely proportional to frequency (f): N = c¢/f. The
pressure of the sound wave decreases as a function of the
square of the distance from the source, and this relationship is
called the inverse square law of sound propagation.
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Figure 5.2 Diagram of what one might see if air molecules were pho-
tographed as a sound source vibrated. The rarefaction and condensation are
shown, as well as the direction (grey arrows above the source) in which the
molecules were moving at the instant the picture was taken. The wave moves
out in circular manner (actually as a sphere in the three-dimensional real
world). As the wave moves out from the source it occupies a greater area,
and thus the density of molecules at rarefactions and condensations lessens.
The area around the border of the figure represents the static air motion
before the propagated wave reaches this area. Source: Adapted from
Yost (2000).
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Sound intensity (/) is proportional to pressure (p) squared:
1=p*/p,c, where p, is the density of the medium in which
sound travels (e.g., air). Sound intensity is a power (P) measure
of the rate at which work can be done and energy (E) is the
measure of the amount of work: /= P= E/T, where T'is time.

The Decibel

In many situations involving sound, including hearing, the
range of measurable sound intensity is very large. The range
of sound intensity from the softest sound that one can detect
to the loudest sound one can tolerate (the dynamic range of
hearing) is on the order of 10'*. This large range led to the
decibel measure of sound intensity in which the decibel (dB)
is 10 times the logarithm of the ratio of two sound intensities:
dB = 10 log,(I/1,), log,, is the logarithm to the base 10 and
1, is areferent sound intensity. Because sound intensity is pro-
portional to pressure squared, dB = 20 log,,(p/p,), where p,
is a referent pressure. Thus, the dynamic range of hearing is
approximately 130 dB.

The decibel is a relative measure of sound intensity or
pressure. Several conventions have been adopted for the ref-
erent sound intensity (/,) or pressure (p,). The most common
is the decibel measured in sound pressure level (SPL). In this
case, p, is 20 micropascals (20 wPa). This is approximately
the sound pressure required for the average young adult to
just detect the presence of a tone (a sound produced by a si-
nusoidal vibration) whose frequency is in the region of 1000
to 4000 Hz. Thus, a measure such as 80 dB SPL means
that the sound pressure being measured is 80 dB greater (or
10,000 times greater, 20 log,,10,000 =80 dB) than the
threshold of hearing (i.e., 80 dB greater than 20 pwPa). Most
often, decibels are expressed as dB SPL, but many other
conventions are also used.

Reflections, Standing Waves, Reverberation,
and Sound Shadows

As a sound wave travels from its source toward the ears of a
listener, it will most likely encounter obstacles, including the
head and body of the listener. Sound can be absorbed in, re-
flected from, diffracted around, or transmitted to the medium
of the obstacle that the sound wave encountered. Each obsta-
cle offers an impedance to the transmission of the sound
wave to the medium of the obstacle. Impedance has three
main components. The medium can offer a resistance (R) to
the transmission of sound. The mass of the medium can offer
a mass reactance (Xm) that impedes the sound, and the
springlike inertia properties of the medium also produce
spring reactance (Xs). The impedance (Z) of the medium

equals \/[R2 + (Xm— Xs)*]. Thus, each obstacle has a char-
acteristic impedance, and the greater the difference in charac-
teristic impedance between two objects, the more sound is
reflected from and not transmitted to the new medium. The
characteristic impedance of an object is proportional to p,c,
which is the denominator of the definition of sound intensity
(I = p*/p,c). Thus, sound intensity is equal to pressure
squared divided by characteristic impedance.

When sound is reflected from an object, the reflected
sound wave can interact with the original sound wave, caus-
ing regions in which the two sound waves reinforce each
other or at other locations cancel each other. Under the proper
conditions, the reflected reinforcements and cancellations
can establish a standing wave. A standing wave represents
spatial locations in which the pressure is high (antinodes) due
to reinforcements and spatial locations where the pressure is
low nodes due to cancellations. The wavelength of a standing
wave (distance between adjacent nodes or antinodes) is de-
termined by the size of the environment in which the standing
wave exists. Large areas produce long standing-wave wave-
lengths and hence low frequencies, and the converse is true
for small areas. Thus, a standing wave in a short tube will
produce a high-frequency standing wave, and a long tube will
produce a low-frequency standing wave. This is the principal
upon which organ pipes and horns operate to produce musi-
cal notes. Structures in the auditory system, such as the outer
ear canal, can also produce standing waves.

The reflections from many surfaces can reinforce each
other and sustain sound in an environment long after the
sound has terminated. The time it takes this reverberation to
decline by 60 dB relative to the source level is the reverbera-
tion time of the environment. Rooms can support high speech
intelligibility and pleasant listening if there is some reverber-
ation, but not if the reverberation time is too long.

If the size of an object is large relative to a sound’s wave-
length, most of the sound will either be reflected from the ob-
ject or be transmitted to the object. Sound will be diffracted
around (bypass) an object whose size is much smaller than the
sound’s wavelength. When the wavelength of sound is ap-
proximately the same as the size of an object, some of the
sound is reflected from the object and some is diffracted
around the object. The result is that there is an area on the side
of the object opposite from where the sound originated where
the sound pressure is lower. Thus, such an object produces a
sound shadow in an area very near the object, where there is a
lower sound pressure than there is in areas farther away from
the object. The head, for instance, produces a sound shadow
at the far ear when the frequency of sound arriving at the lead
ear is generated by a sound with a wavelength that is approx-
imately equal to or smaller than the size of the head.



AUDITORY ANATOMY AND PHYSIOLOGY

The auditory system (see Figure 5.3) has four main parts: The
outer ear collects and funnels sound to the middle ear, which
increases the force produced by air moving the tympanic
membrane (eardrum) so that the fluid and tissues of the inner
ear are efficiently vibrated; this enables the inner ear to trans-
duce vibration into a neural code for sound, which the central
auditory nervous system can process and integrate with other
sensory and experiential information in order to provide
motor, behavioral, and other outputs.

The Peripheral Auditory System: Transduction
and Coding

Outer Ear

As sound travels from the source across the body and head,
especially the pinna (see Figure 5.3), various body parts

Auditory Anatomy and Physiology 125

attenuate and delay the sound in a frequency-specific way
caused by properties of reflection and diffraction. Thus,
sound arriving at the outer ear canal is spectrally different
from that leaving the source. These spectral alterations are
described by head-related transfer functions (HRTFs), which
specify the spectral (amplitude and phase) changes produced
by the body and head for sources located at different points in
space. The HRTFs may provide cues that are useful for sound
localization (Wightman & Kistler, 1989a). Within the outer
ear canal, resonances can be established that boost sound
pressure in spectral regions near the 3000- to 5000-Hz
resonant frequency of the outer ear canal (Shaw, 1974).

Middle Ear

The major function of the middle ear is to provide an increase
in vibratory force so that the fluids and tissues of the inner ear
can be effectively moved (Geisler, 1998; Pickles, 1988). The
impedance of the inner ear structures is about 40 times greater
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Figure 5.3 Cross section of human ear, showing divisions into outer, middle, and inner ears and central nervous

system. Below are listed the predominant modes of operation of each division and its suggested function.

Source:

From Yost (2000), adapted from similar drawing by Ades and Engstrom (1974); Dallos (1973), with permission.
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than that of air (a 32-dB change). The middle ear compensates
for this impedance difference via the lever action of the ossic-
ular chain (a chain of three bones—malleus, incus, stapes—
connecting the tympanic membrane to the inner ear) in com-
bination with the pressure increase between the large area
of the malleus’s connection to the tympanic membrane and
the small area of the footplate of the stapes’ connection to the
oval window of the inner ear. Over a significant portion of
the audible frequency range, the middle ear in combination
with the resonances of the outer ear canal delivers the sound
to the inner ear with no pressure loss due to the high imped-
ance of the inner ear structures. The eustachian tube connects
the middle ear to the nasal cavities so that pressure on each
side of the tympanic membrane remains the same, a necessary
condition for efficient middle- and inner-ear functioning.

Inner Ear

The inner ear contains the hearing organs and those of the
vestibular (balance-equilibrium) system (Fay & Popper, 1992;
Webster, Fay, & Popper, 1992). The anatomy of the inner
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ear differs significantly across the animal kingdom. In mam-
mals, the cochlea, a snail-like tube that spirals on itself three
to four times, is the hearing organ of the inner ear (see Fig-
ure 5.3). The cochlea contains an inner tube, the cochlear par-
tition, which contains supporting structures and the hair cells,
the biological transducers for hearing. The cochlea is thus
divided into three canals or scala: scala vestibuli (above the
cochlear partition), scala media (the cochlear partition), and
scala tympani (below the cochlear partition). Scala vestibuli
and scala tympani contain a viscous fluid, perilymph, whereas
scala media contains a different fluid, endolymph. In a cross-
section (see Figure 5.4), the cochlear partition is bounded
above by Resiner’s membrane and below by the basilar mem-
brane. The metabolic engine for the cochlea resides within
stria vascularis on the outer wall of the cochlea. Fibers from
the auditory part of the VIIIth cranial nerve innervate the hair
cells along the basilar membrane and course through the mid-
dle (modiolus) of the cochlea before picking up myelination
on the way to the auditory brain stem. There are two types of
hair cells (see Figure 5.5): outer hair cells, which in mammals
are arranged in three rows toward the outside of the cochlear
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Figure 5.4 Main components of the inner ear in relation to the other structures of the ear. (From Yost, 2000, adapted from drawings by Dorland, 1965,
with permission.) Schematic diagram of middle ear and partially uncoiled cochlea, showing the relationship of the various scalae. Source: From Yost
(2000), adapted from similar drawings from Zemlin (1981), with permission.



Figure 5.5 Light micrograph of a cross section of a chinchilla organ of
Corti. Clearly shown are: IHC: inner hair cells; OHC: the three rows of outer
hair cells. The stereocilla (Sc) of the outer and inner hair cells protrude
through the recticular lamina that helps support the hair cells. Other support-
ing structures are shown. Source: From Yost (2000), photographs courtesy
of Dr. Ivan Hunter-Duvar, Hospital for Sick Children, Toronto.

partition; and inner hair cells, which are aligned in a single
row. Several different supporting structures buttress the hair
cells on the basilar membrane.

The vibration of the stapes causes the oval window to
vibrate the fluids of the cochlea (Dallos, Popper, & Fay,
1996). This vibration sets up a pressure differential across the
cochlear partition, causing the cochlear partition to vibrate.
This vibration causes a shearing action between the basilar
membrane upon which the hair cells set, and the tectorial
membrane, which makes contact with the stereocilia (the
hairs, so to speak, that protrude from the top of the hair cells;
see Figure 5.5) such that the stereocilia are bent. The shearing
of the stereocilia opens transduction channels, presumably
toward the tips of the stereocilia, which initiates a generator
potential in the hair cell and a resulting action potential in the
auditory nerve fiber that innervates the hair cells (Pickles,
1988). Thus, the mechanical vibration of the stereocilia is
transduced into a neural signal.

The properties of the cochlear partition involving its width
and tension, as well as the fact that the cochlear partition does
not terminate at the end of the cochlea, all result in a particu-
lar motion being imparted to the cochlear partition when it is
vibrated by the action of the stapes (Dallos et al., 1996). The
cochlear partition motion is described as a traveling wave,
such that the vibration of the cochlear partition is distributed
across the partition in a frequency-specific manner. High-
frequency sounds generate maximal displacement toward the
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base of the partition where the stapes is, and the vibration does
not travel very far along the partition. Low-frequency sounds
travel along the partition towards its apex (end opposite of the
stapes), such that maximal displacement is toward the apical
end of the cochlear partition. Figure 5.6 provides a schematic
depiction of the traveling wave for three different frequencies.
The biomechanical traveling wave, therefore, sorts frequency
according to the location of maximal displacement along the
cochlear partition: High frequencies cause maximal vibration
at the base, low frequencies at the apex, and middle frequen-
cies at intermediate partition locations. Thus, the place of
maximal displacement codes for the frequency content of the
stimulating sound wave. If a sound wave is the sum of two
frequency components, then there will be two locations of
maximal displacement; three frequency components would
generate a maximum of three, and so forth. The hair cells are
distributed along the cochlear partition as if they were sensors
of the cochlear displacement. Thus, different hair cells code
for the frequency content of the incoming sound.

60 Hz sine wave

2000 Hz sine wave

Figure 5.6 Instantaneous patterns and envelopes of traveling waves of
three different frequencies shown on a schematic diagram of the cochlea.
Note that the point of maximum displacement, as shown by the high point of
the envelope, is near the apex for low frequencies and near the base for
higher frequencies. Also note that low frequencies stimulate the apical end as
well as the basal end, but that displacement from higher frequencies is con-
fined to the base. Source: From Yost (2000), adapted from similar draw-
ings Zemlin (1981), with permission.
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Why should the system have two types of hair cells (inner
and outer)? More than 90% of the inner hair cells are inner-
vated by afferent auditory nerve fibers, indicating that the
inner haircells are the biological transducers for sound.
The outer hair cells appear to preform a very different task
(Dallos et al., 1996). The outer hair cells change their size
(primarily in length) in reaction to stimulation, and the
change in length happens on a cycle-by-cycle basis, even for
high frequencies of 20,000 Hz and above. The shearing of the
stereocilia of outer hair cells causes a neural action leading
to a deformation of the walls of the outer hair cells, result-
ing in a change in length (Brownell, Bader, Bertrand, & de
Ribaupierre, 1985; Geisler, 1998; Pickles, 1988). The length
change most likely alters the connections between the basilar
and tectorial membranes in a dynamic fashion, which in turn
affects the shearing of the inner hair cell stereocilia (Zajic &
Schacht, 1991). This type of positive feedback system
appears to feed energy back into the cochlea, making the
haircell function as an active process. The high sensitivity,
fine frequency resolution, and nonlinear properties of the bio-
mechanical action of the cochlear partition depend on viable
outer hair cells. Thus, the outer hair cells act like a motor,
varying the biomechanical connections within the cochlea
that allow for the inner hair cells to transduce vibration into
neural signals with high sensitivity and great frequency
selectivity (Dallos et al., 1996).

A consequence of the motile outer hair cells may be the
otoacoustic emissions that are measurable in the sealed outer
ear canal of many animals and humans (Kemp, 1978). If a brief
transient is presented to the ear and a recording is made in the
closed outer ear canal, an echo to the transient can be recorded.
This echo or emission is cochlear in origin. Emissions occur in
response to transients (transient-evoked otoacoustic emis-
sions; TOAE), steady-state sounds (usually measured as dis-
tortion product otoacoustic emissions; DPOAE), and they can
occur spontaneously (spontaneous otoacoustic emissions;
SOAE) in the absence of any externally presented sound.
Otoacoustic emissions are also dependent on neural efferent
influences on the outer hair cells. Presumably, the emissions
result either from the spontaneous motion of outer hair cells or
from other actions of the active processes associated with
outer hair cell motility. These emissions can be used to access
the viability of the cochlea and are used as a noninvasive mea-
sure of hearing function, especially in infant hearing screening
programs (Lonsbury-Martin & Martin, 1990).

Auditory Nerve

Each inner hair cell is connected to about ten auditory
nerve fibers, which travel in the XIIIth cranial nerve in a

topographical organization to the first synapse in the cochlear
nucleus of the auditory brain stem (Webster et al., 1992).
Thus, the auditory nerve fibers carry information about the
activity of the inner hair cells, which are monitoring the bio-
mechanical displacements of the cochlear partition (Fay &
Popper, 1992; Geisler, 1998; Pickles, 1988). Figure 5.7
shows tuning curves for individual auditory nerve fibers. A
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Figure 5.7 Tuning curves for six single auditory neurons with different
characteristic frequencies. The stimulus level in dB SPL calibrated at the
tympanic membrane needed to reach each neuron’s threshold is plotted as a
function of stimulus frequency. Note the steep slope on the high-frequency
side of the tuning curve and the shallow slope on the low-frequency side,
suggesting a high degree of frequency selectivity. Source: From Yost
(2000), adapted from Liberman and Kiang (1978), with permission.



tuning curve represents the tonal level required for a thresh-
old number of neural discharges as a function of the fre-
quency of the tone. The sharp V-shape tuning curves indicate
that auditory nerve fibers are highly tuned to the frequency of
stimulation; thus, they reflect the biomechanical traveling
wave action of the cochlear partition.

The discharges of auditory nerve fibers are also synchro-
nized to the vibratory pattern of acoustic stimulation. Fig-
ure 5.8 shows histograms for auditory nerve fibers indicating
that the timing pattern of acoustic stimulation is preserved in
these fibers up to about 5000 Hz (Geisler, 1998; Pickles,
1988). The auditory nerve discharges during only one phase of
the sound, and the probability of discharge is proportional to
the instantaneous amplitude of the sound. Thus, the temporal
pattern of neural discharges in auditory nerve fibers depicts the

Unit 67-135-7
Tone 1: 60 dB SPL
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temporal structure of sound’s pressure wave form for those
frequency components that are lower in frequency than ap-
proximately 5000 Hz.

The number of discharges and number of discharging
fibers increases in proportion to stimulus level. However, the
discharge rate of individual auditory nerve fibers varies over
only about a 40-50 dB range. Thus, although increased dis-
charge rate does provide information about a sound’s overall
amplitude, a simple relationship between discharge rate and
sound amplitude cannot account for the range of sound inten-
sity that most animals are capable of processing.

Thus, auditory nerve fibers are highly frequency-selective,
discharge in synchrony with the acoustic stimulus (at least up
to 5000 Hz), and change their discharge rates in proportion
to sound level. The discharge rate of any particular auditory

Tone 1: 798 cps
Tone 2: 1064 cps
R =3:4

Tone 1: 80 dB SPL

C, Tone2: 100dB

Tone 2: 90dB

Figure 5.8 Time-locked post-stimulus-time (PST) histograms to the sum of two pure tones. In the top row, tone 2 is 20 dB more intense than
tone 1. In the middle row there is a 15 dB difference between the two tones, and in the bottom row the difference is 10 dB. For all cases the time
domain waveform of the summed sinusoids is superimposed on top of the PST histogram. The nerve discharges only during one phase of the wave-
form (the positive-going sections of the waveform). The PST histogram displays the ability of the nerve to discharge in synchrony with the period

of the input stimulus envelope, at least for low-frequency stimulation.

Brugge, and Rose (1967), with permission.

Source: From Yost (2000), based on a figure from Hind, Anderson,
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nerve represents the relative amplitude of a particular fre-
quency in the sound. The temporal discharge pattern of the
fiber indicates the time domain properties of the sound in this
frequency region. The overall level of neural discharge rate
indicates the sounds’s overall amplitude. Individual auditory
nerve fibers are topographically organized within the audi-
tory nerve bundle; fibers carrying low-frequency information
are toward the middle of the XIIIth bundle, and fibers carry-
ing high-frequency information are toward the outside of the
bundle. Thus, a spatial (spectral)-temporal representation of
the stimulating sound is transmitted via the auditory nerve to
the auditory brain stem. This spatial-temporal pattern repre-
sents the neural code for the sound waveform that is the com-
posite of the sounds generated from all of the sources in the
acoustic environment.
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Central Auditory Nervous System

Figure 5.9 depicts a schematic diagram of the gross anatomy
of the major components of central auditory nervous system.
In addition to the afferent pathways indicated in Figure 5.9,
there is a network of efferent centrifugal connections as well
(Altschuler, Hoffman, Bobbin, & Clopton, 1989).

The cochlear nucleus has many different fiber types and
connections in its three main subdivisions. There is evidence
for lateral inhibitory networks in the cochlear nucleus that
may aid it in performing different types of spectral pattern
processing (Young, 1984). Processing of binaural informa-
tion occurs in the olivary complex, where the first significant
bilateral interactions occur. The medial superior olive is most
sensitive to interaural (between the ears) time differences,
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Figure 5.9 Highly schematic diagram of the ascending (afferent) pathways of the central auditory sys-
tem from the right cochlea to the auditory cortex. No attempt is made to show the subdivi