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Figure. Information Sources

sites are listed below for 10 such resources, among the literally
hundreds of health Web sites. Industry statistics and drug devel-
opment issues in the industry can be found in Web sites from
the government, industry organizations, industry service organ-
izations, journal publications, and a university-based service. In
the text below, I will list altogether 20 such sites.

The industry sites (3) come from the Biotechnology Industry
Organization, Pharmaceutical Research and Manufacturing
Association, and various individual company Web sites.
Government sites (5) include the Food and Drug Administration
and the Centers for Medicare and Medicaid Services in the
United States; in addition, three other government sites will con-
tain useful information from the U.S. Centers for Disease
Control and Prevention, the U.S. National Institutes of Health
(various institutes based on disease areas such as the National
Cancer Institute and National Institute for Mental Health), and
the European Medicines Evaluations Agency. Health care infor-
mation is available from foundations and related health organi-
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zations that support research and patient care for specific dis-
eases (e.g., National Headache Foundation, American Diabetes
Association, American Society for Clinical Oncology,
Alzheimer’s Foundation, Osteoporosis Foundation). Service
organizations (4) that support and evaluate the industry and
related health care community for drug research are also avail-
able with Web sites and reports (e.g., Thomson/CenterWatch,
IMS Health, Ernst and Young, Parexel International Corporation,
and Boston Consulting Group). The leading university-based
organization for industry and related health care information is
the Tuft’s University Center for the Study of Drug Development
in Boston, Massachusetts. Journal publications (5) are yet
another choice for health care and industry information and sta-
tistics (e.g., R&D Directions and Med Ad News from Engel
Publications, Pharmaceutical Executive from Advanstar
Communications, and Nature Reviews Drug Discovery and
Nature Biotechnology from the Nature Publishing Group).
These resources were used in the writing of this book.



Contents

INtrodUuCtion . . . . . . 1
1. Health Care and Industry Overview and Challenges. . . .......... ... . e 5
Ronald P. Evens
Health Care ISSUes . ... ..o 5
Industry Statistics (The Pharma and Biotech Industries) ... ......... ... .. i 11
Research Activities and COSES . . . .. oottt e e e e 14
R&D ProdUCtiVIty . . . . oottt e e e e e e 16
Organization of a Pharmaceutical Company . ... ... ... ... ...ttt et e e 19
R&D Challenges and ISSUES . . . . ... 24
Summary of Research and Development Approaches .. ........... ... . 29
RefCrenNCes . . o e 31
2. R&D Planning and GOVEINANCE . . . . . ot vttt ittt ettt et et e e e e e e e e e e e e 33
Ronald P. Evens and Joel Covinsky
Development Schemas and Leadership .. ... ... .. .. 34
Clinical Development Strategy . . . ... ..ottt et e e e e e 36
Leadership . ... ... 38
Product Development Paradigm . .. ... .. . 39
Portfolio Planning Management (PPM) DesCription . . ... ... .. ...ttt 43
PPM Process COMPONENLS . ... ...ttt ettt e e e e e e e e e e e e e 47
PPM Analyses (Examples) . ... ... 54
Project Management . . .. ... ...ttt e e e e 60
SUMMATY . . .t e e 62
RefErenCes . . o ot 64
3. R&ED OUICOMES . . . . .ot e e e e 66
Ronald P. Evens
Public/Patient OULCOMES . . . . ..ottt ettt et e e e e e e e e e e 66
Product OULCOMES . . . . . .. 70
Research OULCOMES . . . . . ... 73
Data/Information OULCOMES . . . . o . vttt ettt et e e e e e et e e e e e e e 76
Company/Business OUICOMES . . . ... . ..ottt et et e e e e e e e e e 79
RefCreNCES . . o ot 82
4. Discovery and Nonclinical Development . . . ... .. ... . 84
Stephen F. Carroll
The DISCOVEry PrOCESS . . . ..ottt e e 85
TaretS . . .o 93



viii

Contents
ProdUCES . o 95
Nonclinical Development and Testing . . . . ... .ot e 98
IND-Enabling Studies . . . ... ... 102
Added Discovery WOrK . . . ..o 103
R ereNCeS . . . o 106
Types of Clinical Studies . . . . . . ..ot 107
Lewis J. Smith
INtrodUCtiOn . . . ..o 107
Phase 1 Studies . . .. .o 107
Phase 2 StUdies . . . . ..o 108
Phase 3 Studies . . . ..o 109
Phase 4 Studies . . . . ..o 111
Special StUAIES . . . . oo 112
SUMMATY .« oo e e e 120
R eTeNCES . . . oo 121
Metabolism and PharmacokinetiCs . . . . ... ...t 123
Jun Shi, Shashank Rohatagi, and Vijay O. Bhargava
INtrodUuCtion . . . o .o 123
Value of PK/PD ..o 124
PEK/PD CONCEPLS . v vttt e e e e e e e e e e e e e e e e e e 126
Drug Development Value Chain . ... ... .. ... e 132
RefereNCES . . ..o 147
Laws and Regulations: The Discipline of Regulatory Affairs . . ........ . .. . . i 148
Elaine S. Waller and Nancy L. Kercher
Regulatory Authorities and the Laws . . . .. ... 149
Protecting the Public Health . .. ... ... . . 149
Advancing the Public Health . . .. ... ... 150
Helping the Public Get Accurate, Science-Based Information . ............ ... ... .. ... .. .. oo, 150
Regulatory Development Strate@ies . . . . .. .ottt et e et e 157
Fast-Track Program . . .. ... 157
Priority ReVIewW . . . o 157
ROIlNg SUbMISSION . . .« oot 157
Accelerated ApProval . ... ... 158
Orphan Drugs . . ... 158
Rxto OTC Switch . . ..o 159
Submissions to Regulatory AuthOorities . .. ... ... ... ... e 160
Product ReVIeW . . . . .o 165
Package INSert . . . . ... 167
AdVETHISINE . . o ot 167
Postapproval Maintenance . . . . ... ...ttt e e 168
Compliance/Quality ASSUIANCE . . . ... oottt ettt e e e e e e 171
General References . . ... ... 177
Clinical Trial Operations . . . .. .. ...ttt et e e e e e e e e 178
Carl L. Roland and Paul Litka
INtroduction . . . .. ..o 178
Clinical Trial CondUCE . . . . . . oo e e e e e e e 181
Contract Research Organizations (CROS) . ... ... . . e e 193
Selected Issues in Clinical Development . . ... ... ...t e e 197
SUMMATY .« o e e e e 200

R erenNCES . . . o 200



Contents ix

9.

10.

11.

Formulation and Manufacturing . . . . ... ...t 202
Leo Pavliv and James F. Cahill
Dosage Form DeCiSiOnS . . . . . ..ot 202
Formulation Development . . . .. ... ... 205
Early Manufacturing . . . .. .. .o 214
Process DevelOpment . . ... ...t 216
General References . . ... ... 221
Commercial DIVISION . . . . ..o 222
Thomas Lytle
Challenges . .. ..o o 222
FrameworK . ..o 224
Commercialization Process . . . . ... ... 228
Practical Approaches . . . .. .. . 235
Commercial Responsibilities . . . ... ... 237
R ereNCES . . .o 239
Medical Affairs and Professional Services . . ... ... 240
Ronald P. Evens
INtroduction . . . ..o 240
Departmental ISSUES . . . ..o 241
Medical Information SEIVICES . . . .. .. ..ottt 245
“Standard Letter” Generation . . ... ... ...ttt e e e 246
Product Package INSert . .. ... ... ... 246
Patient Package INSert . . ... ... 246
Pipeline Product Information . . . ... ... ... 247
FDAMA “Safe Harbor” . . . .. 247
Medical Inquiries (Off-label) to Sales Representatives . . ... ...t e 247
Scientific Publication Tracking . ... ... ... . .. 248
Formulary Material Development . .. ... ... . ... 248
Scientific Meeting SUPPOIt . . . . ottt 248
Disease State Management . ... ... ...ttt e 248
Patient Assistance Programs . ... ... ... 249
Research Questions to be Addressed . ... ... ... 249
Special Patient ReISIIICS . . .. ..o 249
Communication TIIAZE . . . . ...ttt e e 249
Industry Requirements for Postmarket Safety Surveillance . ........... ... .. . . i 250
MedWatch . . ..o 251
HIP A L 252
Medical Science LIaiSONS . ... ..ottt e e e 252
Medical COMMUNICALIONS . . . ..t vttt et ettt e e e e e e e e e e e e 256
“The Orange BooK” . . . .. 258
United States Pharmacopeia Drug Information® . ... ... .. ... . . . 258
United States Pharmacopeia . . ... ... .. . 258
Martindale: The Extra Pharmacopoeia . .. ... ... e 258
AHFS—Drug Information Essentials . . . . ... ... 258
Risk management . ... ... ... . 261
Product Defects . . .. ..o 263
Known Side Effects . . . ..o 263
Avoidable Side Effects . ... ... . 263
Unavoidable Side Effects . . . ... ... 263
Medication or Device EITors . . . ... ... 263
Unexpected Side Effects . ... ... 264
Long-term Effects . ... ... 264

Effects of Off-label USES . . . . ..ot 264



12.
12.1.

12.2.

12.3.

12.4.

12.5.

Contents

Effects in Populations Not Studied . .. ... ...
Remaining UNCertainties . .. ... ... ...ttt e e e e e e e e
Outcome and Pharmacoeconomics Research . .. ... . . . . . . . . . . . . .
Late-Phase Clinical Trials . .. ... .. ...
R CreNCeS . . .

Special Considerations in Research . .. ... ... ..
Cardiovascular Drug Development. . . ... ...
C. Michael White, Jessica Song, and Jeffrey Kluger

State of Cardiovascular Research . ... ... .. .. .
New Modalities . . . . ..ot e
Cardiovascular Drug Development . ... ... ... ...
Standard of Care . . ... ...
Clinical Trial TYPES . . . oottt et e e e e e e e
Acute and Chronic Therapy Trials . . .. ...
Special Populations Studies . . . . ... ...
CONCIUSIONS .« .« vttt e e e e e e e e e e
R ereNCES . . . o

INfectious DISCASES. . . . oottt
Ralph H. Raasch

“Bad Bugs, NO Drugs”—The Diminishing Antibiotic Pipeline . ........... ... .. ... .. .. . . ...
Problem of Antimicrobial Resistance . ... .. ... ... .. .. e
Rational Antibacterial Drug Development . . ... ... ...
Proposed Approaches to Address “Bad Bugs, NO Drugs” ... ... ... .. e
R ereNCES . . .o

ONC0I0ZY . . . ottt
Suzanne F. Jones and Howard A. Burris 111

Background ISSUES . . . ..o
Phase 1 Clinical Trials . . . . . ...
Phase 2 Clinical Trials . . . . .. ...
Other Design Issues in Oncology . . ... ...ttt e e e e e
Era of Targeted Therapy . . ... ... e e
R CreNCeS . . .

PediatriCs . . . o .o
Philip D. Walson

The Case for Pediatric Research with Drugs .. ... ... .. . e
American Academy of Pediatrics and Research . .. ... . .. .
Legislative and Government Initiatives in Pediatric Research .. ........ ... ... .. .. ... .. ... .. . ...
The Science in Pediatric and Clinical Studies . ......... .. . . . . e
References ... ...

PSyChiatry . . .o
Michael W. Jann, John J. Brennan, and Roland Garritsen VanderHoop

IntrodUCtiOn . . . ..o
Patient Populations in Psychiatry . . . .. .. .
Acute versus Chronic Trials—Design and Conduct IsSues . . . ... . e
Pharmacology . . .. ...



Contents Xi

Research Challenges . . . ... ... i e 346

DOS 347

DO S . .o 347
SUMMATY . . oot e e 348
References ... ... 349
APPENIX L. o o 351
APPENAIX 2. o ot 366



Introduction

Ronald P. Evens

Editors and Authors
Editor
Editorial Board
Chapter/Section Authors

This book and CD-ROM contain an extensive discussion of
product development in the pharmaceutical and biotechnol-
ogy industries from discovery, to product launch, and through
life cycle management for the new researcher in academia or
industry. The primary goal is the education of new researchers
in the academic medical center and industry environments
about industry-based research and product development. The
perspective is product development (drugs and biologicals)
especially from the industry situation, along with collabora-
tion with medical center scientists. References are quite
extensive to support the work, numbering more than 500. The
authors collectively have several hundred years of experience
at senior levels in product development in the industry or
research experience in the academic or clinical setting. The
book has many tables of data and information, illustrations,
and examples to elaborate on the issues, problems, chal-
lenges, and successes in product development.

The collaboration of industry scientists and marketers with
their university and medical center colleagues, as advisors and
key investigators, is an indispensable key to successful drug
development and an important part of this book’s discussion as
well. Drug research by the pharmaceutical and biotechnology
industry has been a success story over the past 40 years with
hundreds of new products advancing the state of medicine,
plus some products each year for previously untreatable or
poorly managed diseases. Four constituencies are engaged:
(1) patients in meeting unmet medical needs, (2) companies in
both financial success and research advances, (3) universities,
who obtain research grants, create drug discoveries as well,
and conduct much of the clinical and other research leading to
product approval, and (4) government regulators, responsible
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for both public safety and health, industry regulation, and new
product approvals. The needs, challenges, and controversies in
the industry are also addressed throughout the chapters. This
book shares how this success and the challenges are accom-
plished by the various groups of specialized people, with all
the organization requirements, in compliance with the many
laws and regulations, and with the many processes and out-
comes necessary from each contributing industry department.

This preface and introduction to the book provides a dis-
cussion on the needs and use for the book, brief biographies
of the editorial board, a brief description of each of the
authors, acknowledgments, and a list of key information
sources about the industry and related information.

The format is optimized for the education and training
of health care professionals, especially fellows (M.D.,
Pharm.D., and Ph.D.) in training at universities and other new
researchers. The format of the book is uniquely geared for the
training setting with PowerPoint style slides to summarize the
information and give illustrations (that is, tables, lists, and
diagrams) and accompanied by detailed narrative descriptions
for explanation and elaboration. Industry and research experts
(multidisciplinary: M.D., Pharm.D., and Ph.D.) are the editors
and authors. An added CD-ROM is available to enhance the
utility of the book for course directors, providing them with
highly sought after slides to deliver lectures. No single book
employs such an educational format for fellows or new
researchers and covers the full scope of drug development
from discovery through a product’s life cycle.

Drug research is a major mission at all medical and
pharmacy colleges and medical centers. Collaboration between
a drug company and universities in drug research is the typical



and indispensable arrangement for drug development, wherein
the university provides the patients, research staff, investiga-
tors, and expert advisors. At these health science campuses,
fellows and residents in medicine (M.D., D.O.), pharmacy
fellows (Pharm.D.), and graduate candidates (Ph.D., M.S.N.,
M.P.H.) strive to understand the drug development process and
increase their related research skills. They also desire to
improve their collaboration with industry scientists, both in
seeking research funding and conducting drug studies. Their
university faculty often has limited practical expertise in the
breadth and details of work and the nuances of industry-based
research, such that they seek outside assistance from the indus-
try to help train the fellows. Also, R&D departments in the
industry, as well as their marketing divisions, have new staff
entering the industry without formal training in drug develop-
ment. Job effectiveness is needed as soon as possible; this book
and CD-ROM can be part of their education.

The book covers in 12 chapters all the steps in drug and bio-
logical product development by a company from discovery to
marketing and later life cycle management: Health Care and
Industry Overview, Planning and Governance, R&D Outcomes,
Discovery, Types of Clinical Studies, Metabolism and
Pharmacokinetics, Regulations and Laws, Clinical Operations,
Manufacturing and Formulations, Commercialization Division,
Medical Affairs and Professional Services, and Special
Considerations for Research in five selected therapeutic areas
(cardiovascular, infectious diseases, oncology, pediatrics, and
psychiatry). Two appendices are included to assist the reader in
the jargon common to the industry.

The book includes four components for each chapter:
(1) brief introductions for each chapter and major section in a
chapter; (2) copies of PowerPoint type figures and tables,
including any necessary illustrations, lists, graphics, compila-
tion of terms, and data; (3) narratives accompanying and fol-
lowing each slide that explain and elaborate upon the content
on the slides, cover real-life company examples and industry
controversies, and include graphs, tables, and figures for illus-
tration of key points; (4) references for further study and
resources. A few slides and concepts were repeated in multi-
ple chapters wherein the topic could be addressed from a dif-
ferent and useful perspective for the reader.

The content can be used at two levels. In each chapter, a
subset of slides (about 10) can offer an overview on the sub-
ject, which is used for more general audiences. Detailed slides
(up to 20 to 30 more) are available to fully elucidate the sub-
ject for fellows or staff needing more education for their jobs
or coursework. In educational terms, the overview would be
equivalent to 1 credit hour course (10—12 lecture hours); the total
material would be equivalent to a 3—4 credit hour course
(3040 hours of lecture/discussions).

Individual courses in drug development often cover one or
two semesters (10-60 lectures or workshops) at many health
science universities, for example, Northwestern University,
University of Chicago, Campbell University, University of
North Carolina, Duke University, University of California at
San Diego; New York University, Drexel University, Boston

R. P. Evens

University, Tufts University, Georgetown University,
University of Texas, University of Kentucky, and University
of Florida. Master’s degree or postgraduate programs address-
ing drug development also are common in fellowship training
at medical and pharmacy schools. We hope that this book will
support these educational initiatives.

Editors and Authors

The book is authored by a multidisciplinary team of researchers,
clinicians, and marketers from industry and the medical/ phar-
maceutical community. They collectively have done extensive
work in drug development, measured by the many product appli-
cations prepared and ushered through regulatory authorities, by
scope and quality of institutions and companies at which they
worked, by number of years devoted to research and product
development, and by hundreds of publications. The experience
base in research and product development is several hundred
years collectively at 30 pharmaceutical and biotechnology
companies, plus professorships, teaching positions, and research
directorships at 20 health science centers or universities.

Editor

Ronald P. Evens, Pharm.D., FCCP

The editor is Ronald P. Evens, Pharm.D., FCCP, who currently
is President of MAPS 4 Biotec, Inc, and Clinical Professor,
University of Florida, Jacksonville, FL. Dr. Evens has more than
20 years of industry experience (clinical research, product
development, marketing support, and leadership) at Amgen Inc.
and Bristol-Myers Company, plus more than 20 years of aca-
demic/health science center experience as a professor at seven
medical/pharmacy universities in Buffalo, NY; Lexington, KY;
San Antonio, TX; Memphis, TN; Los Angeles, CA; Chicago,
IL; and Gainesville, FL. His professional record also includes
12 national health care advisory boards, more than 100 publica-
tions, 14 book chapters, and many lectures on biotechnology,
drug development, and related topics at national professional
organizations and universities. Dr. Evens received a B.S. in
pharmacy at University of Buffalo, Pharm.D. at University of
Kentucky; internship at E.J. Meyer Memorial Hospital; clinical
residency at A.B. Chandler Medical Center in Lexington, KY;
plus a strategic leadership certificate at Center for Creative
Leadership and a marketing certificate at University of Southern
California, Marshall School of Business; Fellowship with
American College of Clinical Pharmacy.

Editorial Board

The multidisciplinary editorial board has extensive experi-
ence (collectively more than 100 years) in industry at major
pharmaceutical companies and/or leading universities in
research, education, and product development. Their publica-
tions number in the hundreds, and the training of fellows and
young researchers hallmarks their careers.
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Robin Campbell, Ph.D.

CEO, SinusPharma, Thousand Oaks, CA (previously, Vice-
president, Oncology, and product team leader at Amgen;
manager at Ciba-Geigy; B.S. at University of North Carolina,
Chapel Hill, Ph.D. in microbiology and immunology at Wake
Forest University).

Joel Covinsky, Pharm.D.

Consultant, Kansas City, MO (previously, Vice-president at
Aventis, Hoescht-Marion-Roussell, and Marion-Merrell-Dow
in clinical research and product planning; associate professor at
University of Missouri at Kansas City Medical School; B.S. in
pharmacy at Philadelphia College of Pharmacy and Sciences,
Pharm.D. at University of Kentucky, clinical residency at A.B.
Chandler Medical Center, Lexington, KY).

Thomas S. Foster, Pharm.D.

Professor, Pharmacy Practice and Anesthesiology, Colleges
of Pharmacy and Medicine, University of Kentucky,
Lexington, KY (previously, B.S. in pharmacy from University
of Buffalo, Pharm.D. at University of Kentucky, and clinical
residency at A.B. Chandler Medical Center, Lexington, KY).

Lewis J. Smith, M.D.

Professor of Medicine, Associate Vice-President of Research,
College of Medicine, Northwestern University, Chicago, IL (pre-
viously, B.S. at City College of New York, M.D. at University of
Rochester, and pulmonary fellowship at Boston University).

Salomon A. Stavchansky, Ph.D.

Professor of Pharmaceutics, Alcon Centennial Professor of
Pharmacy, College of Pharmacy, The University of Texas at
Austin, Austin, TX (previously, B.S. in pharmacy at National
University of Mexico, Ph.D. at University of Kentucky).

Chapter/Section Authors

The 24 chapter authors are experienced in the industry as
researchers, marketers, and clinicians and/or are experienced
university faculty in research, clinical practice, and education.
These authors average more than 20 years of experience and
many serve as faculty at major universities, which includes fel-
lowship training in drug development. The pharmaceutical and
biotechnology companies represented by the authors are sub-
stantial in number, diverse, small and large, well-established
old guard and start-ups, and influential players in research and
product advances (Abbott, Agouron, Amgen, Armour, Aventis,
Bristol-Myers, Cato, Ciba-Geigy, Cognetix, Cumberland,
Elkins-Sinn, Endo, Immunex, Lederle, Marion-Merrell-Dow,
Novartis, Ortho, Pfizer, ProCyte, Radiant, Sankyo Pharma,
Schein, Solvay, Squibb, Upjohn, Warner-Lambert, and Xoma).
The university experience base includes faculty appointments
at 16 prestigious institutions over their careers (alphabetical
order), for example, University of Cincinnati, University of
Connecticut, Harvard University, University of Kentucky,
Mercer University, University of Missouri at Kansas City,
University of Nebraska, New Jersey College of Medicine and
Dentistry, University of North Carolina at Chapel Hill,

Northwestern University, Ohio State University, University of
the Pacific, University of Southern California, University of
Tennessee, University of Texas, and University of Utah.

Vijay Bhargava, Ph.D. (Metabolism
and Pharmacokinetics Chapter)

Vice-president and Global Head of Metabolism and
Pharmacokinetics at Novartis Pharmaceutical, East Hanover,
NI (previously, senior director at Aventis and Hoescht-Marion-
Roussel; assistant professor at University of Nebraska; B.S. in
pharmacy at Bombay University, Ph.D. in Pharmacokinetics
and Biopharmaceutics at Virginia Commonwealth University).

John J. Brennan, Ph.D. (Psychiatry)

Group director, Solvay Pharmaceuticals for Clinical develop-
ment, Medical Affairs, Clinical Pharmacology, and Bioanalytical
Chemistry for Men’s and Women’s Health, Marietta, GA (pre-
viously, Squibb Institute for Medical Research, Ortho
Pharmaceuticals; B.A. in chemistry at Temple University, Ph.D.
in pharmaceutical sciences at Philadelphia College of Pharmacy
and Sciences).

Howard A. Burris, III M.D. (Oncology)
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Drug and biological product development is a global, mas-
sive, complex enterprise that entails health care systems, dis-
ease knowledge, drug knowledge, research experiences (basic
and clinical research with many disciplines, technologies, and
processes), personnel/professional affairs, business and mar-
keting practices, public relations, legal and regulatory issues,
and global business, cultural, and medical factors. This chap-
ter is intended to provide some background context for prod-
uct development regarding applicable general health care
issues, a description of the industry and key statistics, the
organization of a pharmaceutical company, and drug and bio-
logical product development challenges. Thus, a framework is
provided for the following 11 chapters that will discuss all the
people, processes, systems, and outcomes for drug and bio-
logical development applicable in the United States and in
Europe as well.

The four areas covered in this chapter include (1) health
care issues (spending, changes over time, utilization, causes
of disability, improvements with drugs) that serve as a broad
context for new product development; (2) industry statistics
regarding drug sales, drug costs, research and development
(R&D) costs, research activity, Investigational New Drug
applications (INDs), New Drug Approvals (NDAs), new
molecular entities (NMEs), time frames and speed to market;
(3) the organization of a typical company in the industry
(FIPCO:; fully integrated pharmaceutical company), especially
describing seven divisions (research, clinical development,

marketing, sales, medical, manufacturing, and global opera-
tions); and (4) research and development (R&D) issues that
are challenges to drug development by the industry (e.g.,
complex milleau of phases and content of R&D, major
disease, business and clinical challenges, technology issues,
blockbuster discussion, collaborations, and culture).

Health Care Issues

In preparation for the discussion of drug development, an
important context is health care delivery and its related costs
and benefits, which are key health issues potentially influenc-
ing drug development. This section discusses national health
care incomes and expenditures, changes over time in them,
causes of existing disabilities that create opportunities for
improved health care, factors impacting health care utilization
(increases and decreases), improvements in health care over
the past couple of decades, along with the reasons for these
changes, and specific health care factors impacting drug
development.

The cost of health care in the United States of America
(USA) rose to $1.6 trillion (National Health Expenditures;
NHE) by 2002, or about $5,440 per person (Fig. 1.1). This
amount consumed about 14.9% of the gross domestic product
(GDP) of the economy at that time. The total NHE has been
growing by about 5-10% per year since 1995. The NHE
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FiG. 1.1. Nation’s Health Dollar ($1.6 Trillion, 2002)

increase is driven by changes to two factors: (1) utilization of
services and products and (2) medical prices. The percentage
contribution of these two factors varies annually. Each factor
contributed about 50% to the growth in NHE from 2000 to
2002. Utilization is comprised of usage (e.g., number of vis-
its or products), new technologies, and the mix of services.
Figure 1.1 demonstrates that the income sources for the U.S.A.
health dollar were private health insurance (36%), major gov-
ernment programs (33%, that is, Medicare, 17%, Medicaid,
16%), other public income, (13%), out-of-pocket payments
by patients (14%), and other private sources (5%) in 2002.
Other public resources include worker’s compensation,
Department of Defense, Veterans Administration, Indian
Health Service, state and local subsidies, school health, and
state children’s health insurance program (SCHIP), a
Medicaid supplement. SCHIP covered 19.8% of all children
in the USA in 1998 for physician, emergency room, and hos-
pital visits plus immunization, and surprisingly 15% of
children had no health insurance. Other private sources
include philanthropy, private construction, and in-plant indus-
trial construction. Figure 1.1 also displays that the nation’s
health dollar expenditures included hospital care (31%),
physician and clinical services (25%), nursing home care
(7%), prescription drugs (10%), program administration and
net costs (7%), and other costs (20%) in 2002. Other costs
includes dental services, home health, durable medical prod-
ucts, over-the-counter medicines and sundries, public health,
research, and construction [1-3].

In 2002, the 10% of U.S. NHE for prescription drug pur-
chases totaled about $162.4 million per CMS and $208 mil-
lion per industry, which increased to about $248 billion in
2004. Payments for prescription drugs include private health
insurance (48%), out-of-pocket payments (OOP) by patients
(30%), and government programs (22%). Prescription drugs
costs have grown by about 15-16% per year (2000 to 2004),
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Where Money Went

but not at an increasing rate in the past 4 years. The measures
that have slowed the increase in spending on prescription
drugs include more generic drug use, fewer new drugs in the
marketplace, formulary controls (lists of approved products
for use), prior authorization policies, special high-technology
budgets, and higher tiered copayment growth for patients.
Managed care organizations, prescription-based managers,
hospital systems, and health insurers have used the aforemen-
tioned tools to help control costs [1-3].

Over the last decade (1990 to 2000), health care has
changed dramatically in a variety of significant ways that has
impact on drug utilization and needs for drug development
(Fig. 1.2). The type of health care spending and site of care
evolved, with the percentage contribution of hospital care
costs falling from 36.5% to 31.7%. For the most part, this
change was based on inpatient care as the site of care falling
from 76% to 63%, whereas outpatient care conversely rose
from 24% to 37%. Hospital admissions fell from 122 per
1,000 in population to 114, while outpatient hospital visits
rose about 29% from the 1990s to 2000. Also, the average
hospital stay went down from 7 to 5 days, also having a major
impact on the percentage of care in hospitals versus outpa-
tients. Prescription drug costs rose from 5.8% to 9.4% of
NHE over this decade, whereas physician and clinic percent-
age contribution to costs were stable at 25.2% to 25%, as a
percentage of NHE. Please be reminded, however, that actual
health care costs in all three segments rose substantially over
this decade (e.g., hospital costs rising by 3—-10% per year).
Furthermore, the type of payer changed a great deal as well,
with private health insurance moving from only 24% to 46%
and out-of-pocket payments by patients falling from 60% to
31%. Where the care occurs and who pays for services will be
major influences on the type of drugs necessary to meet dis-
ease needs, health care system needs, payer coverage, and
patient preferences [1-6].
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Health care utilization is a complex subject influenced by a
wide breadth of factors related to disease, health systems,
preferences of patients and providers, society, and govern-
ment. Drug utilization can change health care utilization;
however, the converse is true that health care utilization can
impact drug use. Some factors can either increase or decrease
the use of health services (Fig. 1.3). For example, the supply
of health services can go up or down (e.g., number of physi-
cians, hospital beds, or surgery centers), which can change the
type or mix of drugs needed. Second, new guideline or con-
sensus documents from health agencies or medical societies

may recommend a new standard for more or less services or
drugs (e.g., National Institutes of Health [NIH] consensus
panel in 1994 recommending both antibiotic and antisecretory
drugs for peptic ulcer disease with H. pylori infection; con-
sensus conferences in 2003-2004 recommending less use of
hormone replacement therapy at menopause because of can-
cer risks). Third, practice patterns may change (e.g., new diet
advances, more outpatient surgery, new care for the elderly, or
drug use [antisecretory drugs] instead of surgery [gastric
resection] for peptic ulcer care). Fourth, health insurance cov-
erage is a major driver in health-seeking behavior. Workers
with family coverage will receive more health care and drug
use than the families without health insurance. Fifth, con-
sumer preferences for services may change, perhaps influenced
by direct to consumer advertising, or major new advances in
therapy, or cultural changes (e.g., cosmetic surgery is much
more commonplace, treatment for male impotence, or treatment
of anemia in cancer patients). Sixth, public or political pres-
sure may force change in health utilization (e.g., the acquired
immune deficiency [AIDs] crisis requiring aggressive novel
treatments to be available at an accelerated pace, and public
desire for alternative, nonprescription, self-help medicines
[herbals, vitamins, and mineral products]) [5].

Forces for change that can decrease health care utilization
(Fig. 1.3) are suggested in five areas: (1) public health advances
such as immunization or sanitation improvement, reducing
infectious diseases (e.g., flu vaccine program, children vacci-
nations, sewer systems in third world countries); (2) lowering
risk factors or more prevention measures, such as smoking ces-
sation programs associated with less lung cancer, cholesterol
lowering drug use with aggressive cholesterol targets and less
heart disease; (3) new treatments that are cures for disease or
radically reduce disease (e.g., new cancer drugs for lymphoma,
leukemias, and breast cancer); (4) a shift in the site of patient



care (e.g., more assisted living with better access to health serv-
ices, or more outpatient surgery); and (5) added payer pressures
to reduce costs of care through various means (e.g., formularies
[fewer and less costly drugs being used], physician referral sys-
tems [less specialist care], and negotiated provider and drug
acquisition fees [less cost per service or product]).

On the reverse side, reasons for increases in health care uti-
lization (Fig. 1.3) encompass at least six areas: First, popula-
tion growth, simply more people need more services and
products. Second, new technologies for diagnosis or treat-
ment (e.g., MRI for cancer or heart disease detection, cardiac
stents for heart blockage). Third, major new policy initiatives
(e.g., Medicare coverage for the catastrophic illness of kidney
failure and then coverage for anemia care with epoietin
products in 1989; Medicare Modernization Act [2004] for
prescription drugs for elderly). Fourth, age is another major
factor increasing health care utilization in several ways. The
over-65-year-old age group has grown from 31 million in
1990 to 34 million in 2000. The aging of the population cre-
ates the attendant increases in multiple and more chronic type
diseases in patients associated with aging. Another aging fac-
tor is the U.S. cultural tendency to use all possible measures
to treat older relatives, with dramatic increases of cost of care
with age. Therefore, you observe the following health care
costs based on age: 30-50 years old, about $1,000 to 3,000
per capita NHE; vs. 60 year olds, $5,000; vs. 70 year olds,
$7,500; vs. 80 year olds, $14,000 [3-5].

The fifth and sixth reasons for increased health care uti-
lization deal with more drug use, which was well documented
by the Centers for Disease Control 2004 report on health sta-
tistics. This report documents visits to physician offices or
hospital clinics, and mentions prescription drugs that were
ordered, provided, or renewed. Fifth, a greater number of
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novel drugs available that usually are more costly and used
chronically for many diseases (e.g., newer biological products
for rheumatoid arthritis, colitis, psoriasis, asthma, and can-
cers); and more asthma drug use, especially new agents, such
as Advair®, combination therapy, and leukotriene inhibitors
(e.g., Singulair®). Sixth, a greater use of existing drugs for
better disease control (e.g., anticholesterol drugs [Lipitor®,
Zocor®, and Crestor®]) being used routinely with standard-
ized guidelines for all providers and insurers. Such medica-
tion use in physician visits rose from 16 per 100 population
from 1995-1996 to 44 per 100 in 2001-2002, a 175%
increase, especially statin drugs. Also for example, more
antidepressant drug use occurred with 3% of population
receiving a drug in the past month in 1988—1994 increasing to
7% in 1999-2000, and a 75% increase in office visits wherein
an antidepressant was mentioned from 1995 to 2000, espe-
cially selective serotonin reuptake inhibitors. For physician
visits, 62% resulted in at least one drug association. Number
of drugs recorded for the visits rose from 1.1 billion in
1995-1996 to 1.5 billion in 2001-2002 [3-5].

Opportunities to create new and better drugs or alternative
choices are major drivers for drug development for the many
chronic diseases that continue to be treated with only symp-
tom resolution and/or partial control. Such chronic diseases
without cures lead to disabilities and higher costs of direct
care and indirect costs such as lost wages and productivity.
This situation (chronicity and disability) is the norm for most
diseases, except for most infectious diseases. Figure 1.4 lists
such chronic conditions. The first column is the disease preva-
lence from the 2002 National Health Interview Survey in U.S.
from the Centers for Disease Control. The second and third
columns look at the U.S. population over 65 years old;
chronic diseases per 100 persons (%) and then hospitalization

Disease % Pop.? > 65 yrs % ** > 65 Hospitaliztn*
Back pain 26.4 - -
Hypertension 21.2 40.3 -
Arthritis 20.9 48.3 8.6
Sinusitis 141 - -
Migraine 15.0 - -
Heart disease 11.2 30.8 80.4
Asthma 10.6 13.8 -
Ulcers 7.6 - -
Cancer 71 7.4 21.8
Diabetes 6.6 12.6 5.8
Bronchitis, chronic 4.4 (in asthma#) 9.4
Pneumonia - - 20.7
Stroke / Cerebrovascular 2.4 71 215

A % in National Health Survey for U.S. adults in 2002, CDC, NCHS July 2004 ; ** % in Surveillance for morbidity &
mortality among older adults, 1995 - 96, CDC, MMWR 1999; 48 (s508):7-25; * same in 65 y.o., but per 100,000 population

FIG. 1.4. Leading Causes of Disease and Disability
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rates per 100,000 in this U.S. population. Middle age group
(45-54 years old) also has a major increase in limitations of
activities from disease over younger adults (e.g., twofold
increase in limited activity with arthritis, lung disease, and
mental illness; 4-5 fold increase with diabetes and heart/cir-
culatory problems). It is obvious that disease and disability
substantially increases with age. Much need exists for better
disease control and improved treatments [6, 7].

Furthermore, science is advancing in identifying additional
mechanisms for chronic diseases, creating new targets for
drug development (e.g., tumor necrosis factor and inter-
leukins in 2000+ vs. prostaglandins in 1980s in rheumatoid
arthritis). Also, chronic diseases are exceptionally prevalent
in the population. The top 10 diseases causing significant dis-
ability account for about 30 million cases in 1992—-1993, and
more than 90 million Americans live with chronic illness.
About 70% of deaths are attributable to chronic disease.
Chronic illness is responsible for 75% of NHE, more than
$1.2 trillion. Asthma episodes (annual prevalence) occur at
about 40 per 1,000 in population. Prevalence of depression is
6.6% of population in the 2000-2001 time period. High cho-
lesterol (over 240 mg/dL) occurred in 17% of population in
the 1999-2000 time frame. Arthritis costs $22 billion in
health care costs and $60 billion in lost productivity. Diabetes
costs $132 billion in direct and indirect costs. Figure 1.4
presents the 13 leading causes of disability with an approxi-
mation of the frequency in 2002 [3, 6, 7].

In two of the top three disability areas, arthritis and back
problems, we are treating the signs and symptoms of the dis-
eases (generally without cures), and they are chronic and often
progressive in their pathophysiology. Although many treat-
ments already are available, they are all only partially successful
in controlling the acute or even chronic manifestations, such
that new treatments are desired by providers and patients.
Cardiovascular diseases that lead to commonly occurring dis-
ability include heart trouble, high blood pressure, and stroke
(collectively, millions of cases). Sensory problems of the eyes
and ears are common disabilities, 15.3% and 9.3% of the pop-
ulation, respectively. Diabetes mellitus is very common as
noted and is increasing in frequency in the population in all
age groups significantly, and especially in minorities, African
American, Hispanic, and American Indian. The death rate
from diabetes has risen from 18.2 to 25.2 per 100,000 popula-
tion [3, 6, 7].

Progress is being made dramatically in improved health
care with a variety of diseases, especially heart diseases,
stroke, and cancer, lowering death rates, and increasing life
expectancy (Fig. 1.5). A combination of factors is producing
these favorable results, such as (1) better public awareness
and health-seeking behavior (e.g., immunization programs),
(2) earlier diagnosis (e.g., mammography done at earlier age),
(3) improved diagnostic techniques (e.g., magnetic resonance
imaging [MRIs] for cancer or heart attacks, better simpler
blood glucose diagnostic kits), (4) new drug availability (e.g.,
clot busting agents and new antiplatelet drugs), (5) greater use

1980 | 1990 | 2000 %

mm
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Breast Cancer — | 323 | 318 | 254 | 21%Decr |

FiG. 1.5. Health Care Improvements

of existing drugs (e.g., statin drugs for cholesterol), (6) new
technology (devices) (e.g., implantable defibrillators), and
(7) improved surgical techniques (e.g., in stroke, carotid
endaterectomy, or early aneurysm surgery) [3, 5, 7, 8].
Health care costs have risen significantly by $2,254 (102%)
per person per year over the past 20 years, but major health
gains have been achieved during this timeframe. Figure 1.5
suggests that improved health care has benefited several dis-
eases, with overall disability rates decreasing over the past
20 years by about 25%. The overall number of hospital days
fell 56% from 129.7 to 56.6 per 100 persons, suggesting, to
some extent, better population health. Death rates for heart
attacks, stroke, and breast cancer have improved 46%, 37%,
and 21%, respectively. All cancer deaths have been reduced
by 10% in past 12 years. Overall death rates have been
reduced by 16%, and life expectancy has risen by about 4%
(3.2 years). Another way to look at health gains is to docu-
ment the financial benefits (in dollars gained) from disease
improvement for each $1 invested in health care. Each dollar
invested in therapy of breast cancer is estimated to result in a
$4.50 health gain; for stroke, $1.55 gain; for diabetes melli-
tus, $1.49; and for heart attacks, $1.10—besides the benefits
of less trauma and family disruption. These health gains likely
relate to improved diagnosis and care, better drug therapies,
and better health awareness and preventative care [9].
Science is advancing at an ever increasing pace and chang-
ing the face of both the diagnosis and therapy of disease with
dramatic new findings, and hence health care advances with it.
The best example perhaps is cancer with the associated new
benefits of extended life measured in years, but the benefits add
major new costs to the health care system. In the 1950s and
1960s, a cancer diagnosis was the death sentence for patients in
nearly all diseases, and the therapies were limited primarily to
cell poisons, such as antimetabolites and alkylating agents with
very debilitating and major life-threatening toxicities. Biology
and drug research improved to a point in the 1970s and 1980s
to create some new classes of life-extending drugs (e.g., tax-
anes, platins, topoisomerase inhibitors, and aromatase
inhibitors). Now in the 1990s and the dawn of the 21st century,
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biotechnology is unlocking many secrets of genetics, pro-
teomics, and especially intracellular function, such that new
targets and new drugs, as well as whole new categories of ther-
apeutics, are available to support and treat the cancer patient
(Fig. 1.6). The complications of cancer and its drug therapies,
that is, anemia, neutropenia, and mucositis, can be controlled
with protein growth factors. Monoclonal antibodies have been
humanized and conjugated; they are now available to attack
oncogenes or cellular nucleotide polymorphisms and carry
risks of less toxicity than the cell poisons. Vaccines to treat can-
cer are under study. Aberrant intracellular functions are now
discovered as new added mechanisms of cancer cell growth and
can be mitigated through these various newly identified mech-
anisms, such as tyrosine kinase inhibitors, proteasome
inhibitors, angiogenesis inhibitors, and ubiquitin alteration, as
represented in Figure 1.6.

In summary, what are the health care trends in the 20th cen-
tury and the birth of the 21st century that have and will impact
research and development of drugs and biologicals? We are
observing changes in the patient pool, science, health care
delivery, and its finances. Ten factors impacting R&D
are listed in Figure 1.7 and discussed here [4, 10-14]. (1) The
aging population creates a rapidly growing pool of older
patients who also are living much longer, especially over the
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next 30 years as the baby boomers reach 60 years plus of age.
Also, these people will retire and seek more active lifestyles
and demand a better quality of life than previous generations.
The older patient has multiple diseases and often more
advanced disease. Prescription drug use in the elderly (65
years old and over) is 84% vs. 35% for 18—44 years old and
62% for 45-64 years old. The larger number of older and more
complex patients creates an opportunity for research and new
products for the industry.

(2) Sciences of molecular biology, genomics, proteomics,
and pharmacogenomics, along with medicinal chemistry, are
discovering new disease mechanisms and possibilities for
drug intervention. More drug use is occurring in the popula-
tion in general, especially multidrug use (three or more drugs;
e.g., 12% of population in 1988-1994 vs. 17% in
1999-2000). Medical visits with prescriptions for five or
more drugs rose from 4.1% in 1995-1996 to 6.7% of popu-
lation in 2001-2002. Categories for increases in drug use
were broad (e.g., drugs for pain, depression, hyperlipidemia,
hypertension, asthma, allergies, and diabetes). (3) Oncology
therapy has advanced with more and more patients living for
years instead of months, because of novel therapies that are
more effective and less toxic, along with more supportive pro-
tective products. (4) The health care providers and payers
want new data for drugs regarding their overall impact on
health, quality-of-life, and delivery of care, in addition to
safety and efficacy. Pharmacoeconomic studies now need to
done routinely by pharmaceutical companies before the
health care systems will accept new drugs. (5) Medication
safety causing morbidity, lost work, and mortality continues
to be a major health issue, especially for adverse events and
their prediction, prevention, and management. The Institute
of Medicine (IOM) in 1999 raised the public awareness along
with business groups, such as the Leapfrog group. The cost of
adverse events and medical errors includes an estimated
40,000 to 100,000 deaths per year and a cost of $29 million
for health care costs and lost productivity. Adverse drug
events have increased, for example, to being responsible for
4.8 emergency room visits per 1,000 persons by 1999-2000,
doubling from 1992 to 1993. More safe drugs are needed.

Health care delivery changes also significantly impact
R&D for drugs and biological products. (1) The site of care of
patients is moving from hospitals to outpatient environments,
which changes the types of drugs needed to care for patients.
Of course, oral agents are the preferred choice in an ambula-
tory or home setting, but as many more patients with more
serious diseases are treated more often at home, injectible
drugs are being used much more frequently. Many examples
now exist for such injectible drugs being used for chronic
conditions and at home (e.g., Aranesp® and Procrit® for ane-
mia of cancer, beta-interferons [Avonex® and Rebif®] for
multiple sclerosis, and Remicade® and Enbrel® for rheuma-
toid arthritis). (2) and (3) Guidelines for the diagnosis and
treatment of diseases in most organ systems are now com-
monplace. Many groups create such guidelines; for example,
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government (National Institutes of Health, and Agency for
Health Care Research); societies (American Heart
Association, American Society of Clinical Oncology); insti-
tutions (National Cancer Center Network; and individual uni-
versity hospitals). A company must keep abreast of all these
sources of health care decisions, which can change therapy
and drug choices while they are studying a new drug based on
prior guidelines in place. (4) Payers’ role in health care has
grown and changed how health care is delivered and financed.
Insurance companies, for example, employ a variety of mech-
anisms; they use prescription benefits managers to track drug
use and even change a physician’s drug choices, require
health maintenance organizations to deliver care instead of
private physicians and offer drug choices at reduced costs,
demand more novel products with overall health cost data,
and have referral systems and negotiated rates for physician
services. Medicare now pays for oral drugs for chronic dis-
ease in the elderly population, extending access to drugs but
then influencing health delivery and drug choices. (5) The ris-
ing cost for health care and especially the cost of drugs at
double digit rates can become an impediment to R&D invest-
ment, if perceived by the public and government as excessive
and not of sufficient value. Companies are and must look at
the financial return on R&D investment for new drugs, such
that, for example, antibiotics are being developed less often,
related to their short-term use and restrictions in use for new,
even advanced, drugs. As noted earlier, requirements for
pharmacoeconomic research have grown substantially in the
past 10—15 years to meet the demands for such data by health
systems and to establish the overall value of a new drug.

Industry Statistics (The Pharma
and Biotech Industries)

The worldwide pharmaceutical marketplace is composed of
four geographic areas; the United States, Europe (European
Union), Asia (Japan, China, Australia), and the rest of the
world (ROW). In addition, pharmaceutical companies are
generally divided into five categories; pharmaceuticals
(brand drugs, also known as “ethical” drugs), biotechnology
products, generic drugs, over-the-counter (OTC) drugs (non-
prescription), and devices. Support companies for the indus-
try exist in many categories as well. Seven categories
are suggested as follows; research or discovery technology
(e.g., high-throughput screening, genomics, antisense, mono-
clonal antibodies), venture capital companies (financing sup-
port especially for small companies), clinical research
organizations (generally operations and management for clin-
ical research), specialty services companies for conduct of
clinical trials to supplement company staffing (e.g., statistics,
patient recruitment, medical writers, regulatory), medical
education and/or communication companies (symposia
and educational materials developed and implemented),
advertising and/or promotion agencies, market research and
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marketing data companies, and law offices (patent and regu-
latory work).

The medical university setting serves as a source of several
critical functions and expert individuals, such as basic science
laboratories for disease and drug research, medical experts for
disease and drug advice, clinical investigators to conduct the
studies, health economists to assess a product’s humanistic
and financial utility, health care systems to understand the
product’s full impact and use of the product, and access to
patients in the hospitals and clinics, all of which need to be
used by pharmaceutical and biotechnology companies. The
measurement of success of a company involves several sets of
statistics that we will review in this chapter, including sales of
products, New Drug Applications and approvals, research
pipeline, alliances and collaborations, and reputation. Several
other factors, especially many financial statistics, are impor-
tant metrics, but are outside the scope of this book, such as
profitability, market capitalization, profits to earnings ratio,
which will only be mentioned in context.

Product sales are reported to the investment community
and general public on a quarterly basis by companies. Sales
figures that are reported usually include total sales of all prod-
ucts and services for the company, sales data for each product,
regional/global sales, growth over time (quarter to quarter and
year over year), market share within a therapeutic or pharma-
cologic category, gross margin (sales less all expenses), and
profit. For a single product, the term “blockbuster” product
usually refers to a sales level of $1 billion per year. Generic
drugs are copies of the original patented product that have
proven equivalence primarily of ingredients and pharmacoki-
netic parameters, especially bioavailability.

Sales data for all pharmaceuticals are reviewed for the
years of 2001 to 2004, depending on availability of the data
(Fig. 1.8). Prescription drug sales were $550 billion (B)
worldwide (WW) in 2004, a 7% growth over 2003 ($492

» $ 550 Billion WW (2004)
¥ $248 U.S. (9% of Health spend in 2000 & 2003)
» Blockbusters: # 94 with > $ 1B sales ($186 B)

» Market WW % 2004: US 48%, EU 30%, Jap 11%, Asia/Pac 8%,
ROW 4%

» Top 200 products (2004): CV $56B-1st,, CNS $59-2nd, Onc
$27B-3rd, ID $22-4rd, Gl $18B-4th, Resp $17B-5th, MSK $22B-
6th

» Generics 50% of all Rxs; 2/3rd market share in 12 mo.s after
originator patent loss

» Company growth target: Increases of > 10% /year

FiG. 1.8. Industry Statistics in Sales
Source: © 2005 Thomson Center Watch
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FI1G. 1.9. Blockbuster Products (04-94 BBs = $186 Billion)

» Pharma: Pfizer, GSK, Sanofi-Aventis, J&J, Merck, Novartis,
AstraZen, Roche, BMS, Wyeth, Abbott, Lilly

» Biotech: Amgen, NovoNordisk, Genentech (Roche),
Serono, Biogen-ldec, Genzyme, Chiron, Gilead, Medimm

» Industry goal = Blockbuster model 1-2 per year
» Product development costs: over $800 MM per product

» Merger mania: Pfz-WL-PD-Phca-Upj; Glaxo-WIlc-SK-Bech;
Amg-Immun-Tularik-Synergen; MMD-Aven-Sanof-Synth.;
Sandos-Ciba-Geigy (Novartis); Yamanouchi-Fujisawa (Astellas)

» Alliances & Licensing for technology, molecules & products
(Pharma-Biotech = 383; Bio-Bio = 435 in 2003)

FiG. 1.10. Statistics — Top Co. (Sales & Research)
Source: Pharmaceutical Executive 2005; Med Ad News 2005; Ernst
& Young 2004

billion). About $248 B occurred in the USA, 48% of the WW
sales; Europe had 28% of WW sales, $144 B, and Japan was
$58 B (11%). This sales growth has been much lower since
2000 (about 5.3%) vs. double digits 11-13% over the 1980s
and 1990s. An example of a desirable annual target for
growth in sales by a company is about 10%. When a product
goes off patent, generic products will be substituted for 55%
of the prescriptions for that product within 1 year and will be
two-thirds of the sales market share (85% for Blockbuster
drugs). Over 4 years (2005-2008), 17 BBs will lose their
patent protection. Generic drugs accounted for over $40 bil-
lion in worldwide sales ($17.1 B in USA) and 50% of all pre-
scriptions in 2002. Over-the-counter drug sales were $30

billion in 2002. Medical devices is yet another major health
cost reaching $143.2 B in 2003 (U.S. $63.2 B), led by
Johnson & Johnson with about $15 B [15-23].

Blockbuster (BB) drugs in 2004 included 94 worldwide
accounting for $186 B; these 94 products were 33.8% of
total sales (Fig. 1.9). The top therapeutic category in 2004
for the top 200 worldwide products was cardiovascular
products ($56 B, 14 products), followed closely by central
nervous system ($45 B, 17 products), oncology ($26 B, 8
products), infectious diseases ($22 B, 11 products),
gastrointestinal diseases ($18 B, 8 products), and respira-
tory areas ($17 B, 7 products) (Fig. 1.8). The top companies
(worldwide) in the marketing of BBs were three European
and three U.S. companies; GlaxoSmithKline (GSK, 12
BBs), Pfizer (10 BBs), Sanofi-Aventis (S-A, 9 BBs),
Johnson & Johnson (J&J, 8 BBs), Merck (6 BBs), and
AstraZeneca (AZ, 6 BBs) (Fig. 1.10). On a smaller but
significant scale, the top biotechnology companies were
Amgen (5 BBs), NovoNordisk, (2 BBs), Genentech (1 BB),
Serono (1 BB), Genzyme (1 BB), and Biogen-Idec (1 BB).
Hematological and diabetes products led the biotechnology
areas, for example, hematopoiesis (six products, $10.37 B),
diabetes (five+, $6.57 B), inflammation (three products,
$6.33 B), multiple sclerosis (four products, $5.34 B),
cancer (3 products, $4.24), hepatitis/cancer (four products,
$3.03), myelopoiesis (three products, $2.92 B), and growth
hormones (five products, $1.92). Biological products were
significant also for Lilly, Johnson & Johnson, and Roche
[17, 18, 23].

The top 10 pharmaceutical companies are listed in the next
table (Fig. 1.10); their sales were $240 billion in 2004, 44%
of all company sales worldwide. The top 11 leading compa-
nies with over $10 billion in worldwide sales were Pfizer at
$46 B, GlaxoSmithKline at $31 B, Sanofi-Aventis at $32 B,
Johnson & Johnson at $22 B, Merck at $21 B, Novartis at $18
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B, Roche at $17.3 B, Bristol-Myers-Squib (BMS) at $15 B,
Wyeth at $14 B, Abbott at $14 B, and Lilly at $13 B. The top
Japanese companies were Takeda ($6.3 B), Astellas ($6.9 B,
Fujisawa-Yamanouchi), and Sankyo ($2.9 B). The most suc-
cessful biotechnology company was Amgen at $11 B in sales
and five BBs, followed by NovoNordisk at $4.85 B,
Genentech at $4.6 B (a division of Roche), Serono at $2.5 B,
Genzyme at $2.2 B, Biogen-Idec at $2.2 B, and Gilead at
$1.2 B. The top biotechnology products (blockbusters = 19)
yielded sales of about $34 B WW in 2004.

Collectively, pharmaceutical companies spent $74.8 billion
worldwide in 2004 on research and development of products,
19.4% of gross sales (U.S. PARMA was $38.8 B). The public
biotechnology companies spent $16 B on research and
development, 34.4% of revenues. The cost of product develop-
ment in the industry, now at $800 to 900 million per product,
has grown substantially over the past several decades; 1970s,
$138; 1980s, $350; early 1990s, $500; late 1990s, $800+ mil-
lions. These figures were generated by independent research
organizations, Boston Consulting Group (BCG) and the Tufts
Center for the Study of Drug Development (T-CSDD). Data
were real costs from pharmaceutical companies, plus widely
accepted economic calculations for after tax cost of R&D and
the opportunity costs of capital. Other groups have used differ-
ent assumptions, including the OTA, both corroborating and
challenging the above costs (e.g., average costs of $137 million
in 1976, $149 & $173 million in 1987, $293 & $445 million in
1990, all in 2000 U.S. dollars). A low of $110 million for 1991
is suggested by Public Citizen, a consumer group, but their
assumptions were very limited and in conflict with Office of
Technology Assistance (OTA), BCG, T-CSDD, and others. The
cost of postmarketing clinical trials, which are commonly
required by the FDA or needed to understand the full use
and safety of a product in more traditional settings, adds
about another $90-100 million to product development costs
[13, 17, 18, 22-25].

A key goal of the each company in the industry is to launch
annually at least one new product that will be a blockbuster
product within 5 years of its approval. This cost of research
for a new product, estimated to be $800-$990 million, neces-
sitates quite large R&D budgets, fosters the need to launch
blockbuster products to meet the financial expectations of the
investment community, and creates a drive for operational
efficiency and synergies in both the research and the sales
areas. These three reasons also are three primary reasons for
consolidation in the pharmaceutical industry over the past 10
years. Warner-Lambert acquired Parke-Davis, while Upjohn
and Pharmacia combined; Pfizer consumed all four companies
in a mega merger in the industry. Other merger or acquisitions
were Glaxo — BurroughsWelcome — SmithKline — Beecham
(now GlaxoSmithKline); Marion — Merrell-Dow (Aventis) —
Sanofi — Synthelabo (now Sanofi-Aventis); Sandoz — Ciba
Geigy (now Novartis), and Fujisawa—Yamanouchi (now
Astellas). Biotechnology companies also are acquiring other
biotech companies to achieve the same kind of synergies (e.g.,
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Amgen—Synergen—Tularik—-Immunex, now Amgen; and
Biogen—IDEC. Besides the full incorporation of one company
into another, alliances between separate companies are a
necessity for successful R&D as well. One company cannot
have all the expertise and resources to cover all the basic sci-
ence areas germaine to their therapeutic areas of interest.
Such that, one company will have access to a particular added
technology or product, which is shared through alliances and
licensing deals. For example, monoclonal antibody expertise
is found especially with Abgenix, PDL, and Immunomedix
companies, who collaborate with many pharmaceutical and
biotechnology companies. In 2003, over 800 such collabora-
tions were signed for the pharma to bio and the bio to bio
agreements. Also, in the 2003-2004 time frame, 14 research
partnerships were created between pharma and biotechnology
companies that could be worth up to $100 to $535 million each
if the research and marketing milestones are met [17-22].
Besides success in gross sales and new product approvals,
a host of factors are used to measure the success of phar-
maceutical companies as represented by the 15 parameters
in Fig. 1.11. A trade journal for the industry is
Pharmaceutical Executive, which performs an annual
assessment for the top company performers using these
standard business operating parameters that are heavily
focused on financial issues; that is, sales, earnings, profits,
revenues, assets, and equity in various combinations. Ratios
among these parameters are a key focus (e.g., earnings per
share, profits to assets). Just few key nonfinancial factors are
incorporated, such as contribution of new products, brand
power (the value of a company’s name and the product
names), and enterprise value (overall company operations,
productivity, profitability, reputation, and sales success).
Companies are ranked for each parameter, which are then
integrated. The top 2003 industry performers in order were
GlaxoSmithKline, Merck, and Johnson & Johnson, based on
these 15 criteria; they also were in the top five companies in
prescription product sales in 2004. In 2003, two relative

1. GSK 5. Forest 9. Genentech 13. Abbott
2. Merck 6. AZ 10. Pfizer 14. Biogen-ldec
3.J&J 7. Lilly 11. BMS 15. Wyeth
4. Amgen 8. Novartis  12. Aventis 16. SchPIgh
Metrics:
»  Enterprise value to sales Sales to as sets
» R&D spend to sales » Profit to assets
» Earnings per share Net profits to net worth
» Price to earnings » Domestic sales per rep
» Sales growth » Sales per employee
» Gross margin » Brand power : knowledge
» Percent of revenues from capital equity
new products » Return on shareholder equity

» Profit to sales

FiG. 1.11. Top Industry Performers (2003)
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newcomers broke into the top five; that is, Amgen and
Forest Labs. Also, biotech was well represented for the first
time in the financial success assessments by three compa-
nies, Amgen (at #4 ranking), Genentech (#9) and Biogen-
Idec (#14) [18].

Research Activities and Costs

Important general information regarding research is included
in this section, especially research activity by the number of
molecules and therapeutic areas and costs by stage of
research, company, and changes over time. Worldwide, phar-
maceutical research has reached a cost of $67.9 billion (52%
spent in the USA), of which clinical research was about $47 B.
To put these statistics into perspective, all government R&D
spending for clinical research in the USA was $26 B vs. $31 B
by the industry in one report [22].

The basic goal of the research division for a new product
is to try to create a novel compound with a competitive
advantage over existing products, in regard to mechanism of
action, site of action, efficacy, safety, dosing schedule, formu-
lation, administration, or convenience of use by providers and
patients (Fig. 1.12). The commonly held rule of thumb for a
success rate in product development from research molecules
to approved products is a story of very heavy attrition and fol-
lows: 5,000 compounds in research, to 500 in preclinical
study, to 50 into Investigational New Drug applications
(INDs) and early clinical research, to 5 into late-stage clinical
research, and then only 1 product approved. The 2003 research
activity is shown on Fig. 1.12; 10,000 new projects in the lab-
oratory, 2,100 new candidates, 100 New Drug Applications
(NDAs), and about 15-30 new molecular entitiecs (NMEs). For
the about 10,000 active INDs that existed in 2001, the figure
gives us an idea of future areas for potential products, being led
by CNS area, oncology second, and immunology with infec-
tious disease (ID) third, followed by metabolism and

» Research:

© WW Projects: 10,000 + in 2003 == INDs: 2100 + /yr s
NDAs: 100 + /yr (>60% approved) ssp NMEs: 15-30/yr

» INDs & Therapeutic Areas :
O #9, 704 INDs (# active in 2001)

© CNS #1, Oncol #2, ID/Immun #3, Metab/Endocrin #4,
Inflam/Analg #5, Viral #4, Radiolog #5, CV/Renal #6,
Gl/Coag #7, Urol/Repro #8

» Biotech:
© 4400 companies (WW) in research

© over 300 products in clinical trials

FIiG. 1.12. Research Activity
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endocrinology fourth, inflammation and analgesia fifth,
cardiovascular (CV)/renal ranked down to sixth, gastrointestinal
(GI)/coagulation seventh, and urology/reproduction eighth.
Biotechnology companies have become major drivers of
research in collaboration with pharmaceutical companies; the
4,400 worldwide companies have thousands of research proj-
ects and from 300 to 600 products in clinical trials [22, 27-29].

Research (basic and clinical) costs are substantial and
increasing in the pharmaceutical industry. About 18% of
gross sales are invested in research and development, and it
has grown by almost 100% in a short 5-year period from an
industry total of $21 billion to about $40 billion in 2004
(Fig. 1.13). The number one provider of clinical research
investment in the USA is the pharmaceutical industry, almost
triple the National Institutes of Health (NIH) budget. Clinical
spending rises as you proceed from phase 1 to 3, directly
related to the size of the studies and their greater diagnostic
and monitoring complexity. Also, an estimate of the growth
in clinical research costs is about 10% per year. To give you
another perspective on the costs for clinical research, a per
patient fee is provided to an institution/investigator for con-
ducting a clinical trial, and it was $6,716.00 per patient across
the industry in 2002. On top of this university grant support,
the cost of the company efforts per patient well exceeds
this figure to pay for the work of its research staff, the clini-
cal managers, study monitors, statisticians, data managers,
regulators, auditors, and others. Most companies employ clini-
cal research organizations (CROs) to perform a large percent-
age of this workload (in 2003, companies spent $10.4 B with
CROs, about 30% of R&D budget). The total cost to develop a
pharmaceutical product by the industry has been calculated to
have risen to about $900 million per successful drug approval.
This cost has risen by more than 200% over the past decade,
related to increased regulatory hurdles, greater patient study
sizes, more complex disease diagnostics and assessments, the
cost of product failures, postmarketing research costs, and
inflation in health care costs [4, 15, 21, 22, 30].

» Clinical Research budgets WW / U.S.:
© 1998 $39B/21B; $ 47B / 33B in 2003 (18% of sales in U.S.)

» Grants:
o Clinical grants: $10 Bin 2003
o All R&D: $31B (industry) vs $26B (government)

» Spend for clinical phases: ($33B total in U.S.)
© P.I-11%; P.Il - 22%, P.IIl - 48%, P.IV - 19%
© Growth: >10% per year

» Costs per patient: $6, 500 Gl to $9, 800 oncology in 2003

» Drug development cost increases:
o ‘92-$259MM, A '96 - $499, A 99 - $635,
o /01 -$800+, A '04—$900+

FiG. 1.13. Research Activity & Costs
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The total R&D spend by the top 10 drug companies in 2004
was $49.1 billion, led by Sanofi-Aventis at $9.31 B with over
$2 B for the 10th company (Fig. 1.14). For the top 50 world-
wide companies, R&D spend as percentage of total sales was
19.4%, ranging from 12.2% to 31.2% excluding the generic
companies who primarily perform pharmacokinetic equiva-
lence studies and few clinical trials. These top 10 companies
equal about two-thirds of the total R&D spend of the indus-
try. Biotech spending is rising as well, with the top 10 reach-
ing over $5 B in 2004, which is dwarfed by the top pharma
companies in dollars, but represents more than 25% of
biotech company revenues. Amgen leads biotechnology seg-
ment by far in R&D investment, doubling the second com-
pany, Genentech [15, 17, 19, 21, 30].

Another look at research spending is across all the stages
of R&D, as shown on Figure 1.15. In 2002, R&D spending
also can be broken down into three general segments; non-
clinical drug work at 21.4%, animal testing at 16.2%, and
clinical trial costs at 35.9%. The nonclinical work is

Pharma $ Billions|% Sales| Biotech $ Millions| % Sales
Sanofi-Aven, 9.31 29.3 |Amgen 2,028 19.2
Pfizer 7.52 16.3 | Genentech 948 20.5
Roche 5.40 31.2 |NovoNord. | 664(’03)| 18.9
Johnson & J| 5.20 23.5 |Biogen-ldec| 688 311
GlaxoSK 5.20 16.6 |Serono 595 24.2
Merck 4.01 18.7 |Chiron 431.1 25.0
AstraZen. 3.80 17.7 |Medimmun. 403 35.3
Novartis 3.48 18.8 |Millenium 403 89.9
Lilly 2.69 20.6 |Genzyme 392 17.8
BristolMS 2.50 16.1 |Cephalon 274 27.0
FiG. 1.14. R&D Spend —Top 10 Companies (2004)
Phase % Spend | Phase % Spend
SIV"l ‘hel?is & 9.3 Bioavailabilii 15
Formulation 5.1 Regulatory 3.0
rcess devel. 7.0 Ilnlcal 25.6

FiG. 1.15. R&D Spend by Research Phase (2002) (Adapted with per-
mission from Thomson CenterWatch. Boston, MA. From An
Evolution in Industry 4" Ed. 2003 Lamberti MJ Ed. Graph —
Distribution of U.S. R&D spending, 2000. Pg 59.)

15

comprised of four components: (1) the laboratory efforts in
the synthesis and extraction of the drug, (2) the creation of
the product formulation (and testing of its viability and prac-
ticality), that is, tablet vs. liquid vs. injection, (3) process
development, which is the work on manufacturing of the
drug, and (4) all the testing of the processes and interim
product at various stages of its evolution. Animal testing
includes primarily pharmacology and toxicology studies
with some pharmacokinetics efforts. The major cost area is
clinical testing as shown at 35%. It is worth noting that the
regulatory process of preparing both the IND and NDA at the
company appears to be only 3%, but the real dollar number is
about $24 million, a significant expense for meeting the reg-
ulatory application processes [22].

A representative research pipeline at a major pharmaceu-
tical company is provided on Figure 1.16 for Novartis in
2003. Dr. Garaud presented these statistics at a conference
in February 2004 for all the projects at four stages from
preclinical to their phase 3 and regulatory submission stage.
The table of 125 projects includes some drugs being studied
for multiple indications; please be reminded that two differ-
ent indications are potentially two different NDAs. Their
business including research planning (product portfolio) is
divided into eight distinct business units, and also two major
areas, first into primary care areas and second into specialty
therapeutics. Five areas exist for primary care therapeutics
for Novartis and three specialty areas. Several criteria are
important in establishing a successful and robust pipeline,
some of which are demonstrated on this slide: product can-
didates in all four stages of development; a reasonable
number of product candidates at each of these four stages,
especially given that most will ultimately fail and not be car-
ried forward; a reasonable number and balance of product
candidates across the eight business/research areas; and
therapeutic areas being represented with important patient
care and significant business opportunities (sales potential).
Other major criteria for a robust pipeline, not represented on
the slide, are blockbuster potential for several candidates,

.|Bus. Franchise |Precl. | P.1 P.2

Fi1G. 1.16. Pipeline (Projects) — Major Pharma Company
Source: Garaud J-J, Novartis, R&D Directions Conference, Feb. 2004
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unmet medical needs being addressed (more provider, payer,
and health system acceptance), early stage research projects
that are sufficient in number and fit their eight research
areas, novelty in mechanism of action and competitive edge
for as many products as possible in the pipeline, and best in
class potential for some candidates. Another approach in
research pipelines at many companies is a business unit that
is an exploratory area for the company. It does not really fit
into their designated therapeutic areas but has some very
interesting science in important therapeutic areas for patient
need and market opportunity. This area later may become a
major company research area, but the company is keeping
their opportunities open on a small scale, and often it is done
through research collaborations with small companies who
are expert with the new technology or with a university
laboratory [31].

R&D Productivity

The next two figures present the research and product pro-
ductivity for the industry from 1995 to 2003, based mostly on
FDA statistics for major regulatory milestones. Research
spending by the industry according to Pharmaceutical
Research and Manufacturers Association (PhRMA) statistics
has grown quite dramatically over the past 5 years (almost
100%) from $21 billion to about $40 billion worldwide.
However, the number of new drugs reaching the public has
not kept pace with this massive growth in research investment
[15, 17].

First, we address in Figure 1.17 how many molecules (prod-
uct leads) are found in the research stage from 1995 to 2003.

R. P. Evens

We also list the number of INDs at the FDA for the same time
period. The molecules in basic research have increased
steadily and fairly well from under 5,000 to more than 9,000
in this 5-year period. Even though you would expect the INDs
to increase coming from the growing number of leads (mole-
cules), the INDs submitted to the FDA however have remained
almost the same, hovering around 2,000 per year [22, 32].
Second, we display the success rates for product approvals
through the FDA in the USA by documenting the NDAs sub-
mitted for 1994 up to 2004 vs. the NDA approvals and also
how many of the approvals were NMEs (new medical enti-
ties) (Fig. 1.18). An NDA is not only for a new product being
approved and now available for use but also includes new
products, new indications for approved products, and new
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formulations. Generic product approvals are a separate statis-
tic. Again, we can observe that the added research investment
has yet to pay off for the public and the industry. NDA filings
reached a high above 120 for two years in the late 1990s, but
they were at the rate of 90—110 annually for the following
4 years. The year 2004 is an encouraging sign with an
increase in NDA approvals. NDA approvals followed a simi-
lar pattern, from more than 100 down to 65-75 in any one
year. NMEs similarly changed from 30-40 down to about 20
in any one year. Success rates for product approvals by the
FDA were studied. For an NME (drug), only about 15-20%
of them were successfully approved; the rate for individual
biologicals was 30-40%, according to work at the Tufts
Center for the Study of Drug Development. The therapeutic
category of an NME can impact success rates, for example,
infectious disease, 28.1% (highest); cancer, 15.8%; immunol-
ogy, 15.4%; and CNS, 14.5%, in the estimates for products
approved for 1983-1992 in one study [10, 22, 26, 32].

The research activity for individual companies is pre-
sented in the next table for the years 2000, 2002, and 2004
(Fig. 1.19). The top 12 companies had 1,105 product candi-
dates in late research (usually indicating preclinical
research) or in development, which increased by 13% to
1,250 product candidates in 2002 and also 2004. The range
in the number of product candidates per company was wide,
even for the top 10 companies, from 56 to 188 in 2004.
GlaxoSmithKline with 188 candidates led the pack by a
large margin, followed by Pfizer, Johnson & Johnson, and
Aventis, which is not surprising given their high R&D budg-
ets noted earlier in the chapter. Consolidation in the indus-
try alters this line-up with Pfizer adding in Pharmacia and its
candidates to its portfolio for 2002 and Aventis being added
with Sanofi-Synthelabo for 2004 and forward in time.
Usually, companies report the product candidates licensed in
from other small companies, such as the biotechnology

Company
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.....

FiG. 1.19. R&D Productivity: Molecules in clinical trial (Copyright
2005, Thomson CenterWatch)
Source: © 2002 Thomson Center Watch all right reserved
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companies, along with their own discovered molecules, in
such figures [22].

Figure 1.20 lists more than 1,800 molecules in clinical
research pipeline, in phases 1 through 3 or under considera-
tion for approval by regulatory authorities in 2004, for many
diseases responsible for much morbidity and mortality in the
world. Cancer was and is the predominant disease category
for new products, well exceeding (twofold) the next cate-
gories, infectious diseases, cardiovascular/heart diseases, and
collectively, central nervous system/depression/migraine/
Alzheimer disease. This high number of potential cancer
products should be no surprise in 2004, given the number of
diseases in the cancer area, the mortal consequences of them,
the excellent payer environment in oncology, the many dis-
coveries for cancer mechanisms in the past decade, the
engagement of most pharmaceutical and many biotechnology
companies, as well as the National Cancer Institute, and the
dramatic benefits now occurring from drug therapy, cures and
longer life with better quality of life.

The time frame for product development is lengthy, often
requiring 4 to 5 years for research and preclinical workup, fol-
lowed by 4 to 5 more years or more for all the clinical devel-
opment work, and finishing with an FDA review process that
can require as little 3—4 months but can take up to 2 years or
more (Fig. 1.21). The total time for the clinical phases of
development is now very similar for biologicals and drugs,
6.1 years vs. 6.8 years, respectively. The average FDA review
time for a standard NDA in the USA is now down to about
12 months for all drugs (average of 1.6 months) and for pri-
ority reviews at 7 months. Regulatory authorities around the
world vary in the time necessary for review and approval
(U.S. NME review time of 384 days); Europe and Japan with
more time for their product reviews (460 and 508 days,
respectively). In the USA, laws and regulations have been
promulgated to strengthen the review process and shorten the

Products
/Uses

Products
/Uses

Diseases Diseases

Totals: Phase 1-620, Phase 2 - 687, Phase 3 - 404, NDA awaiting - 167

Med Ad News July 2004 Supplement, 35-74.

FiG. 1.20. Product Pipeline (Adapted with permission from Engel
Publishing Partners, Newtown Square, PA 2004. From Med Ad
News July 2004 Suppl. 35-74.)
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Source: Kaitin KI. Tufts Center for the Study of Drug Development, 2003 & 2004

review time. PDUFA 1 (1992), II (1997), and IIT (2002) are
laws providing income to the FDA for more reviewers by
requiring application fees from the pharmaceutical industry;
about $150,000 would be a typical fee. The FDA is obligated
to provide a 1-year turnaround time for the review time and
an official response regarding approval status. The figure
demonstrates for both biologicals and drugs the FDA success
in reducing review times in half. Also, in response to the high
mortality in the AIDS crisis and with cancer along with their
acute need for novel drugs, a fast-track status was created and
can be given to a product for life-threatening diseases. This
status creates a 6-month or less review period for a product and
has worked well for patients, the FDA, and companies. Clinical
development times for fast-track drugs were about 4 years vs.
5-6 years for standard drugs, and review times were 6 months
vs. over 1 year, respectively, in a Tufts CSDD report. In return
for the fast-track status, companies have been required to per-
form more postmarketing clinical trials to further study safety
especially and establish efficacy further with more data, which
also adds to cost (about $90 million). The total number of
postapproval trials committed to be done in FDA statistics has
increased from about 130 in the 1992-1994 time period to 170
in 1995-1997 to 230 in 1998-2000.

Further FDA regulations were promulgated to allow for
more official meetings between the FDA and companies at
major milestones (e.g., pre-IND and end of phase 2), to clar-
ify research and regulatory requirements. Therefore, NDAs
would contain the best possible trials and information to facil-
itate the review and approval process. However, although
review times with the FDA were reduced significantly and the
new review time commitments were generally met, the over-
all time for clinical development rose for biological products

to equal the times for drugs (now about 7 years), mostly
because much more clinical work needed to be done espe-
cially for biological products (Fig. 1.21). The added clinical
work for both drugs and biologicals includes more trials, with
larger trials (higher number of patients), over a longer time
period, being done with greater workup of patients (more pro-
cedures), and with more complex and expensive monitoring.
For example, procedures per patient numbered 100 in 1992
and in 2002 were 153. The number of studies for an NDA is
substantial (37 in total: 21 in phase I, 6 in phase II, and 10 in
phase III/IIIB). The number of patients and study sites per
trial is also substantial (phase I, 33 patients/trial at 2.4 sites;
phase II, 133 patients at 14.1 sites; and phase III, 1,367
patients at 110 sites). From the 1960s to 2000, the time for
clinical work increased to 6 years (50% increase for drugs and
over 100% for biologicals); however, for drugs, the 2000s
showed a decrease of more than 1 year for clinical work; per-
haps, it is some evidence of efficiencies effected by the indus-
try and the better working relationship with the FDA. Clinical
costs are $250 to 500 million out of the $800-$900 million
for drug development. Growth in this clinical work has
greatly increased costs of product development (e.g., esti-
mated clinical cost increases from $106 million in 1991 to
$467 in 2000) [10-14, 22, 25, 27, 32, 33].

Speed to market is a key measure of operational and regu-
latory efficiency of pharmaceutical companies, and the regula-
tory authorities as well (Fig. 1.22). Every day extra needed for
research and regulatory review time is a day lost on the patent
life of a product, a day lost for improved patient care oppor-
tunity, and a day lost of sales for a company (an average of
$1.3 million per day for all products, and up to $11 million
per day for blockbusters). The time for exclusivity of product
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¥ Industry metrics:
o Ave. Time: 5.7 yrs ('81-'99), 6.6
yrs ('85-'01)
Range: 4.4 10 9.7 yrs
Cost of lost sales =
$1.3MM/day (up to > $11MM)

» Top 10 companies:
o Schering - Plough: 4.6 yrs
o Roche, Merck, Novartis, J&J,
Pharmacia: 5-5.6 yrs
o AstraZeneca, Aventis, GSK,
BMS: 6-6.6 yrs
» Disease categories:

o [D: 4.8 yrs, Anal. 4.8, Resp. 6.2,
CV: 6.5, Endo. 7.8, Oncol. 7.9,
CNS: 8.9, GI 9.7 yrs

FiG. 1.22. R&D Productivity: Speed to Market Times
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» Best practices:
o Global PPM
o Realistic protocols

© Collaboration with regulatory
authorities

© Technology for project planning
& communication

o Project team operations

Source: Getz KA, deBruin A. Pharm Exec July 2000; Center Watch. State of the Clinical Trials Industry 5th Ed. Thomson Pub. 2005 (data

1981-1999)

manufacturing and sales by the drug’s originator company is
often short after product approval. Most drug patents have
only about 5 years left after approval, although a patent exists
for 17 years (20 years with North American Trade Agreement;
NAFTA). This situation relates to patenting of a drug during
the early research stage and the long time frame for R&D,
which uses up the patent life before approval.

Figure 1.22 presents statistics for clinical development
times for all product approvals during the 1980s, 1990s, and
2000s. The overall average time was about 6 years to perform
all the clinical research studies but ranged widely from 4 to 10
years. The therapeutic category for a potential product dra-
matically influences the time for clinical research, with the
shortest being infectious disease at 4.8 years, related to the
simpler studies and the longest for gastrointestinal (GI) and
central nervous system (CNS) categories at 8-9 years.
Oncology products are being studied over shorter times, as
the fast-track status for many of the newer products in the
2000s has become the norm. Individual companies bench-
mark each other with this statistic, addressing their relative
efficiency. Schering-Plough ranked at the top with a 4.6 years
average for their products with all the top companies at or
under about 6 years, based on 1996 and 2001 data. In an ear-
lier publication, AstraZeneca ranked first with a 3.7 years
average and GlaxoSmithKline was second at 4.1 years for
1981 to 1999 data. It should be noted that the companies
identify global portfolio planning management (PPM) as one
of the best practices to achieve the better (shorter) time
frames. PPM also directly and favorably impacts a couple
of other best practices, project team operations and use of
technology for planning and communications by the teams.
Realistic protocols are important in speed because they espe-

cially will be easier to conduct for the sites and investigators,
easier to interpret in statistical analysis, and likely require less
review time for regulatory authorities [22, 34].

Organization of a Pharmaceutical
Company

A pharmaceutical company that is complete in all the neces-
sary research and business operations and divisions is called a
fully integrated pharmaceutical company (FIPCO). A FIPCO
contains eight operating divisions.

The eight divisions of a FIPCO are presented in the next
diagram (Fig. 1.23). Research and development (R&D) and

FiG. 1.23. Fully Integrated Pharmaceutical Company
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sales and marketing (S&M) divisions house the largest num-
ber of staff members, and the largest budget outlays by far
occur there. To the outside world, most of the “action’ at a
company appears to occur in the R&D group and the S&M
division, because their staff interacts with so many people,
that is, the public, investors, investigators, providers, payers,
vendors, and regulators. However, success of a company
needs major engagement of six other key functional areas:
human resources (HR, personnel), legal and regulatory,
finance, manufacturing, medical affairs, and global opera-
tions, each of which will be discussed in this section of the
book. Each division is headed by a senior or executive vice-
president, who all usually report to the chief operating officer
(COO) or president. The senior leadership team is composed
of the chief executive officer (CEO), COO or president, chief
financial officer (CFO, who leads finance group), chief scien-
tific officer (CSO, who often leads the research group), chief
medical officer (CMO, who usually heads the development
group), and the chief information officer (CIO), along with
the other senior division heads in manufacturing, sales and
marketing, legal, and HR. They usually constitute the operat-
ing committee or team that runs the company on a day-to-day
basis. Global operations will often be led by an executive
vice-president, reporting to the CEO, or U.S., Europe, and
rest of world will have equivalent leaders in a hierarchy
reporting to the COO or CEO. Sitting above the operating
committee and the CEO, a board of directors exists for over-
sight of the business and operations and is reportable to the
stockholders, primarily, and government agencies (e.g.,
Securities and Exchange Commission and the Justice
Department) and the public at large.

The research division is composed of predominantly PhD
scientists, as expected, running laboratories dedicated to spe-

Fi1G. 1.24. Industry Organization: Research
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cific basic research areas that are technology platforms, such
as genomics or protein chemistry or medicinal chemistry,
biology or therapeutic focused, such as cardiovascular dis-
ease, or functional oriented (e.g., high-throughput screening
or x-ray crystallography) (Fig. 1.24). Research role is the dis-
covery and characterization of potential disease targets and
possible molecules as interventions for the targets. Research
needs to deliver product candidates to the development divi-
sion for clinical work. Vertical organization based on drug
categories often is done throughout a company from research,
to development, and through marketing, forming cross-
functional business units to optimize communication and
coordination leading to drug development and product mar-
keting in a specific therapeutic area.

The diagram in Figure 1.24 displays a core group of repre-
sentative functions in a research division. Disease biology is
a starting point in discovery process to explore disease patho-
physiology, especially to understand existing and new mech-
anisms for disease. Targets for disease intervention are
identified and validated in other laboratories. Molecules are
created or discovered in yet other laboratories (hits) that need
validation, resulting in leads and later drug candidates.
Animal testing is done (preclinical work) for pharmacology
and toxicology of the drug candidates. The metabolism and
pharmacokinetics group examines drug disposition and drug
interactions in animals and then humans. The pharmaceutics
group formulates a product into a specific dosage form (e.g.,
oral capsule or injectible liquid), a container system (e.g., bot-
tles and vials), and a delivery system (e.g., a syringe), based
on the disease, patient, and health care system. A variety of
specialty research groups may exist to explore a technology
area (e.g., anti-RNA). An Investigational New Drug applica-
tion (IND) is their successful end-product. Collaborations

LABS:
Hits / Leads
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with universities are very common mechanisms for a com-
pany to expand its research portfolio in related research fields
and especially to tap into the wealth of basic research per-
formed at universities. A company often allows lab heads to
each create several research alliances with several universities
to expand the search for novel mechanisms of disease and
drug action. Basic research has collaborations with specialty
companies as well to expand access to more technology plat-
forms, delivery systems, and functional areas.

The development division creates the protocols and per-
forms the clinical studies (phases I, II, and III) and related
work, leading up to a New Drug Application (NDA in USA,
Common Technical Document [CTD] in Europe) for drug
products or biologics license application (BLA) for biological
products. More than 10 different functions are involved and
need to be integrated in the operations and planning of clini-
cal studies for timely and targeted drug development (Fig.
1.25). The coordination role falls to the project management
department, which usually chairs the product development
teams composed of these development groups. Clinical man-
agement is the unit that most investigators work with, because
they are responsible for protocol writing, investigator train-
ing, patient recruitment and selection, drug disposition, study
monitoring visits to the sites, and final study reports, all of
which the investigators are intimately involved in. The staff
includes physicians, clinical pharmacists, clinical pharmacol-
ogists (PhD), and clinical research associates (CRAS).

The data management department creates the case report
forms with the CRAs and performs data entry from the com-
pleted study case report forms. The biostatistics group writes
the statistics section of protocols, ensures adequate study
design, performs analyses of all the study data, and writes a
statistical report for each study and for all studies in the NDA.
Most companies will have a writing group to author the draft
of the final study reports from the stat report and also help
write protocols and publications. A quality assurance group
exists to perform audits of case report forms, processes and
procedures, and study conduct at the company and at study

» Project management (U.S. & Global)
» Clinical management:
e PhD, MD, PharmD, BS, MPH)
o Managers (protocols & reports)
o Monitors (sitevisits, CRFs, data)
» Outsourcing - CROs
» Data management (forms development & data entry)
» Biostatistics (protocols, analyses, reports)
» Medical writing
» Quality assurance (Audits)
» Regulatory affairs
o Safety (adverse events)
Phases of Clinical Research: | —lla —IIb — Illa — IlIb
Other Trials: Metabolism (ADME), Economics, PMS, Epidemiology
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(investigator) sites. Their goal is to assure compliance with
protocols and procedures and avoid government regulatory
bodies finding data deficiencies or procedural lapses that will
nullify a study’s credibility and even possibly throw out an
NDA. The regulatory affairs group ensures compliance with
worldwide regulatory laws and regulations, organizes and
files the INDs and NDAs with regulatory authorities, and is
the primary interface with any regulatory authority. A metab-
olism group, if not housed in the research division, performs
the pharmacokinetic and drug metabolism studies, including
ADME (absorption, distribution, metabolism, and elimina-
tion) trials and drug interactions work. The safety department
records, summarizes, monitors, and reports the safety data
from clinical trials and spontaneous reports for a company’s
drugs before and after marketing the product.

Although economic data is not required for product
approval by regulatory authorities, the health care systems in
the USA and government product pricing groups in the rest of
the world demand such data to more globally understand a
product’s health care impact. Therefore, a pharmacoeconom-
ics group usually exists to perform these studies before and
after marketing. Finally, an outsourcing group exists to select
vendor companies (Clinical Research Organisations, CROs)
and coordinate the work of these; the CROs commonly will
perform overflow work in any of the above development work
areas. PMS is postmarketing surveillance for adverse events,
usually through clinical trials. Epidemiology groups perform
studies to generate disease-related data to help understand
diseases (frequency, presentation, and their treatment), which
in turn can help in the design of future drug studies.

The marketing division often is considered the lead group
at a pharmaceutical company, guiding especially corporate
and product strategy, but also creating plans, objectives, and
action items for the whole organization around each of the
products. They are organized by therapeutic areas and cus-
tomer groups. The sales division often is combined with the
marketing teams into product, therapeutic, or customer groups.
The figure in Figure 1.26 shows seven possible functions that

Sales
Forecasting
& Tracking

Market
Research

FIG. 1.26. Industry Organization: Marketing
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compose a marketing group. Marketing directs the sales organ-
ization with strategies, sales plans, tools (promotional and
educational), and sales targets (providers, institutions, pay-
ers). Periodic sales plans (Plans of action, POAs) or promotion
plans, often quarterly, are created to achieve a certain sales
level for all the products. Sales pieces are created to describe
the features, benefits, and limits of the company products.
Professional affairs role involves liaison work with the health
care provider groups and their professional societies, for rela-
tionship building and in sponsoring education, especially
about new products for new disease targets, where the med-
ical community is not familiar. Advisory groups are used by
a company and are composed of investigators and providers
who are experts for a disease. They are organized early in a
product’s life cycle, usually by phase 2 in 88% of companies.
Educational programs are sponsored with universities, soci-
eties, or educational vendors to discuss the company products
and related diseases, starting well before product approval,
even at the phase 2 research time frame. A medical education
group will exist for this purpose, separate from promotional
marketing. Market research is performed in at least a couple
ways; first, forecasting and tracking of sales is done for mar-
keted or soon to be marketed products (the company’s and
competitors) for senior management; second, various market
analyses are done for patient and provider preferences and
product usage, utility of sales aides for marketing groups, and
comparative product profiles and desirable new product pro-
files for the R&D groups in planning for new drugs and stud-
ies. Much market research occurs during research to
understand product opportunities and advise R&D; a 229%
budget increase occurs just at phase 2 to the tune of $1 mil-
lion for a likely blockbuster or about $500,000 for other prod-
ucts, and about $5.5 million overall for one product according
to cutting edge company. Direct to consumer (DTC) advertis-
ing has become a major marketing role to reach patients and
improve both disease knowledge and access by the public to
products through print media, Internet, radio and television.

FiG. 1.27. Industry Organization: Salesforce
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Finally, a key liaison role with R&D exists to help focus their
work on unmet medical needs in the medical marketplace,
optimal product characteristics, provider and patient prefer-
ences, and health care system needs. The budgeting for a mar-
keting team increases dramatically as a product moves
through research and becomes more likely to be marketed as
you would expect. When a drug enters phase 3, the budget goes
up by 400-500% and jumps up again by 300% at launch. The
launch spend by marketing for a potential blockbuster can be
$500 million from 1-2 years preapproval to 1 year postapproval.

The sales organization is composed of the field sales per-
sons (PSRs, professional sales representatives) and their man-
agement (district and regional mangers), who are responsible
for achieving the sales of the company products (Fig. 1.27). In
the USA, there are about 100,000 PSRs costing the industry
about $2 billion per year. One large pharmaceutical company
will have several thousand PSRs. The cost for one sales person
in the field has been estimated to be about $150,000-$350,000,
including salary, benefits, bonuses, a vehicle, entertainment
account, and an educational account. The size of a sales force
is predicated on the number of sales calls, that is, the number,
and frequency, and also the type of contacts to health profes-
sionals (physicians, nurses, pharmacists, and administrators),
as well as anticipating turnover (estimated to be on average
10% per year). A typical sales person will make 150 sales
calls, visits, to customers in a month.

The primary role of a sales call is to promote their product,
but they often offer educational materials and programs and
other services provided by the company, such as reimburse-
ment support, and can help the provider with access to the
company’s home office research people. Sales people need
constant education to keep up to date with the new sales
POAs, new clinical data and publications, and company serv-
ices. Compensation is often more than $100,000 per PSR,
composed of a base salary ($62,000 to $100,000) plus
bonuses in cash or stock options. Bonus is based on exceed-
ing sales targets, new product sales, and special achievements.

Compensation J
I
Base $62,000 — $1 00,000’

'—I

Bonus-Cash-Stock

Spec..Achievemt

New Products

f
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Besides PSRs, a sales organization will also have specialized,
more senior sales people in a national or corporate accounts
group to call on health system groups, for example, managed
care organizations (MCOs), preferred provider organizations
(PPOs), group purchase organizations (GPOs), payers, and
insurers [35].

The manufacturing division creates the final product using
all the necessary ingredients for a tablet or injectable or oth-
erwise, packages it into an appropriate container system, and
distributes it to the wholesalers, providers, and health care
institutions. Of course, tremendous differences exist in manu-
facturing between drugs and biologicals and between differ-
ent formulations, such as injectibles and oral tablets. The core
functions in manufacturing are elucidated in Figure 1.28 for
all products. The process engineering group works on the
manufacturing operations to improve its efficiency, reduce
costs to manufacture, and improve quality of the final prod-
ucts. The formulations group, if not already housed in the
research group, may work on later generations of a product
improving the product’s shelf-life or its form to increase
provider acceptance. The quality control department tests the
purity and stability of the product and audits all manufactur-
ing processes to ensure integrity of the final product. Package
engineering works on the container system and its labeling to
maximize product integrity, information availability, and util-
ity of the product to patients, providers, and distributors in the
vials, bottle, boxes, or whatever packages needed.

The physical plant where the product is manufactured must
be planned well before product approval to meet projected
market needs (scale-up) and keep up with changes in the mar-
ketplace. A new plant for a new product can cost $100 million
to several hundred million dollars to plan and construct. The
decision to build a new plant for a new product is a risk spend
needed at least 5 years before product approval for construc-
tion, staffing, validation, trial runs, and regulatory approvals.
The inventory and distribution system must be able to meet
the needs of the product, market, and health care system,
regarding storage, shipping, the distribution centers, the
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distribution channels, and locations of care. Finally, the prod-
uct’s needs in the USA and all the world must be met, including
the differences of geography, health care systems, culture, and
language.

Medical affairs, also called professional services, is a group
of health care professionals who serve as the primary clinical
interface with health care providers, patients, public, and cus-
tomers for the marketed products (Fig. 1.29). They perform
the types of services outlined in this diagram: medical infor-
mation (questions and answers to patients and providers),
medical science liaison (education of health care profession-
als by field-based professionals), marketing support to home
office with technical information, clinical trials on the mar-
keted products (phase IV), and pharmacoeconomic research
on the marketed products. The basic goals are to support
health care customers who use the products with information,
education, and clinical research, mostly within the approved
indications for the products, as well as the marketing depart-
ment. This group is permitted by regulatory authorities to
address unsolicited questions about nonapproved uses (“off-
label”) from customers.

Global operations (Fig. 1.30) replicate the roles of the U.S.
operations for the rest of the world, usually divided into the
three other major markets: European Union (EU), Asia
(Japan, China and Australia), and rest of the world (ROW).
The most significant parallel groups are S&M, development,
and manufacturing. A key challenge is integration of the plans
and actions between the USA and all other countries in the
global markets for the company and its products. The unique
challenges for global operations are manifold; the unique cul-
tural differences in business operations, regulations and laws,
medical practice, health systems, general culture, and lan-
guage, as well as integration with the U.S. operations. The
approval processes are through separate regulatory authorities
for each of the other three major markets and even individual
countries (e.g., EMEA, European Medical Evaluations
Agency). Outside the USA, socialized medicine predominates
as the health care system in general, and most countries have
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mostly a single payer, the government. Each country will
have a pricing committee or its equivalent to negotiate with
the company the price that the government will pay for a
product after it is first marketed and then periodically to
change pricing thereafter. Manufacturing is challenged by the
different languages and labeling needs, as well as differences
in health care and medical practice necessitating possible
different dose sizes or formulations.

R&D Challenges and Issues

Research and development in the industry has to deal with
much more than just the biology of a disease, or the creation
of drug category, or filing the NDA. Many external forces
impact a company’s goal to develop blockbuster products;
although most are not under a company’s control, they must
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be dealt with or they will become inordinate barriers to
research and marketing of products. Here we will discuss also
some financing issues particularly for start-up companies.
Company collaborations are a necessity for access to novel
science and also efficient operations as we will discuss.
Company culture is a major enhancement or barrier to opera-
tions’ effectiveness. Finally, resource focus on specific tech-
nologies is a best practice to be reviewed as well.

The research and development process is complex (hun-
dreds of actions in many stages by thousands of people) and
lengthy (about 10 years) as already stated, and Figure 1.31
displays the situation well with a myriad of plans, activities,
and regulatory issues. Four phases at the company are pre-
sented; that is, discovery, research (preclinical animal and
related work), clinical research, and postapproval activities.
Two other phases occur with and at the regulatory authorities
for the review and hopeful approval of applications to proceed
on to the next stage of R&D: Investigational New Drug appli-
cation (IND in the USA) or Clinical Trials Application (CTA
in Europe), and new drug application or biologics license
application or common technical document (NDA or BLA in
the USA or CTD in Europe). The regulatory authorities regu-
late and assist companies with product development and at the
same time protect public safety, ensuring efficacy, safety, and
quality product production. Each phase contains a variety of
actions as summarized in the slide; each phase will be dis-
cussed at length in subsequent chapters in the book.
Overriding these phases and activities is the planning
processes for the portfolio, products, and projects, all of
which will be discussed in the governance and planning chap-
ter. Throughout the R&D process, certain activities are done,
repeated, and refined in the areas of market research and man-
ufacturing, in order to support the molecules and products
as they progress and evolve though R&D requiring new

Discovery PreClinical FDA Clinical FDA Post- Approval
Research: Studies Phase: Review Studies Phase: Review Programs:
(5-10Yrs) (2-4Yrs) (1Mo.) = (4-8Yrs) (6-12Mo.) (Yrs++)

Focus: Disease, Focus: Safetyr& - Focus: Safety & Efficacy Focus:

Targets, & IND NDA Usage & Safety
Hits/Leads Proof of Principle CTA BLA

Medicinal
Chemistry Pharmacology
Molecular Toxicology
Engineering

Pharmacokinetics
R-DNA

Formulations
Mab

Manufacturing
Genetics

Phase 1 (20-50 subjects)

Phase 2 (100-500 patients
with target disease)

Phase 3 (1,000-5,000 patients
with 100 investigators)

Pharmacoeconomics

FDA
Mtg

Adverse Events
Phase 4 Trials
Promotion Review
Product Education
2"d Indications

FDA
Mtg

- FDA: Inspections & Audits for Research, Clinical Operations & Manufacturing
- Manufacturing: Product & Process testing at all Research & Commercial stages
- Market Research: Ongoing Market analyses, Competition & Target audience

Planning Needs x3 : Full Portfolio & All Products & Al ’

FiG. 1.31. Phase (6) — Content-Processes in R&D
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information and new needs. Also, throughout the R&D
process, interactions with regulatory authorities (e.g., Food
and Drug Administration [FDA]), are required often and
desired for the filings of applications, reports, and communi-
cations for study and manufacturing issues.

In this next figure (Fig. 1.32), we have suggested nine
significant external challenges involving science, business,
health care, government, and the public at large that ratchet up
the pressures on a company to be successful in creating the
next blockbuster product for patients. (1) A company must
identify what are current and especially future medical needs
of patients and health care systems, projecting 10 years into
the future, given the time necessary to develop a new product.
Above, we have discussed public health statistics for deaths
and disabilities, which must be tracked and examined to iden-
tify the opportunities for their molecules in their pipeline to
impact diseases with sufficient advances in health for the pub-
lic, which in turn offers financial opportunity for the com-
pany. (2) The success rate by the industry for new products
has diminished over the past several years, which will be dis-
cussed later in this chapter, and competition has become more
intense (multiple products in one drug category, more drug
categories for one disease, and much more research invest-
ment with fewer companies). (3) The cost of R&D for a drug
has ballooned to about $900 million for each successful prod-
uct, such that good decision-making and efficiencies in clini-
cal trials work and all operations has become even more
paramount for the industry. (4) Pharmaceutical companies are
public companies with stockholders who have high expecta-
tions for their investments and demand short-term return,
often quarterly, which, for a business with a 5-10 year time
frame for new products, further accents the pressure for a
robust pipeline. Scientific milestones need to be met through-
out the year with new products at least annually to satisfy the
investment community. (5) The advance of science continues

to accelerate at a dizzying pace, well represented by the 2001
publication of the sequencing of the human genome. But it is
sobering to realize that proteomics, the protein fingerprint of
the human body and disease, is even more complex. We have
already shown the scientific change in oncology as one clear
example of the scientific explosion of information and in turn
potential product opportunities. (6) Government policy is an
ever-changing landscape, because of new science, the need to
protect the public, and the political arena that we live in. The
new Medicare drug law in 2004 offers payment by govern-
ment for seniors for drugs, expanding access to drugs, but
interjects more government involvement in drug issues. A major
drug withdrawal especially for adverse events, such as with
Merck’s Vioxx® for cardiac and stroke problems in 2004,
raises public outcry and congressional demand to tighten the
drug approval and monitoring processes. (7) Government
regulation, especially from the FDA and the Office of
Inspector General (OIG), also is an ever-changing world
related to science, health care, and public pressures. Orphan
drug and accelerated drug approval regulations have helped to
bring life-saving products to market faster in the 1990s.
However, new regulations have added onerous processes and
costs to product development. For example, the new risk man-
agement guidelines from the FDA and guidelines for protec-
tion of privacy of patient information create new processes
and information requirements for the research and marketing
of products. The goal of more patient safety is most laudable,
but the new rules carry a big price tag attached to them. (8)
Globalization has been occurring in all business segments
including the pharmaceutical industry. The bases are; better
communication exists across the globe, business opportunities
open around the globe vs. one nation, disease needs are uni-
versal around the world, consolidation creates operational
efficiencies, and consolidation increases size and breadth to
meet global business needs. New science and business models
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are being created to operate on this global scale. Also, the
FDA now allows studies to be done with worldwide patient
enrollment and even European studies being used for U.S.
product approvals. (9) The investment community provides
financial resources and can foster profitability but demands
both short-term and long-term positive outcomes. They now
track the industry ever more closely for their scientific
advances as part of the business, using scientists and clini-
cians at their companies attending medical meetings to track
a product’s research progress. You must not only have prod-
uct approvals but show achievement of interim scientific
milestones, such as IND submissions, completion of phase 3
trials, and publications. In the 21st century, the challenges
have only magnified in R&D. Alliances with many companies
who are expert in specific fields are needed to exploit all the
research opportunities of the disease targets and product can-
didates that a company has discovered [4, 10-16, 21, 36-48].

Although hundreds of drugs exist in the health care system
to treat patients with almost all disease, opportunities for new
products remain because treatments often only deal with
symptom control or only partially control the disease presen-
tation or progression. The expense of health care in the USA
is $1.6 trillion dollars in 2002, of which drugs comprised
about $250 million at that time. The cost for caring for
patients is quite high in dollars and percentage of gross
domestic product (USA, about 15%). Figure 1.33 lists 10
common maladies, their prevalence, estimated cost to the
health care system, and a conservative estimate of the number
of products in the pipeline. These 10 diseases involving many
organ systems afflict about 177 million people in the USA
and are mostly chronic conditions (some of these diseases
overlap in the same patients). The costs to the health care sys-
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tem for these 10 disease are staggering, $1.7 trillion in direct
health costs and indirect costs like lost productivity, and range
from $15 billion for migraine to $879 billion for all cancers.
With an aging population, the economic impact and costs of
Alzheimer’s ($100 billion), arthritis ($65 billion), and osteo-
porosis ($18 billion), to name just three cases, will be rising
significantly over the next 20 years. Their control is variable;
excellent disease control in some, partial in most cases, and
with many patients responding poorly. Therefore, many dis-
ease opportunities exist for new products for patients to
improve disease control, remove some costs in various health
care management (although adding drug costs), and hopefully
slow or stop health problems lowering excessive economic
impacts. The industry has more than 1,800 products in vari-
ous stages of clinical trials as of 2004, including almost half
of the products (890) for these 10 diseases. Cancer has the
most products in trials for the collection of more than 20
diseases, followed by cardiovascular disease [49—57].

The financing of the industry involves a variety of sources of
money needed to pay for the expensive and lengthy R&D,
wherein the promise of a return (a new product) is far down the
road, 5-10 years, from the first investment (Fig. 1.34). The
biotechnology segment of the pharmaceutical industry includes
more than 4,000 small companies worldwide (about 1,500 in
the USA) and needs to employ a full range of financing to
maintain their viability. It is estimated in the annual Ernst and
Young report on the biotechnology industry that usually 25% or
more of companies only have 2 years of financial capital left
before they have to replenish their capital or go out of business.

In Figure 1.34, the sources noted include six areas.
Pharmaceutical companies can partner with a small company
and provide up-front dollars, followed by further investment

Economic Number of
U.S.A. Costs Products in
Selected Diseases Prevalence (Annual) | clin. Research
Alzheimer’sa 4,000,000 100 33
Arthritisb 66,000,000 82 60
Cancerc 8,000,000 879 478
Cardiovasculard 70,000,000 394 122
Depressione 18,800,000 44 30
Diabetes mellitusf 18,200,000 132 63
Migraine9 28,000,000 15 15
Osteoporosish 44,000,000 18(fx) 22
Schizophreniae 1,500,000 23 14

FiG. 1.33. Diseases — Cost, Prevalence & Research

Sources: a—Alzheimer’s Assoc., 2004 data, b—Arthritis Fndtn, 2005, c—Nat’l Cancer Institute, 2005,
d-Am. Heart Assoc., 2002, e-Nat’l Institute Mental Health, 2002, f-~Am. Diabetes Assoc., 2002, g—Nat’l Headache Fndtn, 2004,
h—Nat’l Osteoporosis Fndtn, 2004, i-R&D Directions Spl.7:2004, 2002—fx-fracture only
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Financing Source ($ B):
[ ] Partners (10.9)
[ ] Debt + (8.5)
] venture Capital (5.2)
[l Follow - on (3.3)
[l PIPEs (2.8)
[l 1POs (2.5)

Financing in 2003 = $28.9 B; in 2004 = $33.4 B

FI1G. 1.34. Financing in Biotechnology Industry

as scientific milestones are achieved (e.g., a regulatory appli-
cation being submitted, or the successful completion of a key
phase 2 study, or an approval of a product). The small com-
pany usually gives up one of their lead products to the partner
or has a co-marketing agreement. The investment here can be
$25 million to $600 million spread out over 5 or more years.
Usually, all these monies will run out over the 5 plus years
that will occur during the basic science research and early
product development stages. After a new company has
progressed in their research with unique targets for disease
mitigation or especially has products in a pipeline, they can
“go public” and offer stock (IPO, initial public offering) to the
investment community and public. In 2004, IPOs were $2.5
billion providing $50 million to $160 million to one company.
Becoming a publically held company is a large source of
income for operations, and it gives the company freedom to
operate without the control or oversight of a partner. A follow-
on is a later stock offering following an IPO. A company can
certainly go to banks and investment companies, creating debt
by offering corporate bonds or taking on a loan of money,
both of which pay interest to the lender, a bank or investor.
The lender expects near-term good news in product advance-
ment and approval as their collateral for the loan. A PIPE is a
private investment in public equity, which is special funding
by outside investors outside of the typical stock purchase.
Venture capital (VC) from such financial companies is often
the first area of financing for a new company, often started by
a scientist from a university who has a significant scientific
advance with good promise for a new drug down the road to
favorably impact a disease. The size of the investment may be
$5 million to $250 million, often at the smaller end of this
range. The VCs become company owners with the founding

scientists, holding equity or debt convertible to equity, and
often sit on the board of directors. The VC is a wealthy indi-
vidual (also called an “angel”) or a VC company. Venture cap-
ital is provided usually in stages (up to seven) as the company
advances its science and product development; starting at seed
stage ($1 MM) to form the company, create a business plan, and
early validation of the science, series A ($1-5 MM)/series B
($5-20 MM), series C/D ($15-50 MM) to cover through pre-
clinical and early clinical product development, mezzanine
(before an IPO or acquisition), and bridge (before an IPO or
buy-out by the VC group), based on the maturity of a company
and its needs. For any one company to move from a new start-
up company to marketing a product over the 10 years, they
usually will need to employ a variety of these funding sources
at different times. Another common outcome related to fund-
ing, especially for a small biotechnology company with a
unique technology or a lead product, will be an acquisition by
a larger company, who needs the technology or product and
values it highly. Alternatively, a merger between two small
biotech companies, who perceive synergy in their technology
and operations, can assist in achieving product approval and
both science and business success [21, 22, 23, 30].

R&D in the industry at any one company must decide on
which areas of science to focus for research on at least two
dimensions, platforms of basic science (technologies) and
clinical areas, that is, either therapeutic areas, or pharmaco-
logic categories, or disease areas (Fig. 1.35). This focus is a
critical decision for a company, because everyone has limits on
resources, that is, financial (budget) and personnel (number
and expertise), and the potential science areas number over
100 for the possible disease areas, involving any organ system
and research platforms. Also, a company wants to invest
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Fi1G. 1.35. Discovery Technology Supports Development

significantly and enough in specific areas to build the neces-
sary depth of experience of its scientists and marketing staff to
assume a leadership role in those areas. Such expertise often
will foster better science-based decisions in choices for targets
and product candidates and permit the funding to make the
decisions potentially more successful. The investment is not
only in their bright scientists but also in sufficient lab space,
high enough budget for the work, and enough budget for
appropriate collaborations in their focus area. Figure 1.35 dis-
plays the focus areas in the 1995-2002 time frame for the
Amgen company with five platforms (proteins, monoclonal
antibodies (MABs), genomics, high-throughput screening
(HTS), and small molecules) and four clinical areas (hema-
tology/renal disease, oncology, inflammation, and neurology).
Flexibility in these focuses with exploratory lab operations is
needed to take advantage of a unique discovery or license
opportunity in a new area, which will allow for expansion into
a significant new research area, as science evolves and the
company evolves.

Along with an internal focus in technology represented in the
above discussion, every company must look outside their own
laboratories for scientific discoveries to universities, research
centers, government research (e.g., NIH), and other small com-
panies worldwide. A basic premise often mentioned is that 90%
of new discoveries in your own area of expertise will occur
somewhere else at these other research places. Besides this dis-
covery phase of R&D for diseases and new molecules, the stan-
dard operations of clinical research and product marketing,
which are core functions, will need supplementation to meet all
the episodic work demands. Figure 1.36 lists many of the col-
laborations for the Amgen company during the 1990s up to
about 2002. For core functions, clinical research organizations
(CROs) are companies that are dedicated to performing clinical
research for FIPCOs, because the work demands for a newly
advanced product may exceed the work capacity of the com-
pany at a particular point in time. A marketing core function
would be market research for competitive product assessments
or direct to consumer advertising, wherein specific expertise is
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needed and found outside your company. Also, the company
collaborations will involve technologies in which a company has
no expertise, but it might be important in developing their
products. For example, a protein company wants to expand to
monoclonal antibodies and genomics or needs more high-
throughput screening for a new set of targets. Access to more
molecules and products to put into a company’s pipeline is
probably from a business perspective the most important col-
laboration. A company licenses in a product from a university
or other company and shares the costs of R&D, costs of mar-
keting, and later future revenues. Mergers and acquisition
usually occur when a company elevates their decision for access
to a product or technology area, which is principal to their R&D
and business success, and it needs to be fully incorporated into
their operations through acquisition and integration.

Five areas for the collaborations are listed on Figure 1.36
along with the company partners: (1) core operational functions,
expanding opportunity to complete standard work projects on
pipeline and marketed products; (2) technology, expanding the
search for molecules and creating other types of products or for-
mulations for existing pipeline products; (3) product candidates
(individual products or a new family of compounds), licensed in
from companies, government, or a university; (4) research cen-
ters, wherein labs are funded and a company has access to sci-
entists and their discoveries; and (5) mergers or acquisitions [58].

A major impediment to success of mergers and even collabo-
rations between companies can be the culture of each company,
which will thwart realistic communication, collaboration, shared
operations, and decision making. The business culture for small
biotechnology companies with a new product often based on a
new technology is discussed in Figure 1.37. This small company
is more representative of a university-type environment. The
companies usually were started by a university professor, who
hires the early basic scientists from other universities. Scientists
and research predominate in the culture, which is almost the full-
time focus of more than 90% of the employees, including often
the CEO and the board of directors. The science is novel, cut-
ting edge. The primary topic at management meetings is the
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Keritinocyte Growth Factor
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FiG. 1.36. Alliances & Collaborations by a Company*
*Amgen, 2002; Public information

» University style — academic (origin)

» Research predominates

» Scientists predominate

» CEO & Board scientists

v Dress casual

» Communications very open & challenging
» Cutting edge science

» Small companies

» Team concepts for decision making

» Best ideas predominate

» Naivete’ in marketing & product needs

FiG. 1.37. Biotech vs. Pharma Companies Culture

latest scientific developments and their related product opportu-
nities. Dress is casual as in universities, helping to foster a
relaxed environment. Communication is very open and challeng-
ing among all levels of the organization. Disagreement is fos-
tered as in universities to get to the best answers in problem
solving. Independence of scientists is common in their work
decisions. Processes are much less structured. A team of scien-
tists that work on the project usually form the decision-making
group. The best ideas in science predominate, which often is a
quite good outcome. However, the best business assessments and
plans may be missing, because of the naivete of the scientists and
even their leadership. These cultural factors will inhibit collabo-
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Company / Institution:
Roche and J & J
Quintiles/Radiant
MIT
Immunex

Rockefeller University
National Institutes of Health
NPS Pharmaceuticals
Praecis

Guilford

Hyseq

Yamanouchi
Immunomedics

Synergen (Acquired)
Kinetix (Acquired)
Abgenix (Acquired)
Tularik (Acquired)

ration with a major FIPCO, which normally has a hierarchical
structure, many specific procedures for work and decisions,
slower decision-making, and more management oversight.

Summary of Research and Development
Approaches

A complex matrix exists in the industry for research and
development that incorporates diverse groups at all stages
of product evolution which can be called portfolio man-
agement (Fig. 1.38). A myriad of research technologies
need to exist (e.g., genomics, medicinal chemistry, and
transgenics). Also, standard product development func-
tions in both research and development areas are required
(e.g., toxicology, pharmaceutics/formulations, process
engineering, and regulatory affairs). Marketing engage-
ment is needed for strategic leadership and their product
and health care data and planning. Integration, communi-
cation, collaboration, prioritization, and guidance are
absolute requirements, which also demands planning,
tracking, and decision making. Project management
appears at the head of this matrix, in order to pull it all
together and keep it progressing to the ultimate outcome of
approved new products.

How can we describe success in R&D? The operational par-
adigm for R&D (“P to the eighth power”) includes six key sets
of factors that lead to product approvals and the portfolio. A
recent pharmaceutical conference of industry leaders in 2004,
organized by R&D Directions trade group, focused on research
success factors; presentations were made by senior research
leaders and senior portfolio planners from, for example,
AstraZeneca, Lilly, Pfizer, Novartis, GlaxoSmithKline, and
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» 1-People:
© Build expertise
© Recruit & Retain talent
© Defineroles &
responsibilities

© Have & Support
investigators

¥ 2-Process:
O Use life cycle management
© Use portfolio management

© Share knowledge &
information

© Operate globally
© Work in product teams

© Kill compounds early

FiG. 1.39. R&D Success Factors — 1
Source: R&D Conference, Med Ad News, Feb 2004

Genentech. They particularly suggested the success factors for
research at their company individually and for the industry as a
whole as well. The common factors from more than six of these
expert presentations are combined, realigned, and summarized
in the next two figures in Figures 1.39 and 1.40. The realign-
ment of the 30 factors categorizes them into the 6 organizational
and operational parameters of the R&D paradigm, “P to the

v 3 - Pipeline:
© Pursue multiple indications
© Maximize product options
© Use novel technologies
© Use enabling technologies

© Create full pipeline at all
research stages

v 4 - Profits:
© Meet unmet medical needs
© Develop best in class
© Focus resources

© Support optimal product
pricing & reimbursement

eighth power” (People, Process, Pipeline, Profits, Principles of
the Pharmaceutical organization, and Performance) for 2 out-
comes, a successful product and portfolio. Finally, one of the
most important tools is communication; that is, communicate,
communicate more, and communicate some more. Effective
communication is vital to a successful development program
across and up and down any company, especially as they grow
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» 5 - Pharma Co.
Organization:
Recognize R & D Excellence
R & D, True Integration
Common Objectives X Organ
Freedom to Operate (patents)
Reward Speed AND Quality
Create Research Alliances

o 0 0 o o o

R & D 6 “Pillars”

FiG. 1.40. R&D Success Factors — 2
Source: R&D Conference, Med Ad News, Feb 2004

in size. Communication is a two-way process that requires send-
ing and receiving information. Characteristics include open,
honest, clear, concise, constructive, timely, and targeted [59].
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A company needs the best people, advanced science, great
products, the physical plant, the right operations, the financial
wherewithall, the right leadership, appropriate patients, expe-
rienced investigators, a good dose of common sense, a vision
of the future, and some luck to develop significant new prod-
ucts. Many companies may possess these attributes; however,
how well companies can pull all these manifold, often dis-
parate, and sometimes conflicting resources together in turn
will differentiate themselves as leading companies. A metaphor
for this situation is the pack elephant (“the product”) and the
five different blind passengers (“the departments”) needing to
reach a common destination (“approvals”). Each may touch
the elephant at different areas, large flappy ears, stumpy legs,
long flexible trunk, hard pointy tusks, the tail, or the broad
back. Besides their different personal experiences and expec-
tations, they each believe to be holding a different animal with
different possible benefits and risks in reaching their destina-
tion. Someone or some group must be able to step back and
see the whole animal, as well as its parts, to coordinate the
individual players, help make the best judgments, and set the
best direction. Governance and planning can be best practices
in pulling it all together in product development and in differ-
entiating the top companies from the pack. These best prac-
tices are needed for the products (the elephants), by the
departments (the elephants’ passengers), and by the whole

company (the elephants’ whole environment), as well as for all
stages at which a product exists or at any stage of a company
in its evolution. It is very easy to be myopic and become lost
in the details and not focus on the big picture. In this chapter
and book, we are focusing on the many common challenges
associated with product development, always keeping in mind
the big picture (the big outcome)—product approvals.

Product development over the past 20 years has and is
experiencing significantly reduced output of new products,
which has been discussed earlier, while costs have risen
sharply. Numerous publications discuss a variety of solutions
to this dilemma, often highlighting improved drug discovery,
more in-licensing deals, better governance and decision-making,
operational efficiencies such as use of enabling technologies,
teamwork, and also portfolio planning on a global scale. We
will attempt to bring these issues together and summarize them
in this chapter for the new product researchers in academia and
industry [1-22].

The chapter outline is presented above. We will focus on
leadership, organizational effectiveness, global resource allo-
cation, and portfolio planning, which directly impact gover-
nance and planning. Representative models are presented here
for each of these three areas, not as a panacea or sine qua non,
but to primarily provide the students and fellows reading
these materials with key sample operational frameworks in
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the industry regarding plans, organizations, and decisions. An
overview of the complete product development process first
provides the content as a framework for planning and gover-
nance for our discussion. We will present the phases of
research and their components and then a construct for a
global product development plan. Leadership is discussed
next as a primary skill set that underpins optimal decision-
making, governance, and operational effectiveness. Then, the
organization and its operational effectiveness will be
addressed through a model, the paradigm of product develop-
ment (“P to the eighth power”). The model incorporates eight
major parameters to be outlined below. Then, a description of
the portfolio planning management (PPM) is provided,
answering the questions why do it, what can be done, and by
whom is it done? PPM contains a variety of components,
which are presented to address the question how is it done.
Analyses are required to establish goals, assess risks, plan
resources, and judge progress; some of these analyses of PPM
are discussed as examples. For completeness in our planning
discussion, a brief review of project management is given,
because it contributes to better PPM through planning, coor-
dination, and execution that is directed toward specific proj-
ects, such as a product or a component in the plan (e.g., an
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individual study or new formulation). A well-organized plan
should provide a foundation for good timely decisions.

Development Schemas and Leadership

The drug development process, some key milestones, and
many of its activities are summarized in this figure to help
present in one picture the overall process and its elements
(Fig. 2.1). This figure, its many facets and complexity, reiter-
ates well the foremost challenge for company leadership, that
is, to pull together these six phases of product development
with all their possible projects and outcomes (50 plus noted in
the figure), accomplished by many different people, over a
long timeline, into a coherent flexible achievable plan, and
with product success as the end product. The product devel-
opment schema for a biotechnology or pharmaceutical com-
pany is a lengthy (about 10 years or more from disease
biology to product approval) and a complex scientific and
business endeavor, as the diagram suggests. The six typical
phases are displayed in this figure: (1) discovery, (2) preclin-
ical research, (3) government regulatory review (e.g., U.S.
Food and Drug Administration [FDA] review of the IND

Discovery  PreClinical FD_A Clinical FD_A Post-Approval
Research: Studies Phase: | RévVieW: | giydies Phase: Review: | programs:
(5-10 Yrs)  (2-4 Yrs) (1Mo.) | (a-8 Yrs) (6-12 Mo.)| (vrs ++)
Focus: Disease, Focus: Safety & Focus: Safety & Efficacy .
Targets, & Proof of Principle NDA Focus: Ussaafg: &
Hits/Leads BLA v
Phase 1 (20-50 subjects) Adverse Events
Medicinal
Chemistry Pharmacology Phase 2 (100-500 patients Phase 4 Trials
with target disease)

Molecular Toxicology Promotion Review
Engineering Phase 3 (1,000-5,000 patients

Pharmacokinetics with100 investigators) Product Education
R-DNA

Formulations Pharmacoeconomics 2"d |ndications
Mab

Manufacturing
Genetics

FiG. 2.1. Phases (6) — Content - Processes in R&D

- FDA: Inspections & Audits for Research, Clinical Operations & Manufacturing
- Manufacturing: Product & Process testing at all Research & Commercial stages
- Market Research: Ongoing Market analyses, Competition & Target audience

Products & All Projects
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[Investigational New Drug application] or CTA [Clinical
Trials Application] for Europe), (4) clinical research program,
(5) regulatory review of the NDA (New Drug Application),
BLA (Biologics License Application), IDE (Investigational
Device Exemption), or CTD (Clinical Trials Document), and
(6) postapproval phase. Within each phase many activities are
included, some of which are listed here as examples, but each
phase will be discussed at length later in subsequent chapters.
The regulatory authority (e.g., FDA) and company interac-
tions are now several-fold throughout the product develop-
ment timeline, intended to be an iterative, supportive, and
collaborative process, while regulatory compliance and pub-
lic protection remain as paramount functions of government.
Four other activities that occur throughout the drug develop-
ment process are presented. Planning for the products, overall
portfolio, and individual projects is an overarching process.
Government regulatory inspections of research, manufactur-
ing, or clinical operations can occur at any time.
Manufacturing is refined repeatedly to provide the best qual-
ity product, improve the output, and reduce costs,
lowering the cost of goods. Quality assurance (QA) is per-
formed continuously to assess and assure attainment of qual-
ity goals. Marketing obtains information repeatedly about the
unmet need, diseases, therapies, the ideal product, market-
place, competition, thought leaders, providers, payers,
patients, and sales opportunities, in order to fine tune the
strategies, targets, research plans, and the marketing and sales
plans [23].

Planning and governance in R&D requires corporate plans
(both strategic and operational) that must be global, compre-
hensive, and focused on critical pathways in the product
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research and approval process. A representative global plan
involves, for example, seven possible overarching programs
or functions of the company that comprise such critical path-
ways for product development: global project teams, clinical
(and marketing) strategy, market development, clinical opera-
tions plan (studies), regulatory milestones, safety updates,
and manufacturing updates (Fig. 2.2). Their integration, the
tracking of progress, and the decisions (go—no go) are the
responsibility of senior management, through optimal leader-
ship, organizational effectiveness, and portfolio product plan-
ning. The global product plan also will include three other
elements, as shown in the diagram, to plan for and help assess
progress on product advancement from the lab toward
approval in the seven critical pathways: (1) decision points at
key milestones to anchor and guide senior management and
the company, (2) a timeline that integrates the critical path-
ways and for gauging progress, and (3) a planned evolution in
the nature of the team as the product status matures. Within
each of these critical pathways, major milestones are estab-
lished that must be achieved and then reviewed and approved
by senior management for a product to advance. Costs and
budget projections must be identified annually as well.

The global project team creates the global plans for prod-
uct advancement incorporating the major work outcomes or
milestones from the other pathways, for example, target
indications, desirable product profile, studies to be done, safety
reports, manufacturing needs, budget needs, and sales fore-
casts. Membership on the team evolves over time as the prod-
uct matures and the focus of work changes from a purely
research focus to market launch mode; however, always a dual
science and marketing approach needs to exist. The clinical

4 4 ¢ 9
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Global Project : : :
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Manufacturing
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F1G. 2.2. The Global Product Plan



36

strategy even at an early stage incorporates the target indica-
tions, ideal product profile, key disease features, key data on the
company’s product as it exists at that time, marketplace factors
(target prescribers, competition, health care system, market
size, and payer issues with the value proposition for the prod-
uct), manufacturing and cost of goods issues, patent status, and
any known regulatory hurdles. The clinical strategy must be
adjusted over time based on new data becoming available on
the science, regulatory requirements, and market from the other
pathways. This strategy guides all the other pathways.

Market development pathway includes internal and external
roles. Internal company awareness of the drug and health care
issues is developed by the team, the planning process, and sen-
ior management, including for example likely target audiences,
optimal product profile (especially efficacy needed, safety, dos-
ing, and formulation), competitive products, health care envi-
ronment for the product, reimbursement issues, market size and
segmentation, and sales forecasts. A primary question to answer
is whether the projected revenue is worth the development costs
for a product, which is asked throughout development as more
product and related market data become available. This question
can be answered “no” even at the end of phase 3 trials. The hur-
dle is defined differently depending on the size, structure,
research interests, budgets, and philosophy of the company. For
an Amgen example, they were developing a product for prostate
cancer with another small company. The clinical data did not
achieve the level of acceptance (efficacy and safety advantages
compared with the proposed product profile and competitive
products in their opinion) compared with the future research and
market costs to Amgen, especially with all its other priorities.
Amgen discontinued the license and gave the product back to
the originator company, who subsequently continued the work
and have received approval, but the drug was taken off the mar-
ket for past sales. Externally, a novel product, or really any product,
presents to marketing the exciting challenge of preparing the
marketplace. For example, activities include educating the med-
ical community about the new scientific advances, working with
and seeking input of thought leaders for the target disease, cre-
ating public awareness, preparing the distribution channels, set-
ting up reimbursement systems, preparing the sales force (their
education of disease, product, health systems, providers, and
marketplace), and creating the promotional materials.

The clinical operations (studies plan) includes all the differ-
ent studies from across the company and around the world to be
done to create the product profile, the data for product approval,
and the data for product acceptance by providers, payers, and
health systems in all countries. Certain countries may have spe-
cific data needs for approval and special studies to be done. The
potential indication is the primary target for the studies’ plan,
along with the ideal package insert (PI). The proposed PI can
guide the studies plan to fill in all the necessary elements (e.g.,
mechanism of action [MOA], efficacy, dosing, formulation, and
stability). Regulatory milestones in the planning are probably
the most significant landmarks for a product’s advancement,
where regulatory authorities have established requirements in
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content, formats, and timing of applications and reports that
must be met, along with formal submissions to or meetings with
them (e.g., IND, end of phase 2, NDA).

Safety of a product in the studies plan is such a major clin-
ical question in product development plans that it usually is
set apart from the rest of clinical work as a separate critical
pathway. It needs special attention to ensure patient safety in
the thousands of patients who will use the product after mar-
keting. In the role of protecting the public, safety is the most
significant focus for regulatory authorities, as well as the
company. Safety has huge marketing implications as well in
limiting the utility of the product in the mind of the provider
and limiting the market. The worst case scenario needs to be
anticipated as best as possible and avoided; that is, removal of
a product from marketing after its approval because of serious
and unexpected adverse experiences. Certain types of adverse
reactions may require special attention in product develop-
ment and added study and resolution, especially the ones that
have led to such withdrawals (e.g., hepatotoxicity and cardio-
vascular events). Over the past 20 years, 21 drug products
have been withdrawn from the market because of adverse
events; the two aforementioned problems led to 12 of the 21
withdrawals. We need to realize that the majority of clinical
studies are designed to evaluate efficacy as the primary end
points with safety information always collected but derived
from signals that appear during the course of studies. These
signals may lead to the need for studies designed to ade-
quately capture the safety profile of the product.
Manufacturing issues are another critical pathway and have
substantial impacts on clinical development and marketing.
Can the formulation perform in the marketplace? Can it be
manufactured in sufficient quantity, scale-up, for clinical tri-
als and then meet marketing demand? Is the formulation for
dose-response trials and phase 3 trials identical to the
intended marketed product, as required? When does the new
physical plant need to be built (a risk spend, capital outlay,
initiated often 5 years before approval)?

Clinical Development Strategy

Drug development is a team sport. Corporate management
determines which disciplines will provide the organizational
leadership in the drug development process. Companies may
drive the development process through their program man-
agement organization, their clinical organization, or their reg-
ulatory organization. Regardless of the source of development
team leadership, as in any sport, team chemistry and good
communication are the critical underpinnings required to be
successful. The players and leadership involved in these global
development teams tend to change as programs progress from
the preclinical phase to the market place. Good processes
alone doe not guarantee success. While this chapter will focus
on the overall portfolio management process and global pro-
gram management, a brief discussion of clinical strategy and



2. R&D Planning and Governance

clinical operation provides a view of the drug development
process from the vantage point of one of the critical segments.
The clinical strategy discussed below is a central component
in portfolio and program management for an individual com-
pound. This strategy may be focused on a particular claim or
a variety of indications.

Clinical development requires both a strategic and an oper-
ational plan. The strategic plan includes the overall direction
and the operational outline for how the compound will be
developed. This information is compiled in the clinical devel-
opment plan (CDP). The CDP evolves over time, generally in
three stages (Fig. 2.3): preclinical phase; the early develop-
ment phase; and the late development phase. Each plan will
build on the former plan. A multidisciplinary team with spe-
cific expertise in those aspects of development adds their
unique perspective to this evolving plan. The leadership, as
well as the membership of these clinical teams that writes
the CDP, also may change as the project evolves from the
preclinical phase to the development phase.

The initial CDP (CDP-1) may be driven by a product cham-
pion originating in one of the preclinical disciplines.
Generally, the product champion is someone who was instru-
mental in the compound’s discovery and has an understanding
of the clinical environment. In leading development compa-
nies, this person and process is considered a best practice.
This individual introduces the organization to the unique
features associated with the new chemical entity and helps
others understand how this new compound will address an
unmet medical need. The original product champion will lead

v Principles:
o

Multidisciplinary team

o
(]
(]
o

v Pre-Clinical Phase (CDP-1):
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the team in producing the first CDP (CDP-1) and stimulating
and exploring the organization’s interest in pursuing subse-
quent investment. The preclinical development team will pre-
pare a development plan for R&D management to consider
and approve. It will consist of a discussion of the product
opportunity; any early preclinical data that supports the pro-
posal, toxicology needs, pharmacokinetic and pharmacody-
namic profile, patent potential, the studies needed to bring the
product to the next stage (go—no go decision point), com-
pound available, and the potential investment costs. During this
phase, someone with expertise in clinical pharmacology will
work with the preclinical scientists to determine what infor-
mation (studies) is needed to advance the project to the sub-
sequent phase. This individual may subsequently lead the
next development phase. Early collaboration facilitates a
smooth transition between phases. Preliminary discussions
will be held with marketing to garner their interest and
support. This work will be initiated approximately 1 year
prior to the preparation of the Clinical Trial Application
(CTA)/Investigational New Drug (IND) application. The
information collected during this phase of development will
be shared with the regulatory authorities to determine whether
the proposal is suitable to study in man.

The early development plan (CDP-2) builds on the infor-
mation collected in the preclinical phase and includes both the
strategy of where and how the new compound will be first
investigated in man. Strategic issues include global consider-
ations, such as which countries have both the regulatory
expertise and clinical expertise to enable study initiation in

Strategy — overall direction & operational plan
Goals - strategy, shared learning & generation of support
Product champion (scientist)

Strategy & plans evolve over time

o Initiated 1 year prior to CTA/IND

o Start of phase 1

» Early Development Phase (CDP-2):

o Initiated 9-12 months prior to phase 2B

© Lead country chosen
o Global leader needed

v Late Development Phase (CDP-3):

o |nitiated at phase 2B

o Continues through phase 3

Fi1G. 2.3. Clinical Strategy 3 Phases
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the most efficient fashion. Study design issues will be shaped
based on previous experience in a particular area. Companies
with expertise in modeling and simulation may be able to
optimize both their development strategy and study design by
creating proposals based on their previous experience col-
lected in their centralized databases. During this time period,
key thought leaders and people with unique expertise both
within and outside the company are identified to help the
team. In large companies, a global clinical team leader is iden-
tified to begin working with clinical pharmacology to facilitate
a smooth transition to the subsequent development phase.
Collaboration among the team members will lead to the iden-
tification of biological markers and analytical tools designed
and refined to assist in the evaluation of the new chemical
entity as it moves through the development process. This
phase begins prior to the phase I studies and ends 9-12
months before the phase IIB dose-response trial. Each CDP
serves multiple purposes. These plans are designed as a strate-
gic document to enhance the understanding regarding the
evolving profile (target product profile = TPP) of the new
compound; share the learning and the perspective gained; and
generate support for the plan (the studies planned, understand
the risks, contingency plans, and the investment) and com-
mitment to go forward at the critical decision points. Safety
and proof of concept are key targets in this plan. Feedback
from outside experts and regulatory review are all incorpo-
rated in the evolving strategic plan.

The building of CDP-3 begins with patient enrollment in
the phase IIB, dose-response trial. The development costs
escalate substantially at this point and really increase as you
enter phase IITA. Strategic issues at this point include con-
sideration on where to conduct the critical phase III safety and
efficacy studies. Considerations include where the best clini-
cal expertise resides, availability of patients, past performance
of investigators, regulatory environment, costs for doing the
studies at particular locations, internal company expertise and
monitoring resources, and availability of comparator drugs
that will meet the broadest regulatory requirements and man-
agement buy-in. This plan will be refined and adjusted as
study results become available and feedback from outside
experts and regulatory authorities accumulate. Communication
with all segments of the organization is critical throughout the
development process and becomes more complex as the
program progresses and more people get involved in contribut-
ing to the process.

The strategic elements in CDP-3 provide the organizational
framework for the detailed clinical operational plans. A detailed
global clinical operational plan (G-COP) in large companies
is generally managed centrally with delegation of responsibil-
ities to individual countries. Ideally, these operational plans
should be constructed based on feedback from the individual
countries who have the best insight regarding local medical
practices and unique elements of their regulatory environ-
ment. The global clinical leader (GCL) or a global clinical
director may coordinate the CDP-3 (strategy), as well as leading
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the cross-functional product team. Global clinical operations
may work with the GCL to coordinate the operations plan,
which includes all the details associated with conducting the
individual studies in the various countries. Program manage-
ment coordinates the interactions with all the departments
involved in the overall.

Leadership

Better governance starts with better leadership in any organi-
zation. Leadership is a tone and set of behaviors and skills
necessary for any person in the head role of a group or organ-
ization to work with, assist, and stimulate success of the peo-
ple in that organization. The senior management of a
company is a group of leaders who need to make the best pos-
sible product development decisions and then lead their
departments to achieve product success. Leadership is a core
requirement for success in all company operations including
R&D, and its importance necessitates more full elaboration.

A leadership model is offered here in abbreviated form, the
6 + 6 = 6 “Essentials of Leadership Excellence” (Fig. 2.4). The
leadership essentials involve two distinct but complementary
domains composed of six skills each that can result in six end
points. The two domains are group effects, leading by “e”’nabling
others to succeed, and individual effects, leading by setting an
“e”xample for the group. Another way these two domains are
expressed is leading from within the group and leading from the
front, respectively, and we suggest that both are optimally needed
for ideal leadership and corporate success. The six “enabling”
effects to support the group’s staff to succeed are “employ” (hire
the best, often called the A players), “envision” (set a forward-
thinking vision and the goals that support and stimulate a group
into a better future), “‘excite” (motivate, foster being the best, and
expect to beat the competition), “equip” (train and educate to sus-
tain cutting edge abilities and efficient operations, plus give them
the tangible tools in technology to succeed), “environment” (cre-
ate an organized, challenging, stimulating, and friendly work-
place, where staff experience support from management and
desire to perform at their best), and “encourage” the staff mem-
bers (set high goals, give positive reinforcement of best practices,
critique with feedback, and as needed push to sustain the cutting
competitive edge).

The second indispensable half of leadership is the individ-
ual set of six leadership principles for setting an “e”xample,
that is, “ethics” (personal ethical practices of leaders that
stimulate a staff person to follow a leader), “edge” (a personal
demonstration of competitive zeal, creative thinking out of
the box, and commitment of time, energy, and smarts above
the norm), “engage” (personal involvement in the planning or
decision-making or feedback processes demonstrating com-
mitment to the organization), “execute” (personal follow-
through on the goals and responsibilities established by the
leader in the organization, demonstrating accountability and
operational excellence), “experiment” (a willingness to try
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6 Group Effects:
“Lead by Enabling”

< Employ

< Envision
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< Environment
< Encourage
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6 Individual Effects:
“Lead by Example”

< Ethics

< Edge

< Engage

< Execute

< Experiment
< Enjoy

6 “E” Goals:
Eminent & Evolving Enterprise by Employees who Excel & Enjoy

FiG. 2.4. The “E”ssentials of “E”xcellent Leadership

new ideas and approaches that fosters creativity and innova-
tion), and finally “enjoy” (having fun in the workplace with
our respective job; a happier workforce is a more productive
workforce in general). The ultimate corporate goal in leader-
ship, as stated succinctly in the diagram, again is six ele-
ments; an enterprise that becomes eminent yet continues to
evolve through employees (and executives) who excel and
enjoy what they do. This leadership concept (“Essentials of
Excellent Leadership: 6 + 6 = 6”) is based on [personal]
observations of leaders [and leadership experiences] over 30
years at five pharmaceutical companies, Bristol-Myers,
Marion, Marion-Merrell-Dow, Aventis, and Amgen, and five
leading universities (Buffalo, New York; Memphis,
Tennessee; Lexington, Kentucky; Kansas City, Missouri; and
Gainesville, Florida); leadership training [experiences] pro-
grams (e.g., Center for Creative Leadership in Colorado
Springs, Linkage Leadership Conferences); [exposure to]
seminars from leadership experts (e.g., Warren Bennis, John
Kotter, Madeleine Albright, and Jack Welch); boards of direc-
tors of five professional societies; and the extensive published
literature in books by thought leaders on leadership [24-38].

Product Development Paradigm

The R&D division needs an operational framework (para-
digm) in which to function and achieve organizational effec-
tiveness. The following proposed paradigm for product
development at a pharmaceutical company, “P to the eighth
power,” provides such a general working framework. This par-
adigm is based on a distillation of many observations and

Perform

Erinciples

FiG. 2.5. Paradigm of Product Development (P to 8™)

experiences over 20 years by the authors. Plus, a large mass of
selected published literature addresses problem areas in drug
development, environmental factors for research, diseases and
industry opportunities, and ideas to maximize organizational
structure, processes, and productivity [1-22, 17-21, 39, 40].
This paradigm of eight “Ps,” “P to the eighth power,” sug-
gests eight major parameters exist that together enhance suc-
cess in product development (five components through one
set of actions yielding two outcomes equals the eight param-
eters) (Fig. 2.5). The five parameters are (1) processes,
(2) profits, (3) principles, (4) people, and (5) pipeline, which
need to be executed and integrated well, that is, (6) excellence
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in performance, and collectively they result in (7) product
approvals, and (8) a portfolio of products in R&D. The para-
digm of eight parameters (Ps) and an overview of the process
of product development in the pharmaceutical industry are
displayed in the following commentary and diagrams.
Regarding processes (Fig. 2.6), the rule of Ps and eights
continues in the operational components at a company culmi-
nating in product approval. These eight Ps for processes start
with plans for research and build all the data and documents
that finish with a BLA, NDA, CTD, or IDE. A plan, for exam-
ple, includes all the projects, goals (target indications and
product profile), protocols, resources (internal and external,
people and budgets), and time frames. The project can be a
single clinical trial or the collection of all trials that comprise
the planned trials to be done for the NDA, BLA, or CTD.
The package is the container system of the product, as well as
the final formulation, that is, the physical vial, bottle, or boxes
containing the product, and the product labeling on these
packages. The practices are the company’s operational
guidelines and the standard operating procedures (SOPs), as
well as their values and ethics, in conducting their work,
including regulatory requirements. Compliance with these
SOPs is an absolute requirement for an NDA, BLA, or CTD,
and the regulatory authority performs audits to assure the
compliance. Protocols are the study documents wherein each
summarizes the intended conduct of a study, such as objec-
tives, justification, and background for the product use in the
target disease, patient selection, drug administration, monitor-
ing parameters, study controls, and intended statistical analy-
ses. Proof includes the clinical evidence from the clinical
trials for safety and efficacy, as well as pharmacology, toxi-
cology, pharmacokinetic, formulation, and manufacturing
data, in the form of investigator brochures, final study reports,
abstracts for medical meetings, and publications. Portals are
the decision points by management for go-no go
decisions over time for the studies and projects for a product.
The PLA (BLA, NDA, or CTD) is the complete and final set
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of documents filed by the company with the regulatory
authorities intended to achieve product approval.

The next parameter of the product development paradigm
involves the eight Ps for the profits necessary to fund all the
work (Fig. 2.7). Profitability will only occur with the devel-
opment of both medically and then financially successful
products. A blockbuster describes such a product that
achieves a sales level of $1 billion per year. Profitability of a
product and the company is predicated on eight parameters to
be attained; meeting an unmet patient medical need; good
provider acceptance for an innovative product based on its
safety, efficacy, and convenience (sound scientific informa-
tion); purchaser (hospitals and physician offices) acceptance to
minimize barriers to access to products; payer acceptance
with willingness to pay for products based on clinical utility
and value to health care system; a competitive price premium
that can be charged for an innovative product; patent protec-
tion offering opportunity for sustained sales over several years
without generic competition; aggressive promotion to achieve
the sales level (e.g., $50 million-$100 million for launch
phase of marketing); high prescription volume from the
providers; and low production costs in the manufacturing and
distribution of the product (reasonable cost of goods [COGS],
that is, less than 25% with a target of 10% of the sales price.

The company leadership, the senior management team,
needs to exemplify and foster certain principles or behaviors
that will stimulate creativity, productivity, and success in their
staffs. Yet again, this area of the paradigm involves eight Ps
or eight principles (Fig. 2.8). Purpose is needed to generate
motivation and offer overall direction for the organization,
which often is captured in a corporate vision and in mission
statements that must be reality and not a set of words.
Strategic planning frames the vision and mission with strong
disease, product, and market opportunities, appropriate
resources, and measurable targeted goals, all integrated across
the organization. Principles about how the company operates
day-to-day for patients, employees and stockholders serve
powerfully to motivate, encourage, and guide the organiza-
tion. A sense of satisfaction from the contribution to better
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quality health care for their fellow man often is a an important
principle and motivational driver at companies. Preparation
of the senior team means each part of their organization is
ready to optimally perform their share of the product devel-
opment process with an experienced and trained staff, effi-
cient systems, sufficient budget, and informed and organized
management. The executive team needs a dual perspective,
that is, to both realize and create the best science (R&D) and
also the best sales opportunity (S&M) for the product portfo-
lio. A pioneering spirit is needed to foster smart and innova-
tive risk taking in the organization that can create and sustain
scientific advances with market potential. Patience is also a
proverbial golden rule for research success, given the time it
takes for R&D (5-10 years per product) and the risk spends
to be made. However, time is money in business and product
development with limited patent lives of products, such that
operational efficiency and optimal research planning and exe-
cution must be demanded. Finally, the corporate leadership
must embrace and consistently support portfolio manage-
ment, which takes the resources of specialized people with
budget authority, includes both support and oversight over
departments and their management (coordination and leader-
ship rather than actual supervision and decision-making
authority), and fosters the communication and collaboration
in goals, work items, and outcomes that result in successful
product development.

The people that influence the R&D of a product in our par-
adigm of Ps include eight groups of internal and many exter-
nal players (Fig. 2.9). For the company players, we have
discussed previously in this chapter the operating divisions
and the roles of the professionals in general and R&D in par-
ticular. The patients are the study subjects participating in the
clinical trials to establish safety and efficacy of the products.
Principal investigators are the research experts in health care
settings, most often at universities, that provide input on study
design and perform the clinical trials. Providers and practi-
tioners, especially physicians, pharmacists, and nurses, help
identify the optimal product profile by providing market
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FIG. 2.10. Pipeline in the Paradigm (P 8" Power)

research information, as well as also providing a source of
patients for clinical trials and ultimately write the prescrip-
tions. Politicians and policymakers in government create and
execute the regulations and laws that govern research require-
ments, product applications, approval of the products, and mar-
keting practices. Public creates health care demands, and also
influences health care systems, providers, and government by
prioritizing disease care needs and choices available, as well as
impacting policies and practices. Payers, private and govern-
ment, help set health care treatment goals, product access, and
product choices through payment policies. The press serves as
a forum for the public, providers, politicians, and payers to
communicate and discuss health priorities, express health care
or drug needs or problems, and offer some level of education of
the public and others about product development challenges,
success and failures.

Pipeline component of the R&D paradigm is comprised of
eight scientific disciplines, all of which comprise the work of
basic research and clinical development and create the infor-
mation that supports the approval and use of the product
(Fig. 2.10). Ultimately, the pipeline also is commonly considered
the portfolio of products, in either basic research or clinical
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development stages that the company is studying. These
terms for the disciplines are defined in the glossary of terms
appendix.

The first five Ps, parameters, in the R&D paradigm
(processes, people, profits, pipeline, and principles) need to
be executed, coordinated, and integrated. The sixth P in the
product development paradigm is performance of the overall
company organization and all the personnel, that is, in the
departments, the consultants and service vendors, and the
investigators at the universities and health care institutions
(Fig. 2.11). Eight distinct and complementary practices are
expressed as adjectives focused on individual performance.
As a composite, they can be characterized as doing more, bet-
ter, smarter, faster, now and over time. The eight practices
although being distinct personal actions need all to be utilized
at the appropriate times, in the appropriate setting, and
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integrated. A person needs to be prepared in education and
motivation to perform the work, precise in their work given its
scientific nature and impact on diseases and patients, prudent
in their decisions, partnering with others in a department, on
teams, and with outside experts to be successful, persuasive at
times to convince others to use the best ideas and follow their
lead, persevering through all the challenges and time required
in research and working with projects and other people, pio-
neering in their idea generation without losing focus of the
routine job at hand to be done, and finally productive to get
the all the work done in the right way at the right time with
the right people and following the right plan, to achieve the
right result.

The first five parameters of the R&D paradigm through an
effective sixth parameter, performance, result in the final two
Ps, product approvals and a portfolio of products. The prod-
uct approvals and the portfolio are the ultimate goals to deter-
mine organizational effectiveness of R&D, but they must
incorporate the operational elements described above regard-
ing the people, processes, profits, principles of leaders,
pipeline of science, and performance behaviors of individuals,
in order to be considered successful in the minds of all the
stakeholders, that is, staff and leadership of the company,
patients, providers, public, and stockholders. Figure 2.12
presents the eight stages of product evolution at a company
(from a target, hits to leads to candidates to product approvals
to new indications and label extentions, and then to new mol-
ecules and new formulations); of course, product approvals
are the ultimate products of R&D. For the portfolio of
products, eight different factors could be used to categorize
the products and organize the business, based on the corpo-
rate strategies, science issues, health care structures, and busi-
ness organizations: general medicine versus specialty practice,
disease areas, therapeutic areas, pharmacology groups,

Internal Medicine I

Cardiology Products I

—(__Hypertension |
M rdial Infarct
—| Statins
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pathologic mechanisms (e.g., inflammation), stage of
research (e.g., lab—preclinical—linical phases I to IV), research
platforms (e.g., drugs vs. proteins vs. monoclonal antibodies),
and/or business units of the company.

Portfolio Planning Management (PPM)
Description

The overriding purpose of PPM is to improve productivity in
R&D, obtaining more regulatory approvals in number, on a
global basis, with better quality, at a faster rate, and at less cost,
through better planning, decisions, and execution. Companies
further desire to avoid failure in regulatory approvals. A formal
and well-run PPM process can make for better communica-
tions, better decisions, better process indicators, more efficient
work, better product candidate choices, better indications and
safety with the products, better labeling, better global coordi-
nation, better relations with investigators, better transparency,
and thus better relations with regulatory authorities, less cost,
and better postapproval marketing, and, therefore, more effective
drugs for patients and better business success. Even though
the advantages of PPM are manifold and principal to success,
it is quite hard to achieve because of the complexity and
high costs of product development, pressures from corporate
leaders and boards for rapid progress, personnel variables
(biases, knowledge or experience deficits, territoriality),
patient and disease variability, product performance ques-
tions, the unpredictability of research, evolving knowledge
base, global company challenges, many types of markets,
volume of customer and research data needed, and evolving
regulatory hurdles. The industry and our PPM practices need
to always realize that major breakthroughs occur when inno-
vators challenge the current paradigm and investigate new
options even when all the facts are not well established. PPM
on a global scale has become a certain best practice for suc-
cess in R&D to manage the above-noted problems and help
create the blockbusters.

Essentially, PPM should sit in a company at the center of a
crossroads where six roads come together representing pre-
clinical research, clinical research, regulatory, manufacturing,
marketing, and global operations, with oversight from the
senior management team. However, effectiveness of PPM
also is dependent on established cooperative and communica-
tive relationships without controlling, intrusive (operations),
or appearances of spying behavior. It is good to be reminded
that PPM does not set the mission and strategy, does not lead
the departments and divisions, does not make the decisions,
and does not do all the work. PPM is a process and organiza-
tion involving well-informed people (organizers, collabora-
tors, communicators, and planners with vision) who assist the
development and business leaders (executive management,
departments heads, and team leaders) to make it all happen
within a framework; that is, they know what we are doing and
why, when and how it is being done, and they are getting there
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as intended. In short, PPM should be facilitating good quick
decision-making [22, 39, 40].

A useful and practical list of pitfalls in filing of regulatory
applications was published in 2003. We will list them here
and will return to them after our PPM discussion to judge
how well PPM, as we discuss it in this chapter, will help min-
imize these 15 pitfalls: (1) not communicating with the reg-
ulatory authorities, (2) avoiding the safety issue, (3) lack of
planning, (4) omitting data or including unnecessary data,
(5) not paying attention, (6) not documenting manufacturing
process, (7) ignoring the investigators, (8) forgetting conflicts
of interest, (9) hiding something, (10) being too eager to disclose
to the public, (11) not thinking globally, (12) not thinking
about electronic submissions, (13) rushing, (14) not choosing
wisely, and (15) filing a drug that is not needed [43]. This
section of the book will include why do it (PPM), the elements of
it, the players to do it, manager concerns about it, and metrics to
measure it. Later sections will cover the process elements of
PPM and types of analyses.

What is the rationale to conduct portfolio project or prod-
uct management (PPM) as a core process and skill set for sen-
ior management in a company’s decisions and operations for
product development? Six benefits of PPM are addressed in
Figure 2.13. The executive committee of the company needs
a process to assist in a structured way to implement their cor-
porate strategy across the whole organization and to under-
stand gaps in strategy, planning, operations, or resources.
Please be reminded that the FIPCO includes at least eight
divisions that all have their individual roles in executing the
corporate strategy; the operational divisions of research,
development, marketing and sales, manufacturing, and the
support divisions of law and regulatory, information, human
resources, and finance. Coordination, integration, progress
tracking for execution, and goal achievement can be done
with a PPM organization for product development across
these eight varied organizations. Resource allocation of staff,
systems, and budget needs to be done in a balanced and
organized way for all the various projects for individual prod-
ucts and of overall portfolio levels, based on availability,
need, capability, and priority. Again, PPM offers the company

PPM (Portfolio Project Management)
» Execute corporate strategy
» Allocate resources
» Determine hiring needs (resource needs)
» Assess & limit risk management
» Improve budget management
» Underpin corporate planning

FiG. 2.13. Portfolio Project Management — Why do it?
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and management the process to do it. Another part of resource
assessment is to determine strengths and gaps in staffing,
based on the global product portfolio plans. Individual depart-
ments and divisions will perform this analysis, but PPM will
guide the process to assure consistency and matching with the
global plans. The end result would be that integrated needs
are established for staffing for product development, and the
best people with proper expertise and skill sets for work to be
done can be hired at the company or employed through exter-
nal consultantships.

Product development is a very risky and expensive business
with only one in 5,000 products from research eventually
being approved and marketed. Every decision will have pros
and cons and carries a risk of success or failure, the later of
which a company will try to reduce. Through PPM processes,
risk assessment for plans and decisions can be done to give
this added perspective to management in making more
informed and better decisions; thereby risk of failure is low-
ered by factoring in risks in the outcomes of decisions. Does
this study have a 25% or 75% chance of success? Does the
manufacturing decision for a new plant lower risk of product
outage postmarketing or add unnecessary cost? Budget deci-
sions are always a primary focus of an organization. PPM
offers methods to improve budget decisions across an organi-
zation, for example, through an integrated and executable
strategy, more organized resource allocation, more useful
progress reports, and especially better go—no go product deci-
sions. Finally, PPM is the support (underpinning) organiza-
tion and process for corporate, portfolio, and product
planning and tracking of execution, as we have discussed
previously. The Boston Consulting Group has done a variety
of studies with medical technology companies to determine
their set of best practices. In looking at the best high science

» Corporate strategy & leadership
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© Product plans
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» Process and methods:
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companies versus all others, they found that PPM was defined
by 89% of the best high science companies versus 66% of
all others and actually followed by the companies in 83% of
the cases versus 57%, respectively [8-10, 22, 41, 42, 44].
This description of PPM will involve seven topics; leader-
ship, planning, teamwork, process and methods, organiza-
tional participation, portfolio data, and decision making
(Fig. 2.14). The senior management group, the leadership,
must create the vision, mission, and overall strategy for the
corporation. This information is the critical framework for
the whole organization, all staff, all plans, all operations, and
all products. Basically, a company needs to know where it is
going first for PPM to assist the company in executing on the
strategy. PPM involves all levels of planning, starting from the
top, the portfolio, through the products, and to the individual
projects. All levels should not be just layered on top of each
other, but integrated for a fully effective PPM. Another best
practice within PPM, actually a requirement for success, is
teamwork. PPM guides, coordinates, integrates, helps com-
municate, and measures across all the various operational
groups who are needed for a project or product. The team of
people performs all the work. The team also needs to follow
through on the plans and work projects within the goals and
plans, that is, operational excellence of teams is another best
practice. PPM incorporates a specific set of processes and
methods to assist the company to carry out the product and
portfolio plans. Previously, we discussed a global product
development plan and process that would be used by a PPM
group to do portfolio planning and management. Product pro-
files are used to frame the targets for R&D in product devel-
opment. Tracking resources is another key practice of PPM
and includes what is available, what is being consumed, and
what is needed. Practice-practice-practice for PPM is a final
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rule of thumb to share, especially as the PPM system is first
being put into place in a company. Continuous improvement
requires a feedback loop for lessons learned.

A critical success factor for PPM is that organizational
participation and commitment must be from top to bottom for
all the processes. Senior management must be unequivocal in
their support. Often, the PPM group reports into the senior
management team to demonstrate this commitment. All levels
(division heads, department heads, and staff) must buy-in to
PPM, the benefits to the organization and to themselves, the
processes, and the reports of progress, be they success or fail-
ure. An effective PPM group engages the whole organization
in the processes, the decisions, and the planning from its
inception through its conduct and in all its operations. Any
methodology employed by PPM would need validation for
credibility to the organization and insure outcomes are rea-
sonable. Much data about the products, the science, and mar-
kets must be available for PPM to work. Key internal data
would include each product profile (expected and ideal), all
projects (e.g., studies in labs or clinics and at all stages, for-
mulations, manufacturing, stability), timelines of all projects,
status of all projects, budget available and being used, staffing
(how many, who, when), costs for projects, equipment, and
staffing, and systems available. External data also is highly
important to assess the marketplace, such as competition
(products, companies), target audiences, treatment opportuni-
ties, regulatory requirements, and sales projections. Data
sources are extensive, need to be manifold, and are both internal
and external to validate the information used in planning; for
example, the company’s study reports, the sales force, market
research department and their studies and reports, medical
affairs staff expertise, Internet, library and publications, trade
journals, focus groups and advisory panels of customers,
customer-based companies in key markets (group purchase
organizations of institutions, or GPOs; managed care
organizations, or MCOs), presentations at medical meetings,
competitor materials, consulting organizations, financial
companies, government reports (e.g., FDA, CMS, CDC, OIG,
EMEA), trade associations, and individual industry experts.
Timely access to targeted information when there is a need to
know is vital to a successful operation. The analyses are
extensively done for PPM, especially for projecting possible
outcomes and assessing risks, two core components for PPM.
This chapter will present the types and a variety of these
analyses later.

Decision making is a core operational focus for the organi-
zation in implementing the strategy and the plans. Decision
making gives us direction and outcomes for the company.
PPM helps foster and improve (with corporate approval) the
decision making process, guides the decision making, and
measures success of the decisions. In making decisions, PPM
assists with what are the decision points or gates at key mile-
stones, use of consistent and appropriate decision criteria, the
appropriate timing for work to be done and for decisions to be
made, and the engagement from the organization to follow
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whatever the particular processes may be at their company.
Priorities must be established for products within a portfolio
and projects (including indications) within a product plan.
The criteria, which we will discuss later, must be appropriate
and complete for the decision at hand and consistently
applied, in order to be credible, supportable, and useful.
Go—-no go decisions are always difficult because you must
ultimately kill some projects (the hardest decision) that either
are not successful at that point or that you do not have the
resources to do it, or where the project is outside of the cor-
porate strategy and plans. Some companies may let some
projects linger consuming resources that could be utilized
more effectively elsewhere. The decision-making process, the
criteria, the players making decisions, and the decisions them-
selves must receive full support (buy-in) from all levels of the
organization to be successful. The aforementioned BCG study
of best practices also identified three performance categories
(governance, organization, and process), and 15 specific prac-
tices within the three categories that are optimal PPM-type
practices. Well developed PPM-related practices, as judged
by the employees, were evident for 14 out of these 15 prac-
tices at best high science companies, much more often than
the corporate averages in these medical technology businesses
[8-10, 22, 41, 42, 44].

Participation in PPM involves the whole company at many
levels for it to work properly and achieve corporate product
development goals (Fig. 2.15). Sitting at the top of the pyramid
for PPM players is senior management, either the whole exec-
utive committee, or a subset called the product development
senior team, often composed of the chief operating officer
(COO), chief financial officer (CFO), senior vice-president
(VP) for R&D, senior VP sales and marketing (S&M), usually
the head of development who often is the chief medical officer
(CMO), senior VP manufacturing, sometimes the senior VP
quality assurance and control, and even the chief executive offi-
cer (CEO) at some companies. Their role is twofold. They sup-
port PPM through the mandate given to coordinate and assess
the product development process, and they make the decisions
for product advancement or killing projects in a fair, consistent,
and timely manner. The decisions are made at the decision
points for milestone achievement, basically addressing the
question, was the milestone achieved with sufficient scientific,
marketing, and organizational information to proceed forward
with least possible risk, and funded to complete the prospective
work plans as presented by the teams? The portfolio planner
oversees [monitors] the individual product and portfolio
process leading to the decisions but also possesses evaluation
roles; gauges progress versus timelines in the plans, coordi-
nates assessments of risk, and estimates likelihood of success
going forward. Risk assessment is a dynamic process especially
with regard to optimizing resources (people and money). These
evaluations become important additional decision criteria for
teams and senior management. The product teams and team
members are responsible to prepare the presentation of data,
accomplishments, and outstanding issues to senior management.
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FiG. 2.15. Who are the players in PPM?
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FIG. 2.16. What are Managers Concerns with PPM

The department heads provide operational leadership to ensure
all the work is done by their respective staffs for the products
and plans. Individual product managers in various departments
(marketing, development, formulations, manufacturing, etc.)
on the teams perform the work in the plan with assistance from
project managers to coordinate and communicate across
departments. Therefore, execution of the plan is the shared
responsibility of the individual managers, their department
heads, and the teams [8, 9, 22, 41, 42]

Portfolio planning and project planning often create opera-
tional and organizational concerns for department heads, who
control their staff, budgets, and processes to execute the plans
of product development. Figure 2.16 lists nine potential
problems scientists and department managers may perceive.
An appearance of taking control by PPM and project man-
agers (PMs) can exist in an organization, because their
involvement changes how information flows through the

organization and how decisions are made, even though their
role is support to the teams and management, assisting
in planning, process follow-through, and decision making.
A common and difficult challenge to collaboration is to cre-
ate sharing of information openly related to issues and options
for studies, manufacturing, stability, formulations, analytical
problems, and slow enrollment. PPM must realize these
concerns and minimize their perception by engaging these
scientists and managers in the processes (planning, analyzing,
tracking, and reporting) and even seeking their input in the
creation of the PPM for a company. Frequent communication
of what is being done, why, how, and by whom is critical to
success of PPM. However, managers at all levels must get on
board with PPM, and at the end of the day if anyone does not,
they need to move on to some other function. Roadblocks
associated with silent consent of staff or managers dooms
programs to failure because cooperation is lacking, even
resistance exists through lack of cooperation, or slow contri-
bution occurs [9, 45].

A key success criterion of PPM in support of a company
is the measurements employed to assess achievement of
milestones at the decision points (Fig. 2.17). PPM supports
department heads, team leaders, and senior management with
better execution of the plan especially by gauging progress
on fulfilling the plans. The 2004 BCG study and report lists
20 different metrics that could be employed by a company
and PPM related to strategy, operational improvements, and
project team functions. Progress reports must be regular,
consistent, honest, meaningful, and relevant for the com-
pany’s processes, products, and culture. The department
heads need to contribute to such reports and sign-off on them
(buy-in, essentially own them), in order for them to carry
credibility and follow-up. Tracking of achievement of mile-
stones includes quality (was the question answered?), timeli-
ness (did it get done on time?), and follow-up (what is left to
be done?).
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The metrics chosen need to be quantifiable, measurable,
accurate, fair, efficiently done, and improvement oriented
(Fig. 2.17). Efficiency in reporting and its metrics is important
so that the work to collect the data is not cumbersome and
actually slows work down. Improvement orientation of metrics
is a necessary positive approach, not punitive, and always will
be better received by staff and managers whose work is being
evaluated. Metrics need to change as the product evolves dur-
ing the course of a program. Use of consultants is common for
metrics implementation in order to access the specialized
expertise, but the company needs to ensure they have real-
world experiences and employ practical metrics in data collec-
tion. Implementation of even a simple metric (e.g., a system
for performance relative to quota) has been shown to improve
employees’ agreement toward their own efficiency by a large
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margin; for example, such a quota system increased employees
from 50% to 75% stating their division is well developed in
project initiation, management, and milestone achievement in
one study. Also, monthly project review meetings, versus none
or less frequent, were judged by employees that their products
got to market 25% sooner [8, 22, 30, 42, 45].

PPM Process Components

The process components for PPM in supporting product devel-
opment are discussed in this next section. The 10 constructs,
plans, and processes to be discussed demonstrate PPM'’s
potential breadth of support for R&D. They also show some of
the details of PPM in its activities, planning, and decision
making: global product plans (presented above), budgets,
product profiles, project plans, enabling technologies, decision
points, decision criteria, pharmacogenomics, drug delivery/
formulations, and product life cycle management.

In the global product development plan, each pathway
involves a budget to be planned, especially for the clinical
plan, market development plan, and manufacturing plan,
wherein most of the dollars are spent (Fig. 2.18). The respon-
sibility for budgeting in R&D is usually shared between
department heads and their superiors, the finance division’s
accountants, and PPM. This slide presents the budget by its
organization on the left side (categories and cost centers) and
the processes on the right. Each company will vary all the
headings or various categorizations of a budget, but the slide
gives us a representative example. Four budget categories are
outlined in the slide. Other budget categories may be used
(e.g., buildings, overhead). In the five cost centers, human
resources (HR) department includes salary for all staff, bonus

Budget Processes:

» Budgets & Projections
Tracking expenditures
(Projected vs actual)
* Forecasting

Roll-ups
Divisions
@ Departments & Teams
@ Product & Portfolio
°

Categories & Cost
centers

@ Special: study,
institution(site), vendor

Training

Grants

» Flexibility
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plans (cash and or stock options), and benefits, such as health
care, vacation, sick leave, retirement program, and savings
plans. Training is listed separately because of its importance
to the skills, knowledge, and satisfaction of employees, which
directly relate to productivity, but it may be included in HR
costs. Overhead pays for the building construction and depre-
ciation and utilities. Grants are paid to investigators and
institutions for all the various studies (clinical, basic science,
pharmacoeconomics, pharmacokinetics, stability, etc.), con-
sultantships, and educational programs, including their
institutional overhead, usually 25% to 50%. Contracts are
payments to vendors for various services (e.g., to clinical
research organizations, site management organizations, data
centers, market research, and off-site manufacturers).

Processes for budgeting are many in number and variety to
meet all the operational needs of different groups. Budgeting
is a critical success factor in the tracking function for R&D.
We need to create a budget for each year for each product and
all the R&D departments, within some corporate set of tar-
gets, dependent on expected revenues, work objectives, and
operational needs. Expenditures and costs during the year are
tracked for planned versus actual, which is a major opera-
tional goal for the management in any for-profit company.
Departments and teams are obligated to stay within their fore-
casted expenditures and are measured against them. The cost
of goods projections need to be compared and tracked very
carefully to actual costs as more work on scale-up is done
over time with a product; an excessive added cost could
adversely impact the viability of a product. Forecasting of
costs is done over multiple years going forward based on
the portfolio plans and compared with potential revenues,
especially sales, or other income sources (stock offerings,
investments, loans, or milestone payments for small new
companies). Roll-ups of the budget for cost centers and cate-
gories need to be done for products, teams, departments, and
portfolio. Also, each category and cost center has a budget
roll-up, as part of the assessment of operational success. This
information generally is reviewed at least quarterly. Special
reports are commonly done for specific vendors, institutions,
investigators, individual studies, so that managers can under-
stand and control cost more effectively. Flexibility needs to be
built into the process to adjust allocation of budget across the
organization, as unexpected R&D outcomes or external
events occur (e.g., study failure, unexpected observations
[AEs], product fails at IND or NDA stage, vendors change
costs, research alliance being terminated, or an important new
product is licensed in from an outside company).

A core document in product development and PPM is the
“product profile.” Ten factors commonly are considered as the
core information needed to describe the product in both its
science and marketing potential, as listed in Figure 2.19 (e.g.,
efficacy, safety, and formulation). In essence, we start with an
ideal product profile that comes from market research with
the disease needs, patient convenience, health care system
issues, medical thought-leaders’ input, cost of care for the target
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indication, and competitive product issues. This profile is the
target for research to try to achieve in formulation, indica-
tions, efficacy, dosing, and adverse effects. As studies are
done and more information is known about the company’s
product, the profile incorporates these data, and then the prod-
uct profile is for the product being developed including its
good and bad properties.

Three goals serve as overriding considerations for all the
factors in the product profile; need, novelty, and competition;
that is, is such a product needed to treat this disease? are we
a unique and innovative product? and do we have advantages
over competitive products? Positive answers on these three
questions will increase the scientific acceptance in the med-
ical community and health systems and substantially expand
the market and possible revenues over the life of the product.
Also, a particular philosophy regarding a new family of prod-
ucts being developed by a company must be addressed, that
is, do we want to be first-in-class to market or later and best-
in-class. First-in-class historically has the prime marketing
position, with more rapid and complete formulary acceptance
and then loyalty of prescribers and health systems. In some
cases, a breakthrough product changes the treatment para-
digm, such that the medical community has to be educated to
facilitate the uptake of the new approach and put the new ben-
efits in perspective. However, a best-in-class product has the
benefit of knowing the product weaknesses of the first prod-
uct that can be exploited. The second or third product can
have significant advantages in formulation, dosing, efficacy,
or safety, such that prescribers switch to the best product. The
benefit of being first-in-class has decreased also because the
time for market approval for the first to the second product
was reduced from 8.2 years in the 1970s to 5.5 years in 1980s
to 1.8 years in 1995-1998 time period [7, 17, 22].

Project or product planning in R&D is a very detailed
oriented process, certainly covering all the critical pathway
studies. The project plans must be quite comprehensive incor-
porating the work of all departments, worldwide efforts, all
staff involved, any budget issues, and timelines for all projects
(Fig. 2.20). Actually, every work activity that significantly
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FIG. 2.20. Project Plans (WW, All groups, Timing, All Resources)

impacts any section of the package insert, the regulatory
package, NDA/CTD, and any marketing launch program must
be integrated and tracked. The apparently minor change in the
diluents of an injectable product could cause an NDA to be
not approved because their potential side effects or their
impact on stability of the active drug was not sufficiently
addressed. In marketing, launch of the product will require
often extra analyses of clinical data to assist in educational or
promotional material preparation, and market research will
assist R&D in the types and amount of research to be done.
One small study in one country anywhere in the world may
surface a serious adverse experience that may require further
evaluation and could hold up a regulatory submission. Figure
2.20 lists for us 10 major areas in bullet points and more than
50 work areas or items to be done and tracked by project plan-
ners for the product teams, some of which will be included in
portfolio analyses. The timing of the different projects in pre-
clinical, manufacturing, clinical, marketing, and other areas
need to be integrated and especially sequenced because one
project may depend on information from another in a com-
pletely different division of the company.

Research contributes the mechanism of action, assessment of
adverse experiences in animal models, the preliminary pharma-
cology, toxicology, and pharmacokinetics in animals or in vitro,
formulation workup, and stability studies. Manufacturing
provides the manufacturing process and of course the product
during clinical trials. Process engineering and product packag-
ing needs to be addressed early during the clinical development
period, because minor product changes and stability issues can
create breakdown products (ingredients) and impact clinical
and regulatory requirements. Later, manufacturing and market-
ing of the product with product scale-up is addressed further by
process engineering and product packaging, along with needs
for inventory of product and its control, an sku (shelf keeping
unit), and a distribution system. Clinical development work is
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substantial as expected: all the necessary studies (investigators,
sites, forms, and data) and reports for approval, labeling, and
marketing (publications, education, and promotion) and safety
labeling and reports. Drug performance may deviate from the
original hypothesis and necessitate new plans and studies to be
done. The critical role of safety data in an NDA or BLA war-
rants special attention through a separate medical unit for safety
in clinical development focusing on recording, analyzing, and
reporting on adverse experiences with all pipeline and mar-
keted products. Internal audits are done by a quality assurance
group for both all processes (procedures and operational
guidelines) and outcomes of R&D for an NDA. Regulatory
manages the applications to and interactions with regulatory
authorities (meetings, letters, calls, and audits). Regulatory also
performs an oversight role for compliance with government
regulations.

Marketing performs all the market research analyses and
generates related reports for disease, product profile, compe-
tition, pricing, and potential sales, identifies thought leaders
and investigators, and produces for launch all the plans for
publications, educational programs, promotion and advertis-
ing, and reimbursement. The product team is the recipient for
the analyses from marketing and the provider of data for prod-
uct to be marketed. The team also addresses the first and sub-
sequent indications, integrated into their goals and timing as
necessary. Law department is responsible for the product
patent with research and manufacturing providing the patent
data; they assesses competitive patents; and they ensure com-
pliance with laws. Finance group tracks and examines budg-
ets, expenditures, cost of goods, profit and loss (P&Ls), and
revenues for a team. Resources of staffing are evaluated by
departments and/or human resources to provide enough of the
best possible people with training as needed. A company
faces a big challenge making sure everyone is up to date on
both the clinical and regulatory science to enable them to
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contribute to optimal performance. External resources are
used most often to conduct many of the development projects
by clinical research organizations, and also market research is
done by outside companies with appropriate access to data
and expertise. Life cycle plans are done by the team and
PPM from discovery to approval and throughout marketing to
maximize the franchise, which will be discussed later. In
global organizations, both clinical researchers and
medical affairs practitioners provide critical input and feed-
back about the unique features and practices in their individ-
ual countries.

PPM depends on the availability of systems and databases
to gather and process the data regarding product status.
“Enabling technologies” are the systems, equipment, or
processes that are intended to improve operational effective-
ness of department functions, such that more and better prod-
ucts can be developed faster and at less cost (Fig. 2.21). Many
of them are needed for PPM, and actually, PPM is an enabling
technology for the planning, tracking, and analysis functions.
For example, e-clinical is electronic data capture for the data
in clinical trials to facilitate ongoing analyses and decision
making by the R&D management team. PPM is central to
coordinating the collection of the information and the data for
progress reports in clinical trial progress. Currently, research is
going to develop spp. tools that will directly both identify and
collect patient data (e.g., blood pressure readings) and send it
to the company’s study data center without handling by the
site. This technology will facilitate decision making and save
valuable time. Informatics can be structured to collect, store,
and analyze data from any part of the organization. Informatics
certainly can incorporate the global product plans with mile-
stones for and progress on study plans, regulatory milestones,
timelines, safety reports, costs, and future projected sales.

One of the major challenges faced by the pharmaceutical
industry is how to optimally handle the massive amount of

[Development] ... 0 .,

E-Clinical
Data & Sites
Pls & Patients

Outsourcing

A\
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information collected by all levels of R&D. A global standard
for the collection, organization, storage, and analysis opens
the door for substantial enhancement in organizational per-
formance. With global standards in place, a data warehouse
can be established, which modelers can draw on to conduct
simulations designed to assist in evaluating program potential
and greatly improve the design efficiency of individual stud-
ies. The building of these data warehouses requires collabora-
tion and communication across the R&D organization.
Informatics in the research arena can store, manipulate, and
analyze varied databases for genomics, pharmacology, recep-
tors, ligands, proteomics, structure-activity relationships, to
help identify targets and leads for further research. High-
throughput screening (HTS) in lead analyses is estimated to
have increased discovery rate of molecules by 6% from 1994
to 1998 and by 11% from 1998 to 2002 [20].

Other enabling technologies are considered to improve
efficiency in establishing effectiveness and safety in clinical
trials by using biomarkers and surrogate markers of efficacy
early in development, even in the preclinical stage, to kill the
poor performing product candidates sooner and advance the
more likely winners faster. Conducting clinical trials by hav-
ing more practical study protocols and with better use of
outsourcing are enabling technologies for efficiency, too,
which can reduce costs of operations for trials by getting only
needed data (less) collected faster that still meets NDA/CTD
requirements for a disease [8, 9, 11, 17, 19, 22, 44, 46, 47].

PPM monitors decision points in research and develop-
ment, also called decision gates, related to milestones and
timelines in a product’s advance toward approval. A para-
mount area of governance is decision making, including deci-
sion authority, decision criteria, time frames, communication
of decisions (informing and consulting), performance man-
agement, and incentives, all of which needs to be engaged in
PPM. A product team presents and must show the data,

Disease
Models & Markers

Libraries of
Targets &
Leads

PPM _ Informatics
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defend conclusions, and offer recommendations to support a
go—no go decision to be made by the senior management
team. Figure 2.22 presents seven representative decision
points, along with some of the new commitments being made
at that point to fulfill in the next phase of product develop-
ment. The decision gates involve regulatory and safety hur-
dles most often, along with the decision of the acceptability of
the data for exceeding that hurdle, and the organization’s will-
ingness to expend available resources (dollars, people, and
systems) to continue onto the next stage. Information and data
come in from all the critical pathways; as progress, or lack
thereof, occurs in study plans, safety, regulatory, marketing
plan, and manufacturing. The information available grows
and changes in quality and completeness helping make more
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informed decisions over time. Data gathered at decision
points may lead to changes or define protocol and programs
based on the new information and decision. Other areas of the
company contribute as well with very important information
(e.g., patent status from law department, budget status from
finance, and staffing levels from human resources). If a prod-
uct’s performance cannot measure up to the hurdles at the
decision gate, then the decision needs to be to kill the project
or product, so that resources will be applied to more likely
successful product candidates [10, 12, 22, 48].

At these decision gates, a set of questions needs to be
addressed by the teams to senior management to permit as
informed a decision as possible at that point in time (Fig. 2.23).
The decision gates employ milestones that elevate the decision

When & Why move forward?
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usually to a go—no go level for senior management involve-
ment. The same set of questions usually will be addressed at
all the gates and for all products to help set expectations
around the company for information needs, which should
improve decision making in its consistency, fairness, and
quality of the outcomes. Of course, the information available
will be different at early versus later points in the product’s
advancement through the plan. Special questions will be added
at certain stages because it is the most appropriate time for the
question, for example, if and when do we create a new plant to
manufacture the product? or do we have a backup molecule in
a family because the lead one failed in preclinical efficacy
stage? or what product or program changes need to be made
due to safety different than anticipated? or if and when do we
perform a pharmacoeconomic study in managed care area?
The 10 questions suggested are fairly standard, including
unmet medical need, efficacy, safety, market potential, patent
status, pharmacokinetics/metabolism, formulation, manufac-
turing issues, resources and feasibility to be able to continue,
and probability of success. The 10 gate questions each need to
incorporate 4 consistent questions within them (the “10-4”
gate questions); does the data give us some novelty for the
product? is the data available and sufficient? what is the
health and market impact of the information or data? and do
we have the resources for the work going forward?
Regarding these decision criteria, how often are they used
by pharmaceutical companies? Each company creates their
own list and uses them to varying degrees, based on personal
management preferences, the experience base of the com-
pany, and the relative use of PPM. Figure 2.24 displays a table
produced by Thomson-CenterWatch in 2004 for frequency of
use of decision criteria at the phase 2 or 3 points in time.
Consistency in their use is pretty good, 54% to 89%, but
deficits are surprising. For example, 25% of companies did
not use competitive activity, projected peak sales were not
used by 32%, and company staffing was not used by 43%.

R. P. Evens and J. Covinsky

Termination of an R&D project is done when the decision at
a milestone is go—no go, and the data allows management to
determine that the product has failed the expected milestone
outcome (e.g., phase 3 data indicates inadequate efficacy, or
safety is unacceptable, or low revenue projections because of
high production costs, or given a too low level of efficacy to
warrant future high expenditures for questionable research
outcomes). The Tufts Center for the Study of Drug Development
studied drug termination in 2004 and found three primary rea-
sons, safety failure (20% of the time), inadequate efficacy
(almost 40%), and economics (about 35%). The time to
termination during development was approximately 2 years,
3 years, and almost 4 years for these three reasons, respec-
tively. For products terminated during development, much
cost already had been incurred for research, formulation, clin-
ical trials, manufacturing workup, and market preparation.
Improving predictability of failure is a major need for com-
panies; approaches to hopefully kill projects earlier and incur
less costs are biomarkers for disease, validated surrogate end
points, computer modeling techniques for disease, and maxi-
mizing FDA or EMEA interactions with the company to help
design pivotal studies [17, 45, 48].

Pharmacogenomics is a relatively new discipline combin-
ing pharmacology, genetics, pharmacokinetics, and pharma-
codynamics. Genetic differences among the population can
greatly impact drug activity, metabolism, or pharmacokinet-
ics. Patients’ phenotype can lead to either selective advan-
tages, unexpected serious toxicity, or lack of drug effect. In
the future, drugs may be developed for smaller target popula-
tions. Higher specificity may allow for improved efficiency in
clinical research but also reduce the size of the target patient
population (market). Phenotypes may identify a population of
patients who require long-term prophylaxis or who must avoid
certain treatment options. Single nucleotide polymorphisms
(SNPs) are estimated to occur in the human genome at about
1.4 million, with 60,000 in the coding exon regions. Numerous

% %
Factors Companies| | Factors Companies
Clinical trial data 86 Projected peak 68
sales
Financial 86 Comme_rcial 68
assessment uncertainty
Time required 79 Novelty 57
Market ;
_ 79 Staffing at
attractiveness company 57
Competitive
activﬁy 75 Portfolio fit 54

FIG. 2.24. Factors in R&D Decisions (Example @ Phase 2/3) (Copyright 2006 from Encyclopedia of Pharmaceutical Technology, 3 Ed by
Swarbrick. Reproduced by permission of Routledge/Taylor & Francis Group, LLC) (Reprinted with permission from Pharmaceutical
Executive, Vol 24, No. 2, 2004, page 58. Pharmaceutical Executive is a copyrighted publication of Advanstar Communication Inc. All rights

reserved.)
Source: CenterWatch 2004
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drug examples in many pharmacologic classes and subsets of
patients exist where individual patients experience adversity,
but finding those patients in a practical, cost-effective, clini-
cally useful manner remains a major challenge to health care.
These diagnostic tests are not routinely done today in clinical
practice, which could change especially in oncology.

Figure 2.25 presents the pros and cons in incorporating
pharmacogenomic approaches in product development plans.
Drug developers suggest that many of the 20 drug with-
drawals from the market after approval over the past 20 years
was due to unexpected serious adverse experiences poten-
tially related to pharmacogenomic variation in the population.
Pharmacogenomic variation is starting to be used in drug
development in cancer area. In efficacy, Herceptin® (mono-
clonal antibody) is only effective in breast cancer patients
with her2neu oncogene present. Gleevec® is tyrosine kinase
inhibitor and highly effective in chronic myelogenous
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53

leukemia patients with the c-abl oncogene fused to the ber
cluster protein region. For toxicity, the hepatic enzyme system
cytochrome p-450 is involved in metabolism of many drug
categories (e.g., beta-blockers, tricyclic antidepressants), with
numerous different mutations common often in ethnic groups;
they alter drug clearance and lead to toxic effects. However,
identification of these patients is not done routinely in clinical
practice, they add cost to health care system, the tests are not
readily available, and education of professionals is lacking.
Furthermore, FDA has only recently written (end of 2004)
proposed optional guidelines for use of pharmacogenomics in
drug development. This discipline could help identify the best
responders or patients more likely to experience adverse
effects. However, added cost to drug development without
proven diagnostic capability, with high variability, unsure
ethics, unsure insurance issues, and negative impact on the
market, are some of the current challenges [13, 49, 50].
Administration of products to patients depends on the prop-
erties of drug or biological products, disease characteristics,
human physiology, and health care system variables, which
will impact the formulation options desirable for a new prod-
uct (Fig. 2.26). Products must cross several biologic mem-
branes from their site of administration and encounter
endogenous enzymes that could alter their activity. Goals of
formulation development include mechanical and physical
stability that is compatible with how product will be used,
long shelf-life, maximum patient acceptance, provider utility,
bioavailability, lowest cost of goods to manufacture, compet-
itive advantage, and less local adverse effects with use. Most
products are intended for oral use as tablets, capsules, or lig-
uids, which is preferred by patients, but the disease or drug
metabolism may not permit this route of administration.

Drug Transport Challenges
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Active pharmaceutical ingredients need to meet specifications
(e.g., purity, potency, physical/chemical/biological proper-
ties). For injections, we need to consider the solution’s pH,
ionic strength, solvents, buffers, stabilizers, and preservatives.
Special formulations will have their own unique considera-
tions, for example, inhalation (particle size), topical (skin
penetration), and ophthalmic (mix with tears).

A product is not one single entity that is discovered, studied,
and marketed at one point in time. A life cycle exists for all
products, wherein it evolves in its uses, properties, and formu-
lation over time (Fig. 2.27). A company attempts to get the
most scientific benefits from its investment in a product for
patient care improvements and, of course, maximum financial
gain. However, to fully capitalize on the product, a life cycle
plan (LCP) must be created as early as possible to literally map
out the full potential of a product and the resources that it might
take to achieve all the opportunities. The LCP is a dynamic
document; as more data becomes available over time, you iter-
ate the LCP. You can suggest more than 10 different stages in a
life cycle; that is, discovery of molecule, preclinical product,
product in clinical trials (first indication), approved and
marketed for one indication (hopefully novel, first to market),
added countries for marketing, product with competition, added
indications, expanded labeling for added dosing schema,
unexpected adverse experience limiting use, new formulations,
follow-on molecules in the family or by in-licensing, off-patent
with generic substitution, and over-the-counter product. Many
of these stages will require added product development and
costs regarding clinical trials to create the data and file an
abbreviated NDA to obtain labeling changes. New formulation
work may require clinical trials to establish efficacy, but at least
new manufacturing, pharmacokinetic, and stability work will
be necessary. Sustained-release formulations are often devel-
oped later in the product’s life cycle once the initial efficacy is
established with the simpler first-generation form. Then,
enhanced convenience (e.g. once daily vs. four times a day dos-
ing) becomes an important focus. The LCP needs early devel-
opment to plan, schedule, and integrate milestones, timelines,

Planning early & late & broadly = Product Success
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Organize corporate resources

Plan for multiple indications

Think international
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work requirements, cost projections, market research, and rev-
enue impacts. For example, Enbrel® was approved first for
rheumatoid arthritis, with later indications established for juve-
nile arthritis, psoriatic arthritis, psoriasis, and ankylosing
spondilytis, as well as follow-on molecules and other dosing
schema being evaluated. The statin anticholesterol drugs were
over-the-counter products in Europe by 2004. Pegylation was
done for interferons and filgrastim to slow their clearance from
the body and improve their clinical utility with less frequent
dosing and also extending their patent protection [51, 52].

PPM Analyses (Examples)

As noted before, analyses are a critical function for PPM to
coordinate in all parts of the organization and at many points
in time, as they relate to product development. A myriad of
analyses exist where whole books are dedicated to listing and
describing them. In this book, we are presenting some repre-
sentative examples of analytical techniques that are often
employed by pharmaceutical companies to evaluate a product
or related projects from both scientific and marketing per-
spectives. Many analyses attempt to give projections of future
possible outcomes, as well as determining the status of pro-
jects. Data formats are also highly variable and often can
depend on personal style (e.g., tables, graphs, histograms,
bubble diagrams, flowcharts, and decision trees). The PPM
planners and product team leaders must address the questions
at hand, use the necessary data available, know the prefer-
ences of management, present their recommendations, and
help produce a decision [22, 41, 42].

Figure 2.28 presents five categories for the PPM analyses to
fit into; opportunities for the product (usually the scientific,
medical, and public benefits, as well as internal product profiles
and compound ratings), sales in the marketplace (short-term
and long-term plus by indication, prescriber groups), risks of
failure or probability of success (modifiers of the scientific and
sales opportunities and their impacts on success), resources in
both budget and staffing (cost projections to operate), and

What are best parameters among myriad of business & research data?

Opportunity
(Product)
Resources Sales
(Budget & Staff) (Market)
Summary Risk
Statistics

FiG. 2.28. Types of PPM Analyses
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finally some overall summary statistics to be elaborated later
[22, 41].

In Figure 2.29, four opportunity and three sales analyses
are listed. The opportunity analyses noted are compound rat-
ings, product profile comparisons, safety versus efficacy bub-
ble diagrams, and NMEs versus MOAs. First, compound
ratings are used to help set priorities among the product can-
didates in a portfolio. The ratings engage the teams to indi-
vidually score their product with a standardized list of
properties or parameters for new products. Often, the set of
decision criteria discussed previously are used (e.g., efficacy,
safety, formulation utility, market size, sales potential, com-
petition, patent status, probability of success, and cost of
goods). Each criterion is scored on a 1 to 5 or 1 to 10 scale
from worst to best or lowest to highest. These scores are
highly subjective, educated opinions and must be defended by
the teams in front of management. An inordinately high score
will diminish the credibility of the team and hurt the product’s
chances of moving forward. The scores are summed and all
the products are then compared with each other with a mini-
mum score required for a product to advance. The scoring is
not an answer in and of itself but offers two benefits; creates
some degree of standardization across a portfolio and is
intended to stimulate a good discussion of products across a
portfolio leading up to decisions of go—no go.

A second opportunity analysis is for product profiling,
which can be combined with sales forecasts to assess a prod-
uct’s range of possible future revenues. The product team will
create three profiles, one that fits the most desirable product
profile for that disease, these type of products, and optimal
research outcomes for the company’s product. The most
desirable (ideal) profile is compared with a second profile for
the most likely product profile with the company product’s
performance in research. Finally, sometimes a third profile for
the least acceptable profile for the product is created. Market
research takes these three profiles to groups of thought lead-
ers and customers to evaluate the merits of the product and its
potential use by itself and in comparison with competitors.
Marketing then has to transform the written feedback into
sales possibilities based on experience in this particular
marketplace of products. Sales over time for about 5 years is

Opportunity analyses examples:
© Compound ratings
© Product profile: minimum & desirable vs. sales forecast
© Bubble diagrams for efficacy vs. safety with market size
© NMEs vs. MOAs

Sales analyses examples:
© Revenue projections over time (5 + years)
0 Peak sales vs. priority ranking
© Peak sales vs. R&D costs

FIG. 2.29. PPM Analyses: Opportunities? & Sales?
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projected for the three products (three product profiles) and
compared to guide R&D on the importance of particular pro-
files and even specific properties in a profile impacting future
potential use of such products. Such profile and sales data is
used to move a product forward to market or to kill it.

Bubble diagrams are used to identify and gauge opportuni-
ties (or lack there of) in a graph for two key parameters
describing the products (science or marketing data). Each
parameter on the x- and y-axes is rated from lowest to highest
values. Each bubble is a molecule or product. A third param-
eter can be introduced by altering the size of the bubbles to
indicate, for example, sales potential or likelihood of success.

Sales analyses are generated by the marketing groups who
already are presenting some sales numbers on a weekly, even
daily, basis to senior management. Prescriptions are generated
for products used in the retail markets distributed by commu-
nity pharmacies, mostly for oral products and a few other for-
mulations to some extent. Other channels for product
distribution (e.g., hospitals, clinics, physician offices)
purchase products through wholesalers or directly from a
company. Sales can be reported in dollars or a combination of
dollars and prescription levels. Common time periods for
sales reports are monthly, quarterly, and annually. Sales pro-
jections for a new product in development are based on a
likely price often similar to other marketed products for the
same disease. Competitive products need to be taken into
consideration, either ones already or soon to be on the market.
Usually a 5-year sales forecast is desired for a new product,
and a goal is to produce a blockbuster, $1 billion, in this time
frame. Peak sales are compared with the priority rankings
previously noted and to R&D costs.

A sample bubble diagram is presented here (Fig. 2.30),
wherein safety is combined with efficacy and market size in
one comparison for the product portfolio of the seven prod-
ucts. Product no. 7 receives a very high assessment with good
efficacy and good safety and pretty good market size; this
product would be advanced quickly. High efficacy and safety
does not ensure high sales if the product has a small niche

What is the safety vs efficacy profile AND market opportunity ?

Efficacy:

FiG. 2.30. PPM Analysis: Safety, Efficacy & Market Size
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type market, basically a narrow indication and/or small market
size. In general, low safety dooms a product in decisions of
advancement unless the severity of disease is high, other treat-
ments options are not available, market size is large, and treat-
ment failures are common with existing products allowing for
use of such a product. This situation is common in cancer, and
antimetabolites are used for other chronic serious inflamma-
tory conditions such as arthritis, lupus, psoriasis [41, 42].

A comparison of potential pipeline product sales can be
presented over time, which is a very common calculation for
companies (Fig. 2.31). The y-axis is sales in dollars per prod-
uct and the x-axis is years. The slope of the line is desired to
be as upwardly sharp as possible after approval and launch,
indicating more rapid and broad acceptance of the product by
the medical and payer communities. If the slope of the sales
line is positively higher in the first and second years, it pre-
dicts high annual sales for the life of the product. If a product
has lower sales early, it will have lower sales throughout the
life of the product. You have only one first year of launch for
a new product to get the full attention of the health care com-
munity and product acceptance; if you miss it, you never get
it back, unless a major new positive event happens with your
product. How well you prepare the medical community to
accept a new or novel treatment influences the curves. Often
work is started several years before the formal launch to facil-
itate adoption of such treatments. This work may require
helping the medical community understand a new evolving
area of science. If a product has taken many years to reach the
marketplace, prelaunch preparation is critical to assuring a
positive return on investment (ROI). A product falls off or lev-
els off in sales after initial rises when a superior competitor
comes to market, and especially if the product goes off patent
and a generic drug enters the market [41, 42].

Risk and resource analyses are suggested on Fig. 2.32.
Four risk assessments are listed; time to market versus risk of
failure, probability of success by phase, risk scoring, and deci-
sion trees. Resource analyses noted are budget actual spend
versus projected spend over time, a gap analysis for resources

What are Revenue forecasts per pipeline product & total over 5 years?

Revenue | 2005 | 2006 | 2007 2008 | 2009
$ Millions | Tot. $1.8 | $37 | $6.2 $76 | $9.0 |
3,000 b /
2,500 AN //

2,000 y
N
1,500 |Product / /| \
A —
1,000 /// B /
» )
$500 / A E M

R. P. Evens and J. Covinsky

available versus project resource demands (for staff or budget),
and sales projections versus resources needed for development
and launch (research and marketing costs). Resource assess-
ment also must take into account appropriate expertise of staff.

A pipeline is shown in the table in Figure 2.33 for a 9-year
period and presents projections and expectations by the R&D
organization for the annual number of research projects,
INDs/CTAs, NDAs/CTDs, approvals, and NMEs. The goal of
R&D for the pipeline is to have a reasonable number of prod-
ucts in each phase of research, so that there can be a steady
stream of products moving through the organization to
occupy the existing staff levels and especially to avoid any
years down the road where products applications to regulatory
authorities are lacking. The R&D management team and PPM
planners then can perform a gap analysis of the pipeline. This
sample pipeline has some problems in the out years after
5 years with inadequate number of NDAs/CTDs, plus a defi-
ciency in NMEs, the novel products. The research projects
fell to half in the middle years of the planning period. A solu-
tion for a company to consider, in the 5- to 10-year period
prior to this gap in NDAs/CTDs, is to build up research with
outside research organizations, especially with future poten-
tial NMEs (novel MOAs or product categories). Two
approaches would be to license in early stage novel targets
and molecules from universities, government (NIH), or small

Risk analyses examples:

y Time to market vs. Risk of failure
» Probability of success by phase
» Risk scoring

» Decision trees

Resource analyses examples:

» Budget
y Department staff & resource gap analysis (by department)
» Sales vs. resources

FiG. 2.32. PPM Analyses: Risk? & Resources?

Are there any gaps over time in any stage of research to fill in?

Year ->| | . . . ‘ ‘ ) ‘ ‘
R&D Deliv | ‘04 | 05 | ‘06 | ‘07 | ‘08 | ‘09 | ‘10 | ‘11 | ‘12

Res. Proj. ( 150 | 105 | 88 | 75 | 70 ? ? ? ?
INDs 47 | 56 | 66 | 41 | 20 | 22 | 24 | 27 | 37
NDAs 32 | 40 | 28 | 32 | 15| 12 | 10 | 15 | 22

Approvals| 8 15 | 15 | 10

NMEs 3 5 4 3 3 2 1 0 0

FiG. 2.31. PPM Analysis: Pipeline Revenue Forecasts

FiG. 2.33. PPM Analyses: Risk, Pipeline Gap Analysis
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specialized companies, or create strategic research alliances
with biotechnology companies in areas new to the company.
In this example, gaps appear also in late-stage clinical phases
(phase 3 trials) near regulatory submissions, or it could be that
NDAs are not being approved by the regulatory authorities.
A reason may be poor molecules are advancing into late-stage
research that should have been killed at an earlier time frame,
such that process changes in decision making need to be
entertained for the company.

A risk assessment in the early discovery phase of research
is a bubble graph of the novelty of the chemical entity and
mechanism of action of the molecules, as shown in Fig. 2.34.
The projected market size is added by altering the size of the
bubbles commensurate with potential market. Although the
molecules are over 5 years away from the market and without
any clinical data, markets are estimated based on assump-
tions, which need to be plausible to both research and mar-
keting management. Assumptions can be any existing product
utilization, growth in markets over time, novelty of mecha-
nism or chemical entity (competitive advantage), growth in
number of addressable treatable patients with such a novel
product proposed product profile of such a molecule, and
price of such a product. Company senior management needs
to decide on how much risk they desire to take.

In this sample graph, molecule no. 3 has high risk with an
unproven chemical entity and speculative MOA, but the market
potential is huge. Perhaps, existing drugs work poorly, many
patients go untreated, and the medical community is very hun-
gry for a novel product. In this case, it may very well be worth
forging ahead with such a high-risk, high-reward molecule. A
research group with this molecule especially needs to nail down
the novelty of the MOA for the product to reach its full medical
benefits and financial gain. Conversely, molecule no. 6 has the
least risk but a small market that may not be worth spending the
vast amount of resources for little financial gain. Along with
this analysis, the research group needs good feedback from
medical and marketing groups about the disease opportunity to

PPM Analysis: Discovery Risk Assessment

What is the Discovery Risk Profile with Market size?

Medium risk High risk
4 3 >
v Bl Medium risk
6 ©
1
Proven VS. Speculative
Mechanism of Action:

FiG. 2.34. PPM Analysis: Discovery Risk Assessment
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make good research decisions on choosing molecules to
advance out of the laboratory. The challenge is to make sure the
vision is not a hallucination, vis-a-vis, balancing a product
champion’s view with marketing reality. The gap analysis for
basic research (discovery) can look also at process issues to
improve productivity, as suggested by one analyst, with a sur-
vey of 20 questions to examine discovery. Always, a process is
needed to take the gap findings to management, communicate
them to appropriate managers, have them identify corrective
action, and implement changes [41, 42].

The probability of success for molecules to move through
the stages of research and development can be estimated for a
company and compared with industry standards. Figure 2.35
presents some summary statistics for the probabilities of
advancing a product candidate through the clinical research
stages. Twelve pharmaceutical companies were surveyed in
this 2003 assessment; the median value and the low and high
values were included. Phase 1 involving a safety assessment
and some pharmacokinetics has a relatively high success rate,
but phase 2 studying a product’s activity in disease patients is
much lower. Proof of pharmacologic principle in real patients
is almost always a major and commonly unpredictable chal-
lenge for a new product. Animal models often are helpful and
required to be done before introduction to humans, but they are
vicarious predictors of drug activity in disease in people,
related to species, genomic, disease, and metabolic variations,
to name a few. Most products that have good activity in phase
2 will proceed to phase 3 and be fairly successful (73%), but
27% still fail to advance because of safety concerns, lack of
sufficient efficacy, pharmaconomic deficits (efficacy exists but
insufficient to garner enough market share). Probabilities can
be calculated for preclinical success rates of molecules, but this
data source did not have them. Termination in preclinical stage
occurs because of tissue or organ toxicity, no product activity,
excess metabolism, high drug interaction potential, and formu-
lation difficulties compared with existing products and disease
needs. A failure to advance after NDA submission relates to

Has company made estimates for success for all products?

Stage of
Development

Industry
median %

FiG. 2.35. PPM Analysis Risks, Probabilities of Success
Source: Survey of 13 Industry reports. DIA Annual meeting,
June 17, 2003, San Antonio, Tx.
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Does company have enough resources to get work done?

R. P. Evens and J. Covinsky

Perform
Capacity —3>| 80% | |110% | [ 75% | [105%| |90% | | 95% gap
analysis:
% Total 120
Resources  1g0 - Projects:
Allocated 801 o
O Proj
Per B ProjE2
607 B ProjD1
product O ProjC2
407 B ProjB2
E ProjA3
20
Clinical
Departments CRAs II\)IIZtra Med Aff Stats CRO Regul

FiG. 2.36. PPM Analysis: Resource Gaps? Availability?

» Progress of activities over time vs milestone targets
» ROV of product (Return on Value)
» Balanced Scorecards

» NPV of product (Net Present Value)
» Value of Pipeline; Criteria Scoring

FiG. 2.37. PPM Summary Product Analyses

disagreement between regulatory authorities and the company
with the NDA because of safety or inadequate efficacy. Another
reason to kill a product after phase 3 is that the market assess-
ment, given the full knowledge of the product profile after
phase 3, suggests unmet need and related market share will be
inadequate compared with sales and marketing costs including
launch costs ($25 million to $100 million) and annual selling
costs. A measure of a best practice company is it’s products fail
early versus late in the development cycle [45].

A company’s R&D success will be dependent on their
staffing and expertise as well. Do we have enough people
with the correct expertise to perform that work needed to be
done for all our molecules? The staffing for the development
operation is displayed in Figure 2.36 with a histogram
approach. The key departments are listed on the x-axis for
CRAs, data managers, medical affairs or safety group (AEs),
statistics, regulatory, and the CRO outsourcing groups. The y-
axis shows the percentage of resources allocated per project.
Each product project is given a resource use value by a depart-
ment and entered on the graph; and a total of all product

resource use per department is given. Then, a gap analysis can
be performed to determine excesses capacity and underage
needing shoring up with outside resources (more CROs).
Another solution is to do less work and slow down the
advancement of a molecule that is lower priority or kill a very
low priority project altogether. This gap analysis is best done
as projections going forward into future years as well, which
will permit the hiring and training of new staff members or
education of internal staff, which easily can take from 3 to 6
months for this orientation process [9].

The last set of analyses to be discussed covers overall
assessments of pipeline status or product status, especially the
concept of value, which incorporates scientific and marketing
principles (Fig. 2.37). Two pipeline assessments will be
addressed in subsequent discussions (e.g., the balanced score-
card and then pipeline value with criteria scoring). More gen-
eral product assessment may include progress of activities
over time, an example of which will be described in the later
project management topic, return on value of a product, and
net present value, which will be covered below.

The balanced scorecard approach for R&D can assess a
very broad scope of parameters focusing on components,
process, and evolution (flexibility) of R&D and not just prod-
ucts at a company. The assessment has a positive outlook for
staff and management, in that it focuses on making organiza-
tional improvements. Five areas are addressed and scored: cus-
tomer satisfaction, process excellence, sustainable innovation,
learning and growth, and value in financial and commercial
terms (Fig. 2.38). Customers are potentially any internal staff
member or external resource. Within each of the five areas, a
set of key characteristics is assessed at four levels, ongoing and
okay, ongoing and needs improvement, inadequate
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Financial/Commercial Value:

! Project Success Rate
+ Development Cost
X Development Timeline

Sustainable Innovation:
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Process Excellence:

- eline
+ Quality
-+ Recruitment
X Resources

Use of RDC

Key: + Done or On-time or In good shape;
x Not done or Behind; ! Excellence area

Pharmacogenomics Use
Financial Forecasting

Learning & Growth:

Team Working
+ Leadership Potential
+ Develop & Support Staff

Customer Satisfaction:

CRO vendor panershlp
Safety Report Compliance
Good Investigator Outcome

Executive
Summary

FiG. 2.38. PPM Analysis: Balanced Scorecard for R&D (Reprinted with permission from Pharmaceutical Executive, Vol 23, No. 10, 2004,
pages 84-90. Pharmaceutical Executive is a copyrighted publication of Advanstar Communication Inc. All rights reserved.)

NPV =[ (PV*Pcs — L +C)*(Prs *Pds) ] - (D +R)
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FIG. 2.39. PPM Analysis: Summary — Net Present Value (Copyright © 1998 by R.G. Cooper, S.J. Edgett and E.J. Kleinschmidt, reprinted by
permission of Perseus Books PLC, a member of Perseus Books, L.L.C.)

performance or not being done. The diagram shows these three
scores by the “x” for not done, “+” okay, and “!” needs
improvement. An underpinning of this type of assessment is a
focus on improving productivity especially with the high and
rising cost of R&D. Cost savings and efficiencies can be made
by examining processes or the work activities, which should
result in more productivity. The final product is an executive

summary identifying strengths and weaknesses of R&D oper-
ations and outcomes for improvement [53].

Net present value is a frequent calculation made to gauge
the overall future value for individual pipeline products
considering the whole life product cycle for R&D and S&M
(Fig. 2.39). The key variables incorporated are costs
of research, development, and marketing (launch and
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commercialization), the estimated probability at three
transitions (research to development, development to
launch, and launch to commercial success), and future earn-
ings (discounted for inflation). A net present value (NPV)
is calculated for each product in the particular review cycle,
(e.g., annual) and is used with other data to help make the
go—no go decisions for product advancement. For more
innovative products, prediction of its value is more difficult
with more assumptions lessening the reliability of the
assessment [42].

Scoring of the pipeline to judge potential success of the
product portfolio can be done using the company’s own key
corporate criteria and a standardized rating scale that broadly
engages the whole organization. Individual products are
scored and then ranked together to get the collective picture
of the pipeline and its components. Figure 2.40 presents a
sample pipeline scoring system, incorporating a scale from 0
(worst) to 15 (best) and seven criteria, such that a product
score can theoretically range from O to 105. The seven crite-
ria cover science and marketing, and operations and strategy:
strategic alignment of the product to corporate overall science
and marketing strategy, novelty in the science (MOA, product
category, actions safety), market attractiveness (number of
patients with disease, addressable patients with such a prod-
uct, growth in patients, chronicity of therapy), competitive
advantage (no classes to treat disease, first-in-class, best-in-
class for a important product property), resources available to
do the research (R&D), capability to produce the product
(manufacturing capacity and skills), sell the product (marketing
expertise, sales people), and the NPV. The ratings are quan-
tifiable but still subjective, warranting caution in fair scoring
between products with a minimum of bias. The senior team
may score the products and not the team members. Let us use
the fictional example of a FIPCO company that researches

Rating
Scale =
Strategic

15 10 5 0

Supportive Neutral

RAD Yos 4
>$ 5 Billion | $1-4 Billion | $0.5- 1.0 |< $0.5 Billion,

F1G. 2.40. PPM Analysis: Criteria Scores for Pipeline (Copyright ©
1998 by R.G. Cooper, S.J. Edgett and E.J. Kleinschmidt, reprinted
by permission of Perseus Books PLC, a member of Perseus Books,
L.L.C)
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and markets cardiovascular products for hypertension, infec-
tious disease drugs for pneumonia, and neurologic drugs for
eplilepsy. A product like Vytorin®, a new and more effective
hyperlipidemia product, could be scored as strategy (3), science
(3), market (4), competitive advantage (3), resources (3 and
4), and NPV (3), which results in a good score of “80.”
Another example is an antibiotic for urinary tract infections in
the existing quinolone family that can be given once a day
(a moderate opportunity); its ratings could be Stra-3, Sci-1,
Mkt-2, Comp-2, Res-3&4, NPV-2, with an overall moderate
score of 50. This company may market both products because
the first one is expected to be a market leader in cardiovascu-
lar, and the second product could be approved when a gap
exists in new products for the company and the sales force
will have time to devote to such a product, even though it will
be a smaller financial opportunity [42].

Project Management

Project management is a discipline in companies that focuses
on processes and their continued improvement, as well as
achieving outcomes, for specific projects. Planning, program
design, process design, communication, coordination, resource
allocation, and timing of people, systems, information, and
their projects comprise key elements of project management.
Although the common goal across the company is developing
a product, a company has many distinctly different depart-
ments all contributing to product development with very dif-
ferent projects and outcomes, different operations, different
expectations, different education, and different cultures; how-
ever, they all need to be brought together to function as a
unit. Efficiency in operations of R&D has repeatedly been
identified by analysts of, and senior management at, pharma-
ceutical companies as an important means to reduce cost and
improve productivity. Of course the drivers of this efficiency
requirement are the very high cost of R&D, now $800 million
up to $1 billion per new product; the longer development
times and slowing product approval rates, especially for NMEs;
and the complexity of R&D. R&D can be very amenable to
various efficiency improvements as follows. Many work
items are done for an IND and NDA for a product by many
separate departments by a large number of people with varied
amount and levels of experience. In addition, the processes
and outcomes (studies, reports, and applications) are highly
structured and detailed. In the past, managers from research
or clinical trial areas with technical expertise became the team
leaders and coordinators of team projects. However, the role
of coordination, tracking, and communication of a team of
technical people requires an additional skill set and tools for
these operational functions. This section of the chapter dis-
cusses the process of project management and a couple of
roles that PM people can offer to an organization. A complete
presentation of project management is found in book publica-
tions and is beyond the scope of this book.
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A structured and ideal planning cycle exists for project
management (PM), involving eight steps or phases in chrono-
logical order: conceptualize, design, plan, allocate, execute,
deliver, review, and support in the model from Kennedy
(Fig. 2.41). As you can observe, a full cycle of activities is
incorporated sequentially and then returned to the origins of
the project (concepts and plans) to reinvigorate the process
and improve them and their outcomes. Also, it should be
noted that “support” is the final phase of PM, suggesting to
the team members that the bottom line for project manage-
ment is to help (support) the team plan and achieve its out-
comes. The project planner does not do all the planning, or
execute the work, or deliver the outcomes, but assists the team
to make sure that all the steps are followed through by the

. T
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FIG. 2.41. Project Management, The Planning Cycle
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participants to improve the outcomes. A common complaint
about PM is that it may appear initially to take added work
and time of individual departments and team members away
from their specific duties. A PM manager needs to demon-
strate the value of PM, which includes some training of all
team members for PM and especially the team leaders.
Corporate commitment to PM is another leadership require-
ment of senior management in order to achieve the efficiency
opportunities [41].

Project planners can use a variety of tools to identify, track,
and coordinate progress on all the different projects for a
product’s development in R&D. Pictorial or graphic represen-
tation of such project data assists department managers, team
members, and team leaders, and senior management under-
stand the scope of work being done, time frames for the work,
deadlines for any one area and the collective process, and how
one area’s work may fit into the bigger development picture
in work flow, sequence, and goal achievement. A typical
graph is a Gantt-like chart that lists all the key projects over
time, showing their start times and projected completion dates
and current status (Fig. 2.42). Such project presentation
allows a team to identify what all is being done by whom and
its timeliness. Any delays can be noted, readily identified, and
discussed at team or ad hoc meetings, with formulation of a
resolution to the issues. PPM can use these Gantt-like charts
as well collectively for all the products and identify areas of
the company where consistent problems may occur in getting
work done on time. Then PPM can help that department man-
ager identify the specific problems and add resources or
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FIG. 2.42. Product Project Management (Gantt Style Chart)
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Process Steps [6]:

» Identify all risks (take the time)......

» Analyze both probabilities &
impacts of risks................ooeeenii

y Prioritize risks on drug
development, esp. timeline...........

» Plan responses to risks
(avoid, mitigate, accept)...............

4 Monitor for risk occurrence &
Implement responses..................

» Repeat cycle as a risk occur.........

FIG. 2.43. Project Risk Management

change processes to rectify the delays. Also, areas of the
company consistently exceeding deadlines can be identified
for awards of excellence [41, 42].

Risk management (RM) for projects is a permutation of
project management wherein the PM manager and team mem-
bers try to anticipate future problems and mitigate them in
advance (Fig. 2.43). The axiom, “an ounce of prevention is
worth a pound of work or problems,” is an excellent justifica-
tion for RM. Although extra team member time is taken up-
front delaying some work, the total time for the projects is
lessened along with less anxiety, more timely execution, better
team morale, and product success. Some areas of the company
may be known for delays; which is where RM should be done.
For high-priority products that are on a fast track, you want no
down time or delays, because of the high corporate profile and
the greatest need for optimal follow-through. Here especially is
where RM will serve an organization well. Crisis management
is needed in all companies but creates major delays with low
morale and higher costs when one project has to be redone,
upsetting sequence of work in other areas as well. Avoidance
actually will take less time, benefit the company by avoiding
angst, and offer more productivity in R&D and more commer-
cial success as well. Also, RM helps an organization learn from
its mistakes or problems, which is a strong learning tool for
process improvement and efficiency. A full discussion of RM
is not possible here, but a summary is provided in Figure 2.43
to offer at least an overview of this important process.

One way to enhance performance is to do a postmortem
examination of a program to determine what went well and
where there were problems. If the data from this sort of eval-
uation can be collected in a systematic way and reviewed
honestly and openly with senior management, problem areas
can be identified. Solutions found in one project may be uti-
lized in others to improve the development process. PPM can
collect this data and is in a good position to share the learn-
ings with new teams early as a preventative and educational
measure to avoid pitfalls.

R. P. Evens and J. Covinsky

Benefits [6]:

» Prioritize project work

» Supports decision making &
planning

» Avoids crisis management

» Encourages management of
opportunities

» Creates project credibility for
milestones and time lines

» Provide more realistic control of
project outcomes

Summary

PPM is considered a very important process for companies and
has potentially quite significant impact on overall corporate
performance. An assessment of the importance of portfolio
management was published in 1998 in Research-Technology
Management journal, as abstracted in Figure 2.44. Importance
of PPM was rated on a 1 to 5 scale from not to critically
important. Five levels of management were surveyed in
three specific areas (technology, production, and sales and
marketing) and two higher levels, senior and corporate lev-
els. Also, the top 20% of performers were compared with all
businesses and the bottom 20% of performers. In every man-
agement category, top performing companies assessed PPM
significantly much more highly (one whole level in the
scale) than poor performers and even more than all busi-
nesses. Also, senior and executive management assessed
PPM quite high. Technology management felt PPM was the
most important among all managers, up to 4.6 (between crit-
ically and very important). The production and operations
managers felt PPM was the least important, from somewhat
to quite important [42].

The summary for planning, governance, and execution for
products in R&D is a picture of the key elements that com-
prise R&D; Figure 2.45 displays them in an interactive inte-
grated matrix. They need to be done to fulfill the strategy, on
target (specifications), on time, in sequence, adjusted as nec-
essary as the product matures and evolves, and performed by
a team of staff in many distinct areas of the company. Twenty
plus unique and different departments or project types need to
be accomplished to result in product approvals and a product
portfolio, as shown here. The acronym “PICTRS” fits well the
summary of optimal planning, governance and execution
through PPM, leadership, and organizational operations (P to
the eighth power): P, plan; I, involve and implement; C, coor-
dinate, and coerce if necessary; T, track; R, review and re-
energize; and S, succeed and satisfy (team members, research
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Management in
Functional Area:
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Technology
Senior
Managers
Corporate O Top 20%
Executives Performers
B All Businesses
Sales & Levels
Marketing @ Poorest 20%
Performers
Production
1 1 1 1 1
1 2 3 4 5
Scale = Somewhat Quite Very Critically
Important Important Important Important

FIG. 2.44. Importance of Portfolio Management (Copyright © 1998 by R.G. Cooper, S.J. Edgett and E.J. Kleinschmidt, reprinted by per-

mission of Perseus Books PLC, a member of Perseus Books, L.L.C.)
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Figure in Evens RP. Biotechnology and Biological Products. Figure 1 — Technologies of biotechnology. In Swarbrick S. ed. Encyclopedia of

Pharmaceutical Technology, 3™ Ed., 2006.)

department managers, marketing and sales management, and
senior management).

Now, as a summary to the planning and governance chapter
and our discussion, let us revisit the list of the 15 potential pit-
falls in the regulatory process for IND/CTA filing and
NDA/CTD filing (Fig. 2.46). We will make a subjective assess-

ment of the impact on avoiding the pitfalls by the three major
planning and organizational effectiveness tools discussed in this
chapter; portfolio project management (PPM), the paradigm of
product development (P to the eighth power), and leadership
(6 + 6 Essentials of Leadership Excellence). We will use a
Likert-type scale of agreeability for the impact of each tool on
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Pitfalls with INDs Scores: PPM P-8h Ldr All3
» Not communicating with FDA 1 1 0 2
» Avoiding safety issue 2 2 0 3
» Lack of planning 3 2 2 3
» Omitting data or unnecessary data used 1 2 1 3
» Not paying attention 3 2 3 3
» Not documenting manufacturing process 2 2 0 3
» Ignoring investigators 1 2 2 3
» Forgetting conflicts of interest 1 1 1 2
» Hiding something 3 2 3 3
» Being too eager to disclose to the public 1 2 1 2
» Not thinking globally 3 2 2 3
» Not thinking about electronic submissions 1 2 0 2
« Rushing 1 1 2 3
» Not Choosing wisely 3 2 3 3
« Filing a drug that is not needed 2 2 2 3

Total Scores 28 27 22 +41

Impact Scale: -2 Very poor, -1 Poor, 0 Neutral, +1 Fair, +2 Good, +3 Excellent

FiG. 2.46. IND Benefits: PPM, P-8™ paradigm & Leaders

avoiding each pitfall from strongly disagree (-2), disagree (—1),
neutral (0), fair (1), good (2), up to excellent agreement (3).
A total score can be as low as =30 to as high as +45, and we
would suggest that a high score at or above 20-30 indicates sig-
nificant impact (overall at least good) on NDA/CTD process and
approvals. These scores will be generated by the authors, and
you as the reader can determine your own scoring. Pitfalls with
the scores are found in the table in Fig. 2.46.

PPM should have certain strengths as can be observed by
the five high scores for “planning,” “paying attention,” “not
hiding something,” “global thinking,” and “choosing wisely.”
Subtotal score for impact of PPM on pitfalls is 28, a good
score. Pitfalls scores for the organizational effectiveness
model (P to the eighth power) are suggested to be fairly con-
sistent across most of the pitfalls in avoiding them, without
any particular single strength. The model has broad potential
beneficial impact on all the various operations of R&D prod-
uct development because the paradigm basically is intended
to impact all the elements of product development to some
extent. The subtotal score for use of the organizational model,
P to the eighth power, is 27, also a good score by itself [43].

Leadership and specifically the model of leadership offered
in this treatise can be scored on the 15 pitfalls in filing
INDs/NDAs. The strengths that leadership offers for the pitfalls
is suggested to involve particularly “paying attention,” “hiding
something,” and “choosing wisely,” plus favorably impacting
six other pitfalls. Its subtotal score is 22, a reasonably good
score. Then, when you combine all three operational and
planning models (leadership, organizational effectiveness, and
PPM)), the total score for avoidance of failure with INDs/NDAs
is suggested to be quite high, possibly 41 out of 45. The caveat

EEINT3

is that the three models are fully implemented, operational, and
running reasonably smoothly, as well as reassessed periodically
to refresh and upgrade them.
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Product Outcomes

Research Outcomes
Data/Information Outcomes
Company/Business Outcomes
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When outcomes from R&D are addressed, new products are
certainly the first outputs that are thought of as being produced
by pharmaceutical and biotechnology companies. New prod-
ucts often are prescribed preferentially by physicians for the
mitigation of disease and improvement of patient care because
of their novel features over existing treatments. These new
products will be the primary driver of innovations in health
care, research advances, profitability, and business success for
a company. However, many other important outcomes are
needed routinely to be delivered by the R&D division and need
support from all the rest of the company in order for the com-
pany to achieve four goals: demonstrate their scientific and
medical prowess and productivity, meet the needs of the
public and health care community for the best products used
optimally, meet the needs of the shareholders, and sustain the
company’s research edge against the competition.

Several organizations evaluate the industry and create peri-
odic reports for use by the industry, the medical and research
communities, and public consumption as well. They address
various industry outcomes, challenges, and improvement
opportunities, involving diseases, technologies, products,
processes, and business issues. The organizations include the
following seven categories, along with examples and refer-
ences provided: private consulting companies (e.g., Boston
Consulting Group [1, 2], Ernst & Young [3, 4], and
CenterWatch [5]); government (e.g., Food and Drug
Administration [6] and Center for Medicare and Medicaid
Services [7, 8]); publications (e.g., Nature Drug Discovery
[10, 11] and Nature Biotechnology [9]); trade publications
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(e.g., Medical Advertising News [12], Pharmaceutical
Executive [13, 14], and R&D Directions [15-17]); trade
organizations (e.g., Pharmaceutical Research and
Manufacturers Association [18, 19] and Biotechnology
Industry Organization [20]); university research centers (e.g.,
Tufts Center for the Study of Drug Development [21-25]);
and clinical research organizations (e.g., Parexel [26]). This
chapter summarizes many of the key outcomes provided by
these analyses and more.

More than 20 different outcomes related to R&D are expected
by various external stakeholders listed above. In this chapter,
these outcomes of R&D will be discussed subsequently in five
categories of outcomes; that is, public’s/patients’ expectations,
the various products, research outcomes, data/information gen-
eration, and several company-related deals.

Public/Patient Outcomes

The benefit to patients for R&D outcomes is first and fore-
most the new products that will improve their disease status
with the least amount of side effects, but it is not just any
product (Fig. 3.1). The 2004 Health Report for the United
States from the Centers for Disease Control and Prevention
documents the major reductions in death rates for heart dis-
eases, cerebrovascular disease, and cancer and states that new
drugs and more use of existing drugs were primary contribu-
tors to this improvement in health in America [27]. The opti-
mal product should meet an unmet medical need of patients,
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FiG. 3.1. Patient Benefits

significantly advancing the care of patients (e.g., statins in
hypercholesterolemia in the 1990s). More untreatable dis-
eases are finding amelioration or improvement through prod-
uct innovation over the past 20 years (e.g., HIV infections
with new classes of antiviral drugs, anemia of kidney disease
and cancer with epoietin alfa, and enzyme deficiency diseases
such as Gaucher disease with enzyme replacement). A novel
product choice has been created because of its unique mech-
anism of action different from existing products, altering a
key newly identified pathophysiologic process for a disease
(e.g., aromatase inhibitor [Arimidex®] or oncogene inhibitor
[Herceptin®] for breast cancer), or a better side effect profile
has been achieved (e.g., Nonsteroidal anti-inflammatory
drugs for arthritis versus aspirin). The new product achieves
patient care improvement with higher efficacy over prior
therapy, becoming a clinically superior or even best-in-class
product (e.g., Crestor as a statin for high cholesterol vs.
Pravachol; or Gliadel wafers [BCNU drug] for glioblastoma
with local cranial placement after brain surgery and higher
tumor resolution with less systemic adverse effects).
Convenience for the patient and/or health care provider and/or
health care system is created (e.g., pegylation of proteins sub-
stantially extends the half-life of biological products, such
that injectible interferon for hepatitis C can be given weekly,
Peg-Intron® or Pegasys®, instead of thrice weekly as
Intron®; or filgrastim can be given weekly as Neulasta® for
neutropenia correction with cancer chemotherapy, instead of
daily as Neupogen®; or, insulin can be given by inhalation vs.
injection, which is in clinical trials in 2005; or oral migraine
products such as Imitrex® vs. its prior injectable form; or
long-acting oral forms with daily vs. multiday dosing,
Cardizem LA®).

A second outcome for R&D is relationships of the com-
pany with various constituencies that a company needs to
be working with or serving. Favorable relationships with these
varied audiences will assist not just the reputation of the
company, but also good working relationships will enhance
the process of product development (Fig. 3.2). The manage-
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FiG. 3.2. Relationships

ment and research staff at the company will work with their
investigators at study sites (institutions), who at some point in
time down the road after product approval and marketing will
be both product experts and customers as well. Adherence to
protocols, flexibility with study changes, and later product
usage all may be improved with such good working relation-
ships. Patients and the public favor companies with good rep-
utations as well as good products, for example, in their
product choices, in a willingness to be study subjects, by giv-
ing them the benefit of the doubt when serious adverse effects
arise, and even in stock investments, which is part of the prof-
itability and cash a company needs for its research. Good
working and ethical relationships with regulatory authorities
help in their receptivity in negotiations with the company for
product approvals (even speed of approvals), audits by gov-
ernment, possibly labeling changes, and advertising
approvals. Such good working relationships are based on
good regulatory practices; for example, following FDA guid-
ances in all operations, not having warning letters regarding
adverse effects or advertising, experiencing audits without
compliance problems, and having complete NDA or BLA
applications in data or manufacturing. Payer relationships
foster favorable payment policies and procedures, when a
company tries and meets payer needs as much as possible,
such as indigent care programs (free drug), or payment assis-
tance programs for providers, or applicable cost-benefit and
related data being provided. Providers are the prescribers and
gatekeepers for product usage. With most products, multiple
choices exist to treat a disease. A provider or their institution
will work with a company and prescribe their product that of
course is safe and effective, but also meets their needs for
information, or education, or reimbursement assistance.
These providers and the investigators who are experts for a
disease are considered thought leaders, who advise the
company about the diseases and products. Most companies
(about 88%) have interactive programs in place with thought
leaders early in research during at least phase 2 research. The
legislative and executive branches of the government write
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the laws governing research investments, product approvals,
and access to products (Medicare, Medicaid, VA, DOD), for
example. A company with good relationships will have the
opportunity to be consulted and influence outcomes in these
and other areas, which assist in product development. Finally,
the investment community needs as much information as pos-
sible about a company to make the best decisions for recom-
mendations for stock purchases by their clients. A robust
product pipeline of a company and progress of it over time are
closely followed by investors as measures of corporate suc-
cess. Furthermore, companies that are cooperative without
compromising confidentiality will receive the benefit of the
doubt if problems arise down the road in their R&D.
Relationships between a company and the university are
core to the successful function of an R&D operation and carry
benefits and risks for both sides (Fig. 3.3). The company
receives direct R&D benefits and potential future benefits as
well from the university in their collaboration. For their clin-
ical trials, access to investigators to conduct the study and
access to patients as subjects for the trials are obvious
absolute needs for a company. Besides these clinicians having
both therapeutic/disease expertise, their research expertise
can help get the work done more effectively. Even before the
trial starts, the university experts, often called thought leaders,
provide consultation to R&D for the optimal product profile
in a particular disease and study designs. Ultimately, the NDA
completion requires this collaboration to create the data,
reports, and possibly even FDA testimony. While a study is
being conducted, the institutional staff of health care profes-
sionals (HCPs) is being given an education about this new
product in a well-controlled situation. The pharmacy often
group as the investigational distributor and quality control
person in the institution. This working relationship can give
the pharmacy, a gatekeeper for product usage, knowledge
about and experience with the product, which may help future
discussions and deliberations toward formulary review and
approvals after the product’s marketing. Data can be shared

Company
» Benefits:

o Access to patients
Access to investigators
Access to thought leaders
NDA trial completion
Data sharing from university
Health outcome data
Work with pharmacy
Educate practitioners
Formulary opportunity
» Risks:

o Cost
Slow patient accrual
Patents
Confidentiality of NDA data

O 0 000 00O

o oo

FiG. 3.3. Company-University Relationships
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between the university and the company, including the data
required for the study and possibly other research data, prod-
uct usage, or patient care information. Data sharing may
assist the investigator in furthering their research and the
company with better knowledge of their product’s fit in the
university setting. A pivotal study in phase 2 or 3 for an NDA
usually involves a highly selective group of patients, based on
a strict study design, which may not be fully representative of
typical patients. The university can additionally provide
health outcome information beyond such clinical data, that is,
practical health care information to be used in pharmacoeco-
nomic assessments about the care of these patients (e.g.,
charges for tests and procedures, or quality of life).

On the other side of the ledger, risks or added demands
exist for a company. Research costs in pivotal studies include
grants to the university and investigator for patient accrual at
costs of $5,000 to $15,000 per patient, plus institutional over-
head of 25% to 75%. The study’s patient accrual may go too
slowly or there just may be an inadequate number of patients
at one institution, straining their relationship. Study data is
owned by the company as is the norm in study contracts,
especially for investigational products. With major new find-
ings for a product, especially unexpected outcomes beyond
the study design, universities desire to patent their discoveries
and share the downstream revenues, creating legal battles and
even lost revenue for a company. Confidentiality of the prod-
uct and study data is important for the NDA, patent issues,
and competition issues with other companies. Timing of
release and placement of new data are major issues with the
study data for companies, which needs to be negotiated with
investigators. Publications and their reception by the medical
community can have significant impact on the success of an
NDA, future prescription potential, patenting especially of new
indications, and even stock investment impact. Publication
rights (independence in content, publishability, and placement)
are concerns of the research faculty, but most companies are
flexible. They may require company preparation of the draft

University/Medical Center
» Benefits:

o Clinical research trials
Investigator initiated trials
Access to novel products
Data sharing from company
(lab, animal, & clinical)
Presentations
Publications
Education (products, research)
Funding
» Risks:

o Conflicts of interest
Ethics
Independence
Targeted research

o 0 0o o0 o 0o o

o 0o o
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manuscript for major publications from a study, especially
because data analysis is performed by the company for study
regulatory reports and publications as well, but the investiga-
tors contribute principally to the construct of the publication
and edit all content. Companies will require the opportunity
to review and comment about any other publication generated
by investigators who are faculty from study data.

The university receives a host of benefits in their research
collaborations with the industry (Fig. 3.3). Access to novel
products to improve disease mitigation is an obvious promi-
nent benefit. Access to the pivotal clinical trials for novel
products is a related benefit as a research opportunity, to their
stature in the medical community, and for future publications.
A university often will have access to company data beyond
the study that they are participating in because most pivotal
trials are multicenter, including laboratory data, animal stud-
ies, and data from other institutions also participating in the
studies. Certainly, the research grant funding is a major bene-
fit to university faculty, who are measured by their ability to
bring in grants to their university for promotion in rank. One
grant, for example, for a pivotal study in which their institu-
tion contributes only 50 patients can be as much as $250,000
to $750,000, with a generous overhead that goes to the gen-
eral university and department coffers. The study also offers a
publication opportunity with novel science or new products
for patient care, yet another criterion for faculty advancement.
Educational benefits are obtained even somewhat passively
by working on and learning about novel products in a research
setting. At a major study site, thought leaders at the university
become product experts who will conduct CME programs for
regional clinicians. The university thought leader will also
benefit from consultantships to companies, serving on expert
panels for R&D and also marketing, assisting in identifying
best products opportunities and their profiles, providing or
critiquing research ideas and designs, presenting to FDA and

Criteria
1. Ethical 6. Marketing
Behavior Effectiveness
2. Workforce 7. Community
Qutreach
3. Financial
Stability 8. Strategy
9. Global
4. Leaders Capability
5. 3" Party 10. Charitable
Relations

Support

FIG. 3.4. Pharma & Biotech Company Reputations
Source: Pharm. Exec. Vol. 24, 2004, Vol. 25, 2005
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regulatory authorities, and even market research on the com-
pany products. The consultantships provide several benefits,
such as fees and honoraria for the work and also prestige in
the research community for this recognized expertise.
Another research benefit for the university faculty is follow-
up investigator-initiated research projects (after an NDA
approval), which become more likely to be funded, based on
their experience with the product and their existing relation-
ship with the company. However, some risks must be dealt
with by the university clinician, related to independence
already mentioned above, access to clinical data, publication
opportunity, presentation (of data) opportunity, and possibly
patent opportunity. Conflict of interest, or ethical conduct, is
such a major issue that some institutions limit such research
collaborations with companies. Another question with drug
company—sponsored research is that the research work is tar-
geted by the company, related to a specific disease and prod-
uct, and the company writes the draft of the protocol, which
are significant limits to independence for faculty [28].

The reputation of a company is influenced by the R&D
operations. The next figure (Fig. 3.4) summarizes the assess-
ments (2003 and 2004) by Pharmaceutical Executive trade
magazine of the reputation of 19 pharmaceutical companies
[29, 30]. Interviews were conducted (about 400) with industry
executives and industry analysts, who were asked to rank the
companies from highest, no.1, to lowest, no.10, on nine (2004)
and ten (2004) parameters, which are defined in the two pub-
lications, and an overall assessment. Reputation strength
scores were calculated based on their model (proprietary to
authors) and the company executives’ assessments with the ten
criteria listed in Figure 3.4, which are prioritized in the model.
Each criterion is scored separately, the companies are rated on
individual criteria, and a composite score is created. Six issues
are the expected criteria for business effectiveness (ranking
of importance noted in parentheses): workforce (2), financial

Methods:
- Strengths Scores (10 criteria)
- 19 companies assessed
- n=400+execs & analysts
- Interviews conducted by
business school
Overall Result:
Excellent companies = 60%

Company Rankings:

» 2003: 1. Merck, 2. Pfizer,
3. J&J, 4. Amgen, 5. GSK

» 2004: 1. Lilly,
2. Genentech, 3. Amgen,
4. J&J, 5. Novartis
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stability (3), leadership (4), marketing effectiveness (6), strat-
egy (8), and global effectiveness (9). Four other criteria
involve issues well beyond the sales and marketing—related
operations and business issues, looking at the societal issues of
social responsibility to the public and community: ethical
behavior (1), third-party relations (5), community outreach
(7), and charitable support (10). R&D has a direct impact on at
least seven factors: overall company status, ethical behavior,
strategy, financial stability, third-party relations, global effec-
tiveness, and leadership. The top companies changed signifi-
cantly from 2003 to 2004: Merck, Pfizer, Johnson & Johnson,
Amgen, and GSK to Lilly, Genentech, Amgen, Johnson &
Johnson, and Novartis, respectively. Biotechnology companies
reached the top five in 2003 with Amgen for the first time and
for Genentech and Amgen in 2004. The criteria were changed
year after year to add strategy, global effectiveness, and third-
party relations; two areas were deleted, manufacturing effec-
tiveness and competitiveness. These additions are very
compatible with major business and social commitments that
comprise successful pharmaceutical companies. Employee
retention was expanded to address workforce, a more global
analysis of personnel issues.

The stock price of a pharmaceutical or biotechnology com-
pany is impacted by a host of factors well beyond just the
sales and profitability statistics. Ten factors are listed in the
next list (Fig. 3.5). As expected, the R&D track record for
product approvals by regulatory authorities would be the
biggest factor to move the stock price, and approvals in all
three major markets worldwide is then a global goal. Also,
product failures commonly occur and are assessed closely as
well; less than 1 product in the 5-10 products entering clini-
cal research will be approved. The breadth and depth of the
product portfolio in research and in development change

Why can stock be so volatile?

» Track Record :
$ - Product approvals
$ - Product failures
$ - Product portfolio
$ - Research milestones achieved
» Data & Information:
$ - Presentations at society meetings
$ - Investment community meetings
People & Processes:
$ - Hiring - technical & leadership expertise
$ - Alliances with companies, universities, gov’t
$ - Reputation & history
» Growing & Leading

Fi1G. 3.5. Stock Price
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every year as products move along their timelines with good
and bad results. A robust pipeline must be sustained to keep
the stock price up. Even interim steps (milestones) in the
product timelines are being watched closely for success of
R&D, such as IND filings and phase 3 completions. The
investment community seeks data and information on
pipeline status, which emanates from R&D on a regular basis
through a variety of avenues, such as presentations at medical
society meetings, press releases from a company, and the
quarterly investor meetings. People issues in R&D influence
stock price as well, including hiring and retention of quality
scientists and staff (their expertise and track record in science
and industry experience). The research collaborations or
alliances with external entities suggest the desirability of a
company as a partner in research and their product develop-
ment success. Sustaining your reputation and a positive his-
tory (growing and leading) will contribute to the idea of
successful operations and indirectly lessening the volatility
of the stock price as good and bad R&D news occurs.

Product Outcomes

The criterion of success associated with R&D most sought
after by the company and the most monitored by the press and
investment community is the product approvals, especially
products with blockbuster potential ($1 billion in sales within
5 years of marketing approval). Both the number of block-
busters on the market by a company and a steady stream of
them going forward are currently thought of as the holy grail
of pharmaceutical success. A company also can interject into
their track record of product approvals products with more
modest sales potential of $250,000 to $500,000 per year,
demonstrating a sustained research productivity, as long as
blockbusters come along periodically.

The drivers to achieve the blockbuster level of product sales
are mostly patient, health care, and product issues, as outlined
on this next list (Fig. 3.6). Disease and patient criteria included

Peak Sales of at least $1Billion & $ 5 B by year 5

» Large patient population

» Unmet medical need

» Chronic disease treated

» Competitive superiority in efficacy

» Competitive superiority in toxicity

» Premium pricing

» Global approvals (US, EU, Japan)

» High marketing spend @ launch (market penetration)
» Patent life is long (5+ years) & protected

» Label extensions planned

F1G. 3.6. “Blockbuster” Products — The 10 Drivers
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F1G. 3.7. Blockbuster Products (94 in 2004 = $186 Billion)

» NMEs — New Medical Entities (Novel) (e.g., kinase inhibition in
cancer)

» Second generation molecule (e.g., Neulasta® vs Neupogen®)

» 1st-in-Class versus 2nd-in-Class products (e.g., Prevacid® vs
Crestor®)

» Molecular manipulation (e.g., TNKase® vs Activase®)

» Route of use additions (Oral vs injectible)

» Formulation improvements (XL)

» Product delivery systems (Insulin pen)

» Manufacturing process improvements

FIG. 3.8. Molecule & Product Opportunities

a large patient population with the disease that are addressable
patients for such a new product, an unmet medical need being
addressed wherein the product offers novel therapy for a disease
not controlled significantly enough, and a chronic disease that is
treated with the product for months to years. The product profile
for a blockbuster usually requires sufficiently strong data
demonstrating superiority in efficacy or toxicity. With the
above-noted sufficiently positive societal and product attributes,
a company can charge a premium in the price that will be paid
by the health care systems, adding to its profitability. Process
issues for company operations that contribute to blockbuster
achievement are suggested to be threefold now: global
approvals in a timely fashion across the world, a sufficiently
high marketing budget at launch to reach the providers, the
information and education to warrant a high prescription vol-
ume (good market penetration), and execution of a plan to per-
form further research expanding the approved labeling with new
indications, or formulations, or new doses. Finally, the protected
patent life needs to be as long as possible after marketing, ide-
ally at least 5 years, in order to recoup all R&D and operational
costs, as well as pay for the product failures [31-33].

Blockbuster products with sales over $1 billion numbered
94 in 2004 worldwide (Fig. 3.7). They accounted for $186 bil-
lion in sales out of total worldwide sales of $550 billion
(34%). Cardiovascular products with 14 (e.g., Lipitor®,
Zocor®, Plavix®, Norvasc®) and central nervous system
products with 17 (e.g., Zyprexa®, Effexor®, Zoloft®,
Neurontin®) were the leading blockbuster categories. The top
single product was Lipitor® for hyperlipidemia at $12 billion
in 2004, the first time a product exceeded $10 billion in
worldwide sales. Two gastrointestinal products and two respi-
ratory products hit the top products in 2004 ($2 billion plus),
Prevacid® and Nexium®, and Advair® and Singulair®,
respectively. For the first time, oncology products moved
strongly into the top used products with eight blockbusters
(e.g., Rituxan®, Taxotere®, Gemzar®, Cozaar/Hyzaar®, and
Gleevec®). Biotechnology products as blockbusters
expanded significantly to 20 in 2004, led by erythropoiesis
products around the world (all forms of epoietin alfa,
Procrit®, Epogen®, Eprex®, Neorecormon®, and Epogin®,
and Aranesp®), the insulins (Humulin/Humalog®,
Novolins/Novolog®, and Lantus®), the Neupogen® and
Neulasta® franchise in oncology supportive care, oncology
therapy products Rituxan®/MabThera® and Herceptin®, the
inflammation products Enbrel® and Remicade®, and the
multiple sclerosis products Avonex® and Rebif®.
Collectively, the erythropoietin products became the first
$10.3 billion product franchise in 2004. The top companies
with blockbuster products were GlaxoSmithKline with 12,
Pfizer with 10, Sanofi-Aventis with 9, Johnson & Johnson
companies with 8, Merck with 6, Astra-Zeneca with 6,
Amgen with 5, and Novartis with 5 [3, 9, 12, 13, 18].

In addition to new product approvals, a variety of other
product-related outcomes can be accomplished by R&D
(Fig. 3.8). New products ideally need to be new molecular
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entities, which the regulatory authorities consider as major
advances in treatment of a previously untreated or already
treated disease. A product candidate may be a second-gener-
ation molecule with some patient care advantage being estab-
lished, for example, pegylation of proteins to stretch out the
injectible dosing of these products from daily to weekly with
Neulasta® or from thrice weekly to weekly for interferons
(Pegasys®). Some products may be approved for use as the
second or third or later product within an existing therapeutic
category with already approved products, but their success is
based on the R&D organization doing the research to show
best-in-class properties of the product (e.g., better cholesterol
reduction with Crestor® vs. Pravachol®). Manipulation of
molecules can be done to change their properties and possibly
improve their efficacy or toxicity or utility. For example,
Genentech created Activase® first for clot lysis in acute
myocardial infarction (AMI), and then several years later cre-
ated a follow-up molecule, TNKase®. Protein changes
allowed intravenous bolus versus slow infusion, a major
advantage in the acute setting of AMI. Other product changes
(improvements) are goals and outcomes for an R&D opera-
tion, such as a new route of administration for treatment flexi-
bility, formulation improvements for extended release and less
frequent daily doses, more stability for a better shelf-life, or a
new product delivery system with convenience for health care
delivery, such as self-injector pens for insulins given by injec-
tion once or more per day. A new formulation is a patentable
new product, which continues a company’s dominance in
patient care and the related product sales. For example, the cal-
cium channel blocker Diltiazem® for hypertension originally
from Marion Laboratories was a major therapeutic advance
for hypertension (new mechanism of action) at its time of
marketing 20 years ago but was given multiple times a day.
The extended release form with once-daily dosing offered
much better patient convenience and compliance especially

Biotech drugs in 1980s & 1990s, Success
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for a silent killer like hypertension and gave them continued
market exclusivity for several years further. R&D or the
manufacturing division has a unit called process engineering
that does research on improved manufacturing processes to
improve the yield, remove contaminants, or reduce cost
of operations, using less manpower, fewer steps in the
process, faster process, more automation, or less ingredient
costs [17, 33-36].

A very undesirable outcome of the R & D organization is
product failures at various stages in a product’s life cycle
(Fig. 3.9). A company wants to kill a product at the earliest
possible stage if it eventually believes that it will become a
failure, thus not wasting research dollars and better utilizing
resources for faster product approvals with more likely better
products. The kill decision is by far one of the most difficult
ones for a company. A significant number of scientists
devoted time, energy, creativity, and emotions into their work,
which is very hard to turn off and redirect sometimes into
whole new therapeutic or disease areas, where the scientists
may not be as comfortable or as capable. Too often the com-
pany will try to do one more study to tease out some benefit,
but it may be only marginal. On the other side of coin, you do
not want to abandon a molecule completely if it may have
other indications. One of the best examples is etanercept
(Enbrel®), which was first studied for sepsis, based on the
major inflammatory problems in sepsis and the significant
role tumor necrosis factor (TNF) plays in sepsis. However, it
was a complete failure in phase 3 trials with marginal benefit
being observed at best. The Immunex company continued to
look for other applications for its molecule, other inflamma-
tory conditions where TNF is a major mediator, because they
knew their molecule favorably lessened TNF effects in sev-
eral disease models. Rheumatoid arthritis was studied, and
about 5 years later it was not only approved for use, but
etanercept is a major advance to control arthritis and slow

Rates = about 30-35% (P.1 to Approval)

Products (Company) Indication

FiG. 3.9. Product Failures in R&D (Biotechnology)

Products (Company) Indication
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Drug Name Company

(Manoplex)
in (Raxar)
Jyl (Orlaam)

FiG. 3.10. Drug Failures, Post Approval (1982-2002)

progression of the disease. Etanercept now has four approved
indications in inflammatory conditions, rheumatoid arthritis,
juvenile rheumatoid arthritis, psoriatic arthritis, and psoriasis.
Figure 3.9 shows product failures over a ten year period (1983
to 1994) for biological products.

Product failures can continue to be a problem after prod-
uct approval and even years after its marketing (Fig. 3.10). At
this late date, a failure with a product recall or even removal
from the market can have disastrous effects on an organiza-
tion, its profitability of course, but also morale, stock price,
and staffing (downsizing). The most common reason for
product withdrawal is a serious and unexpected adverse
product experience in patients identified by practicing physi-
cians in their routine use of the product. These serious
adverse effects most often are very infrequent. In the few
hundred to a few thousand patients in all clinical trials work,
only a very few cases occurred, and they could not be solely
associated with the new drug under study. However, now
after marketing thousands or even millions of patients have
been exposed to the product, and the adverse drug effect has
occurred in a few hundred patients. We now can describe the
drug-induced problem more fully in its onset, time course,
and signs and symptoms, examine temporal relationships,
compare it with mechanistic data on the drug, and exclude
other causes. This situation is a medical, public relations, and
financial disaster for a company and a proverbial black eye
for the R&D organization that did not identify the problem
during R&D before marketing. The company spent hundreds
of millions of dollars for the R&D and then millions dollars
more to market the product. The marketed product is built
into the profit picture of the company for the next 5 years or

Use Safety Problem

al regurgitation
AMI

al regurgitation
benefit < short

more of its patent life as well. Follow-up studies may be
required to examine the problem adding huge costs. The
company’s relationship with the regulatory authorities may
be tarnished, negatively influencing the reviews of future
drug applications. The table of product withdrawals lists 21
products removed form the market over a 20-year period,
1982 to 2002, all related to serious adverse experiences that
involve various organ systems, but liver (4) and heart (9) prob-
lems predominate [37].

Research Outcomes

In addition to various product approvals, the R&D organi-
zation has a variety of further substantial outcomes
for the organization and public as well, based on their
research. In this section, we will present science leadership,
overview of study types, pipeline, research techniques, and
investigators.

In science, that is, the discovery phase, the scientists have
major interim scientific goals and accomplishments that even-
tually lead to product candidates, such as four discoveries
noted in the next figure (Fig. 3.11). New disease biology or
mechanisms responsible for disease pathogenesis are uncov-
ered (e.g., in the late 1990s and early 2000, the proteasome
pathway and the impact in cancer). Novel targets that are
associated with a disease and favorably influenced by drug
therapy are discovered (e.g., TNF and ulcerative colitis with
Remicade®, or protein kinases in cancer and Iressa®).
Chemicals and biologicals are screened and created to influ-
ence the target (hits), which are confirmed and validated to
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become drug candidates. Whole new drug categories can be
discovered that address the new targets and mitigate a new
disease pathway (e.g., statins in high cholesterol, or oxicams
for infections). Finally, novel mechanisms of action may be
discovered (e.g., receptor antagonists for various diseases
with identifiable cell receptors involved in a disease [e.g.,
oncogene her2neu in breast cancer mitigated by Herceptin®
monoclonal antibody]). Process improvements such as in bio-
logical manufacturing or product analysis can be scientific
advances as well [35, 36].

In product discovery over time, whole new techniques are
created to identify product leads that could develop into new
product categories for one or several diseases. Medicinal chem-
istry with structural modification of a drug, along with struc-
ture-activity relationships and product screening, have been and
remain hallmarks of product development in the industry to
develop new drug categories or follow-on molecules with
improved properties to treat a disease. Over the past 20 years,
the approaches to product discovery have grown immensely
especially in the biological arena, as represented on Fig. 3.12.
Process improvements in research include, for example, trans-
genic animals to create more reliable and predictable disease
models, high-throughput screening to accelerate and increase

FiG. 3.11. Science Leadership

» Disease biology » Structure/activity relationship

» Compound screening » High -throughput screening

» Recombinant DNA » Micro -Array assays
technology » Genomics

» Monoclonal antibodies » Proteomics

» Polymerase chain reaction » Pharmacogenomics

» Nucleotide blockade » Ribozymes

» Gene therapy + Protein kinases

» Combinatorial chemistry » Receptorology

» Molecular engineering » Cell therapy

» Medicinal chemistry » Tissue engineering

» Transgenic animals » Bioinformatics

FIG. 3.12. Techniques in Product Discovery
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amount of work per unit of time 10- to 1000-fold, pharma-
cogenomics to identify the best or worst responders or more
susceptibility to adverse drug effects, and bioinformatics to
store and manipulate the vast volume of data available. New
product categories for drug discovery over this 20-year period
include the following examples each for a different technology:
(1) recombinant DNA technology to reproduce proteins as ther-
apeutics (e.g., Kepivance® for mucositis in cancer patients), (2)
monoclonal antibodies for 20 different diseases (e.g., Rativa®
for psoriasis), (3) molecular engineering to have improved sec-
ond generation protein molecules (e.g., Pegasys® for hepatitis
C), (4) nucleotide therapeutics with, for example, antisense
antiRNA (e.g., Vitravene® for CMV retinitis), (5) tissue engi-
neering (e.g., Fortaflex™ for rotator cuff repair), (6) protein
kinase receptor interference (e.g., Gleevec® for acute myel-
ogenous leukemia), (7) peptides (e.g., Fuzeon® for HIV infec-
tions). Proteomics, ribozymes, combinatorial chemistry, and
more are being studied in laboratories to find yet new genera-
tions of products.

Studies are yet another set of outcomes from the R&D
organization, which will be discussed at length in Chapters 4
and 5 and are listed in the next figure (Fig. 3.13). These stud-
ies often are done at a university through research grants. The
seven study types encompass the full cycle of research at a
company from early work in the basic sciences for disease
pathology and mechanism of action of products; through pre-
clinical work in animals for pharmacology, toxicology, and
pharmacokinetics; human trials for metabolism and pharma-
cokinetics, early small clinical trials (phases 1 and 2) to
demonstrate proof of principle; to full large pivotal trials for
the marketing application to establish safety and efficacy
(phase 3) and also postmarketing (phase 4 and postmarketing
surveillance); economic trials to establish cost-effectiveness,
quality of life improvements, and the value of a product to the
health care system; and other studies as needed for disease
epidemiology, drug interactions, or product stability in vari-
ous patient care situations.

The outcome for R&D that measures overall productivity is
the pipeline, usually organized by business areas for a com-
pany, and/or therapeutic categories focused on by the com-
pany, and/or the stages of research. In Figure 3.14, the data
covers the pipeline for Novartis company by the end of 2003,
which was presented in February 2004 by a lead scientist at
an pharmaceutical conference. A robust pipeline possesses sev-
eral characteristics, which are represented in this table for
Novartis. A reasonably large number of molecules is needed in
general. A sufficient number of molecules in each cell is the next
prerequisite for a robust pipeline. All the therapeutic areas and
businesses are covered. Each stage of research is covered, such
that, as the pipeline evolves and products advance to approval,
no gap will exist in a year with no approvals, and the businesses
will have a steady stream of new products. In addition, the fol-
lowing characteristics are important for defining a robust
pipeline: unmet medical needs being met, diseases with high
patient populations, chronic diseases being treated, high sales
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FiG. 3.13. Types of Studies

Bus. Un. | Bus. Franchise

Precl.

P.1 P.2 P.3/Reg| Total

| 1*Care | Nerv.System | 5 | 3 | 6 [ 5 | 19 |

| 1*Care | Cardiov/Metab. | 10 | o0 | 3 [ 6 | 19 |

| 1*Care | RA/Bone/GV/IHRT | o9 | 3 | 7 | 6 | 25 |

| 1*Care | Anti-Infectives | 2 | 1 | 1 | 1 | 5 |

| SP-Onc. [ Oncology | 7 | 5 | 7 | 4 | 23 |

| SP-Oph. | Ophthalmic | 3 | o | 2 | 3 | 8 |

Total Projects : 47

15 31 32 125

FiG. 3.14. Pipeline (Projects): Major Pharma Company*

Source: Garaud J-J, Novartis, R & D Directions Conference, Feb. 2004

potential for products, good fit of products for the company’s
therapeutic areas in research and sales, and in-license and pro-
prietary products in pipeline [38, 39].

Another pipeline for an R&D organization is displayed in
Figure 3.15 for a biotechnology company. The company
shown here, Amgen, is the largest by far among biotechnol-
ogy companies with over 14,000 employees in 2005, over $8
billion in sales, about $1.5 billion in R&D expenses world-
wide, and more than 20 alliances or partnerships. However,
the pipeline size is about 20 molecules and projects in clini-
cal trials in four focused therapeutic areas, which is about
one-tenth the size of the major pharmaceutical companies.
Compared with a drug company, a biotechnology company
has less financial resources (R&D budget), fewer research

alliances, smaller R&D staff, usually fewer research areas of
expertise, all of which creates a leader organization with
fewer possible outcomes. However, this size can be an advan-
tage in several ways: flexibility to move into new research
areas, more focus in research with less internal competition
for resources, being a preferred partner with small biotech-
nology companies, and hopefully more streamlined or less
complex decisions with fewer research molecules [40, 41].
Research creates an important outcome through external
research collaborations with universities and health care insti-
tutions, specifically with the scientists and clinicians at those
institutions, that is, the investigators for a company. Certainly,
a company needs to work with experienced clinical researchers
to get the work done to the quality necessary for product
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Molecule: Area Usage: Status:
AMG 108 1,B&M Arthritis Early - P. 1/2
AMG 162 (OPG) (o] Metastatic Bone Early - P. 1/2
AMG 162 (OPG) 1,B&M Osteoporosis Early - P. 1/2
AMG 531 1,B&M I. Thrombocytopenic P. Early - P. 1/2
AMG 714 1,B&M Rheumatoid Arthritis Early - P. 1/2
Alfimeprase 1,B&M Peripheral Artery Occlusion Late -P. 3
Aranesp® H&N Anemia in Kidney Disease Approved
Aranesp® o Anemia in Cancer Late P. 3
Enbrel® 1,B&M Arthritides, Psoriasis Approved
Epogen® H&N Anemia in Kidney Disease Approved
GDNF N Parkinson’s Disease Early - P. 1/2
Kepivance® (KGF) o Mucositis in Transplants Late P. 3
Kineret® 1,B&M Rheumatoid Arthritis Approved
Neulasta® o Febrile Neutropenia in Ca Approved
Neupogen® (o] Febrile Neutropenia in Ca Approved
NGF Antagonist N TBD Early - P. 1/2
P38 Antagonist 1,B&M TBD Early - P. 1/2
Panitumumab o Colorectal Cancer Late-P.3
Sensipar™ H&N HPT in Kidney Disease Late - P.3
11B-HSD1 1,B&M TBD Early - P. 1/2

FIG. 3.15. Biotechnology Product Pipeline*
*Amgen, 2004; Public Information

» U.S. 52,000 with at least one trial
» Education & Training
o Degrees: MD 96%, DO 3%, Other 1%
o Certification: IM 50%, N/Psy 9%, Ped 8%, FP 5%
o Age: 45-50 yrs, 45%; 51-60 yrs, 32%
» Trial experience: < 1yr 63%, 2-4 12%, > 5 25%
» Rationale for involvement
o Scientific reward
o Financial reward
o Better patient care
» Setting: Group practice vs University

FIG. 3.16. Clinical Investigators (A Profile)

applications to regulatory authorities and with reasonable
alacrity. However, new products in research may pose educa-
tional challenges for all investigators, even experts, related to
new mechanisms and new protocols. Training of investigators
is a major undertaking for pharmaceutical companies, related
to each and every specific protocol for a product, especially
related to patient recruitment and eligibility, product adminis-
tration, monitoring and case report forms, all of which are
very specifically spelled out in study protocols. Figure 3.16
documents that the industry used about 52,000 investigators
in the USA alone, which can be characterized as mostly M.D.
physicians with relatively limited research experience (63%
less than 1 year), older practitioners by age and time in prac-
tice, and practicing in both clinical settings of the university
or clinical office practice. The university expert usually leads
the study effort for the company, but often many practitioners
are needed to recruit sufficient patients that qualify for a
study. University-based patients are often tertiary care, com-
plex patients that may be too sick or have too many compli-
cations to participate. Also, the practitioners have access to

many more patients in number. The rationale for a clinician
to participate in a trial includes three major motivations; first,
the science, engagement in novel products to advance science;
second, financial reward from the compensation for participating
in a trial (research grants), especially for the university where
grants are a major part of advancement criteria; and third, an
opportunity to help create better patient care through
improved therapeutic products [5].

Data/Information Outcomes

A variety of types of information are produced by the R&D
organization as outcomes, including labeling for the product
(package insert), extensions to the labeling often for expanded
indications, regulatory applications for product approvals or
expanded product information, presentations at scientific
meetings, publications of the studies conducted, and educa-
tional materials, to be discussed below.

First, as part of the new product application to regulatory
authorities, the company writes the draft of the official pack-
age insert (PI). The PI is tightly controlled by regulators in its
organization and content (12 standard sections), as described
in this next figure (Fig. 3.17). The PI must use these terms for
subheads and follow this order of information. The label is
reviewed in detail and approved by the regulators, but much
negotiation between the company and the regulatory authori-
ties occurs because the company wants accuracy and com-
pleteness but as much flexibility as possible in wording. The
PI gives the clinician background information and usage
information to guide its prescribing and monitoring for effi-
cacy and side effects. The words in the PI for the business are
the limits of any advertisement or sales person activity, and a
competitive edge versus other products is highly desirable if
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the clinical data supports the statements, which the regulators
demand of course. The importance of the PI content is critical
for patient care and business opportunity.

A second labeling outcome is an expansion of the labeling
by the company and/or required by the regulatory authorities
(Fig. 3.18). The company will perform a great deal more
research after the product is approved and marketed to obtain
approval for a new indication, or expanding usage and mar-
keting activity, or offer more safety information. For existing
indications, new clinical research may demonstrate additional
dosing approaches, new administration techniques, special
subpopulations that may respond better or worse to the prod-
uct, and perhaps added quality of life benefits for the patients
and health care systems. New studies may require new safety
precautions as we learn more about the product. With the
much broader use of a product postmarketing, more side
effects or more severe manifestations of listed side effects
may arise, all requiring labeling changes to better guide the
clinicians in using this product more appropriately. The
majority of pharmacoeconomic studies is done after a product
is marketed, which may yield information for labeling, such
as quality of life improvements (QOL) [44].

Regulatory applications will discussed in full in Chapter 7,
and the many types are listed here (Fig. 3.19) as another infor-
mational and data outcome from a company. The NDA, BLA
and PLA are an exceptionally complete set of documents to
establish safety and efficacy of the product, along with manu-

Name: Trade, Gener:

o Description o
o Pharmacology o

FiG. 3.17. The “Label” (Package Insert)

The Product

FiG. 3.18. Labeling Expansion
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facturing information and labeling. They are thousands of
pages in many volumes for any one product application. A
regulatory application will be filed for most products in all the
three worldwide markets, USA (FDA), EU (EMEA), and
Japan. Prior to human studies in the USA, an Investigational
New Drug (IND) application is required to be filed with reg-
ulatory authorities. Labeling changes in the USA require a
supplemental NDA document. Generic drug applications in
the USA require an abbreviated NDA demonstrating pharma-
cokinetic equivalence (bioavailability), assurance of the same
ingredients, and manufacturing processes. Many European
countries have dual sequential and separate approval
processes; documents are required for the regulatory author-
ity for safety and efficacy and then the pricing committee for
approval of reimbursement for the product [6].

A pharmaceutical company performs many studies that are
internal standard documents for company use, incorporated
later as key parts of a regulatory submission, and are pre-
sented at scientific meetings, as shown in Figure 3.20 Each
study will result in a statistical report, tables of data, and their
statistical interpretations, and the final study clinical report,
adding to the stat report all the clinical background, clinical
interpretations, and conclusions. External presentations of the
data are done by company clinicians and especially and more
often by their university collaborators in two major settings;
investigator meetings and medical society meetings. The
presentations include written abstracts for posters at meetings,

Regulatory Bodies: FDA, EMEA, Countries, Japan

~IND (Investigational New Drug App)
~NDA (New Drug App)
~PLA (Product License App)
~sNDA (Supplemental New Drug App)
~ANDA (Abbreviated NDA)
~IDE (Investigational Device)
~Pricing Committees (each country)

FI1G. 3.19. Regulatory Applications

Company; stat repos s Clineal reposts

Podium presentations at society: meetings

Origimallresearct publications (refe!

Journal supplements

FiG. 3.20. Data Publications & Presentations
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podium verbal presentations, and then later full publications.
All such presentations are refereed by other independent
experts, assessing the design of the studies (at least, appropri-
ateness, quality, and novelty), the data and observations, and
the conclusions. The publications will take several forms: the
original research paper for the study to be published in a med-
ical journal, review articles summarizing the product’s use in
a disease published alone or in journal supplements for the
disease or drug category and later in book chapters about
the disease or drugs [32].

Educational materials are developed by a company during
the clinical research phase for a new product, and, of course,
especially after a product is marketed (Fig. 3.21). The most
significant educational document produced by the develop-
ment (clinical research) group is the investigator’s brochure
(IB), which is prepared by all companies for a new product
while their clinical trials program is being done. The IB is a

» Symposia publications

» Slide programs

» Disease monographs (PreLaunch)
» Product monographs (Launch)

» Administration guides (Launch)

» Patient package insert (Launch)
» Product inquiries

FiG. 3.21. Educational Materials

» General - Core Operations:

o Global Partners in Marketing & Research

o Clinical Research Organizations
» General - R&D Research centers:

» General - Merger (Products, R&D, Manufacturing):

» Specific Products:

o Leptin & Lab output (D/C later)
Keritinocyte Growth Factor
Calcimimetics multiproduct (Cinacalcet)
Abarelix (D/C later)

Neuroimmunophilin products (D/C later)
Fibrolase
Interferon alfacon-1 (Out-license)
o Epratuzumab (D/C later)
» Specific Technologies:

o Manufacturing & Inflammation products

© Small molecules

© Mab technology & Panitumumab

© Signaling drug discovery

o
o
o
o
o
o

FiG. 3.22. Alliances & Collaborations by a Company*
*Amgen, 2002; Public Information
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summary of all primary data from the animal studies, metab-
olism, clinical trial summaries, and formulation data, in order
to educate the investigators and their institutional review
boards for patient safety. Certainly, safety is the most signifi-
cant focus followed by product activity and efficacy, up to that
point in time. Any other indications or studies in process for
other indications need to be discussed in the IB also. This
document must be updated regularly as new data on the prod-
uct comes to light through the clinical trials or other research.
Prior to marketing, investigator meetings will be held to edu-
cate them about the various properties, safety, and uses of the
new product, as well as training about the new protocol being
initiated. The principal investigators, co-investigators, and
study coordinators are all trained with the new protocol and
its requirements, especially for patient enrollment, study con-
duct, and monitoring. If the product is novel and a major
advance in science and patient care, symposia also are con-
ducted by groups of scientists to advance the scientific dia-
logue, share information in the medical community, and
receive input about the potential role of the product in patient
care for the target disease(s). The programs must be inde-
pendent of the company control for legal, regulatory, and
ethical reasons. The company may create slide materials
about the product and protocols for educational use by the
investigators. Monographs are produced about the product and
the disease related to the new discoveries to educate the medical
community. Administration guides might be required for prod-
ucts with novel or more complex methods of administration. As
part of the approval process, the R&D organization needs to
prepare a patient package insert to explain how to use the prod-
uct to obtain optimal benefit, including not just administration

Company/Institution:
Roche and J & J
Quintiles/Radiant
Toronto Research
Immunex

Rockefeller University
National Institutes of Health
NPS Pharmaceuticals
Praecis

Guilford

Hyseq

Yamanouchi
Immunomedics

Synergen (Acquired)
Kinetix (Acquired)
Abgenix (Acquired)
Tularik (Acquired)



3. R&D Outcomes

guides but also potential benefits and risks. Before product
approval, questions will be received about the new product from
providers, patients, and the press, which need to be anticipated,
and responses to product inquiries prepared [32].

Company/Business Outcomes

In order to perform all the research and market preparation for
a new product, a company will need to create various collab-
orations and alliances to complete all the work. In the indus-
try overview chapter, a figure (Fig. 1.33) for research and
business collaborations was provided. In this outcomes
discussion, we need to briefly reiterate a few points about col-
laborations as outcomes for R&D. Clinical research organiza-
tions are research companies focused on performing any or all
of the clinical trials, on behalf of a pharmaceutical companies,
picking up the overload of clinical trials work that almost
always will occur. They will conduct the whole study or
any segment (e.g., patient recruitment or statistical analysis).
A full discussion of CROs will appear in the clinical operations
chapter in this book. In the basic science area, collaborations are
very common with universities especially or small companies
with very specialized expertise, in order to expand the oppor-
tunities for discoveries in disease biology, target identification,
lead identification, or new molecules with different mecha-
nisms of action (e.g., monoclonal antibodies, small-molecule
drugs, and antisense molecules for the same disease mecha-
nism). In clinical research, the university is the site where the
clinical trials usually are conducted. A small company or other
company collaboration may provide access to key technology,
such as throughput screening or x-ray crystallography. A small
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company may need a larger pharmaceutical company collabo-
ration to perform the clinical research in the expanded late
phase 2 and especially phase 3 clinical trials work.

Product licensing is yet another outcome for the R&D
organization, and it is a major process to obtain molecules for
clinical research and expand the pipeline of a company in
complementary areas from outside the company (Fig. 3.23).
Some market analysts consider in-licensing a key success
factor in product development. In order to license in molecules,
a company needs to be a desirable partner for a smaller company.
The risk of failure is high in most collaborations, but the ben-
efit is high also, if the product works and makes it through the
development process to the market. Such licensing is done by
all companies, in addition to the internal discovery activity of
a company, which is demonstrated in this next diagram for the
Amgen company from 1980 to 2002.

The sources for research outside a company include uni-
versities, the government (NIH), and especially other, often
smaller, companies. The acquiring company will completely
take over all the research and development of a molecule or
share the research work. The acquirer will receive the vast
bulk of sales revenue after approval, usually over 90%. The
out-licensing partner will receive usually payments in a vari-
ety of installments, for example, up-front cash payment or
stock purchase, milestone cash payments as research is done
successfully (e.g., phase 2 vs. phase 3 vs. NDA filing), and
likely royalties on future sales of the product after it is mar-
keted. The size of the payments from the acquirer company to
the discovery partner is based on the novelty of the molecule,
any competitive advantage or being first in a class to market,
size of the future market, stage of research, and the risk of
failure (later stage molecules have successfully passed

FiG. 3.23. Discovery and Licensing for Products*
*Amgen, 2002, Public disclosures; Dates approximate

Internal Discovery Licensing & Acquisition
Yr | Trade name | Generic name Yr | Product Name Company
‘83 | Infergen® Interferon a-con '90 | BDNF & NT3 Regeneron
‘84 | Epogen® Epoetin alfa ‘92 | Kepivance® NIH
'85 | Neupogen® | Filgrastim '94 | Kineret® Synergen
‘88 -- GDNF ‘95 | Leptin Rockefeller
‘89 | Stemgen® Stem cell factor ‘96 | Sensipar® NPS
‘92 | Aranesp® Darbepoetin '96 | Leptin receptor Progenitor
'98 | Neulasta® Pegfilgrastim '96 | Neuroimmunophil. | Guilford
01 -- Osteoprotogerin ‘99 | Abarelix Praecis
00 | Epratuzumab Immunomed
‘02 | Enbrel® Immunex
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research milestones and have less risk of failure), one mole-
cule versus a family of related molecules, and the amount,
extent, and timelines of research to be done. The discovery
partner will obtain a higher percentage of future royalties for
late-stage molecules.

In this example, Amgen obtained neurogenic molecules
(BDNF and NT3) from Regeneron company in early 1990s,
but both molecules have failed. Keratinocyte growth factor
(KGF) was obtained from the NIH in 1992 for all indications
involving the epitheilium and epidermis. The good news is
that the product research was successful with approval in
2004 for a mucositis indication (Kepivance™), but it took
12 years and the indication is fairly narrow, mucositis in stem
cell transplants in hematologenous cancers receiving high-
dose chemotherapy. In the inflammation area, one of
Amgen’s research focuses, two molecules were obtained from
Synergen through acquisition of the whole company. One
molecule has been approved for rheumatoid arthritis in 2002,
IL-1ra (Kineret®), and the other remains in clinical trials and
formulation development, TNF binding protein over a 10-year
period. A calcimimetic family of compounds was licensed in
from NPS company, a small biotechnology company in Salt
Lake City, Utah, in 1996 with an initial focus on hyper-
parathyroidism. The first molecule from the company was
already in phase 2 trials but failed to be continued in its devel-
opment due to excessive drug interactions found with further
clinical work. Fortunately, another molecule in the family was
available for clinical trials, which were done successfully
culminating in product approval as Cincalcet® in 2003 for
secondary hyperparathyroidism.

A potentially major acquisition was made in 1995, which
hit the front pages of the science literature and public press,
regarding the molecule leptin for obesity. The competition for
the molecule was intense between Amgen, Pfizer, and other
major players, because of the exceptionally huge market in
the many billions of dollars (obesity) and the molecule’s
specificity for obesity mechanisms. Rockefeller University
and the scientist received a $20 million up-front payment and
funding of their laboratory. Amgen pursued the leptin mecha-
nism for obesity further with licensing of the leptin receptor
from a biotechnology company. This molecule failed to pro-
duce sufficient weight loss in most patients.

Licensing activity around a new disease mechanism or tar-
get is an optimal approach to ideally protect an acquisition
from future competition; a company will acquire the target
molecule, related molecules, receptors for the molecule, and
related mechanisms of actions and their targets. Another neu-
rogenic molecule acquisition was done by Amgen with Guilford
for a family of molecules, called neuroimmunophilins, but in
the ensuing years, they proved to possess insufficient activity
for Amgen to continue the research. The collaboration was
terminated. In the late 1990s, Amgen licensed in a late-stage
product, Abarelix, from Praecis company for prostate cancer
as an alternative to existing treatment with a new mechanism
of action. Phase 3 work needed to be done, and the work was
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a collaboration between the two companies. This area was a
whole new market for Amgen in urology, requiring building a
clinical research team and a marketing team for the molecule.
The product worked well in its phase 3 work but was judged
by Amgen to be not sufficiently greater in activity versus
already marketed products, and the product agreement was
terminated, and the molecule was returned to Praecis. The
cost of further research and marketing (and sales) build-up
was too much for Amgen, given their other pipeline and mar-
keted products and needs versus the return (sales) on the
investment for abarelix. However, Praecis continued the
research and NDA filing resulting in a successful product
approval. The benefit versus expense profile was favorable for
a young new company needing their first product approval. In
the oncology area, Amgen licensed in a monoclonal antibody
(Mab) from Immunomedics company for lymphoma with a
novel cell target, CD22 antigen. The research area was com-
patible for Amgen, that is, oncology, although they had no
specific expertise in Mabs, but they were moving favorably
into another mechanism for cancer therapy. The product did
not perform as well as expected and did not move forward as
hoped. In 2002, Amgen made its biggest product acquisition
in the future blockbuster, Enbrel, from Immunex, by acquir-
ing the whole company. Besides the product revenue being
brought to Amgen, this company acquisition had many poten-
tial benefits for Amgen, because the lead research and mar-
keting areas of Immunex were highly symbiotic to Amgen’s
in inflammation and oncology, adding more pipeline mole-
cules, and adding substantial scientific expertise and market-
ing savvy in the personnel acquisition [40, 41, 46—47].

A patent is a critical success outcome for any company to
protect future revenue from any molecule. The intellectual
property through patents must be protected by a company to be
successful in sales for the longest time possible and minimize
competitive products from becoming available. In biotechnol-
ogy, given the complexity of the discovery research, the
newness of these types of molecules and processes, and the
complexity of manufacturing, patents are just being adjudi-
cated now and over the past 10 years, even though thousands
of patents are issued each year by patent offices around the
world. What is the next major advance in science for a product
area by competing companies in their research? This will
remain the key question for the courts to decide. Figure 3.24
lists the five main questions to address in establishing a new
patent in the USA; subject matter, utility, novelty, obviousness,
and disclosure. Products can be patented if they are not a nat-
urally occurring compound. In the drug world, relatively
minor chemical modification creates a new patentable com-
pound. In biotechnology, the process to create the molecule,
and possibly the molecule as well, are major patentable out-
comes. Amgen patent for epoietin alfa is the process to create
the molecule, recombinant DNA process, as well as other
patents. Amgen won a patent suit against a potential competi-
tor who had isolated erythropoietin from urine, based on nov-
elty and utility for its recombinant process [48-50].
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Mergers and acquisitions are commonplace in the phar-
maceutical and biotechnology industries over the past
20 years. Figure 3.25 gives six sets of mergers. In the Pfizer
example, Upjohn and Pharmacia merged separately as did
Warner/ Lambert and Parke/Davis. Pfizer acquired first W/L-P/D
and then acquired U/P. In these consolidations in the industry,
they are intended to create the critical mass of expert scien-
tists, number of quality pipeline products, and research dollars
for development of blockbuster products, especially in the face
of exceptionally high and rising costs of R&D and the high
risks of failure in the industry. A company looks for compat-
ibility in their product lines, along with the scientific and
marketing expertise of the two staffs, either to complement an
existing business and clinical focus or move into a whole new
therapeutic area with the acquisition. Efficiencies in opera-
tions are an expected outcome with less costs to operate (e.g.,
one sales force can handle the combined products with small
additions or minor reorganization). Also, the human resources,
law, and finance divisions are often downsized in the com-
bined company. A merger is very rarely a combination of two
equals; one company predominates or is the acquirer and

Issues to preserve intellectual property of inventions for
Material (drug), Manufacturing, & Formulations

1. Subject matter Identify area in which the invention fits.

2. Utility Establish invention has real value to humans,

and show how it is to be used.

Demonstrate the inventor took more than
“the next obvious step”.

3. Obviousness

Document invention is different and not known
or previously published in the “prior art”.

4. Novelty

5. Disclosure Publish enough information to allow one

skilled in the art to repeat invention.

FiG. 3.24. Product & Process Patents

» Merger mania (1980-2005):
o Pfizer-Warner/Lambert-ParkeDavis-Pharmacia-Upjohn = Pfizer
o Glaxo-BurroughsWelcome-SmithKline-Beachum = GSK
© Amgen-Immunex-Tularik-Synergen-Kinetix-Abgenix = Amgen
© Marion-Merrill Dow-Aventis-Sanofi-Synthelabo = Sanofi-Aventis
o Sandoz-Ciba-Geigy-Chiron = Novartis
© Yamanouchi-Fujisawa = Astellas
» Alliances & Licensing (2003):
[Focuses: Technology, Molecules, & Products]
[Areas: Research, Clinical Development, & Marketing/Sales]
© Pharma-Biotech = 383
© Biotech-Biotech = 435

FiG. 3.25. Mergers & Acquisitions
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makes the key organizational, staffing, and operational deci-
sions. One easy way to tell the predominant company is to
look at the chairman of the board and CEO positions and
which company filled them.

Challenges to the combined operations are substantial and
manifold, related to the staff’s worries about job loses with
loss of productivity, integration of two different staffs with
same responsibilities, co-mingling of two business cultures
that impacts operations and even communications, and inte-
gration of two different sets of operating procedures. Office
and research buildings in disparate locations may be a bane
or boon. Restraint of trade needs to be addressed with the
U.S. Securities and Exchange Commission and European
equivalent, such that a monopoly of products in one thera-
peutic area is avoided. The merged company often must out-
license one of their products to avoid this problem. Merger
costs at the beginning are huge (e.g., severance packages to
managers, golden parachutes to senior management being
pushed out, closing of some offices, labs, or operations, and
moving people to new locations). Several years often are
required for the combined company to assimilate the costs of
merging and return to a level of profitability above the added
profits from each company. The slide also notes the number
of alliances in the industry, intended to produce a symbiosis
between two separate companies, usually a smaller one and
a large FIPCO to better perform the research and marketing
of a product [51-55].

The last outcome, but certainly not least in importance, to
discuss involves the staff members in R&D, that is, the scien-
tists and clinicians. What outcomes do these staff and man-
agers receive? Six areas include financial, the research work,
scientific advancement, public good (health care), educa-
tion, and philanthropy (Fig. 3.26). Most of these researchers
have come out of academia to the pharmaceutical industry,
often harboring questions about scientific integrity, independ-
ence, loss of collegiality with their university brethren, and an
inordinate focus on products. These concerns will be

Public Good & Patient Health

Philanthropy Research Work

Advancing

Education Science

Financial

Its more than a Job & Salary!

FiG. 3.26. Staff Members
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addressed with the many benefits received by industry
researchers. Financial reward is usually the first outcome for
industry staff that is recognized. Salaries basically need to be
competitive with the private sector, and they are. In addition,
scientists can receive a bonus in the forms of cash and stock
options, based on exceeding their objectives, which is product
advancements, publications, and product approvals. Two sig-
nificant professional benefits, not related to any compensation
of any kind, are twofold; helping patients by developing new
products to improve their care, thus advancing public good;
advancing science by their novel product-related work that is
shared with all scientists through presentations at scientific
meetings and publications. Another intangible reward to
research scientists in the employ of a company is the philan-
thropy that companies provide to their community, institu-
tions, and patient groups through donations, in the millions of
dollars per year per company. Their research work is yet
another personal reward; the opportunity to perform research
on novel products during their career, present and publish
their discoveries and findings, and work with thought leaders
from around the world. Some academician may look with a
jaundiced eye at industry-based research, both basic and clin-
ical, but the work stands on its own merit based on its scien-
tific quality and innovation. Educational opportunities abound
for industry scientists who can learn and then use the latest
technologies, attend educational conferences, and for those
interested and capable take on management and leadership
development.

In this chapter, we have discussed many outcomes of
research for a company beyond the ultimate outcome, new
products. Company-based research is measured by a company’s
ability to be successful with all these interim outcomes, all of
which essentially are steps, the building blocks, that lead up
to product approvals and a successful company.
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Discovery and Nonclinical Development
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The discovery of new products for patient use takes place in
laboratories at universities, in the government, or in pharma-
ceutical companies; actually, it starts in the minds of scientists
with a scientific innovation or idea for creating a new thera-
peutic molecule that may be a biological or drug. This
research is performed through carefully done studies, either
with the physiology of humans or other species, disease mod-
els, or some core structure of a molecule, through a host of
different scientific technologies. Sometimes, a drug discovery
is an accidental finding related to an unexpected action of a
drug being studied for other uses, such as Viagra® for impo-
tence. Each molecule may have an impact on a general phys-
iologic process such as inflammation and thus have the
potential to be used in many organ systems and diseases, or it
may impact a specific receptor on a cell, such as a tyrosine
kinase, and be used only when the receptor system goes awry.
Knowledge of the discovery and early development process
creates a basis for understanding how potential new therapeu-
tics advance from the research laboratory to the clinic and
some of the issues involved.

Molecules designed for therapeutic use come in many
sizes and shapes. Although most of the therapeutics on the
market today are “small molecules,” also called drugs, such
as aspirin (13 atoms, excluding hydrogen atoms), Viagra®
(33 atoms), and Taxol® (62 atoms), increasing efforts are
being placed on the development of larger “biological”
molecules. Included among the biologics are molecules like
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insulin (408 atoms), erythropoietin (2,634 atoms), and anti-
bodies (10,402 atoms). Most small molecules are produced
by excretions from microbial fermentation or produced by
chemical synthesis, often in combination with structural
modifications produced by techniques of medicinal chem-
istry. Biologics are manufactured by complex living sys-
tems (e.g., recombinant techniques), where transfection of
the appropriate gene into a suitable cell line (either micro-
bial or mammalian) allows production of the therapeutic
protein. For some products like monoclonal antibodies,
hybridomas that produce the antibody initially are created
from murine and lymphoid myeloma cells for antibody pro-
duction. These hybridomas then can be used to produce the
monoclonal antibody or, more commonly, the antibody
genes are transferred to another host cell, such as Chinese
hamster ovary (CHO) cells for clinical production. Each
class of compounds, small molecules and biologics, has
unique advantages and disadvantages that can be utilized
and tailored to address specific therapeutic needs.

In this chapter, we will discuss the steps involved in the dis-
covery and early development of new therapeutics, leading up
to an Investigational New Drug (IND) application. We will
also try to discuss some of the issues encountered along the
way. These topics will be covered in seven sections (discov-
ery process, targets, products, nonclinical development and
testing, IND-enabling studies, added discovery work, and a
summary) and 42 figures.



4. Discovery and Nonclinical Development

The Discovery Process

Before we begin our discussion, let’s first review terms par-
ticularly relevant to discovery and early development. These
include the six terms shown in Figure 4.1

Target: A protein, enzyme, receptor, signaling or other mole-
cule that may play a role in a particular disease process. It
is the target molecule or process upon which the discovery
and therapeutic strategy will be focused.

Hit: A test protein, peptide, or compound that appears to act
on the target. Depending upon the target and the biological
or chemical system, thousands of hits may be evaluated,
looking for the most active compounds to test further.

Lead: Among numerous hits or variants, the protein, peptide,
or compound showing the highest degree of activity. It is
the lead compounds that will be further examined in greater
detail.

Candidate: A protein, peptide, or compound that has most or
all of the properties of the desired therapeutic (a develop-
ment candidate). Incorporated into the thinking here is not
only the level of activity that a lead has, but also how easy
is it to formulate and manufacture, how safe is it, and does
it meet the in vitro and in vivo requirements and medical
needs. Candidates usually enter into clinical trials to estab-
lish safety and then efficacy.

IND: Investigational New Drug application, filed for the ini-
tial testing of each new drug in humans. This is the actual
document filed with the FDA or other regulatory body
requesting their approval to begin clinical testing in humans.
It contains a summary of the compound to be tested, espe-
cially all the animal pharmacology and toxicology data, the
rationale for testing in a particular indication in humans, a
detailed description of the clinical protocol itself, as well as
the methods used to manufacture and test the compound.

Product: A marketed therapeutic drug or biological,
approved for use by regulatory bodies.

With these terms in mind, let’s take a look how new drug
candidates are identified and moved toward clinical testing. In
its simplest form, drug development can be viewed as a stepwise

» Target — A protein, enzyme, receptor, signaling or other
molecule that may play a role in particular disease proces

» Hit — A test protein, peptide or compound that appears
to act on targets

» Lead — Among numerous hits or variants, the protein,
peptide or compound showing highest degree of activity

» Candidate — A protein, peptide or compound that has most
or all of properties of desired therapeutic (a development candidate)

» IND - Investigational New Drug application, filed for initial
testing of each new drug in humans

» Product — A marketed therapeutic

FIG. 4.1. Important Terms — General
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process involving a series of sequential discovery and devel-
opment decisions that are based on the target and the poten-
tial product (12 such steps in two phases are shown in Figure
4.2). This process is commonly separated into two sections,
discovery and early development (often referred to as non-
clinical or preclinical development, as it relates to studies
needed prior to clinical testing), because they involve differ-
ent approaches, skills, and facilities. A definition for both
terms is provided on figure 4.2.

The first part of the drug development process is called dis-
covery. Discovery is driven by unmet medical needs and
financial opportunity and focuses on understanding the dis-
ease process and the identification of disease targets and
potential therapeutic compounds. This stage of the process is
perhaps the most variable and least successful of all aspects of
drug development. These difficulties are due in part to the fact
that discovery research is highly dependent upon a detailed
knowledge of the disease in question and because it involves
the isolation, production, and testing of compounds that may
not have existed previously. Thus, if the disease biology is
only poorly understood, it is difficult to know what an
appropriate target for intervention might be. Similarly, even if
the disease biology is quite clear and a suitable target can be
readily identified, it is not uncommon that many thousands
of compounds may have to be synthesized, purified, and
screened in an effort to find initial “hits” that can be further
developed.

Once a target has been identified, methods to influence that
target are then considered. Typically, this involves the design
or identification of compounds that either stimulate or inhibit
the actions of the target, initially in vitro (in the test tube, a
“hit”) and then in vivo (in animals, a “lead”). Preliminary
studies are also conducted to evaluate the in vivo properties of
the leads as possible therapeutic candidates (pharmacokinetics,
pharmacodynamics, efficacy, toxicity, etc.), and those com-
pounds that have acceptable activity and safety profiles may
be passed along to development as “candidates”.

At the early development stage, a new group of scientists
gets involved who have expertise in translating what has
been accomplished at the laboratory scale into methods and
systems that will ensure the reliable and reproducible manu-
facture, also called process engineering, and testing of the
product. Thus, it is at this stage that robust methods for puri-
fying, formulating, manufacturing, and testing (e.g., analysis,
stability) the product candidate will be developed. As an
example, groups studying antibodies will initially work with
material derived from tissue culture systems or small fermen-
tors (<10 L), but during process development systems may be
scaled up to 30 L, 150 L or 500 L fermentors, depending upon
the initial development and clinical needs. Subsequently, for
large-scale manufacturing and product sales, multiple 15,000 L
fermentors may be utilized. A more detailed description of the
steps involved in development is presented elsewhere in this
volume. Here we will focus only on those tasks that have
relevance to the filing of an IND.
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Discovery

» Discovery -
compounds:

Non-Clinical Development

Identification of disease targets and potential therapeutic

© The most variable and least successful aspect of drug development

» Non-Clinical Development - Translates discovery science into therapeutic

candidates:

© Involves modifications, scale-up, purification, test methods and production

FiG. 4.2. Drug Discovery & Non-Clinical Development

» Target identification — Process by which potential
targets are investigated, screened and prioritized:
o Involves a detailed knowledge of the disease process,
such as up-regulation of certain proteins in cancer cells

~

Target validation — Process by which role a target plays in

a disease is characterized and established:

o |nvolves a combination of invitro and in vivo functional studies
o Common tools are cellular-based assays, antisense, RNAi

and knockout mice

~

screened and prioritized:

Lead identification — Process by which potential therapeutics are

o Utilizes knowledge of the specific target to identify/design an
appropriate agonist/antagonist

~

Lead optimization and validation — Process by which actions of

products on diseases are characterized and confirmed:
o Compound is tested in animal models of target disease
o Improvements ar edesigned and evaluated

Not all aspects must be completed to move candidates into

clinical trials

FIG. 4.3. Important Steps in Discovery

Focusing more closely on discovery, we see that there are
essentially five main steps; target identification and validation,
and lead identification, optimization, and validation. Figure 4.3
provides a description of these five steps. To illustrate these
steps, we’ll consider two different examples, a small molecule
to treat AIDS and an antibody to treat psoriasis. The disease
AIDS (acquired immunodeficiency syndrome) is caused by
infection with HIV (the human immunodeficiency virus).

Once HIV infects cells, it produces several enzymes that are
required for the replication and propagation of the virus,
one of which is reverse transcriptase. This enzyme uses the
viral RNA as a template and makes DNA copies of the viral
genome, which then enter the nucleus where host cell enzymes
are used to many more copies. Thus, because reverse tran-
scriptase is a viral-specific enzyme, inhibiting the activity of
this enzyme could reduce the spread of AIDS. This makes
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reverse transcriptase a potential “target” for therapeutic
intervention [1].

In the early 1980s, a number of nucleotide analogues were
being studied as potential anticancer therapeutics and, because
these structures mimic the building blocks of DNA and RNA,
many were subsequently screened for their ability to inhibit
reverse transcriptase (“hits” and “leads”). One of these ana-
logues was AZT (azidothymidine), which was found to be an
effective inhibitor of reverse transcriptase (a “lead””) and, when
tested in patients, inhibited replication of HIV. AZT was
therefore a “candidate” that became a “product.”

Psoriasis is an autoimmune disease characterized by acti-
vated immune cells. Normally, the immune system acts as an
internal security system, protecting the body from infection
and injury. With psoriasis, however, T cells become overac-
tive. This activity sets off a series of events that eventually
make skin cells multiply so fast, they begin to pile up on the
surface of the skin, forming characteristic plaques (red, scaly
patches on the surface of the skin). Thus, agents that interfere
with the function of T cells could reduce the signs and symp-
toms of psoriasis (indeed, topical steroids are used extensively),
and as such are hits, leads, and candidates, depending on their
stage of evaluation.

Clearly, many systemic immunosuppressive agents have
been identified (cyclosporin A, methotrexate, etc.), and most
provide benefit to patients with psoriasis. However, many of
these agents are also quite toxic, making prolonged use diffi-
cult. As a consequence, alternative ways to interfere with the
activation of T cells have been explored, and several T-cell
surface structures were believed to play critical roles in this
activation process. Among these structures, one (LFA-1, or
lymphocyte function—associated antigen 1) appeared to be
involved in T-cell activation, function, and trafficking to sites
of inflammation, a new “target”” Antibodies were therefore
raised against human CD-11a (a subunit unique to LFA-1) and
tested in vitro and in animals. These antibodies were hits. Of
the antibodies that were generated, several effectively inhibited
a number of T cell-mediated functions in vitro and also
showed efficacy in animal models of autoimmune disease,
hence “leads” [2]. Based on these data, one antibody (MHM?24)
was optimized and became a candidate for human use by
“humanizing” it [3], a process that strives to reduce the chances
of generating an immune response by converting a mouse anti-
body sequence into a sequence commonly found in humans.
The resulting antibody, termed Raptiva®, has been shown to be
safe and effective in treating patients with moderate to severe
psoriasis [4], resulting in its approval as a product.

Note that, although it is desirable to have all these elements
completed prior to filing an IND, they all may not be required
to do so. Some of the factors that influence how much
information is needed to file an IND include (i) the clinical
indication, (ii) the nature of the compound (small molecules
vs. biologics), (iii) the specificity of the compound, (iv) the
availability of appropriate animal models, and (v) the serious-
ness of the disease. Thus, small molecules and biologics for
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use in cancer (or other life-threatening diseases) may require
less nonclinical information to file an IND than therapeutics
designed for chronic or more benign diseases. Similarly,
small molecules often require a more detailed safety package
than biologics, in part because the later agents are often
human proteins that have fairly predictable actions and degra-
dation and clearance properties. The requirements for filing
an IND are also influenced by whether the agent only inter-
acts with a human target (and thus animal studies may be less
predictive) and whether suitable animals exist for appropri-
ately testing the new therapeutic.

The term validation has shown up several times now and is
worth additional discussion as it is frequently misunderstood
(Fig. 4.4). Most commonly, the term validation is used to
demonstrate that a particular assay or process is well con-
trolled and reproducible. Thus, for a company manufacturing
a recombinant therapeutic protein, they must demonstrate that
the fermentation process, purification process, and assays
used to test the activity of the product produce similar results
each time they are performed (i.e., that they are reliable). The
steps involved are therefore called “process validation” and
“assay validation.” Such validation typically involves the
preparation of standard operating procedures (SOPs) that
describe in detail precisely how the process or assay is to be
conducted, as well as having one person repeat the assay sev-
eral times and then several people repeating the assay. Only
when the results of all these assays are reproducible will that
assay be considered “validated.”

In contrast, validation is also now being used to support the
potential validity of new targets or products. For example, an
investigator might say they have identified 100 “validated”
targets, by which they mean to imply that a clear linkage has
been demonstrated between the presence or absence of this
target and the disease in question. Whereas there can be value in
these data, there is as yet no clear definition of what “validated”
means when applied to new targets and potential products—
some have used the term to indicate that a particular target is
always absent on normal tissues but is always present in every

» “Validation” has been most commonly used in biotechnology
and pharmaceutical industries to reflect level of control and
reproducibility for an assay or process:

© There are FDA guidelines on process and assay validation
» More recently, it has been used to “suggest” that certain

therapeutic targets or products are more likely to be
successful than others:

o In reality, some “validated” targets or products may be weakly
supported by limited in vitro data, or they may be strongly
supported by knockout and disease models

» Only “validated” targets are those for which clinically
successful therapeutic products have been generated

» Only “validated” products are those with several hundred
million dollars in sales

FIG. 4.4. Validation — Frequently Misunderstood
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diseased tissue (a good idea), but others have used the term to
indicate that certain targets are simply upregulated in a few
diseased tissues (not so good). As a consequence, many
people feel that the only true “validated” targets are those for
which clinically successful therapeutic products have been
generated (3-hydroxy-3-methylglutaryl-coenzyme A reduc-
tase, COX-2, erythropoietin receptor, CD-20, etc.), and that
the only true “validated” products are those with several hun-
dred million dollars in sales (Lipitor®, Epogen®, Rituxan®,
etc.). Though validation is an important component of the
product development process, it is critical to keep these dis-
tinctions in mind when listening to claims for new targets!
These key questions for discovery help guide early choices
during the development process for targets (five questions)
and for products at the lead stage (six questions). The target
questions focus on relationships of the target with the disease
and how changes in the target impact the disease (Fig. 4.5).

» Target validation:

(4]

What does target do?

What role does target play in the disease?

How specific is target for the disease?

If I inhibit target, is there an impact on the disease?

If | inhibit target, what other effects are there (toxicity, etc.)?

o o0 o o

» Product validation:

o

How well does product work in vitro and in vivo?
How selective is product for the target?

How stable is product (does it break down)?
How long is product available in vivo?

Where does product go after administration?
How toxic is product?

o 0 o o o

FIG. 4.5. Key “Validation” Questions

Lead
discove

Target
discovery

Target
validation

S. F. Carroll

The lead questions relate to an early profile of the potential
product prior to human use and hopefully suggestive of human
activities for the lead. Product characteristics include activity,
stability, distribution, persistence in vivo pharmacokinetics,
and toxicity.

Traditionally, drug development has been viewed of as a
linear, stepwise process involving a series of sequential deci-
sions that are based on the disease, the target and the desired
product properties, such as the five steps noted in the Figure
4.6 [5]. However, as is evident from our earlier examples, this
can be a long (612 years) and expensive process (millions of
dollars per lead) that does not follow a sequential path and
yields many more failures than successes.

As an illustration, let’s consider the case of Lipitor, a
cholesterol-lowering product that had $10.3 billion in
worldwide sales for 2003 [6-9]. In the early 1980s, clinical
data were accumulating that suggested a linkage between
high serum levels of cholesterol and increased risk of heart
attacks and stroke. Beginning in 1982, scientists at Parke-Davis
(now part of Pfizer) began looking at a class of compounds
called statins, which are fungal products that block choles-
terol synthesis at a key step (3-hydroxy-3-methylglutaryl-
coenzyme A reductase, or HMG-CoA reductase). At the time,
it was unknown whether lowering plasma cholesterol levels
would be beneficial and, if so, whether it could it be done
safely. Thus, a clinical need appeared to exist for therapeutics
that could lower serum cholesterol levels, the biosynthetic
enzyme HMG-CaA reductase was a reasonable target, and
statins represented an initial class of lead compounds. The
particular challenges here, however, were to develop a com-
pound that had statin activity, was safe, had potential patient
benefits, and could be easily manufactured.

In 1985, a compound was developed (CI-981) that appeared to
meet most of the requirements. It still had limitations, however

Transition
developm

» Slow, expensive process (10 to 20 years, $500M)

» Often trial and error

» Time-consuming and inefficient

FI1G. 4.6. Traditional View of Drug Discovery( Reprinted with permission from Nature Publishing Group, London, England. From Graph in
Myers S, Baker A. Nature Biotechnology 2001;19(8):727. Drug Discovery — an operating model for a new era.)
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(i.e., it still needed to be optimized). For one, it was a racemic
mixture of two stereochemical isomers, left (L) and right (R)
handed versions of the same compound, but only the L isomer
was an effective inhibitor of HMG-CoA reductase. Using spe-
cialized manufacturing techniques (running certain reactions at
temperatures below —80°C), a procedure was developed
during the transition to development for synthesizing only the
L isomer in large scale, a process that took 3 weeks from raw
materials to final product. Also during this time, studies were
conducted in animals to demonstrate that lowering cholesterol
level was beneficial (target validation) and that CI-981 had
clinically desirable properties (lead validation). By 1989, the
compound was ready for clinical testing and, in 1997, Lipitor®
was approved by the FDA. From start to finish, Lipitor’s discov-
ery and development took about 15 years.

As is evident from the Lipitor® example, discovery and
development are not as sequentially oriented as the earlier
slides suggest. Instead, the process has evolved into a more
integrated and overlapping approach that seeks to streamline
the identification of new targets and therapeutics (Fig. 4.7) [5].
It is thus more common (and more beneficial) that target
validation occurs in parallel with lead discovery and lead
optimization, with one function helping to confirm (validate)
the other. Similarly, the different disciplines (biology, chem-
istry, and pharmacology) typically operate in a more inte-
grated fashion, facilitating the exchange of information and
conducting earlier studies in animals, thereby shortening the
discovery and development timelines (3-5 years vs. 6—12
years) and possibly saving research costs. The real financial
savings occur because accelerated research has potentially
consumed less patent life before approval and extended it

Targe

discov valida

Target
€

Biolo
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after approval, yielding higher total sales revenue before
generic substitution would occur.

Such an approach also allows for the early evaluation of
new biomarkers, biochemical or biological surrogates that
may be used as early indicators of efficacy or toxicity. The
availability of such biomarkers is extremely important, as
they can greatly accelerate clinical development by providing
alternative and less time consuming and less costly end
points for further development decisions. One such marker is
prostate-specific antigen (PSA), a tumor-specific marker cur-
rently being explored in many clinical trials in patients with
prostate cancer as a possible surrogate efficacy end point [10].
PSA levels are known to be elevated in patients with prostate
cancer, but if it can be demonstrated that low or declining lev-
els correlate with drug therapy and clinical benefit, the testing
of new anticancer agents would be greatly facilitated. The
biomarker must be validated for its disease association, and it
must change under the influence of the produst to be
approved. Furthermore, the regulatory bodies must also agree
for the biomarker to be used in INDs and NDAs.

And why is it important to rapidly and efficiently screen
and develop new drugs? Because the process itself takes a
long time, it costs a lot of money, and most drug development
efforts ultimately fail. These concepts are perhaps best illus-
trated by reviewing the efficiency with which new drugs get
through clinical trials to approval (Fig. 4.8). For every small
molecule that reaches the market, more than 5,000 compounds
are synthesized, about 500 of these make it to preclinical
studies, 10 make it to development, and 5 enter clinical trials.
Similarly, although biologics give the appearance of being
more efficient than small molecules (1 therapeutic approved

Lead Transiti
discovi develop!
Target validation -
e e

Pharmacology

Chemistry
e ——————————————————————————

» Guided process driven by disease biology

» Overlapping steps facilitate early decision making

FiG. 4.7. Integrated View of Drug Discovery (Adapted with permission from Nature Publishing Group, London, England. From Graph in
Myers S, Baker A. Nature Biotechnology 2001;19(8):727. Drug Discovery — an operating model for a new era.)
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Small Molecules

5,000

500

10

S. F. Carroll

Biologics

50

10

Most Candidates Never Make it to Market

FIG. 4.8. The Problem with Drug Development

» Identify new targets for disease intervention
» Create new reagents that address important disease targets
» Develop essential assays and models
» Explore possible surrogate endpoints and biomarkers for use in
monitoring clinical trials
» Conduct research needed to advance or kill each project promptly
» Determine product pharmacokinetics, pharmacodynamics and
safety
» Coordinate new research to expand indications for existing
products
» Generate intellectual property to create/enhance product
protection
Use knowledge and experience
to effectively drive and direct discovery

FIG. 4.9. Goals of Discovery Research

for every 50 entering preclinical development), even starting
with a recombinant human protein with known activity is no
guarantee of clinical and market success. For example, at
Amgen, GDNF (glial-derived neurotrophic factor) has been
demonstrated in vitro cell cultures to arrest death of or heal
the brain cells associated with Parkinson disease and even
dramatically improved the signs of parkinsonism in primate
animal models. However, GDNF was a failure in human trials
without significant improvement in the clinical signs and
symptoms of the disease. Alternatively, an unexpected
adverse effect from such a protein, which may very closely
resemble the natural protein, can occur to stop its develop-
ment. For example, a thrombopoietic factor for platelet disor-
ders was found and was quite active but for some unknown
reason produced antibodies against the not only the protein
but also against the naturally occurring thrombopoietin, which
was a life-threatening complication.

Some of the issues that complicate the drug development
process include the following eleven examples:

* disease biology is incompletely understood

* in vitro assays may not accurately mimic disease process

in vivo models may not accurately mimic disease process

e acute onset disease animal models may not accurately

mimic chronic diseases in humans

actions of the compound are inherently different in humans

than in animals

human population is very heterogeneous (laboratory animals

are not)

some toxicity issues only show up in humans

target and compound selection are not in sync with the com-

plexity of disease physiology

the pharmacokinetics and clearance of molecules may differ

between humans and animal model

proteins (recombinant, antibodies, or peptides) may lead to

neutralizing antibodies reducing or preventing activity

* biologic molecules may be so large or complex in structure
that formulations become impossible challenges to get the
product to the site of action

These issues have helped revive the concept of systems biol-
ogy in drug discovery, which seeks to understand physiology
and disease processes at the levels of molecular pathways, reg-
ulatory networks, cells tissues, organs, and whole organisms
[11]. With such an understanding, it is hoped that drug dis-
covery targets and their therapeutic drug candidates can be
more effectively and rigorously identified and prioritized.

Here then is a summary of eight goals that discovery research
is trying to accomplish (Fig. 4.9). Several topics deserve further
comment:

Conduct critical studies early: It is imperative that exper-
iments be designed to evaluate the actual validity of the target
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and the value of the lead compound, and that these studies be
conducted as early as possible. Quite frequently, such studies
are often delayed for fear that the project might be killed, but
it is far better to stop an unpromising project early than to
spend more time and money simply postponing the decision.
Besides, terminating one program often allows more time to
pursue (or create) new, more promising ones. Biomarkers as
noted above are important tools to achieve these goals.

Expansion of indications: Because drug development is
so costly and time consuming, one approach that takes further
advantage of development dollars already spent is to explore
additional indications for approved therapeutics. Such studies
can involve entirely new indications, or alterations to the ther-
apeutic (formulation, delivery route, delivery devices, etc.) for
existing indication (more later). Although new indications
and uses often require additional time for development and
testing, they avoid additional discovery costs and effectively
build on existing data.

Intellectual property: Patents are critical components of
any development program, as they are a form of “property”
that can be sold or traded. In essence, patents are legal docu-
ments that entitle the owner to prevent others from making,
using, or selling the invention for a limited period of time. If
that invention is a new therapeutic, then the owner is the only
one who has the right to manufacture and market that thera-
peutic. Similarly, if the invention covers a specific process
(such as the production of recombinant proteins in mam-
malian cells), then other companies interested in selling their
different recombinant proteins (produced by the same
method, that is, invention) may need a license to that patent in
order to market their products. Importantly, although all
aspects of the development process can generate useful intel-
lectual property (including development and clinical trials), it
is often the discovery phase that has the earliest opportunities
to identify and protect new areas. Whether it is new therapeu-
tic targets, new experimental therapeutics, or new indications,
much of the earliest data and results that are patentable are
identified during discovery. Thus, much of a product’s real
value comes from the intellectual property that surrounds it,
and much of this intellectual property begins with discovery
research. Patents usually occur early in the life of a molecule
that becomes a product, but new patents are constantly being
pursued throughout the product’s life cycle to improve the
manufacturing efficiency, protect related molecules, or find
new useful formulations.

In order to accomplish these goals, what does discovery
need to do be successful (Fig. 4.10)? As before, some of these
six areas deserve further comment:

New targets, compounds and disease pathology: where
do they come from? Historically, drug development compa-
nies relied upon internal research organizations and groups
for the identification of new targets and therapeutics.
Recently, however, more and more development programs are
the result of strategic partnerships between drug development
companies and other companies or academic laboratories
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r Access to appropriate sources of new targets and compounds

Detailed knowledge of the basic biology for the targeted
disease process

~

Ability to rapidly analyze targets and potential therapeutics

~

Understanding of the regulatory issues and requirements

A

» Recognition that discovery and development decisions involve
multiple groups (research, development, legal, marketing,
management, etc.)

» An understanding that terminating unsuccessful projects is
critical, crucial and beneficial

FIG. 4.10. Needs of Discovery Research

(more later). Biotechnology companies are a major source for
new disease knowledge, targets, and compounds; about 3,300
companies existed in United States and Europe in 2003.

Interacting with multiple groups. Decisions in any
organization can be a complex process, and those involving
drug discovery and development are no exception. For those
involved in the discovery process, it is important to recognize
that decisions are multifaceted and involve numerous groups.
Thus, in addition to input from the research groups, also
involved are legal (is there “freedom to operate” or license
issues?), technical development (can it be purified and for-
mulated?), manufacturing (can we make it?), regulatory (is
there an approval path?), marketing (can we sell it?) and man-
agement (is it good for business?). Along with such varied
groups playing key roles, the processes of teams, planning,
and decision making require much more emphasis even at
early stages such that the right people are engaged at the right
time with the right information for the best possible decisions
to be made by product teams and management. Portfolio and
project planning management (PPM) have become key roles
at the research stage as well.

Terminating unsuccessful projects. Terminating a project
is often quite difficult, as they tend to gain a life of their own.
From the scientist who thought of the idea to the marketing
person who really likes the idea to upper management who
really wants the idea to work, everyone hopes that each proj-
ect will succeed. That said, it should be clear from the fore-
going discussion that in fact most projects do not. And, for
this reason, it is critical to terminate unsuccessful projects as
early as possible, so effort and money can be spent on poten-
tially more promising projects.

Despite the fact that the highest drug sales are for products
that treat gastrointestinal (antiulcerants) and cardiovascular
(cholesterol and triglyceride reducers) diseases, both biotech
and pharma companies are focusing most of their develop-
ment and clinical efforts on cancer, infectious diseases, and
central nervous system disorders (Fig. 4.11) [12]. One ration-
ale for this paradox is the medical need of patients, the
advancing science, and the opportunity for sales. Neurologic
disorders, especially neuromuscular and Alzheimer’s, are
quite prevalent without good treatments, representing high
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pharmaceutical
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FiG. 4.11. Current Discovery Focus — 2003/2004 (Adapted with permission from Figure in Lawrence S. Acumen J Sciences 2003;1(1):

22-23. Drug development by indication.)

Source: Discovery and Preclinical Pipelines — 2003; Lawrence. Acumen J. of Sciences 2003;1:23; Biopharm Insight
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FIiG. 4.12. Discovery & Development Decision Points

need and high opportunity (medical and financial) markets.
The scientific advances in understanding cell growth, both
normal and abnormal as in cancer, have been legion over the
last 10 plus years, along with the need for less toxic and more
effective treatments. Patients living longer (chronic type dis-
ease) and the fatal nature of these diseases combine to drive
companies to invest in cancer research. Infectious disease
area is a constantly changing arena with new product needs,
based on continued evolution of resistant organisms.

Decision
Point 2

Decision
Point 4

Decision
Point 3

Late-Stage‘
Evaluation

response
- dose regimel

Preliminary
toxicology

Given the cost and complexity of drug development, it is
essential that processes be in place that allow for ongoing
review, discussion, and then decisions (go—no go or more
work is needed). An example of a sequential decision matrix
is shown in Figure 4.12, where discovery and early develop-
ment is broken into the essential studies and information
needed to move forward. The studies are further divided to
address four decision points for progression of the compound,
focusing on, first, targets, second, lead candidate, third, animal
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pharmacology, and fourth, IND enabling, especially toxicol-
ogy, studies. Thus, if selection fails to identify an appropriate
target at stage one, the project may be terminated or alterna-
tives to the existing process must be investigated.

Integral to the success of this process is the establishment of
criteria needed to allow a determination of “success” at each
step. Thus, it generally is not sufficient to have a lead candidate
that simply has activity. Rather, in order to move a lead on to
the next phase, its in vitro and in vivo activity must be above a
predefined threshold that, with some degree of certainty, has a
high probability of being efficacious in humans. As an aid to
this process, many organizations create a brief, one-page docu-
ment (viz., a product profile or specification sheet) that outlines
many of the biological, clinical, and practical criteria that are
deemed important for product success. As development pro-
gresses, the properties of the candidates are then compared to
the sheet, which becomes a benchmark that allows researchers
and management to gauge progress along the development
path. If a compound fails to meet the desired specifications,
either new compounds need to be identified or the criteria used
to develop the sheet should be reevaluated. The criteria may
have set hurdles too high given the science available. Many
companies use external expert groups from academia and prac-
tice to create such spec sheets, avoiding internal group-think
favoring internal compounds and achieving a better profile of
acceptable properties and improved care of patients.

Targets

Lets focus now on the target (Fig. 4.13). In order to have an
activity, a new therapeutic must exert an action against a bio-
logical or biochemical process. As a consequence, therapeu-
tic targets are typically enzymes, ligands, receptors, signaling
molecules, or surface antigens that play a role in the biology
of the disease. After an evaluation of the need for new thera-
peutics in a given indication, as well as the market and the
potential competition, such targets are usually identified by a
detailed consideration of the disease process. Importantly,

» Most therapeutic targets are enzymes, receptors, signaling
molecules, signaling cascades or surface antigens

» Initial focus is usually placed on medical need, the market,
the competition, and the disease process

» Considerable attention is also placed on intellectual property:

© If I'm successful, can | sell my product (freedom to operate)?
© If I'm successful, can | protect my product (exclusionary rights)?

» Most common sources for targets include:

© In-licensing from other companies, academia or NIH
© Collaboration with other companies, academia or NIH
© Internal research programs

© Mining published literature

FIG. 4.13. Target Identification and Selection
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throughout this process considerable attention is also placed
on the intellectual property (i.e., patents) associated with the
target and the therapeutic. The importance of patents and their
associated know-how cannot be over stressed, as this infor-
mation often forms the basis for both getting into and then
surviving in the marketplace. Similarly, there may be critical
intellectual property owned by others that may be essential to
your product or indication. As “property,” patents and know-
how can be traded, bought or sold, all of which are common
practice during the drug development process. Sources of new
targets are identified on the slide in the four bullets.

Biotechnology particularly has focused on disease patho-
physiology to uncover the secrets of human physiology and
disease. Technological advances, such as in analysis of
molecules and intracellular mechanisms, and whole new tech-
nologies in research methods are advancing these discoveries
as well. Venture capital has been available to fund these biotech
companies for these biological advances. Some examples of
how biotechnology has impacted target discovery and product
development are shown here (Fig. 4.14). As we have dis-
cussed, targets frequently are:

* Enzymes (aurora kinase)

* Receptors (tyrosine kinase receptors, EGFr)

¢ Signaling molecules (VEGF inhibitors and traps, TNF-a)
e Cell surface antigens (CD-20, CD-11a)

In addition to many of the existing tools, new approaches
to target discovery have been identified over the last few years
(Fig. 4.15) [13]. Some of these new tools are described below.

Genomics is the study of all of the nucleotide sequences,
including structural genes, regulatory sequences, and noncod-
ing DNA segments, in the chromosomes of an organism.
When applied to target identification, genomics attempts to
identify novel disease targets by comparing gene expression
in normal and diseased tissues.

Proteomics is an effort to establish the identities, quanti-
ties, structures, and biochemical and cellular functions of
all proteins in an organism. Said another way, proteomics
attempts to understand cellular function through the measurement

Targets:

» IgE antibodies..................c..eee
Lymphocyte CD-20 ................
Tyrosine kinase receptors........
Lymphocyte CD-11a ........

» Proteosome inhibitors....
» HIV binding and cell entry.........
» EGFR inhibitors.....................
» VEGF inhibitors .....................
» VEGF receptor analogs
» Aurora kinase inhibitors ..........
r E2F decoy........cvviiiiiiinnninnn,
Triple serotonin MOA..............
» Reverse lipid transport (HDL)....

Company:

Tanox / Genentech (Xolair)
Idec-Biogen (Rituxan)
Astra-Zeneca (Iressa)

XOMA / Genentech (Raptiva)
Millennium (Velcade)
Trimeris / Roche (Fuzeon)
Imclone (Erbitux), OSI (Tarceva)
Genentech (Avastin)
Regeneron (VEGF trap)
Vertex (VX-680)

Corgentech (Edifoligide)
NeuroSearch (NS2359)
Esperion (ETC-216 & -588)

v v v
v v v v

~

~
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~

~
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~

~

FIG. 4.14. Biotechnology Impact
Source: Company Websites
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Genomics

Proteomics

Knockout and transgenic animals

Gene silencing (antisense, siRNA)

Pharmacogenomics and single nucleotide polymorphisms
Microarrays (genes and proteins on chips)

High throughput screening

Bioinformatics

Phage (and other) display systems

New biology (e.g., protein kinases, proteosomes, apoptotic
signals)

¥V VvV ¥V VV VvV VvV Yy

Although these new tools have increased number of potential
targets, ability to generate successful therapeutics from these
new targets has not (yet) significantly increased (target rich,
product poor)

FIG. 4.15. New Tools of Discovery Research

of protein expression, activity, and interaction with other bio-
logical macromolecules [14].

Knockout and transgenic animals are animals in which
specific genes have been deleted (knockout) or inserted
(transgenic), allowing a determination of the consequences
(phenotypes) of either the absence or presence of the specific
gene, respectively. Such information can be extremely useful
confirming the value of a particular target and in designing a
desired therapeutic. In fact, in a recent review [15], the phe-
notypes of knockouts for targets of the 100 bestselling drugs
showed good correlation with the known drug efficacy.

Gene silencing is an alternative to the creation of knockout
animals, whereby double-stranded RNA (dsRNA) is able to
inhibit the function of complementary single-stranded RNAs
such as messenger RNA. This process, known as RNA inter-
ference (RNAI), is being widely used as a target validation
tool in discovery research [16]. In addition, RNAi technolo-
gies are being explored as a means of generating new thera-
peutics useful against gene targets that may not be amenable
to conventional therapeutics [17, 18].

Pharmacogenomics seeks to develop medicines on a per-
sonal level. It is the study of how an individual’s genetic inher-
itance affects their response to drugs, and holds the promise
that therapies might one day be selected for (or adapted to)
each person’s own genetic makeup. Variables such as environ-
ment, diet, age, lifestyle, and state of health all can influence
each person’s response to a drug. Thus, understanding an indi-
vidual’s genetic makeup may allow the creation of personal-
ized drugs with greater efficacy and safety [19].

All of these tools are supported by a series of technologies
(microarrays, high-throughput screening [HTS], bioinformat-
ics, phage display, etc.) that can greatly facilitate the per-
formance, evaluation, or interpretation of study results. For
example, microarrays are now being used to study gene
expression [20] and protein function [21], as well as to study
compound toxicology [22]. The identification of new biolog-
ical targets (viz., protein kinases), processes (viz., apoptosis),
or structures (viz., proteosomes) has also helped focus and
accelerate discovery research.

S. F. Carroll

It should be emphasized, however, that all of these new
tools, though they have expanded the number of potential
therapeutic targets, have not yet led to the identification of
successful new therapeutics. Thus, it has been said that we
are currently “target rich, product poor.” Because many years
are required for the successful development of a new thera-
peutic, and because these new discovery tools have little
impact on the process of drug development (purification, for-
mulation, scale-up, manufacturing, etc.), it seems likely that
the potential rapid progress touted by some for these new
tools “has been greatly exaggerated.” Clearly, these tools
have opened up important new approaches to target and drug
discovery, approaches that will most certainly have value
over time.

To touch on just a few examples, here is an illustration from
Nature Reviews Drug Discovery on how genomics and pro-
teomics are being used in target identification (Fig. 4.16) [13].
For genomics, an RNA sample is amplified and labeled using
the polymerase chain reaction (PCR), then used to probe
gene microarray chips that contain a multitude of genes.
Importantly, with the completion of the human genome proj-
ect it has become possible to probe the expression of 32,000
human genes in a single experiment.

For proteomics, studies typically involve two-dimensional
gel electrophoresis to separate the proteins in a sample, fol-
lowed by excision from the gel and identification, frequently by
mass spectroscopy. As in genomics, protein microarray tech-
niques are also being utilized in proteomics research [23].

Globally, there are two broad approaches by which discov-
ery tools are used to understand, identify, and then validate
new targets, presented in this Nature Reviews Drug Discovery
article (Fig. 4.17) [13]. The first, a molecular approach,
attempts to identify new targets through an understanding of
the cellular mechanisms underlying the disease. This approach
is the most recent and utilizes genomic and proteomic
techniques extensively.

The second approach, which has been called a systems
approach, seeks to identify new targets through the study of
disease in whole organisms. Throughout history, it has been
the systems approach to drug development that has been the
most commonly used and is particularly relevant for dis-
eases where the observable effects can only be detected in
live animals.

Importantly, there are differences in the nature of the tar-
gets identified by these approaches, as well in the types of
clinical indications they can address. In terms of targets, the
molecular approach is more likely to identify intracellular
molecules (regulatory, structural or metabolic proteins, etc.)
and has been extensively used in the investigation of oncol-
ogy. Alternatively, the systems approach has been used with
a broad range of indications, including obesity, atherosclerosis,
heart failure, and stroke, and has identified both intracellular
and extracellular targets. Even now, however, application of
the molecular approach to these and other disease indications
is expected to yield new therapeutic approaches.
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Fi1G. 4.16. Examples of Tools (Adapted with permission from Nature Publishing Group. London, England. From Figure in Lindsay MA.
Nature Reviews Drug Discovery 2003; 2(10):831. Figure — Target discovery)
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FiG. 4.17. How these tools fit together (Adapted with permission from Nature Publishing Group. London, England. From Figure in Lindsay
MA. Nature Reviews Drug Discovery 2003; 2(10):831. Figure — Target discovery)

Products

Once a target has been chosen, that choice often dictates
which type of product may be most useful (Fig. 4.18). Drugs,
which are typically small, hydrophobic compounds, are often
able to penetrate cellular membranes and thereby gain access
to intracellular targets (enzymes, kinases, regulatory proteins,

etc.). Similarly, because such compounds may well be stable
to the digestive conditions of the stomach and intestine, they

may also be suitable for oral administration. In contrast, the
nature, character, and size of biologics make them best
suited for addressing extracellular targets (surface struc-
tures, antigens, receptors, soluble ligands, etc.) after par-
enteral administration.
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From the therapeutic standpoint, there are several ways in
which to effect the disease process:

Inhibit the function of an enzyme or protein (ligand, recep-
tor, signaling)
e Small-molecule inhibitor to block function
* Antibody to neutralize or remove a specific protein or structure
* Antisense RNA to prevent protein expression

Replace missing or defective proteins
e Administration of replacement protein or peptide
* Gene therapy
* Specific message induction

This point regarding regulatory considerations is quite
important and emphasizes the value of frequent communica-
tion with regulatory bodies, such as the FDA (Fig. 4.19). The
focuses of all regulatory agencies around the world are
safety, efficacy, and manufacturing (reproducibility). Drug
and biologic products usually have been regulated differently
because of differences in the nature of the products, especially
in the early research and development stages, as well as orga-
nizational differences. CDER, the Center for Drug
Evaluation and Research, and CBER, the Center for
Biologics Evaluation and Research, are the FDA groups
responsible for regulation and approval of drugs and biologi-
cal products, respectively. Certain types of studies cannot be
readily done for biologics, such as some ADME (absorption,
distribution, metabolism, and excretion). However, the core
information and studies, especially the later clinical stages,
have been and are pretty much consistent between drugs and
biologics. Periodic changes in management and structure of
the agency can certainly alter the requirements for submitting
regulatory documents and initiating clinical trials, such as
drugs and biological drugs being all placed under the auspices
of CDER. The only biologics remaining with CBER are vac-
cines, cellular products, blood products, and antitoxins.

An important component of early product development is the
utilization of available information to design what the product

» Drugs — Small molecule organic compounds obtained by
screening large libraries of natural or synthetic compounds:

o Molecular weight typically < 500 Daltons

o Produced by chemical or semi-synthetic synthesis

o Effective against intracellular and extracellular targets

o Examples include most antibiotics and existing pharmaceuticals

» Biologics — Protein-based therapeutics obtained from
humans, animals and plants:

o Molecular weight typically > 5,000 Daltons (5 kDa)

o Purified from natural sources or, more commonly, produced by
recombinant methods or monoclonal anitbodies

o Primarily effective against extracellular targets

o Generally administered by injection

o Examples include antibodies, hormones, enzymes, cytokines
and vaccines

FiG. 4.18. Product Choices — Drugs vs. Biologics

S. F. Carroll

must do (Fig. 4.20). These properties then lead to the develop-
ment of a document (viz., a product profile or specification
sheet), which defines the properties of a successful product.
Such specification sheets need only be a one-page document.
Commonly included items are the unmet clinical need, a
description of the product, the target indication, in vitro and
in vivo potency, formulation, cost of goods, toxicity, preferred
route and frequency of administration, and competition. It is
also common in such documents to define “optimal” and
“minimal” specifications. In this way, all research groups on the

» Federal regulations exist to ensure that new therapeutics
meet 3 criteria:

© Safe, effective, and manufactured reproducibly

» Historically, drugs have been regulated by CDER (Center
for Drug Evaluation and Research), while biologics have
been regulated by CBER (Center for Biologics Evaluation
and Research):

© FDA was established in 1931

o CBER was established during 1980’s to address issues specific
to biologics

o In 2003, review of all therapeutic products was transferred to
CDER

» For biologics, current process often involves a combined
review by both agencies, depending upon the product
and use:

o CDER - Therapeutic monoclonal antibodies, cytokines, growth
factors, enzymes, and other novel proteins

© CBER - Cellular products, blood products, vaccines, antitoxins

» Regulatory pathway to clinic for biologics has often been
shorter than for drugs:
o Certain requirements (multiple species tox, ADME, safety
pharmacology, etc.) have not been relevant for most biologics

»  Importantly — Regulatory process continues to evolve!

FiG. 4.19. Drugs & Biologics — Regulatory Considerations

» Once the target has been identified, the necessary
properties of a potential therapeutic can be developed
(what must the product do?):

© Inhibit target function (Lipitor, anti-TNF, anti-CD11a)

© Stimulate target function (insulin, growth hormones)

© Perform an enzymatic function (TPA)

o Kill specific cells (anti-Her2, antibiotics, most anti-cancer drugs)

» Important to develop a list of product specifications
(when do | have a product candidate?):
© Provides a clear stopping point for screening
© Must be realistic and based on current information
© Minimizes endless discovery ( “better is the enemy of good”)

» Most products fail as a result of unacceptable toxicity,
inadequate therapeutic index, or low potency

F1G. 4.20. Product Design and Selection
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» Label claims describe FDA-approved use of the drug and
are found in Package Insert:

© Disease indication — What the drug is intended to treat

o Target population — Ages or groups who need the drug

o Route of delivery — IV injection, oral, nasal, etc.

o Observed benefit — The improvement seen in clinical trials
o Safety issues — Any toxicities noted in animals and humans

» Potential label claims influence many aspects of drug
development:

© Discovery and non-clinical expectations and plans

o Development of product specifications (what must it do?)
© Identification of go/no-go decision points

o Clinical testing plan

© Marketing plan

FI1G. 4.21. Consider Potential Product label Early

project know ahead of time what the target is (the optimal spec-
ifications), as well as what would be acceptable (minimal
specifications). Firm stopping rules that are realistic, practical,
and set up-front avoid endless searching in discovery so a team
can move on to more productive projects.

Many groups have found it useful to work backwards through
the development and approval process from proposed optimal
and minimal package inserts, in an effort to better define the stud-
ies that may be needed to support early clinical trials and possi-
ble regulatory questions (Fig. 4.21). The major label claims
involve five areas noted in the slide and drive at least the five
noted aspects of development. As an example, consider the
development of a new drug for a cancer indication. What cancers
could be treated? How will the drug be used clinically (stand-
alone or adjunctive therapy, first-line treatment or salvage treat-
ment, etc.)? Are there patient subsets that may respond
differently? Are there certain toxicities of existing drugs to avoid
or not exacerbate? How will the drug be administered (oral, intra-
venous, subcutaneous, etc.), and for how long (a few minutes,
days, months, years)? How large do phase III trials need to be
and what is the approvable end point? Answers to these questions
help define the phase II program, which in turn defines the phase
I, toxicology and preclinical needs. Example package inserts are
recommended to be reviewed for Lipitor® [24] and Epogen® [25].

In any development program, be it a small molecule or bio-
logic, there is often a need to improve or optimize the activity
of the lead compound (Fig. 4.22). For a small-molecule drug,
what if the lead compound is active in animals but too toxic?
For a biologic such as an antibody, what if the antibody binds
the correct target and has function, but the affinity for that tar-
get is too low for therapeutic use (i.e., too much drug would
be required)? In each case, tools are available to help further
refine the properties of the compounds. Some examples for
small molecules follow below:

Quantitative structure-activity relationships (QSAR), a
process by which the functions of all structural elements of the
compound are studied, quantified, and used to direct further
modifications of the compound. Such studies are typically
focused on attempting to identify the ‘“pharmacophore,” the
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» Small molecules:
© QSAR and pharmacophore development
© Natural and artificial compound libraries
© Medicinal chemistry
» Biologics:
© Phage, ribosome and bacterial display libraries
© Protein manipulation (truncation, glycosylation, pegylation, fusion)
© Humanization/De-Immunization
© Chimeric proteins
» Common to both approaches:
© High throughput screening
© Informatics
o Early toxicity studies

FIG. 4.22. Selection and Improvement Tools

most desirable chemical structure needed to safely achieve the
desired efficacy.

Natural and artificial compound libraries, which can be
screened in an effort to identify more preferred compounds.
QSAR data may also be used to direct the preparation of new
libraries, allowing iterative screening and selection.

Medicinal chemistry, involves chemical approaches to alter-
ing the safety, efficacy, and oral availability of compounds.
Because biologics are larger molecules typically produced by
recombinant techniques or monoclonal antibody products, they
are less amenable to modifications that are commonly used for
the small molecules. Instead, alternative techniques have been
devised, and include a few as follows:

Display technologies, such as phage display [26], riboso-
mal display [27], or bacterial display [28], allow for the pro-
duction and screening of large numbers of protein variants or
analogues with increased affinity or altered characteristics.

Protein manipulation techniques, such as truncation, gly-
cosylation (more or less), peptide alteration, pegylation, or
fusions, which alter the size, shape, or character of the pro-
tein, resulting in molecules that have very different physical
properties (pharmacokinetics, toxicity, activity, etc.).

Humanization/de-immunization techniques, which seek to
reduce the potential for generating an immune response in
humans, lessens toxicity and increases activity. Most com-
monly, these techniques have been used to convert antibodies
derived in mice into “humanized” antibodies that have the
characteristics of human proteins [29].

Chimeric proteins are fusion proteins created by combining
the genetic information for one protein with another. Like
humanization techniques, chimeric proteins have been gener-
ated in an effort to reduce the potential for an immune response
in humans, as well as to create molecules with altered pharma-
cokinetics or biological characteristics. Importantly, chimeric
proteins can also combine the biological functions of two (or
more) proteins into a new, novel recombinant form.

Although the process of research and development typically fol-
lows a logical process, it has often been through serendipity that
major new drugs have been developed (Fig. 4.23). This figure
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» Many drugs are result of chance observations:

© Alexander Fleming and Penicillin:

> Searching for agents that could kill Staphylococci
> Observed that bacteria on culture plates were lysed around

contaminating airborne molds

> Concluded that something in the Penicillium mold was killing

bacteria

S. F. Carroll

y» “Rational”’ drug design often follows a tortuous path:
O Viagra (PDE-5 inhibitor - 2003 US sales of $1.0 billion):
> Initially developed as anti-hypertensive drug, but specificity was low
> Development was changed to focus on angina, but potency was low
> During clinical trials, patients commented on decreased erectile

dysfunction

p» Once used to describe knowledge-based development
decisions, “rational drug design” now focuses on
underlying biology of disease, as an aid to appropriate

target selection

FIG. 4.23. Serendipity vs. Rational Design

Source: Fleming’s photo of bacteria and mold (http://www.pbs.org/wghb/aso/databank/entries/dm28pe.html)

shows Fleming’s experiment with molds and penicillin production
in a petri dish [30]. This serendipity follows from the fact that:

1. All the factors influencing the biology and the disease are
not known.
2. Drugs often have unexpected in vitro or in vivo consequences.

Sometimes, these consequences can be too much toxicity
(causing reevaluation or termination of the project), whereas
other times they can be highly beneficial. Moreover, serendipi-
tous consequences can occur anytime during the discovery and
development process, as illustrated by the two examples here for
penicillin and Viagra®. Viagra sales info is found in the Ref. 31.

Nonclinical Development and Testing

Having moved beyond target and product discovery, the next
steps in the development process involve obtaining a more
complete picture of the activities and properties of the lead
compound (Fig. 4.24). Most commonly, this involves a more
thorough investigation of the compound in in vitro assays as
well as more extensive evaluations in animals. Clearly, it is
the goal of these “preclinical” studies to provide the informa-
tion necessary to initiate clinical trials. As such, they are
heavily driven by the clinical indication and seek to define
what happens when the drug enters the body:

* How long is it in the body?

* Where does it go in general and any special tissue sites?

* What happens to it, especially the elimination steps in the
liver, kidney, or elsewhere?

* Does it interact with compounds in the body or ones likely
to be used in patients with this disease?

* What does it do in target sites and all other tissues?

» Activity and efficacy studies:
© In vitro testing:

> Affinity, potency, minimum active concentration, physical
characteristics, stability, mechanism of action

© In vivo testing:
> Potency, dose-response, drug effects
> Models are chosen to best reflect the therapeutic indication

» Pharmacokinetics:

o Effect the body has on the drug:
> Clearance, distribution, degradation

» Pharmacodynamics:
o Effect the drug has on the body:
> Impact on disease or disease markers, PK requirements

Non-clinical development is also referred to as “preclinical”
development, since it takes place prior to initiating clinical trials.

FIG. 4.24. Non-clinical Development & Testing

Answers to these questions help guide toxicity studies and
how the drug will be initially used in the clinic.

Clearly, the basic goal for the in vitro and animal tests is
to help predict the actions of a lead compound in humans
(Fig. 4.25). It should be emphasized that good activity in the
test tube or even in animals is no guarantee of success in
humans. This result is due to various aspects of in vitro and
in vivo assays, neither of which may accurately reflect the
disease process in humans. This slide presents four reasons
for in vitro tests and three representative reasons for animal
tests for the lack of their predictive ability in humans.

Although pharmacokinetics and pharmacodynamics are
also monitored extensively in human clinical trials, they have
a special significance for preclinical development. This fol-
lows from the fact that it is the early work in animals that is
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used to develop the toxicology studies, which in turn are used to
select the dose and dose regimens that will be initially
used in humans. The animal work also will help design the
type of pharmacokinetic trials needed to be done in humans,
especially any special studies related to unexpected move-
ment of a product in tissues, or special tissue effects, or spe-
cial route of administration issues. Animal studies are usually
quite predictive of human trials for pharmacokinetics, but sur-
prises can occur as well. For example, protein binding can dif-
fer between species impacting pharmacokinetic parameters.
And what effects does the drug have on the body, the phar-
macodynamic effects, and how do they correlate with pharma-
cokinetics? Again, animal research is intended to help predict
human activities, and four key questions are listed on Figures
4.26 and 4.27. Ideally, there is a positive biological effect on the
disease (though toxic effects must also be monitored), and it is

v In vitro tests may not accuratelyr eflect disease process:

o NO access or penetration issues
© NO clearance

© NO metabolism

o NO toxicity

» Animal models also may not accurately reflect disease process:

© Animal physiology and metabolism differ from that of humans

© Most models are acute, where as many human diseases are
chronic

© Clearance, distribution and metabolism differs between species

Generally, data from multiple in vitro and in vivo models are
desirable, but are no guarantee of success in humans

FIG. 4.25. Activity & Efficacy Studies: Some Issues

» Seeks to understand and predict product levels as
function of dose and route of administration:

© Intravenous administration results in high initial
concentrations in blood and then decreasing concentrations:

> Appropriate for products requiring high peak concentrations,
rapid onset and/or short exposure

© Subcutaneous administration results in lower & delayed
peak concentrations in blood:

> Product concentrations often remain elevated for longer
periods of time
> Appropriate for products where extended coverage is desirable
or high plasma concentrations may cause safety concerns
© Oral administration provides low peak concentrations and
sustained product levels:
> Appropriate for drugs with good oral availability
> Inappropriate for most proteins, due to reduced stability at low
pH and poor oral absorption
» Important goal: Match route of administration to
indication, drug, and patient population

F1G. 4.26. Pharmacokinetics (PK), Preclinical Work

99

the preclinical work that must identify the desired drug concen-
trations and dosing frequencies necessary to produce that
effect. Similarly, it is helpful if, in addition to having readily
measurable effects on the disease, other markers of therapeu-
tic efficacy can also be identified. Such “surrogate” markers of
clinical efficacy can be extremely important in monitoring the
effects of a new drug in humans, sometimes even early indica-
tors of beneficial or untoward effects before full actions of the
drug and the resulting change in disease pathogenesis occurs
(remember the discussion of PSA with Fig. 7 on pg. 91).

As an example, let’s consider the pharmacokinetics and
pharmacodynamics of a new antibody therapeutic, Raptiva®,
which was approved in 2004 for the treatment of moderate to
severe psoriasis (Fig. 4.28). Raptiva® (here identified as
hul124) is a humanized monoclonal IgG1 antibody that binds
to the CD-11a component of human LFA-1 (lymphocyte
function—associated antigen 1), a surface structure on lym-
phocytes that participates in T-cell trafficking and activation.
As a consequence of this binding, CD-11a is downregulated
and its function inhibited.

Shown in the graph is the effect of a single 8 mg/kg intra-
venous injection in chimpanzees [32]. Immediately after the
IV injection (time 0), the concentration of Raptiva in the
blood increased to over 100 pg/mL and then decreased over
the next 2 months. At the same time, the expression of lym-
phocyte CD11a immediately decreased and stayed suppressed
for the same 2-month period. Note that when the level of cir-
culating Raptiva® fell below 3 pg/mL, the clearance of
Raptiva® was accelerated and CD11a levels began to return to
normal. Based on these data, mathematical models were devel-
oped (solid and dashed lines) that described the dose-depend-
ent effects of hull24 on antibody clearance and CDlla
expression in chimps, and these models were then used to pre-
dict probable hul124/CD11a profiles in humans. Such data
also helps select initial dosing schemes for human trials.

Of all the parameters studied prior to initiating human clin-
ical trials, product safety remains one of the most important
(Fig. 4.29). This focus is because the primary decision made
by the company, the FDA, and the clinicians regarding the ini-
tiation of human trials is whether the product poses a safety
risk. As a consequence, toxicity studies should be incorporated
not only into the final product evaluation but also into the ini-
tial product evaluation and selection process. For compounds

» Seeks to clarify and predict relationship between product
concentration and biological effect:
© What blood concentration is required to achieve benefit?
o How long is the effect be maintained?
© How frequently must | dose to maintain this concentration/effect?
o How are peak and trough levels effected by route of
administration?

» Helps identify surrogate markers of disease or therapeutic
efficacy

FIG. 4.27. Pharmacodynamics (PD), Preclinical Work
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» Important in vivo tool in selection of lead candidates:
o In vitro tools are being developed, but are not yet reliable

» Can be monitored initially in (or prior to) efficacy
studies

» Single dose and multi-dose, depending upon
indication

» Dosing at multiples of expected human

exposure and determination of maximum tolerated

dose (MTD)

Helps to define therapeutic index (range between

effective and toxic doses of the drug)

~

FI1G. 4.29. Toxicity Assessments, Preclinical Work

such as the small-molecule drugs, initial screening in animals
can help reduce the number of candidates that require further
characterization. Animal toxicology work often can be predic-
tive of many, but not all, the major side effects to be seen in
humans. To help ensure this predictive capacity, two species,
one non-rodent, are used often in the animal studies. Drug
doses are given singly at multiples of the human dose, acutely
(daily over a few days), subacutely (daily for a few weeks),
and possibly chronically (daily for months), if the drug will be
used in that fashion in humans. The formulation of the product
in the animal study needs to be as similar as possible to the
human forms, because often drug delivery and absorption
depends on the formulation. For the biologics, where it is less
typical to screen large numbers of potential product candi-
dates, initial toxicity studies can help guide the doses used in

animal efficacy studies and can identify areas of potential con-
cern. Animal studies for toxicology pose complications for
most protein biologics because they are foreign to the animal
and will cause an immune reaction. In all cases, compounds
with high maximum tolerated doses (MTDs) and wide thera-
peutic indexes (TI) are more easily moved along the develop-
ment path. However, in some indications (for example, certain
life-threatening diseases such as cancer) a less favorable safety
profile may still be acceptable.

Toxicology work comprises the majority of studies and costs
in the preclinical phase of research, as shown in figure 4.30 [33].
Most of these 10 different tox studies (Fig. 4.30) are prescribed
in regulatory guidelines for IND submissions; note the varied
lengths of treatment with study product and the species. Three
special toxicology studies are required as well for mutagenicity,
carcinogenicity (a very expensive research requirement and
possibly time consuming before human trails are permitted),
and reproductive performance on mother and fetus.
Pharmacogenomic studies are a new, either toxicology or effi-
cacy, parameter to document if genetics plays a significant role
in adverse events or patient responsiveness to the product.
Guidelines are currently voluntary until the value and role of
pharmacogenomics is established for diseases and therapy. This
long list of studies is not a surprise given the need to find signif-
icant toxicity as early as possible and kill poorly performing mol-
ecules, thereby avoiding the expensive late termination of a
product in clinical trial or after marketing, as well as the
mission of the regulatory bodies to protect the public. The
costs are $2.5 million to $6 million for this work, as noted in
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Test

Cost Range (Euros)

FI1G. 4.30. Requirements & Costs for IND Studies (Adapted with permission from Nature Publishing Group, London, England. From Table

in Preziosi P. Science, pharmacoeconomics and ethics in drug R&D: a sustainable future scenario. Nature Reviews Drug Discovery
2004;3(5):521-6. Table 2)

» Multiple assays are needed to ensure product
consistency and potency
» Common consistency assays include:
O Appearance, concentration, pH, ionic strength, sterility,
endotoxin, purity
» Potency assays focus on specific properties of the
product:
© Antibodies — Binding, ADCC, CMC, functional
inhibition, etc
© Enzymes — Catalytic activity
© Recombinant proteins — Functional activity or inhibition
© Drugs — Functional activity or inhibition

» Current trends include greater emphasis on biological or cell-based
assays versus simple binding assays

» All assays must be well controlled and reproducible:
© Matrix effects - Blood, urine, sputum, mice vs. humans, etc.
© Assay validation is not usually required until later in review process

FiG. 4.31. Analytical Assays
Source: Image from Amersham Biosciences (http://www.bloprocess.amershambiosscience.com)

the figure(4.30). Pharmacology work is listed here, as well the
pharmacokinetic work (ADME).

As a product transitions from the research phase into process
development and manufacturing, the requirements for stan-
dardized and reproducible assays increase (Fig. 4.31). Not sur-
prisingly, many of the assays developed for the discovery work

(purity, potency, concentration, function, etc.) are often further
refined and characterized during the technical development
phase, so as to ensure their reliability. This slide lists seven
common characteristics used to judge consistency of a product.
Certain types of products will have specific properties that will
require special assays (e.g., antibodies need assays for binding,
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antibody dependent cell cytotoxicity [ADCC]). Assays basi-
cally need to be doable by anyone trained in the field, involve
a well-controlled process, and be reproducible. Ultimately, as
a product works its way through clinical trials toward a
marketing application, the necessary assays are “validated” to
further ensure their uniformity and reproducibility.

IND-Enabling Studies

The discovery and early development process culminates
when a decision is made to advance the product candidate
into human clinical trials. To do so within a corporate setting,
an Investigational New Drug (IND) application is filed with
the FDA prior to initiating trials (Fig. 4.32). The IND sum-
marizes many aspects of the discovery and development of
the product candidate, as well as how the product is manu-
factured and controlled and how it will be used in the clinic.

From the preclinical standpoint, a number of IND-enabling
studies are typically needed that each can take a year or more
to complete. Such studies typically include animal efficacy
studies related to the clinical indication and detailed toxicology
studies conducted under GLP (good laboratory practice). To be
considered GLP, a study must follow the guidelines outlined
in Part 58 of the Title 21 Code of Federal Regulations (21 CFR
Part 58) that are designed to assure the quality and integrity of
safety data used in support of the application [34—36]. Much of
the process for filing an IND and conducting clinical trial is
also covered by Title 21 CFR documents (See Figure 4.33), and
guidelines similar to GLP cover good manufacturing practice
(GMP) and good clinical practice (GCP) [37].

For most small-molecule drugs, an extensive package of
nonclinical information is needed to file an IND [37]. This
includes five following topics:

S. F. Carroll

e additional in vivo efficacy information in animal models rel-
evant to the clinical indication

e toxicology studies in two species (commonly rodent and
non-rodent)

e safety pharmacology (most commonly effects on the central
nervous, cardiovascular and respiratory systems)

* Carcinogenicity/mutagenicity (potential to induce cancer)

* ADME (absorption, distribution, metabolism, and elimination)

Both the choice of study animals and the duration of the study
are influenced by the product’s characteristics and intended
use in humans. Note that many drugs fail due to problems
with ADME (the compound isn’t absorbed, goes to the wrong
place, is degraded too quickly [or into toxic components], or
is eliminated too quickly) [37].

Because biologics are commonly recombinant proteins of
human origin, they often require less safety information prior
to filing an IND (Fig. 4.34). For example, most proteins are
degraded by endogenous pathways into peptides and amino
acids that are then reutilized by the host. As a result, some of
the studies typically needed for small-molecule drugs (safety,
pharmacology, mutagenicity, true ADME studies, etc.) can be
less relevant for biologics. However, if the mechanism of
action of the biologic is known to affect critical systems, then
additional studies may be needed. Also note that for products
like antibodies that are designed to bind specific molecular
targets, cross-reactivity studies with a panel of human tissues
are conducted in an effort to identify other tissues that may
also be reactive. Such tissues may react with the antibody due
to the expression of the specific target or because the antibody
cross-reacts with epitopes on an entirely different antigen,
either of which can reduce drug levels or result in unexpected
toxicities. As noted previously, animal studies with proteins
pose the complication of immune reactions by the animal to

Guidance for Industry

Contentand Format of
Investigational New Drug
Applications (INDs) for
Phase 1 Studies of Drugs,
Including Well-characterized,
Therapeutic,
Biotechnology-derived
Products

Center for Drug Evaluation and
Research (CDER)

Center for Biologics Evaluation
And Research (CBER)

November 1995 7

FIG. 4.32. IND-Enabling studies

Typical IND-enabling studies include
supportive animal efficacy studies and all
GLP (Good Laboratory Practices)
toxicology studies.

Toxicology studies seek to identify safe
initial starting doses for human trials,
potential target organs in humans, and
ways to monitor these toxicities.

For both efficacy and toxicology studies,
animal species tested, doses used, and

duration of the studies are chosen based
on indication, product, and intended use.

All IND-enabling work should involve
regular review of theappropriate
guidelines and frequent discussion with
FDA.
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the human protein, confusing the adverse effects and safety
assessments.

As was stated previously, an IND summarizes many aspects
of the discovery and development process, as noted on this
slide in three areas: preclinical (toxicity, pharmacoloy, ADME),
manufacturing, and clinical plans (the first human protocol)
Fig. 4.35. Guidelines for the IND preparation are available
from the FDA in guidance documents, which can be found at

» Additional/confirmatory animal efficacy studies
» Toxicology (typically two species)
» Safety pharmacology
» Carcinogenicity/mutagenicity
» ADME:
© Absorption — How much of administered drug is really
available?
© Distribution — To what tissues does drug localize?
O Metabolism — How is drug broken down in body?
© Elimination — How is drug cleared from body?
» Most drugs in development fail to reach market due to
problems associated with ADME

FIG. 4.33. Typical IND-Enabling Studies for Drugs

» Additional/confirmatory animal efficacy studies
» Toxicology (one or two species)
» Tissue cross-reactivity (typically only for antibodies)

FIG. 4.34. IND-Enabling studies for Biologics

» Document summarizes the drug and the intended studies:
© General investigational plan
© Trial protocol
© Manufacture and testing of the drug (CMC section)
© In vitro & in vivo support for drug & indication
(Preclinical section)
o Essential toxicity data

Guidelines for INDs are published in Code of Federal
Regulations:

© 21 CFR 312.22 and 312.23
» FDA has prepared guidance documents for IND
submissions:

~

© Guidance for Industry — Content and Format of Investigational
New Drug Applications (INDs) for Phase | Studies of Drugs,
Including Well-Characterized, Therapeutic, Biotechnology-
derived Products.

» FDA website maintains guidance documents on many
subjects

FIG. 4.35. IND Preparation
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their Web site [38]. Once submitted, FDA reviews the docu-
ment and responds with questions or comments as appropriate.

Added Discovery Work

Even before clinical trials have been initiated, it’s important to
consider other ways in which the product could be used Fig.
4.36. Such consideration not only involves alternate indica-
tions for how the existing therapeutic could be used but also
includes new formulations or constructs that may allow prod-
uct expansion into new areas. The advantages of these product
extensions are noted in figure 4.36, along with the example of
alpha-interferon. Added preclinical work in pharmacology,
ADME, or toxiciology may be required if the new indication
or product form involves new diseases or substantially changes
how the product will be used in humans.

An important component to the discovery and development
process is a discussion of corporate partnerships (Fig. 4.37).
Indeed, development partnerships today are more a matter of
“when” than “if”” [39—41]. This is in contrast with some of the
concepts from the 1980s and early 1990s, when many organi-
zations were hoping to become fully integrated pharmaceutical
companies (FIPCos) capable of controlling all aspects of the
drug development process (discovery through marketing).
Today, even the largest pharma companies rely on in-licensing
new targets or products as a means to expand their pipelines,
400 in 2003 and involving an important and growing amount of
the research budget (see some examples on figure 4.14).
Similarly, many companies have formed that specialize in var-
ious specific aspects of the drug discovery and development
process ranging from target identification and validation to
high-throughput screening (HTS), informatics, and databases.
This diversification has led to a record number of partnerships,
not only between pharma and biotech companies but also
between multiple biotech companies [40, 41]. Some of these
collaborations will result in one of the partners being acquired

» Additional formulations and new indications can expand
market for a therapeutic:
o Cost-effective way to generate new sales without requiring
new drug discovery
o Can create competitive advantages in marketplace
o Can provide patent life extension
Each new indication requires new IND:
© Additional preclinical and toxicology studies may be required
» Classic biologics example is alpha-interferon:
o Initially approved for hairy cell leukemia in1986
© Has received at least 6 additional approvals
© Product life has been extended by creation of PEG-Intron A®:

~

> Pegylated form provides a longer half-life and less frequent dosing

> Other analogs also being developed

FI1G. 4.36. Exploration of Additional Uses
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by the other, because the technology and/or products are
deemed principal to the operation and success of the company.

Alliances and partnerships between pharma and biotech
companies are now the norm for research operations, as can be
observed by the list of the top six pharma company partners in
2003 (Fig. 4.38). The top 10 deals involve cancer, viral disease,
the cardiovascular (CV) system and central nervous system
(CNS). We already discussed the value to pharma, being tar-
gets, products, and technologies. The value to biotech is first
the infusion of revenue to continue research and operations; up
to $4 billion was promised to biotech from pharma in top 10
deals in the forms of, for example, up-front payments, mile-

» Driven by needs of large Pharma companies (expand
targets, hits & unmet patient needs) and rapid expansion
of new technologies

» Many drug discovery companies now exist (more than
500):

o Tools — analysis, HTS, product systems, software, informatics
o Databases — genome, proteome, combinatorial chemistry,
biology
o Examples — Millennium, Pharmacopeia, Albany Molecular
» Partnerships for Pharma and Biotech:
o Pharma-Biotech - nearly 400 in 2003
o Biotech-Biotech - more than 400 in 2003

» $3.6B in 2003 - 15% growth - 5-10 % of all research $
spent

» Acquisitions to bring in technology (M&A) - 128 in 2003

FIG. 4.37. Alliances in Discovery & Development
Source: King J. R&D Directions 2004; 10(2):28-39; Ernst & Young.
Resurgence: Global Biotechnology Report 2004

* WHO?
© Pharma: Astra-Zeneca, Aventis,
BMS, GSK, J&J, Merck
© Biotech: Millennium, Regeneron,
TheraVax, Vertex
» WHAT deals?
© $ 4.02 B (potential) in ’03/'04
© Targets: Cancer, viral, CNS, CV
» VALUE to Pharma?
© New products
© New targets
+ Value to Biotech?
© Revenues: Milestones, research
costs, royalties, sales
o Development expertise
o Access to sales and marketing

FiG. 4.38. Pharma-Biotech Alliances-Value & Process

S. F. Carroll

stone achievement payments, and royalties. Biotech companies
are very lean operations focused in research, such that the
pharma can provide a staffing benefit in areas that are not yet
ramped up for the biotech company (e.g., clinical research
[clinical development] staff and operations), as well as market-
ing support to assist with the planning of product research, mar-
ket research, and early launch preparation. The decision to form
an alliance is based on a variety of factors beyond good science
and product opportunity, so that it will be successful for both
companies, large and small, pharma and biotech, established
(structured and perhaps stodgy) and new (free-wheeling and
chaotic at times). The two organizations have to fit together in
some planning, financial, and operational framework. The
seven issues in figure 4.38 addressing “how it (alliance) will
work” must be dealt with effectively in order for both parties
to benefit and products and sales to be the outcomes.

The university is a major source of new discoveries for
both disease pathology and potential product opportunities
across the world. Research in the basic sciences is one of
the three cornerstone missions of most universities, along
with education and public service. The disciplines of research
applicable to product discovery area of the industry are quite
broad and are listed in Figure 4.39. Research laboratories at
pharmaceutical and biotechnology companies need to stay
abreast of the findings emanating from the university setting,
which is accomplished in three ways: (1) scientific publica-
tions, (2) scientific presentations by university and company
scientists at the major science meetings in all the basic
research areas, and (3) research collaborations. At most com-
panies, research groups have a budget that often includes
grants to universities who have critical research underway
that may advance the company’s work. The company receives
access to discoveries for disease pathogenesis, product leads

* HOW to assess value?
© Product potential (Mkt, Ptnt)
© Product fit
© QOrganizational fit
© Staff - PhD & MBAs
© Shared risk and costs
© Bio income
© Bio opportunity
+ HOW to make it work?
© “Not invented here” syndrome
© Scientific integration
© Culture coordination
© Division of work
© Decision-making process
© Progress/Follow-thru
© Management of alliance
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» University research (basic) scientists (many disciplines):
© Medicinal chemists & Pharmaceutists (formulations)
© Disease processes (physiologists, biologists, geneticists)
© Protein chemists & Molecular biologists
© Pharmacokineticists & Pharmacologists
» Access for company:
© Research network (expanded brain power)
© Technologies
© Disease targets
© Product leads & candidates
» Access for universities:
o Grants
o Patents
© Publications

FIG. 4.39. Alliances in Discovery with Universities

Have well developed plan for target discovery & lead identification
Establish success criteria for making timely development decisions

Consider anticipated product label claims early, and design non-
clinical and clinical studies to address these claims

Conduct critical go/no-go experiments quickly

Maintain focus on target indication, but stay alert to other
possibilities as well

Discovery and development decisions should be coordinated team
effort, involving many departments within organization

» Review benefits (and drawbacks) of collaboration regularly

Activity in humans is the goal — get there as quickly AND SAFELY
as possible!

~

~

~

~

A

~

~

Remember - “In the field of observation, chance
favors only the prepared mind”  (Louis Pasteur)

FIG. 4.40. Key Success Factors in Discovery
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and candidates, disease targets, and new technologies that are
created by university scientists. The university gains access to
scientific and research expertise, financial support (that is,
grants), patent opportunities (shared in some form with
the company), product leads, possible postdoctoral training
opportunities, and added publications from the collabora-
tion. The collaboration between university and company
researchers often starts with a discussion of their respective
work, based on a recent public presentation or publication of
a new study. If further details are needed, a confidentiality
agreement is put in place to help protect both parties. If col-
laboration or funding appears mutually beneficial, a formal
contract is created between the company and university that
addresses the potential for new discoveries and patents, as
well as the deliverables expected by the company from the
university collaboration.

In summary, eight factors will be keys to success in dis-
covery and early development, as shown on Figure 4.40.
Excellence in governance and planning, which we discussed
in earlier chapters, is also a necessity in the early research
phases; five of the key eight factors, albeit in the research con-
text, involve planning, decisions (criteria), focus (indica-
tions), reviews of work (regular), and team effort (decisions),
in addition to the technical requirements of the experiments
being done well and fast.

For your further education about discovery research and
early development, you will find these 10 publications useful
for more in-depth study (Fig. 4.41). Nature Reviews Drug
Discovery is a particularly good source of review articles for
discovery and product development.

» Bauer RJ, etal. 1999. Population pharmacokinetics and pharmacodynamics
of the anti-CD11a antibody hu1124 in human subjects with psoriasis. Journal
of Pharmacokinetics and Biopharmaceuticals 27:397-420.

» Dickson M and Gagnon JP. 2004. Key factors in the rising cost of drug
discovery and development. Nature Reviews Drug Discovery 3:417-429.

» Hodgson J. 2001. ADMET - turning chemicals into drugs. Nature

Biotechnology 19:722-726.

» Lindsay MA. 2003. Target discovery. Nature Reviews Drug Discovery 2:831-

838.

» Myers S and Baker A. 2001. Drug discovery — an operating model for a new

era. Nature Biotechnology 19:727-730.

» Ng R. Drugs, From Discovery to Approval. Wiley-Liss, 2004.

» Reichert JM. 2003. Trends in development and approval times for new
therapeutics in the United States. Nature Reviews Drug Discovery 2:695-702.

» Reichert J and Pavlou A. 2004. Monoclonal antibodies market. Nature

Reviews Drug Discovery 3:383-384.

FIG. 4.41. Further Reading

Zambrowicz BP and Sands AT. 2002. Knockouts model the 100 best-selling
drugs — will they model the next 100? Nature Reviews Drug Discovery 2:38-51.

Special Issue — Drug Discovery. 2004. Science 303:1795-1822.
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Introduction

To obtain approval from the Food and Drug Administration
(FDA) or an equivalent agency outside the United States to mar-
ket and sell a new drug or biologic product for use in humans, a
series of clinical studies must be performed. These clinical stud-
ies exist in four phases. Each phase has specific and differing
requirements for patient types, goals, inclusion/exclusion crite-
ria, design features, and expected outcomes. Combined, they
build the patient care database for safety and efficacy that hope-
fully will lead to product approval.

The time frame for these clinical studies often is called
“clinical development” and requires about 5 years. In the past,
there were clear boundaries between the four fairly standard-
ized phases of clinical drug development. However, the
phases have become less well defined as questions previously
addressed in one phase are being addressed in both earlier and
later phases. In part, this new approach is designed to accel-
erate the acquisition of information needed for approval and
successful marketing of a new drug and for collection of full
and sufficient safety information as early as possible. The
information that follows is designed to provide an overview of
the types of studies used during clinical drug development.

Under usual circumstances, the studies progress from those
designed to evaluate single and multiple dose toxicity by
using a small number of normal subjects (phase 1), to define
dose-response relationships and additional toxicity using a

larger number of subjects with disease (phase 2), and to deter-
mine efficacy and safety with the dose(s) of interest using several
thousand subjects with disease (phase 3). This chapter will
address all the types of clinical studies listed in the outline
above. The phase 3 studies need to provide sufficient infor-
mation for a successful New Drug Application (NDA) or
approval of a new biologic, that is, sufficient proof of efficacy
and safety for the targeted indication.

Before receiving approval, plans are made to initiate addi-
tional studies, which are to be done during and after market-
ing the product. These include large, simple, clinical trials
(phase 4 studies) designed to more closely resemble what
occurs outside the rigid double-blind, randomized, placebo-
controlled clinical trial, such as pharmacoeconomic and phar-
macogenetic studies, drug-interaction studies, comparator
studies, studies in special populations, and studies that prima-
rily examine quality of life. These studies display well the
need for more much information through clinical research
after product approval and expand our understanding of how
products will be used and perform in patients.

Phase 1 Studies

Phase 1 studies are the first studies performed in human sub-
jects after an Investigational New Drug (IND) application has
been submitted and approved (Fig. 5.1). Companies must wait
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» First studies in humans after obtaining IND

» Single-dose followed by short-term multiple dose studies —
follow-up for days to weeks

» Determine initial safety profile, maximally tolerated dose
(MTD), and pharmacokinetic profile including ADME

» Usually 20-100 healthy volunteers

» For studies of “toxic” therapies (e.g.,Oncology, AIDS
studies), “volunteers” have disease

» Duration ~1.5 years

FiG. 5.1. Phase 1 Studies

30 days from filing the IND with regulatory authorities before
starting any trials and will usually wait for their comments
about their first human protocol in phase 1. Sufficient pre-
clinical information including animal toxicology data are
available to suggest that the new chemical entity or biologic
may be effective and safe in humans for the proposed indica-
tion. The primary goal of phase 1 studies is to define the
initial safety profile and the maximum tolerated dose (MTD).

The initial phase 1 studies use only a single-dose (often a
likely no or minimal effect dose based on animal studies) and
volunteer subjects. Follow-up is for days to weeks depending
on the predicted pharmacokinetics. Subsequent phase 1 stud-
ies use multiple doses for several days to a week or two, with
follow-up for days to weeks. The simplest dose-up schema in
phase 1 studies is a doubling of the dose from the no effect
dose until the MTD is achieved. These studies typically
require frequent blood sampling for pharmacokinetic data.
Monitoring is usually extensive in phase 1 work for various
organ systems (e.g., full physical exams, blood pressure, and
biological specimens), and is sometimes performed in a clin-
ical research center in which the normal subjects are housed
even overnight. Blood, urine, and other specimens are obtained
to identify hematologic, hepatic, renal, and other adverse effects.
If animal studies suggested any special tissue effects, extra
specimens are collected and assessed to ensure subject safety.
Additionally, pharmacokinetic studies are done along with the
toxicology assessment, or in separate trials, to document the
absorption, distribution, metabolism, and elimination (ADME
profile) of the product. Pharmacokinetic differences between
products in the same family of drugs can be major advantages
(e.g., longer half-lives permitting less frequent dosing, nonre-
nal elimination permitting use in renal failure, or distribution
of the drug to a site where the disease is localized).

Phase 1 studies usually require 20 to 100 healthy volun-
teers. However, there are circumstances in which healthy vol-
unteers are not used. Typically, this occurs when more “toxic”
therapies are being tested, such as cancer chemotherapy and
antivirals for the treatment of the human immunodeficiency
virus (HIV). Under such circumstances, patients with the dis-
ease are the first individuals to test the new therapy. In these
populations, there is a tendency to merge phase 1 studies with
early phase 2 studies to minimize the total number of subjects

L. J. Smith

» Determine effectiveness in condition or disease of interest
» Define appropriate dose (dose-ranging studies)

» Begin to identify side effects/toxicity (over 4-6 weeks)

» Typically 100-300 patient volunteers

» Highly controlled study design

» Duration (overall) ~2 years

FiG. 5.2. Phase 2 Studies

exposed to a potentially toxic treatment. In addition, the min-
imum pharmacokinetic work is done in patients to also reduce
patient exposure to toxic products. It takes approximately 1.5
years to complete the phase 1 studies.

Phase 2 Studies

Phase 2 studies are performed to determine the initial effec-
tiveness of an investigational drug or biologic in patients with
the condition or disease of interest (Fig. 5.2). This phase of
testing also helps determine the common short-term side
effects and risks associated with the drug. Phase 2 studies are
typically well controlled and closely monitored. A major
focus is to find the appropriate dose(s) for the larger studies
required in phase 3. The primary phase 2 studies are dose-
ranging studies and are designed to provide proof of principle.
One designs the studies such that the range of doses, typically
four, includes an ineffective dose at the lower end and, at the
upper end, a dose that does not add to the effect of the next
highest dose. On average, 100 to 300 patient volunteers par-
ticipate in the primary phase 2 studies. It takes approximately
2 years to complete these studies.

During these studies, one also begins to identify side
effects and toxicity at doses to be used later in phase 3 stud-
ies and likely after marketing. Phase 2 studies of drugs that
are being evaluated for chronic use are typically at least 4 to
6 weeks in duration and sometimes up to 6 months, which
allows for observation of any later occurring side effects, the
full action of the product to be produced, and possibly the
assessment of tolerance or waning of a product’s beneficial or
toxic activities. Although there is a tendency to try to do as
much as possible in these early phase studies, rather than
focus on the essential questions, one should have a simple
study design in order to maximize the probability of deter-
mining if the drug is effective and has acceptable toxicity.
Many products fail at this stage and are killed, which is desir-
able as necessary before embarking on the very expensive and
labor intensive phase 3 study program.

A feature of phase 2 studies is the use of relatively homo-
geneous patient populations with very tight inclusion and
exclusion criteria. This is done to increase the likelihood of
identifying a positive effect and minimizing confounding
variables. On the other hand, the results obtained may not
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» Obtain additional information about drug for publications

» ldentify potential new uses
(e.g., areas of unmet medical need)

» Examine follow-up clinical issues
o dosing regimens
© routes of administration
© role of concomitant disease/drugs
o effects on special populations

FiG. 5.3. Phase 2 Studies: Post Approval

accurately reflect the effectiveness of the drug in the more
typical heterogeneous patient population.

In addition to the phase 2 studies that must be performed as
part of the drug approval process, other studies may be under-
taken before the phase 2 studies have been completed and the
data analyzed (Fig. 5.3). Studies may be performed for sev-
eral reasons: to obtain additional information for publications,
to identify potential other uses (e.g., new indications, areas of
unmet medical need), to examine different dosing regimens,
to explore new routes of administration, to define the role of
concomitant drugs, and to determine the effects in special
populations (e.g., the elderly, those with renal or hepatic dis-
ease, common comorbid conditions, pharmacogenetic vari-
ables). Caution should be exercised by management at
companies in doing these types of trials before approval, as
they may confound or slow the approval process by creating
unexpected side effect data or just more data that the regula-
tory authorities need to review. As a result, these exploratory
phase 2 trials often will be done postapproval.

Phase 3 Studies

Phase 3 studies are expanded in controlled and uncontrolled tri-
als (Fig. 5.4). They are intended to gather the additional infor-
mation about effectiveness and safety that is needed to define
the overall benefit-risk relationship of the drug in the target pop-
ulation. Phase 3 studies should provide an adequate basis for
extrapolating to the general population and transmitting that
information in the product labeling for health care providers. [3]

» Confirm effectiveness in larger studies (“pivotal studies”)
» Typically need 2 positive, well-designed studies

» Monitor adverse events
© Over a longer period (12-24 weeks)
© More patients for more accurate frequencies and presentation

» Design of study = package insert for marketing

» Usually 1,000-3,000 patient volunteers at many sites with
many investigators

v Overall Duration ~2.5 — 5 years

F1G. 5.4. Phase 3 Studies
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» Scale-up in manufacturing
» Heterogeneous patient sample
» Competitive patient enrollment

» Role/use of central IRB—advantages, limitations

» Investigator & site training for product, protocol, &
processes

FiG. 5.5. Phase 3 Studies: Issues

The decision to move ahead with phase 3 studies is a major
one because the costs are considerably higher than for the two
earlier phases combined. A drug identified as effective and
safe in phase 2 studies may not enter phase 3 clinical trials
for a number of reasons including insufficient efficacy when
compared with its competitors, the expense and difficulty of
drug formulation, especially when scaling up production, and
side effects that exceed the risk profile needed to proceed.

Submission of a NDA requires at least two well-designed
phase 3 studies that demonstrate both efficacy and safety in
a large number of patients with the target disease, typically
1,000 to 3,000 patient volunteers. This large patient sample
necessitates using many sites and investigators with their
staffs, often 100 to 200 or more. The treatment period in
phase 3 studies is longer than in phase 2 studies for drugs used
chronically (12 to 24 weeks vs. 4 to 6 weeks). This provides
an opportunity to monitor and detect adverse events and tol-
erance over a longer time.

A third phase 3 study may be incorporated into the initial
drug development plan for at least two reasons. The risk exists
that one of the two phase 3 studies may not be sufficiently
positive for a new drug to be approved by the FDA. Also, pro-
cedural problems could occur in, for example, patient moni-
toring consistency or data collection, which results in the
regulatory authority, after auditing sites and finding such a
serious procedural problem, discarding an entire study from
the NDA package. Disadvantages of this approach include
the substantial increased costs and the longer time needed to
complete the phase 3 studies. The advantage is the equivalent
of an insurance policy for a more timely NDA submission,
instead of waiting several years to conduct an added follow-
up phase 3 study after the standard 3 studies were done. The
usual time required to complete the phase 3 studies is about
2.5 years but could last 5 years. Then, data analysis and study
reports are done, reviewed, and the NDA is filed, which can
take 6 to 12 months or more at the company.

Phase 3 studies have several unique characteristics relative
to the earlier phase studies (Fig. 5.5). They include the need to
scale-up manufacturing to guarantee an adequate supply of
drug for the duration of the studies, the more heterogeneous
patient population than that studied in phase 2, the competitive
nature of patient enrollment, the use of private as well as aca-
demic sites, and data reliability. Scaling up in manufacturing is
not a trivial matter for some small molecules and even more so
for biologics. For example, scaling up monoclonal antibody
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production may inadvertently change the characteristics of the
antibody such that it is no longer identical to the antibody used
in the early phase studies. Further, at this phase the formula-
tion must be the same as what will be marketed and sold.

The more heterogeneous patient population than that stud-
ied in phase 2 creates a desirable, more representative patient
sample but increases variability, the range of patient responses,
provides more opportunity for side effects, and requires more
patients to demonstrate a statistically significant benefit. The
more heterogeneous patient population can reduce the signal
to noise ratio such that a drug that was effective in phase 2
studies is no longer as effective in the pivotal phase 3 studies.
Subject enrollment has increasingly become a rate-limiting
step in the drug development process. Substantial efforts and
funds must be expended to recruit appropriate research sub-
jects. The need to recruit patients from a large number of
sites makes it more efficient to use a central IRB, if possible.
A variety of systems are used to assist in this recruitment, such
as health care networks of hospitals and clinics, advertisements
on the radio and in local media, Internet ads, and recruitment
companies.

Academic sites are usually adds to use a central IRB,
because of institutional policy and ethical concerns; however,
they constitute a small percentage of the sites in phase 3 studies,
which contrasts with their larger representation in phase 2
studies. Central IRBs are used by companies to expedite study
approval at many sites, which may not have routine IRB access
as in private physician offices. Cautions with such IRBs are
their independence, sufficient expertise and appropriate repre-
sentation, sufficient oversight of protocols, and appropriate
oversight of the many investigative sights over wide geo-
graphic areas. Data reliability becomes a major issue in phase
3 with so many sites and people involved, which requires a sig-
nificant investment in training of the site staff as well as inves-
tigators about the drug, protocol, and procedures, especially
patient inclusion and exclusion, drug administration, monitor-
ing requirements, and data collection requirements.

The typical study design used to demonstrate efficacy is
randomized and placebo-controlled, but an active comparator
control group can be considered (Fig. 5.6). In recent years,
especially in Europe, there has been increasing concern about
the safety and ethics of performing placebo-controlled trials.
The most recent International Council on Harmonization/
Good Clinical Practice (ICH/GCP) guidelines recommend
against doing placebo-controlled trials except under specific
circumstances [4, 5]. This concern and guidelines have led to
greater use of active comparator trials in which an approved,
generally accepted therapy is the control arm and compared
with the new therapy. When the goal of the study is to demon-
strate superiority of the new therapy, the issues are the same
as when the comparator therapy is placebo. However, if the
goal is to show statistically equivalent benefit, it is called an
equivalence or noninferiority trial (Fig. 5.6).

The major problem with noninferiority trials is the assump-
tion that the active control treatment is effective in the trial

L. J. Smith

(e.g., the trial has an assay sensitivity). Unfortunately, this sit-
uation is not always true for effective drugs and is not directly
testable from the data collected, because there is no placebo
group [6]. There are ways to maximize the value of noninferi-
ority trials, such as determining from historical trials that the
active control group reliably has an effect of at least a certain
size, planning the trial design to be similar to that of prior
trials (e.g., stage of disease, concomitant therapy, and end
points), setting a noninferiority margin to be smaller than the
total active control effect, and ensuring appropriate trial con-
duct (e.g., concomitant medications, study drug compliance).
Nonetheless, because one cannot formally establish a mini-
mal effect size, noninferiority cannot be per se taken as evi-
dence of efficacy, and the interpretation of the trial must be
based on the totality of the data, including additional analyses.

A number of additional studies may be performed during
the time (2-3 years) from completion of the phase 3 studies to
drug approval, also known as phase 3b studies (Fig. 5.7). This
time is required to analyze and prepare the large amount of
data for submission to the FDA, as well as the actual FDA
review. The studies performed during this time serve to expand
the adverse event database and dosing and efficacy data before
approval, provide marketing support, increase physician par-
ticipation (e.g., those in practice-based settings), institution
familiarity with the drug prior to its approval and release, and
increase the number of publications. Although the phase 2 and
3 programs may include 100 sites and 1,000 patients (smaller
numbers for accelerated approvals), only 10 or 20 major uni-
versities may have participated, leaving many specialists with-
out direct experience with novel products under study. Phase
3b allows for expansion of experts at more universities as well.

» Also called “equivalence” trial
» Uses “active” comparator

» Increasingly used due to concerns regarding placebo-
controlled trials

» Non-inferiority cannot be taken as evidence of efficacy!!

FIG. 5.6. Non-Inferiority Trials

» Studies performed during time (2-3 years) from completion
of phase 3 studies to approval

» Goals:

o Expanded adverse event database and dosing and efficacy
data before approval

© Marketing support

o More physicians (e.g., those in practice based settings) and
institutions become familiar with drug

© Additional publications
» Large size — may have sub-studies in certain populations
» Requires FDA approval (file under IND)

F1G. 5.7. Phase 3b Studies
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» Total time from beginning phase 1 studies to product
launch is usually 8-10 years

» Many questions unanswered at end of phase 3 studies
(e.g., longer term toxicity, use inspecial populations, role
of genetic factors)

» Role of regulatory affairs department

» Requires plans to do these studies integrated phase 3b
and 4 studies

FIG. 5.8. Phase 1,2 and 3

Many of these studies are quite large and may have sub-
studies that utilize specific populations. All studies performed
during this time require FDA approval and are filed under the
original IND application. As noted earlier, some smaller stud-
ies may be performed at the time of the phase 2 studies.

In an summary of phase 1 to 3 studies (Fig. 5.8), the time
from beginning phase 1 studies to product launch averages
about 7 years (a range of 5-10 years). Even at the end of this
lengthy period, many questions will remain to be answered
such as longer term toxicity (withdrawal of Vioxx is one such
example), use in special populations, and the role of genetic
factors. Studies to answer these and other questions must be
planned before the phase 3 studies are completed and con-
ducted during phase 3b and 4 trials. Often, the FDA and
company negotiate which of such studies need be done fur-
ther as a contingency for approval. Many of such studies will
enhance product use in patients, create good publications, and
even improve sales.

All throughout the phases of clinical drug development, the
regulatory affairs department should maintain an open, ongo-
ing dialogue with the FDA. Reasons for doing this include
(1) approval from the FDA is needed for each study (goals and
designs) performed under the IND; (2) the FDA is privy to
data from clinical trials of related drugs or of unrelated drugs
in the same disease that may influence study design; and
(3) any surprises with the FDA are avoided, which can slow
the approval process. For example, the FDA may be aware of
a possible toxic effect, not have anticipated from the
preclinical pharmacology and toxicology. Suggestions
from the FDA to incorporate additional measurements or
modify other aspects of the study design should be considered
very carefully.

Phase 4 Studies

Phase 4 studies, by definition, are those studies that are
performed after a new drug has been approved for marketing
(Fig. 5.9). Phase 4 studies serve multiple purposes and com-
prise many different types. They also pose some unique chal-
lenges, which will be discussed below. The FDA often
requests commitments from the NDA applicants to conduct
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» Post-approval studies

» Multiple purposes

r Multiple types

» Unique challenges in design & conduct
» Often very large studies

» Simple design (IRB approvals)

» Failure to fulfill FDA requirements can result in withdrawal
of approval

FiG. 5.9. Phase 4 Studies Overview

» Compare to competitor drugs
» Use to define mechanisms of disease (often
investigator-initiated)
» |dentify variables in existing indications
» Identify new dosing schema
» Explore “real-world” effectiveness (e.g., in the office)
» Define effects in special populations (elderly, children)
» Examine impact of concurrent diseases
» Post-marketing surveillance
» Drug interactions
Note: Phase 4 will overlap with 3b studies.

FiG. 5.10. Phase 4 Studies: Possible Objectives

postapproval studies [7]. In general, characteristics of phase
4 studies are that they can be very large and have a more sim-
ple study design. Although these studies were not deemed
essential for initial approval, they provide additional data that
could change the prescribing information or the use of the
drug. A major challenge to consider with phase 4 studies is
that failure to fulfill FDA requirements for more data, espe-
cially for adverse events and further efficacy information, can
result in withdrawal of an already approved drug.

Objectives of phase 4 studies are manifold (Fig. 5.10);
determining efficacy and safety compared with competitor
drugs, defining mechanisms of disease that often are per-
formed as investigator-initiated studies (see below), exploring
“real-world” effectiveness (e.g., in the office), defining effects
in special populations (e.g., the elderly, children, concurrent
disease), providing postmarketing surveillance for unsuspected
or low-frequency adverse events, further defining potential
drug interactions, and possibly pharmacogenetic assessments
(to be discussed below). Some objectives done during phase 4
period may require FDA agreement and may be classified
technically as phase 3b or even phase 2 studies, such as
new administration schema, significantly different doses, and
identifying new and expanded indications.

Postmarketing surveillance studies are meant to substanti-
ate safety in a larger, more heterogeneous patient population
than is possible during the pivotal studies performed during
phase 3 with their strict, often randomized placebo-controlled
double-blind designs (Fig. 5.11). The patients often have
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» Safety (post-marketing surveillance) — substantiate
safety in larger, broader patient populations

r Efficacy and safety — in settings of widespread
subpopulations and dosing schemas

r Usage studies in varied and normal practice
environments

» Substantiate product quality and consistency

FiG. 5.11. Phase 4 Studies: Types

coexisting illnesses, greater or less severity of disease, longer
or shorter duration of disease, more varied signs and symp-
toms of disease, or are taking medications that would have
excluded them from the phase 2 and 3 studies. The studies
may be open-label and relatively uncontrolled, but the proto-
cols are IRB approved usually with patient consent obtained.
Sometimes these studies are required by the FDA, and then
they will approve the design as well. The protocols still will
contain specific dosing, inclusion criteria, monitoring, and
data requirements and then they must be of sufficient quality
to be publishable, so that the medical community will accept
the information. Their primary focus is on serious adverse
events whose frequency may be too low to identify in phase 3
studies. Postmarketing surveillance studies may also provide
additional evidence of efficacy and safety in the setting of
widespread related but off-label use.

There is considerable overlap between phase 4 studies and
studies done as part of phases 2b and 3b in objectives, poten-
tial investigators and sites, and many design features. The
major differences are fourfold: the time at which the studies
are performed in development; the size of the studies differ,
that is, smaller studies predominating during phase 2b and
larger studies during phase 4; whether they are within versus
outside of labeling (package insert); and FDA approval is
required for the design in phase 3b and exploratory phase 2.

Special Studies

A wide variety of specialized studies are conducted during the
drug development process (Fig. 5.12). Interaction studies
include the impact of either food, other concomitant drugs, or
disease on the new product when the new drug is used in these
situations. Investigator-initiated studies are protocols written
by a possible principal investigator and submitted to the
company for approval and funding. Pharmacoeconomic and
quality of life are done within health care systems or universi-
ties that have the special expertise and access to the added data
on costs of care or nonclinical assessments for such trials.
Pharmacogenetic studies are becoming a new requirement as
we learn about ethnic and genetic differences in the population
related to the actions of products, both safety and efficacy.

L. J. Smith

» Food/Drug/Disease Interactions

» Investigator-initiated

» Pharmacoeconomic — may be part of phase 3 plan
as well

» Pharmacogenetic — increasingly important to identify
responders/non-responders and susceptibility to
toxicity

¥ Quality of life
» Epidemiology

FIG. 5.12. Special Studies

» Effect of meals on absorption (if drug taken by mouth)

» Interactions between new drug and other medications
(e.g., Coumadin; drugs that alter activity of cytochrome
P450 [CYP] isoenzymes, if drug is metabolized by these
enzymes)

» Effects of disease
(e.g., liver, kidney, heart failure)

Fi1G. 5.13. Food/Drug/Disease Interaction Studies

Phase 3b or 4 studies may examine the effect of a meal on
absorption (if the drug is taken by mouth), including increases
and decreases in blood levels, or its ability to reduce abdomi-
nal reactions like nausea (Fig. 5.13). Interactions between the
new drug and other medications that would likely be used
concomitantly are studied in phase 3b and phase 4, for exam-
ple, warfarin; drugs that alter the activity of cytochrome P450
(CYP) isoenzymes, if the drug is metabolized by these enzymes.
Many drug categories have impact on the CYP family of
degradative liver enzymes and increase or decrease blood levels
of concurrent drugs, such as antidepressants, beta-blockers,
calcium channel blockers, narcotic analgesics, antipsychotics,
estrogens, and nonsteroidal anti-inflammatory drugs. The effects
of age may influence sensitivity to side effects, alter metabo-
lism, or change patients’ responsiveness. Diseases, especially
liver, kidney, and heart, may change the pharmacokinetics of
the new product, especially elimination, and side effects.

Investigator-initiated studies can be a valuable complement
to the studies required by the FDA during the pre- and postap-
proval periods (Fig. 5.14). Investigator-initiated studies
explore different uses, doses, or patient subsets, as well as
basic physiologic and disease mechanisms. At the same time,
the pool of investigators and thought leaders familiar with the
new drug is expanded. Investigators planning to do a study
using either an unapproved drug or an approved drug for an
unapproved use must obtain an investigator IND. Permission
to do the study must be obtained first from the holder of the
original IND. Once that has been accomplished, the process
for obtaining an investigator IND from the FDA is relatively
simple because the FDA can reference the original IND file.
A formal submission, which includes the proposed study pro-
tocol and the investigator’s qualifications, is made to the FDA.
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v Goals:
© Explore different uses, doses or patient subsets

© Explore basic physiologic and pathophysiologic
mechanisms

© Expand investigator pool, including thought-leaders

» Specific investigator and manufacturer
requirements:

o Investigator IND (reference company file)

© Reports to FDA and company

o Company may assist with study design and adverse event
reporting, may provide drug, and may provide funding

FIG. 5.14. Investigator Initiated Trials

» Definition: Study of net economic impact of drug selection
and use on total cost of delivering health care

» Health care utilization (efficiency) vs. efficacy and safety
» “Value” — a benefit for money spent
» Perceptions of value (multivariate concept) based on:
© Perspective: patient, provider, payer, or society
© Type of therapy, eg, new/unique vs. add-on vs. me too
© Costs and consequences, plus economic, clinical, humanistic
outcome dimensions
» Multiple study designs:
o cost-effectiveness, cost-minimization, cost-utility, cost-benefit
» Role of FDA varies

FiG. 5.15. Pharmacoeconomics

After receiving the investigator IND, the investigator makes
yearly reports to the FDA and submits any proposed changes
to the protocol and any new protocols to both the FDA and the
institutional review board (IRB) of record. Reports are also
provided to the holder of the original IND, which are usually
requested and often required by them.

The holder of the original IND (e.g., a pharmaceutical or
biotech company) may assist with study design and adverse
event reporting and provide study drug, especially before
approval. The company grants permission for use of their prod-
uct with the usual stipulations of review and even approval of
the protocol, some agreement on the investigator(s)’ input on
any publications, and maintenance of patent rights at the com-
pany (a controversial subject). The company often also will
provide some grant funding. However, the holder of the inves-
tigational IND is ultimately responsible for all activities that
occur related to the study.

Pharmacoeconomic (PE) studies have become increasingly
important in health care decisions for product usage in health
systems and therefore for the drug development process (Fig.
5.15). They are now often incorporated into phase 3 study
plans, in parallel studies, or as part of the pivotal phase 3
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study. Because there are many different PE studies, they are
time-consuming and expensive, they use different data than
typical phase 3 trials, and they are a key component of phase
4 studies. One definition of pharmacoeconomics is the study
of the net economic impact of pharmaceutical selection and
use on the total cost of delivering health care [8]. A key con-
cept in economic analyses is “value.” Value can be defined as
a desirable outcome or benefit for a given therapy at a certain
cost. The type of product also effects value, such that a novel
therapy versus a good alternative has a greater value than a
“me-too” product. The assessment of value is based on one’s
measurement criteria and the person making that assessment.
Patient, physician, health care provider, payor, or health care
system have different perspectives and information needs
within the realm of pharmacoeconomics. Pharmacoeconomic
(PE) studies utilize several different study designs including
cost-effectiveness, cost-minimization, cost-utility, and cost-
benefit. Examples of each are provided below.

The regulatory role of government agencies, such as the
FDA, in PE studies is variable because such studies are not
requirements at all for approval of the product for marketing.
Regulators may lack the expertise in assessing PE studies, and
guidelines are not available for all product types and study
types. However in Europe and other parts of the world, an
additional government agency often exists, such as a pricing
or health care payment agency, that will approve government
payments for drugs and devices. Because most countries have
significant government payment for medical care, the respon-
sible agency needs to be favorably influenced by PE data,
additionally motivating a company to perform these studies in
their phase 3 and 4 plans [8—12].

These four types of PE studies are outlined in Figs. 5.16 and
5.17 with five elements; the name of method, a brief defini-
tion, typical outcome measures used, a description of types of
results expected, and then advantages and disadvantages of
the designs or utility of the information. Cost-effectiveness
analysis is the pharmacoeconomic study most frequently
used. In this type of analysis, the cost and consequences of
two alternative treatments are compared and quantified. The
additional cost that an alternative treatment imposes over
another treatment is compared to the additional effectiveness
(in terms of outcomes) the treatment provides. The main
objective of cost-effectiveness analysis is to evaluate the ratio
between the cost surplus associated with the new treatment
(e.g., the higher cost of the new pharmacological treatment)
and the efficacy/effectiveness surplus derived from it.

(Cost of treatment A) —
(Clinical success treatment A)
(Cost of treatment B) —
(Clinical success treatment B)

Cost effectiveness ratio =

One example of a cost-effectiveness analysis is the treat-
ment of diabetes. Patients who are overweight often require
weight reduction to improve their diabetes. A cost effective-
ness analysis could examine the cost of adding to standard
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L. J. Smith

Type Definition Outcomes
1. Cost i ini
Advantages Disadvantages
Type Definition Outcomes
2. Cost Ratio of costs & benefits » Costs expressed as monetary units

Effectiveness
Analysis

Advantages

Disadvantages

» Applicable to wide

FiG. 5.16. Pharmacoeconomic (PE) Studies 1 & 2

» Comparisons among studies or diseases need

Type Definition

Outcomes

Ratio of costs & benefits
from alternative

3. Cost
Utility

Advantages

» Outcome includes patient preferences (QALYs)
» Cost = monetary units & benefits = preferences

Disadvantages

» Enables varied
outcomes combined in a

Type Definition

» Difficult translating Quality of Life into utility
scores

Outcomes

4. Cost Ratio of costs & benefits

Advantages

» $ Dollars

Disadvantages

» Compares programs

F1G. 5.17. Pharmacoeconomic (PE) Studies 3 & 4

diabetes treatment an antiobesity drug such as Xenical®
(orlistat) and its effect on lowering the hemoglobin A1C with
the cost and effectiveness of a different antiobesity drug or a
structured dietary program.

Another example is provided by the biotechnology product
Cerezyme® (imiglucerase), which is used for the treatment of
Gaucher disease. Gaucher disease is characterized by a defi-
ciency of beta-glucocerebrosidase activity resulting in the
accumulation of glucocerebrosidase in tissue macrophages,
which become engorged and are typically found in the
liver, spleen, and bone marrow and occasionally in the lung,
kidney, and intestine. The clinical consequences include severe

» Difficulty defining monetary value of health

anemia, thrombocytopenia, progressive hepatosplenomegaly,
and skeletal complications such as osteonecrosis and osteopenia,
with resultant pathological fractures. Cerezyme® improves
anemia and thrombocytopenia, reduces spleen and liver size,
and decreases cachexia to a degree similar to that observed
with alglucerase. For many patients, enzyme replacement
therapy has been effective, returning the liver, spleen, and
bone marrow back to an effective degree of function. Cost-
effectiveness studies of enzyme replacement therapy for Gaucher
disease have consistently shown that the treatment is effective,
safe, and associated with improved quality of life. On the other
hand, it is expensive. Estimated cost of the enzyme alone ranges
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from $70,000 to $550,000 per year for a typical adult with
Gaucher disease, depending on the dose. A cost-effectiveness
analysis would determine if the additional cost associated with
Cerezyme® treatment is matched or exceeded by its benefits
compared with an alternate treatment.

A second type of pharmacoeconomic analysis is the cost-
minimization analysis. It is used to define the most economical
treatment among different alternatives with equal efficacy/
effectiveness and safety profiles, assumed but not directly
assessed in the calculations. An example of a cost-minimization
analysis is the comparison of a brand name and equivalent
generic drug. A generic drug is identical, or bioequivalent, to
a brand name drug in dosage form, safety, strength, route of
administration, quality, performance characteristics, and
intended use. Although generic drugs are chemically identical
to their branded counterparts, they are typically sold at sub-
stantial discounts from the branded price. The generic drug
will always show advantages by cost-minimization analysis.
Two antihypertensive nongeneric products with different clin-
ical profiles could be evaluated with this method also, but the
different contribution of the side effects or administration
requirements will not be incorporated even though they may
be important in their use.

Five growth hormone (somatotropin) products were avail-
able in the U.S. market in 2003: Nutropin AQ® (Genetech, 5
mg $441.00); Genotropin® Injection (Pharmacia, 5.8 mg
$210.00, 13.8 mg $504); Humatrope® (Lilly, 5 mg $220.50,
6 mg $264.60, 12 mg $529.20, 24 mg $ 1058.40); Saizen®
(Serono, 5 mg $210.00, 8.8 mg $336.00); and Norditropin®
(Novo Nordisk, 4 mg $170.40, 8 mg $352.80). Based on the
cost of each drug, a cost-minimization analysis is performed
to identify which of these similar products has the lowest cost
while providing the same benefit as the others.

A third type of pharmacoeconomic analysis is the cost-
utility analysis. This type of analysis is based on a sophisti-
cated methodology in which benefits are calculated using
parameters that take into account the quality of life of the
patient. These analyses are an extension of the lifetime cost
effectiveness analysis, because they estimate both quality of
life and its duration. The most utilized indicator for quality of
life is the quality adjusted life year (QALY), which corre-
sponds with a year of life adjusted for its quality.

Cost-utility analysis has been used for the drug Epogen®
(erythropoietin). Assume that a patient, who has renal disease
and the anemia associated with it, is treated with Epogen® and
has good control. That patient is assigned a utility value of 0.9
on a scale of O to 1. Also assume that an untreated patient with
poorly controlled disease has an average utility value of 0.5.
Therefore, 10 years of life of the first patient corresponds with
9 QALYs (i.e., 10 x 0.9), whereas 10 years of life for the sec-
ond patient corresponds with 5 QALYs (i.e., 10 x 0.5). The
QALYs are incorporated into a lifetime cost-effectiveness
analysis to determine the cost utility of each therapy.

The fourth type of pharmacoeconomic analysis is the cost-
benefit analysis. When both costs and benefits of a treatment
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are measured in monetary values, cost-benefit analysis is a
useful tool. Future costs and benefits are discounted to their
current value and take into account the “time value of money.”
Because of inflation, a dollar today is not equivalent to a dol-
lar in the future. However, the application of cost-benefit
analysis in pharmacoeconomics is limited, due to the difficul-
ties in assigning a monetary value to health outcomes and a
patient’s life. For example, when evaluating the cost of “statin”
drugs versus the consequences of not treating patients with
hypercholesterolemia, the cost associated with developing
cardiac disease, a stroke, or death must be given a value ben-
efit in dollars. Further, the statins may have additional benefits
unrelated to reducing cholesterol levels, which are not measured.

Another example is provided by the drug Enbrel® (etaner-
cept). The cost of a new biotechnology agent, such as
Enbrel® for the treatment of rheumatoid arthritis, may be
higher than other available agents due to its innovative mech-
anism of action. Not only does Enbrel® stop and relieve the
pain associated with this form of arthritis, but unlike most
other drugs used in this setting, such as nonsteroidal anti-
inflammatory agents, it also stops joint erosion, improves
mobility, and improves quality of life. As exemplified by
Enbrel®, new therapies developed through biotechnology can
be of great value as long as the benefits exceed the costs.
Consequently, it is critically important for new biotechnology
products to identify and quantify all the benefits they offer
over current treatment options. Benefits may include improved
outcome or efficacy including stopping and/or reversing
disease progression, reduced side-effects or complications,
reduced hospitalizations or bed-days, improved quality of
life, improved morbidity and mortality, and reduced total
health care costs. Well-designed pharmacoeconomic analyses
can be instrumental in defining the overall benefits of these
new therapies [8—12].

Quality of life was briefly discussed in the section on
cost-utility analyses. In contrast with efficacy, safety, and
cost-effectiveness studies, which are viewed by providers,
investigators, and researchers as important in the decision-
making process associated with drug development, quality of
life (QOL) studies are often viewed as supplemental (Fig. 5.18).
An exception is the role in the development of biologicals,
most likely due to their higher costs [8, 11,18].

» Efficacy, safety, and cost-effectiveness studies are all
viewed as important in decision making

» In contrast, QOL studies are often viewed as supplemental
(However, they are key parameters with biologicals)

» QOL studies-disease specific (FACT in cancer)
vs. generic (SF-36 health survey)

» What role does QOL play in drug trials and formulary
decisions?

» Who benefits from QOL data?
» Who should pay for better QOL information?

FiG. 5.18. Quality of Life Studies
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Although many studies provide good QOL data demon-
strating additional significant benefits for patients, and their
impact on the decision-making process has not been well
studied. Some findings are that the role of QOL information
in influencing managed care decision-making is not well
understood, because research on the subject is relatively new
and/or has been minimal, designs are less well understood and
accepted, gold standards are not as well recognized, and
applicability to specific health care settings may be missing
[8, 11, 18].

For QOL studies, one can define health as “not merely the
absence of disease, but complete physical, psychological and
social well-being.” To measure QOL, multiple tools have
been developed and validated. There are generic instruments
such as the SF-36 [13] and disease-specific instruments, such
as St. George’s Respiratory Questionnaire for COPD (chronic
obstructive pulmonary disease) [14] and the Functional
Assessment of Cancer Therapy (FACT) questionnaire for can-
cer [15]. Such generic measures have questionable applicabil-
ity to certain diseases or to a drug’s impact on the disease
or sensitivity to pick up specific disease changes in QOL,
leading to a need to develop such disease-specific instru-
ments. However, the disease-specific tools must be repeatedly
used and validated before acceptance by the medical commu-
nity and health care systems.

Generic QOL instruments are used for a wide range of
diseases to determine how treatment influences day-to-day
activities, well-being, and social functioning. Generic instru-
ments can be used to compare the impacts of different diseases.
The SF-36 is a health survey with 36 items constructed to
identify a patient’s health status. It was designed for use in
clinical practice and research, health policy evaluations, and
general population surveys. The SF-36 includes one multi-item
scale that assesses eight health concepts: (1) limitations in
physical activities because of health problems; (2) limitations
in social activities because of physical or emotional problems;
(3) limitations in usual role activities because of physical health
problems; (4) bodily pain; (5) general mental health (psycho-
logical distress and well-being); (6) limitations in usual role
activities because of emotional problems; (7) vitality (energy
and fatigue); and (8) general health perceptions. The survey
was constructed for self-administration by persons 14 years of
age and older or for administration by a trained interviewer in
person or by telephone.

Disease-specific QOL instruments are usually more
responsive to changes in QOL than generic and utility meas-
ures. Disease-specific QOL tools are more specific for disease
but less applicable for drug formulary decision-making.
Disease-specific QOL instruments require validation and
applicability to the disease and disease treatment in routine
clinical practice. They also must include practical measures
that can generate reproducible results.

The Asthma Quality of Life Questionnaire (AQLQ) is a
32-item questionnaire that has been developed to measure the
functional impairments that are most important for adults
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(17-70 years) with asthma [16]. A pediatric version is also
available [17]. The items are in four domains (symptoms,
emotions, exposure to environmental stimuli, and activity
limitation). The instrument is in both interviewer- and self-
administered formats and takes approximately 10 minutes to
complete at the first visit and 5 minutes at follow-up. Several
independent studies have demonstrated the strong evaluative
and discriminative measurement properties and validity of the
Asthma Quality of Life Questionnaire. It has been used suc-
cessfully in a large number of clinical trials and in clinical
practice around the world.

Another example of a disease-specific QOL is the
Functional Assessment of Cancer Therapy (FACT) [15]. An
assessment of fatigue may consider broader concerns, such as
global quality of life and symptom distress. Some of the
fatigue scales, such as the unidimensional three-item scale of
the EORTC QLQ-C30 and the multidimensional fatigue sub-
scale of the Functional Assessment of Cancer Therapy
(FACT), are themselves modules of well-validated quality of
life instruments. The larger scale may be included if additional
evaluation of quality of life is valuable. For the other fatigue
scales, a separate quality of life questionnaire will be needed
to accomplish the same goal. Most patients with cancer or
AIDS have multiple symptoms. Fatigue, pain, and psycholog-
ical distress are the most prevalent in most populations. Given
the likelihood of multiple symptoms, it may be informative to
add a measure of symptom prevalence and distress to the
fatigue-assessment strategy. This approach also can clarify the
extent to which fatigue associates with other symptoms.

Although many studies provide good quality of life data
demonstrating additional significant benefits for patients, the
impact of the data on drug approval and on formulary decision-
making is uncertain.

Who benefits from QOL studies? Pharmacoeconomics and
QOL information is increasingly discussed now in formulary
and drug use decisions. However, researchers have been
unable to identify the extent of influence that pharmacoeco-
nomics and QOL information has on formulary decision
making. Pharmacy and medical directors in health care sys-
tems historically focused on standard clinical parameters of
safety and efficacy or cost (cost-effectiveness or cost of treat-
ment) in their decision-making process. This is largely due in
part to the nature of managed care’s focus on reducing cost.
The concept of health care insurance or coverage was based
on providing services for medical necessity. How does QOL
fit into the puzzle of medical need? Should health care be
responsible for providing care, services, or products that will
improve the overall well-being of patient?

Who should pay for QOL? Patients reap the benefits of
services or products that improve their QOL. If patients are
reaping almost all the benefits, then should they be account-
able to pay for these services or products? Consumers will
readily pay for items that provide convenience or improve
their quality of life (i.e., dishwashers and washing machines,
housekeepers or gardeners). Some consumers are willing to
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» Understanding impact of a product on health care system
and incorporating that information into study design:
© Clinical efficacy and safety vs. effectiveness
o Improved outcomes (morbidity and mortality) and QOL
» Health care utilization (efficiency) vs. efficacy and safety:
© Study Differences: setting, design, population, patiententry,
intervention, outcomes, generalizability, confounding factors
» Separate from clinical trials in NDA:
© Potential negative impacton NDA/BLA
© Many healthcare settings and perspectives
© Inaccessibility of data and high cost of data acquisition
© Not needed for approval by regulatory authority
© Needed for health system use of product

F

G. 5.19. PE Drug Development Challenges

pay $6.00 a pill to improve their quality of life but will not pay
$2.00 a pill to prevent them from dying of a heart attack. Are
there ways or means to quantify and translate these benefits
into the health care system? Other QOL studies, as in anemia
in renal disease and Epogen® (epoietin alpha), used QOL as
the primary end points in product approval, and patients had
(have) substantial and exceptionally dramatic benefits in daily
living activities such that Medicare decided to pay for the
product. In order to make QOL more valuable in the decision-
making process, future studies need to define more fully the
economic value of QOL in the health care system [8—12].

In addition to the benefits they may provide during the drug
development process in terms of added significant study end
points and patient care benefits, pharmacoeconomic studies
also offer a number of challenges in their conduct (Fig. 5.19).
For example, it is essential to consider the potential impact of
a product on the entire health care system and incorporate this
additional information into the study design. It is also impor-
tant to separate, when possible, pharmacoeconomic studies
from those clinical trials required as part of the NDA/BLA
submission because they may have a negative impact on the
submission. Phase 3 studies do not use the typical patients
that you find in health care systems, such as managed care
organizations (MCO), and you want to use in PE studies.
Furthermore, study design differences for PE versus clinical

» Lack of understanding of applications of PE studies

» Sub-optimal use of health outcome and PE data by health
care systems

» Studies or analyses needed:
© Easier to understand
© Relevant to health systems
» Clinical studies lack PE content
» Unique settings impacting PE assessments
» Lack of all necessary data available
» Lack of integrated health care data

FiG. 5.20. PE Application Challenges
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Example: Cancer Patient (ALL)
» Drug Issue - Liver Metabolism: (+ or - activity)
o e.g., CYP2D6, TPMT
» Drug Issue - Patient's Receptor Sensitivity: (> or < action)
o e.g, B1AR, PXR, GR, VDR
Cancer Genotypes: (> or < disease; > or < response)
© Disease subtypes, e.g., Her2Neu, Ber/Abl, P53, BEX, VEGF
o Drug resistance factor, e.g., MDR
» Patient’s Infection Defense:
© Immune system, e.g., IL1, IL6, TNF, IL2, MHC/HLA
Results:
© > or < Response? and/ or Toxicity?
© Outcomes - composite of all the pharmacogenetic changes

Al

Al

FI1G. 5.21. Gene Variability in Pharmacogenetics

studies is quite different (e.g., setting [MCO vs. university
hospital], patient entry [all comers in a health system for PE,
inclusive vs. exclusive], intervention [specific drug at specific
doses vs. standard of care at these institutions], and out-
comes). Health care settings best used for phase 3 studies may
not have the type of patients or data needed for PE trials.
Training of investigators and patient monitors is a huge chal-
lenge in time, costs, and reliability of the QOL information.
As noted earlier, clinical trials in a development plan are
needed for approval and PE or QOL are not [8—12].

Although pharmacoeconomic (PE) and quality of life
(QOL) information is being increasingly discussed in formu-
lary and drug use decisions, it has been difficult to identify
the extent to which this information influences formulary
decision making (Fig. 5.20). Challenges to drug development
regarding PE and QOL studies include which ones are
required, the designs, their conduct, and their relationship to
clinical studies. The industry must challenge itself to perform
those studies that are as relevant as possible to the appropri-
ate health settings, use easy to understand methodologies, and
publish the information that is most important to health care
providers, health systems, and payors. Also, gold standards in
study design and application of the data do not generally exist
for PE studies, especially given the many different types of
studies and varied settings for drug use. When PE and
QOL studies are done, the company needs to assist providers
and payors in these settings to understand how this informa-
tion, which may originate from a different setting, fits their
institutions and systems. Because the clinical trials usually
lack the PE or QOL data, the applicability and integration of
both the clinical studies and the PE or QOL studies for a new
product need to be addressed to also assist the payors and
providers [9-12, 18].

Pharmacogenetics is a relatively new and complex discipline
based on heritable or acquired genetic differences between
groups of people that can change a drug’s actions in the body
(Fig. 5.21). About 60,000 single nucleotide polymorphisms
exist on the coding regions of the human genome, and about
1.5 million exist in the full genome, creating a plethora of
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» Goals:

© |dentify therapy that will have high likelihood of success in
groups of patients

© Achieve improved individual responses

© Reduce use of ineffective treatments

© Reduce adverse events

© Reduce cost of drug development with more efficient trials

“Individualized Therapy”

FI1G. 5.22. Pharmacogenetic Studies

potential differences between patients’ biology. This figure
suggests the scope and some of the complexity of genetic vari-
ations in a cancer patient with acute lymphocytic leukemia
(ALL). The cancer genotype, especially related to surface
antigens, will vary in patients with the same disease and alter
patient response to therapy, which is now well documented
for aggressive breast cancers and Herceptin® (trastuzumab),
acute myelogenous leukemia and Mylotarg® (gemtuzumab), and
colorectal cancer and Erbitux® (cetuximab). Host suscepti-
bility has genetic variation, as well as infection defense mech-
anisms. Drug metabolism is particularly effected by genetic
variation in liver enzymes and drug clearance. In the pediatric
cancer, ALL, the appropriate use (dose) of thiopurine is very
dramatically changed downward tenfold by genetic variation,
potentially leading to possibly fatal toxicities [19-22].

Increasing emphasis is being placed on “personalized med-
icine.” The major goals of pharmacogenetic studies in drug
development are to identify therapies that will have a high
likelihood of success in individual patients and/or reduced
toxicity (Fig. 5.22). An improved drug responsiveness has
been demonstrated in a subpopulation of breast cancer
patients with particularly aggressive cancer; that is, Herceptin®
therapy significantly increases cure rates in patients with
her2neu oncogene in about 25% of breast cancer patients.
Another goal is to reduce use of treatments that would be inef-
fective in a subgroup of patients that we would know would
not respond to the treatment. The current alternative is using
adrug in a 100 patients, in which the response rate is 50%, but
we do not know which 50 patients will be responders. Better
dose selection would be possible with either less toxicity or
better efficacy through genetics (e.g., thiopurines in cancer
and narcotic analgesics, respectively). Reduction in the cost
of drug development could be an outcome with more efficient
trials; that is, products are only used in smaller groups of
patients with higher likelihood of response rates to even
higher degrees [19-22].

There are several potential disadvantages in incorporating
pharmacogentics studies into drug development process (Fig.
5.23) [18-21]. The diagnostic use of genetics is not yet com-
monplace, related to, for example, the lack of knowledge of
impact of genetics in many diseases, cost of tests, availability
and reliability of tests, and unknown reimbursement by payors.

L. J. Smith

» Potential disadvantages:

© Smaller target population with reduced sales
© Cost of genotyping

© Additional patient consent

© Unclear clinical significance

© Diagnostic and assay dilemma

© Ethics including impact on insurance coverage

FI1G. 5.23. Pharmacogenetic studies

» Term "Compassionate" is not in IND regulations.
Emergency Use and Treatment INDs

» Emergency Use - use of investigational drug or biological
product in life-threatening situation when no standard
acceptable treatment is available, and there is insufficient
time to obtain IRB approval.

» Allows for one emergency use with out prospective IRB
review. Any subsequent use of investigational product at
institution requires prospective IRB review and approval.

» Company provides product after phase 2 or likely
phase 3 with regulatory consent for this procedure to be
done

FiG. 5.24. Compassionate Use

Other disadvantages include a smaller target population for
only the genetically likely responders with reduced sales,
the cost of genotyping, a need for additional and frequently
separate patient consent, unclear clinical significance of phar-
macogenetics to disease pathogenesis and product pharma-
cology, and possible ethical issues including an impact on
insurability. Furthermore, large epidemiologic studies exam-
ining the associations of pharmacogenetics to diseases and
with drugs are needed, which is a huge expense. This deficit
is starting to be addressed in NIH funding.

The FDA has published a voluntary guidance for compa-
nies regarding the use of pharmacogenetic studies in the drug
development process, their role in the approval process, and
how to submit the data for its review [23].

The term ‘“compassionate” is not in the IND regulations.
“Compassionate use” studies are either “emergency use” pro-
tocols or “Treatment INDs” (Fig. 5.24). The emergency use
provision governs the use of an investigational drug or bio-
logical product in a life-threatening situation when no stan-
dard acceptable treatment is available and in which there is
insufficient time to obtain institutional review board (IRB)
approval before treatment must be started. This provision
allows for one emergency use without prospective IRB
review. The use must be reported to the IRB according to fed-
eral and local requirements. Any additional use of the investi-
gational product requires prospective IRB review and approval.
This emergency use is normally only done after phase 2 is
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» Make new drugs available to desperately ill patients early
in drug development process.

~

Need preliminary evidence of drug efficacy & safety,
documentation drug is intended to treat a serious or life-
threatening disease, and no alternative therapy available
to treat that stage of disease in intended patient
population.

~

Patient is not eligible to be in definitive clinical trials, which
usually must be well underway (e.g., during phase 3), if
not almost finished.

~

Enables FDA to obtain additional data on drug's safety
and effectiveness.

FIG. 5.25. Treatment IND

complete and ideally phase 3 is done or almost complete, so
that a reasonable idea of both safety and efficacy exist.

For a company with such a life-saving product, emergency use
is not often able to be accomplished, because of the time required
to document the patient’s need and diagnosis, investigator’s/
practitioner’s credentials, and the distribution requirements
for the product. These issues are not vicarious requirements
from a company but minimum regulatory and especially safety
issues. Usually when it is done, a protocol is created in
advance to cover this usage including approval by regulatory
authorities. The necessary inclusion and exclusion criteria cre-
ated for this protocol can present a barrier to such open-ended
use, because the individual patient and family may have an
expectation of availability of the product, but the patient may
not qualify. This situation can become a possible public rela-
tions boon or fiasco, which is a practical challenge to control
expectations.

The Treatment IND provision makes new drugs available
to desperately ill patients early in the drug development
process (Fig. 5.25). Approval of a treatment IND requires pre-
liminary evidence of drug efficacy, documentation the drug is
intended to treat a serious or life-threatening disease, there is
no alternative therapy available to treat that stage of the dis-
ease in the intended patient population, and the patient or
patient population is not eligible to be in the definitive
clinical trials. The clinical trials program usually must be
well underway, (e.g., during phase 3, if not almost finished).
A Treatment IND also enables the FDA to obtain additional
data on safety and effectiveness. A protocol must be written
by the company and approved by the regulatory authorities
for this usage. Also, regulatory provisions allow a company to
charge the health care system for this usage, but the company
needs to share costs of production and research costs with the
regulatory authority, which is proprietary information.

Epidemiology studies use observational study designs in
large populations (e.g., hundreds to thousands of patients)
to improve our understanding of diseases and therapies
(Fig. 5.26). The sources of information about the patients,
diseases, treatments, and events include large databases, such
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» Definition:

Observational studies of larger size

Prospective or retrospective

Longitudinal over specified time

Hard end point, well-defined

Sites more in community settings

Comparator control groups

Information sources: databases, patients, registries, charts/medical histories
More representative population in real world

oals:

Study target disease

e.g., risk groups, disease descriptors, practice patterns, market/population
size

O Estimate rates of background events, e.g., adverse events

© Design large simple post-marketing safety trials

oG 00000000

FIG. 5.26. Epidemiology Studies — Definition and Goals

as Medicaid claims data, patient interviews (in person, tele-
phone, mail, or Internet), patient registries, and medical record
reviews. Each data source has its limitations, which will
qualify the results and conclusions. For example, databases
can be influenced by restrictions in formulary status, treat-
ment guidelines in place, or age of the population exposed.
Interviews are susceptible to patient memory lapses and
their reliability as historians. The end points are definitive
(e.g., hospitalization, death, heart failure, or gastrointestinal
bleed). The data can be gathered retrospectively (e.g., chart
reviews) or prospectively. The patients for epidemiology
studies are found most often in community practice settings,
and as a result they are more representative of the “real
world.” Control groups, used for comparison, are usually
drawn from the same population as the patients exposed to
the disease and or treatment. These characteristics should
result in a representative population sample, studying typi-
cal patients receiving typical treatments in typical health
care settings.

The goals of these observational studies are threefold:
(1) to study the target disease, which can provide information
on patients at risk for an exposure or reaction, disease or
patient descriptions to be used for inclusion or exclusion cri-
teria in other studies, practice patterns in diagnosis and ther-
apy, and population (market) sizes; (2) to estimate rates of
background events, especially adverse events, helping to
identify reactions in a population and the influence of disease,
risk factors, or treatment; and (3) to design large simple post-
marketing surveillance trials for safety assessments.

Two study designs are predominant in epidemiology
research: cohort and case-control (Fig. 5.27). A cohort is a
group of patients with similar characteristics, also described
as patients with an exposure to a specific product in drug
studies. Two cohorts, with and without exposure (often a
drug), are followed over a specific time period and compared
for adverse events or practice patterns or to estimate a specific
reaction, which may be rare and difficult to quantify in
smaller randomized trials. Case control design involves a group
of cases as defined by an exposure and set of characteristics and
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» Cohort design:
© Group of patients with exposure to specific products
» Case control design:
© Cases of patients with a specific exposure or reaction and
matched controls from same population
» Biases to prevent; limits to observational studies:

© Sampling vs Selection vs Measurement vs Confounding
o Information: subject not remember information
o Reverse causality: exposure related to outcome

o Detection: preferential diagnosis or selection of exposed
subject

o Healthy patient: health status influences outcomes
o Channeling: disease severity masks drug-disease
association

o Confounding: Variable must be associated with exposure
and outcome, and can not be an effect of exposure

FiG. 5.27. Epidemiology Studies — Design Issues

a group of matched control subjects, both selected from the
same population.

Observational studies have potential biases that must be
considered and either dealt with in the design and/or used as
qualifications to the results and conclusions. Information bias
involves missing information because patients do not remem-
ber events or data are missing from charts. Reverse causality
bias is when the exposure (drug) is unknowingly used to treat
an adverse event related to the outcome, such that epidemiol-
ogists will define exposures where timing does not coincide
with the outcome. Detection bias occurs when an outcome is
preferentially diagnosed in subjects who are exposed to a
drug associated with the outcome. Matching well the patient
characteristics, diagnoses, and other nonstudy exposures will
help minimize this problem. Healthy patient bias is seen
when a patient’s health status (e.g., exercise or diet) influ-
ences the outcome and biases the result. One compensates for
this problem through study design and observation or statisti-
cal analysis with stratification. Channeling bias occurs when
the severity of a disease either masks or enhances the associ-
ation between a drug exposure and the disease. Mitigation of
this bias requires knowledge of the disease and modification
of the study design. Confounding bias occurs when an exter-
nal variable is mixed with the exposure and influences the
outcome under study. Epidemiologists deal with such poten-
tial bias by stratification by the confounding variable or
statistical analysis using multivariate analysis.

Summary

A wide variety of clinical trials intended to demonstrate safety
and efficacy, which have complementary and at times overlap-
ping goals, are required to obtain approval from the FDA or
comparable government agency to use a new drug or biologi-
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» 10,000-30,000 substances identified in basic
research

» 100-200 reach chemical synthesis and screening

r 5-10 undergo pre-clinical testing

r 2-5 enter clinical trials

r 1is approved and marketed

FIG. 5.28. Failure Rates of New Chemical Entities

r 33% enter phase 2
r  27% enter phase 3
r 20% undergo FDA review

» Not all that undergo review are approved

F1G. 5.29. Failure Rates of INDs

cal product. This is an expensive and lengthy process—the
largest percentage of the cost of drug development is for clin-
ical studies, about 50% of the total cost. As we have discussed,
the studies have specific stages with specific requirements;
have many special design features to be used; must be accept-
able to not just clinicians and investigators but also to the reg-
ulatory authorities regarding medical benefits and scientific
rigor; were conducted following good clinical practice guide-
lines for the patients, the sites, the investigators, and the com-
pany; and demonstrate real clinical differences to reasonably
meet unmet clinical needs and for competitive advantage.
Further, the clinical studies must meet the needs of the mar-
keting teams to generate data and information to help convince
providers to use the company’s product and payors to pay for
it. As stated in a recent “white paper” from the FDA [26],
novel approaches to shortening the phases of clinical testing
and reducing the cost are essential if the discoveries being
made in the laboratory are to be translated into improvements
in preventing, diagnosing, treating, and curing disease.
Failure rates of new chemical entities (NCEs) are actually
series of failures at the various stages of research at a company
that are to be expected and even can be a desirable outcome
(Fig. 5.28). A company does not have all the resources to
advance all compounds and must be selective to advance the
best compounds in activity at each stage of development.
In basic research, 10,000-30,000 new substances are identified,
which have increased with genome screening. Then, about
100-200 molecules reach chemical synthesis and screening.
At the next step, about 5-10 undergo preclinical testing in ani-
mals. Within a family of compounds (product candidates), only
2-5 enter clinical trials. Finally, 1 is approved and marketed.
Failure rates of INDs occur commonly during the clinical
phases of product development (Fig. 5.29). Another way to
look at this situation is to consider that of all drugs that enter
phase 1 testing in humans, 1 in 3 enters phase 2 testing, 1 in
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» Inadequate characterization of dose-response
profiles (peak response and time-course of
response during dosing interval)

r Flaws in study design or drug development plan -
inappropriate studies, difficult to interpret studies,
studies based on unfounded assumptions

» Inadequate characterization of the benefit-risk
profile

» Inadequate proof of improved quality of life or
pharmacoeconomic benefit

» Audits of study conduct or sites find major flaws

FiG. 5.30. Why are drugs not approved?

4 enters phase 3 testing, and only 1 in 5 undergoes FDA
review. The reasons for a company terminating the IND
include safety issues (20% of the time), lack of sufficient effi-
cacy (38%), economic reasons, that is, the product is too
expensive to manufacture, or the potential sales are too low to
justify the high expense and risks of further development,
(34%), and others (9%). In addition, even at the terminal end
of clinical research phase with reporting of all studies and fil-
ing the NDA, not all that undergo FDA review are approved.

An important question is why are drugs not approved,
especially because over the past decade the regulatory
authorities, especially the FDA, have worked more closely
with companies at various stages in the drug development
process, providing feedback on study design and data gener-
ated (Fig. 5.30). Most products that enter clinical trials are
not approved because they fail to demonstrate sufficient effi-
cacy or have substantial toxicity. Specifically, one finds inad-
equate characterization of dose-response profiles (peak
response and time course of response during dosing interval),
flaws in study design or drug development plan (e.g., inap-
propriate studies, difficult to interpret studies, studies based
on unfounded assumptions, inappropriate dosing for the drug
or disease), flaws in the conduct of the study and data
collection (e.g., study sites not following exclusion criteria,
too much missing data), inadequate characterization of the
benefit-risk profile, inappropriate statistical analyses (e.g.,
insufficient statistical power with too few patients enrolled
for the desired extent of change in end points), adverse
events of a new product exceeding existing therapies beyond
any added efficacy, and inadequate proof of quality of life or
pharmacoeconomic benefit.
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Introduction

The role of metabolism and pharmacokinetics, under an
industrial context, is to address the question of which com-
pound should be selected for development among multiple
candidates and how the compound should be dosed. As a dis-
cipline, pharmacokinetics (PK) is the study of what the body
does to the drug, that is, the absorption, distribution, metabolism,
and excretion (ADME) of the drug, whereas pharmacodynamics
(PD) seeks to define what the drug does to the body, that is,
the exposure and the response relationship. The integration of
PK and PD in drug development from early to late stage
can guide the decision-making process on lead generation,
optimization, and product realization.

This chapter as outlined above first provides an overview
about the value of PK/PD in drug development; second, it dis-
cusses the key PK/PD concepts; third, it presents the key
PK/PD and metabolism studies in each developmental stage
along with case studies; finally, it summarizes the regulatory
expectations on PK/PD in drug development.

Pharmacokinetics is a discipline that characterizes the rela-
tionship between dose and concentration, whereas pharmaco-
dynamics characterizes the relationship between the drug
concentrations in either plasma or biophase and drug responses,
including both beneficial and adverse effects.

Drug development is a sequential process involving iterative
learn and confirm cycles. The strategy of the developmental
value chain from discovery to preclinical through phase I to
phase III and beyond is to develop and utilize new technologies,
in vitro or animal models, that are less expensive and predictive
of human pharmacokinetics in vivo and to maximize the

information gained in humans to support the drug label. Figure
6.1 provides an overview of the phases of drug development and
some of the key outcomes for metabolism and pharmacokinet-
ics (MPK) in the four areas of target and compound selection,
safety margin, proof of concept and dose ranging, and confir-
mation of safety and efficacy. The major responsibility of a drug
metabolism and pharmacokinetics function within a pharma-
ceutical industry is to manage the exposure data generated along
the developmental value chain in the four stages of research and
development outlined on figure 6.1, each of which will be elu-
cidated further in this chapter. The integration of PD informa-
tion using biomarkers, surrogate markers, and clinical end
points from early stage to late stage represents a more efficient
and effective drug development paradigm (i.e., model-based
drug development). PK/PD bridging becomes a common
approach implemented in many stages or areas of drug develop-
ment (e.g., bridging preclinical to clinical [allometric scaling],
bridging old formulation to new formulation [in vitro—in vivo
correlation, or IVIVC], bridging old region to new region, bridg-
ing old population [adults] to new population [pediatrics]).

Several abbreviations are presented in this figure and are
described below:

C : Plasma concentration of a drug

C,: Drug concentration in the effect compartment

EC,,: Drug concentration that produces 50% of the maximal
effect

IC,,: Inhibitory drug concentration that produces 50% of the
maximal effect

MIC: Minimum inhibitory concentration

NOAEL: No observed adverse effect level
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FIG. 6.2. Absorption, Distribution, Metabolism & Elimination (ADME) -1

Value of PK/PD

In drug development, the ADME processes of a compound are
experimentally determined (Figs. 6.2 and 6.3). Absorption
studies are conducted to answer the basic question whether the
drug can reach the systemic circulation from the site of admin-
istration. There are several factors that can influence the
absorption of the drug after oral administration. The drug
needs to have a high solubility and high permeability in order
to be absorbed adequately. A Biopharmaceutics Classification
System (BCS) was proposed to classify drug molecules into
one of four classes based on their solubility and permeability
through the intestinal cell layer. The combination of BCS and
in vitro—in vivo correlation (IVIVC) improves the efficiency
of the drug development and review process—a class of
immediate release (IR) solid oral dosage forms for which

bioequivalence (BE) may be assessed based solely on in vitro
dissolution results (biowaiver). In vitro transport studies can
be conducted to evaluate the involvement of efflux pumps (P-
glycoprotein) or certain molecules that serve as ligands for
membrane pumps (OATP, OAT, etc.) to transport drugs across
the gastrointestinal tract. Except transporters, first-pass
effects including intestinal and liver metabolism and certain
forms of bile excretion can affect the amount of drug eventu-
ally reaching the blood circulation. In addition, food can also
affect the drug absorption. Required by the regulatory agen-
cies, food-effect studies become standard PK trials in the
industrial development of orally administered drugs.

Using radiolabelled material, quantitative whole-body
autoradiography (QWBA) provides a rapid, cost-effective,
and accurate assessment of the tissue distribution of radioactivity.
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The study demonstrates if drug-related material reaches a
target organ (e.g., CNS) and identifies sites of accumulation
or unusual persistence. The measurement of protein binding
is also important as it is postulated that only the unbound
component of the drug is pharmacologically active and can
be removed from the body. In in vivo studies, the apparent
volume of distribution determined for a compound is a direct
measure of extent of distribution, and it should be compared
against the physiological volumes of plasma, extracellular
space, and total body water in the corresponding species.

Metabolism studies (Fig. 6.3) identify the potential metabo-
lites that may be active or even toxic, identify enzymes involved
in the metabolism of new chemical entities (NCEs), deter-
mine the rates of these enzyme reactions, and demonstrate the
inhibition or induction potential of NCEs on the enzymes.
The importance of drug metabolism is twofold: (a) drugs can
be extensively metabolized by a specific enzyme or by several
enzymes; (b) drugs can also affect the activities of the enzymes
by either decreasing their intrinsic activity (inhibition) or
increasing the amount of available enzyme (induction). The
consequences of the drug metabolism can lead to significant
drug-drug interactions resulting in either loss of efficacy or
toxicity. Sometimes, the rate and extent of drug metabolism is
directly related to the efficacy of the drug, such as in the case
of prodrug or pharmacologically active metabolites (e.g., terfe-
nadine to fexofenadine, loratadine to desloratadine, leflunomide
to teriflunomide). In some cases, the absence of certain drug
metabolizing enzymes or significantly reduced capacity in
certain subjects can have profound effects on elimination of
drugs that are primarily metabolized by the enzymes leading
to toxicity. In other cases, biotransformation of drugs can also
lead to formation of reactive intermediates or metabolites that
interact with endogenous macromolecules, such as proteins
and nucleic acids. It is, therefore, important not only to study
the parent compound but also to study the active/toxic
metabolites during drug development.
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Drugs are primarily eliminated by the feces or via the urine,
and this can be determined by mass balance studies. The other
routes of elimination such as via the lungs or biliary excretion
can also be determined. The drug’s clearance (CL) in PK studies
can be compared with blood flows through the liver and kidney
and glomerular filtration rate (GFR). Function of the excretory
organs, especially the kidney, can have dramatic impact on
organ physiology and a drug’s elimination and its half-life,
leading to persistent effects and lower dose needs or toxicity.
PK work in this situation may be important element of prod-
uct development for patient safety. Predicating elimination of
a drug based on various excretory studies is a key part of
MPK’s contribution to product development, product dosing,
and safety.

“Exposure” to a drug as defined by either plasma concen-
tration or a surrogate of concentration, such as AUC (area
under the concentration-time curve) or C_  (maximum drug
concentration), can be correlated to a pharmacodynamic
response (Fig. 6.4), either efficacy or safety data, using the
following PK/PD models according to the data types (contin-
uous or categorical), the time course of response relative to
concentration, and the shape of the curve when plotting
response against concentration.

e Linear or log linear: The model assumes that the effect will
continuously increase with increasing concentrations.
e E . orsigmoidal E_ . The model describes the interaction
between small molecules such as drugs and large molecules
such as receptors or enzymes including the shape of the
response, the baseline effect, or the maximal possible effect.
Indirect link or indirect response: Indirect link uses a hypo-
thetical effect compartment model to accommodate the drug
distribution to the biophase. Indirect response model is used
if the rate-limiting step is a postreceptor event. For indirect
link models, time for maximal effect (Tmax’e) is independent
of dose whereas for indirect response models, T
increases with increasing dose.
* Logistic: These models can correlate frequency of a cate-
gorical response to the drug concentration or dose.

max,e

It is important that there is sufficient characterization of the
following parameters:

* Baseline effect: A physiological parameter is evaluated and
quantified without drug dosing. Baseline can change due to
circadian rhythm (e.g., circadian rhythm of cortisol or mela-
tonin levels), food, or disease.

Biomarker: It is a quantifiable physiological or biochemical
marker that is sensitive to intervention (drug treatment).
Biomarker might or might not be relevant for monitoring
clinical outcome, usually used in early drug development.
Validation of its relevance to disease outcomes is needed.
Surrogate marker: If a biomarker has been shown to reflect
clinical outcome, it can be called surrogate marker; for
example, HIV load in AIDS patients, blood sugar in dia-
betes patients, FEV1 in asthma patients, and urine NTx or
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CTx (N- or C- telopeptide cross-links), and bone mineral
density for osteoporosis.

e Clinical end point: A characteristic or variable that meas-
ures how a patient feels, functions, or survives and directly
relates to disease outcome. However, assessment is often
difficult to perform requiring a large number of patients
and/or longer time frame for significant change and/or con-
sensus of its relevance to meaningful disease change [1].

PK/PD Concepts

The oral bioavailability is the function of the fraction of
absorption, the fraction undergoing first-pass metabolism, the
fraction of loss due to efflux, and the fraction of degradation

(Fig. 6.5) [2]. The amount of the drug reaching the site of meas-
urement is the bioavailable portion of a dose administered.

It is important to distinguish between the terms bioavailability
(BA) and bioequivalence (BE). Bioavailability determines the
amount of drug that is absorbed in the bloodstream as compared
with a standard (i.e., after intravenous administration). Absolute
oral bioavailability is usually calculated as the ratio of the expo-
sure as determined by area under the concentration-time curve
(AUC) compared with the same parameter after intravenous
administration that is assumed to be 100%. The relative bioavail-
abilty is the AUC ratio of a test formulation to a reference for-
mulation. The comparison could be of a tablet versus a capsule
or a solution and so on. If the 90% confidence interval of the ratio
(ratio of the least square means using log transformed data) is
contained within the limits of 0.8—1.25, then the formulations are
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FiG. 6.7. Multiple Dose Pharmacokinetics

deemed to be bioequivalent. The bioequivalence study is the pri-
mary clinical study that a generic company has to conduct in
order to get an approval when the drug patent expires. The above
criteria and the two one-sided test procedure are the important
means to prove that the generic formulation is bioequivalent to
the innovator drug. Similar approach is also applied for drug-
drug and drug—food effect studies.

Besides oral bioavailability, bioavailability can also be
determined after administration via other extravascular routes,
such as inhalation, transdermal, or subcutaneous injection.

Following single dose administration via extravascular route,
the maximum concentration is defined as C__, and the time to
reach maximal concentration is defined as T _(Fig. 6.6). The
concentrations decrease in a first-order fashion, which implies
that the decrease in concentration over time is dependent on the
previous concentration. This type of reduction in drug concen-

kinetics, the area under the plasma concentration-time curve
up to infinity after a single dose is equal to the area under the
curve for a dosing interval at steady state (AUC_
AUC_ ). Accumulation after multiple drug dosing can be
defined as the ratio of either AUC, Cmax, or C . atsteady state
for a dosing interval to the corresponding AUC, C__,or C .
after single dose for the same time interval. The fluctuation is
the ratio of the maximum concentration and minimum con-
centration at steady state.

Generally speaking, an ideal dose regimen should give both
low fluctuation and low accumulation for the drug. Also, it is
important to note that the time to steady state depends solely
on the half-life of the drug, while the average steady-state
concentration depends on the clearance of the drug and the
dosing rate.

If the concentration of an NCE at any given time is proportional
to the dose of the drug administered, then the PK of that drug is
dose proportional (Fig. 6.8). Dose proportionality is necessary for
linear kinetics, which implies that any concentration-time profile
normalized for time and dose is superimposable. Nonlinear kinet-
ics implies that concentration-time profiles are not superimpos-
able due to either dose or time dependencies. The common
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mechanism for nonlinear kinetics is saturation in one or multiple
ADME processes as described below:

1. Nonlinear absorption:
e Saturable active GI transport (e.g., riboflavin, levodopa,
B-lactam antibiotics)
* Poor aqueous solubility or slow release (e.g., griseoful-
vin, phenytoin)
e Saturable presystemic metabolism (e.g., propranolol,
telithromycin)
2. Nonlinear distribution:
e Saturable protein binding (e.g., prednisolone/prednisolone)
e Saturable red blood cell binding
e Saturable tissue binding (e.g., paclitaxel)
3. Nonlinear elimination
e Saturable elimination (e.g., phenytoin, theophylline)
e Saturable renal elimination
» Cofactor depletion (e.g., glutathione depletion after acet-
aminophen overdose)

15 - Dose Proportional
- ® Saturable Metabolism/Elimination
[ Saturable Absorption
8 10
e n
o L
S L
8 L
< 5[
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FI1G. 6.8. Dose Proportionality: Linear vs. Nonlinear
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* Mechanism-based inhibition (e.g., clarithromycin due to
the formation of a stable metabolite-intermediate complex)
4. Autoinduction (e.g., rifampicin, many antiepileptics)

Lack of dose proportionality does not imply a failed com-
pound but it has important implications with regard to safety or
efficacy, depending on the mechanism involved, when adjust-
ing dose is needed clinically. For a drug that processes a sat-
urable absorption, efficacy can become a concern. For a drug
that shows a saturable elimination, safety is a concern, espe-
cially when a drug has a narrow therapeutic window. Nonlinear
kinetics usually implies larger inter-subject variability in phar-
macokinetics and less predictable drug activity for a given dose
across patients or in the same patient at different doses. Ideally,
the drugs are easier to manage clinically if their PK are linear
at their therapeutic dose range.

Although pharmacokinetic drug-drug interactions (DDI) can
occur at any process of ADME, metabolism has been the pri-
mary site or mechanism for many clinically important drug
interactions (Fig. 6.9). The emphasis of drug-drug interaction
studies is on NCEs with a narrow therapeutic index and primarily
metabolized via one metabolic pathway and also on potent
enzyme inhibitors or inducers. Drug metabolism is primarily
mediated by phase I CYP family of isoenzymes (cytochrome
P450 enzymes) in the liver, which includes 1A1/2, 2D6, 3A4,
2C8/9/19, and to a small extent, 2B6. The relative amount of
the isoforms of the CYP 450 enzymes is listed in this figure [3].
Phase II metabolism is also common by N-acetyl-transferase
liver enzymes (NAT 1/2). Genetic polymorphism of these
isozymes and DDI are common sources of variability. Drugs
may be metabolized by more than one enzyme. For example,
tricyclic antidepressants are metabolized by CYP2D6,
CYP3A4, and CYP1A2. Also, (S)-warfarin is metabolized by
CYP2C9 and (R)-warfarin metabolized by CYP3A4 and
CYPI1AZ2. Genetic absence of one isoenzyme can lead to com-
pensation through the secondary isoenzyme pathway.

» Gastrointestinal absorption
© Binding/chelation of drugs
o Gl emptying/motility

» Plasma & tissue protein
binding

» Drug transporters
o Pgp, OCT, OAT, & OATP

Individual isoforms (Human)

moAg 02D6
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F1G. 6.9. Sites of Pharmacokinetic Drug Interactions

Primarily mediated by CYP isozymes: 1A1/2, 2D6, 3A4, 2C8/9/19
Genetic polymorphism CYPs & DDI common sources of variability
Drugs may be metabolized by more than one enzyme

Drug may induce / inhibit 1 isoenzyme but may not be its substrate
Inhibition or induction of an interacting drug may or may not result

Source: Li AP. Advances in Pharmacology: Drug-Drug Interactions. Scientific and Regulatory Principles. 1997:43:189. Academic Press,

San Diego, CA
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CYP 450 Isozyme | Substrates Inducers Inhibitors
CYP 1A2 Caffeine Omeprazole Alfa-naphthoflavone
CYP 2A6 Coumarin Barbiturates Tranylcypromine
CYP 2C9 Tolbutamide Rifampin Sulphaphenazole
CYP 2C19 (S)-mephentoin Rifampin Tranylcypromine
CYP 2D6 Dextromethorphan | None Quinidine
CYP 2E1 Chlorzoxazone Isoniazid Disulfuram
CYP 3A4 Testosterone Carbamazepine | Ketoconazole
Midazolam Dexamethasone | Itraconazole
Phenobarbital
Phenytoin
Rifampin

FiG. 6.10. CYP450 Drug-Drug Interaction Probes

Inhibition or induction of an interacting drug may or may
not result in a clinically significant interaction. Drug(s) may
induce/inhibit one isoenzyme but may not be a substrate of it
(quinidine is an inhibitor of CYP2D6 but a substrate of
CYP3A4). Drug-drug interactions (DDI) can be of following
types: inhibition or induction. Inhibition is the more common
form of DDI.

* Enzyme inhibition: Decreased enzyme activity due to direct
interaction with the drug or its metabolite(s)

o Competitive inhibition: Inhibitor and the substrate com-
pete for the same binding site on an enzyme. Inhibitor
may be the substrate itself.

© Noncompetitive inhibition: Inhibitor binds at a site on the
enzyme distinct from the substrate.

o Uncompetitive inhibition: Inhibitor binds only to the
enzyme substrate complex.

o Mechanism-based (or suicide) inhibition: Substrate
(inhibitor) gets transformed by the enzyme to intermedi-
ate(s), which can react with the active site of the enzyme
or inactivate the enzyme.

* Enzyme induction: Interaction may affect efficacy of one or
more medications. Enzyme induction involves protein synthe-
sis, therefore, requires multiple dose administration to realize.

Many phase I and phase II enzymes are inducible (e.g.,
CPY3A4, UDP-glucuronosyltransferases), but some are not
(CYP2D6). The major enzyme that is known to be induced is
CYP3A, and examples of drugs known to induce CYP3A
include carbamazepine, phenytoin, rifampin, and phenobar-
bital. Enzyme induction potential in human is difficult to assess
preclinically due to lacking of predictability of animal data.

Absorption, interaction with transportor (e.g., P-gp), elimi-
nation, and protein binding based drug-drug interactions are
also possible, but they are more infrequent or less well studied.

Drug metabolism and interaction studies are usually realized
using appropriate probes [4, 5]. These probes, which are drugs
with known actions, are classified as substrates, inducers, and

inhibitors of various drug metabolizing enzymes or transporters
(Fig. 6.10). For in vivo studies, selectivity, sensitivity, safety,
and availability of the probe compounds are the major factors
to be considered. For in vitro tests, the choices are a little
more broad: if recombinant enzymes (isoenzyme specific) are
used, the probes can be less selective. Human liver micro-
somes are preferred in the in vitro tests. Via the probe
approach, an NCE’s metabolic pathways and its interaction
potential can be assessed in vitro initially and ultimately con-
firmed clinically via human DDI studies. The results gathered
are critical in the decision-making in drug discovery and
development. An NCE that is subjected to drug interactions as
a strong inducer or as substrate that is primarily metabolized
by a single enzyme (e.g., CYP2D6 or 3A) may be screened
out early (development stopped) because drug interactions
likely will be common and significant, as long there are other
similar leads with more diverse metabolic profiles (i.e.,
metabolized by multiple metabolic and other elimination
pathways). Other types of drug-drug interactions involving
non-CYP enzymes (e.g., flavin monooxygenases; FMO),
drug-transporters, protein binding, or absorption and elimina-
tion related are also possible. MDR1 (P-glycoprotein) is an
efflux transporter that can actively extrude or pump drugs back
into the intestinal lumen, thus affecting the oral bioavailability
of drugs such as paclitaxel, digoxin, and protease inhibitors [6].

When elimination occurs via a single metabolic pathway, indi-
vidual differences in metabolic rates based on pharmacogenomics
can lead to large differences in drug and metabolite concentrations
in the blood and tissue. Figure 6.11 presents several CYP450
isozymes responsible for metabolism of drugs along with the
proportion of drugs metabolized by particular CYP isozyme,
the allele variants, and the clinical impact [7]. In some instances,
differences exhibit a bimodal distribution indicative of a genetic
polymorphism for the metabolic enzyme (e.g., CYP450 2D6,
CYP450 2C19, N-acetyl transferase). When a genetic poly-
morphism affects an important metabolic route of elimination,
large dosing adjustments between patients may be necessary to
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Enzyme | % of Drug | Allele Variantsb Clinical Effects
Metabolism

CYP1A2 5 CYP1A2*1K Less enzyme expression

& inducibility
CYP2A6 2 CYP2A6*4, CYP2A6*9 | Altered nicotine metabolism
CYP2B6 2-4 - Metabolism of cancer drugs
CYP2C8 1 CYP2C8*3 Altered Taxol metabolism
CYP2C9 10 CYP2C9*2, CYP2C9*3 | Drug dosage
CYP2C19 5 CYP2C9*2, CYP2C9*3 | Drug dosage, Drug efficacy
CYP2D6 20-30 CYP2D6%4,10,*17, No response, Drug efficacy

*41

CYP2E1 2-4 - No conclusive studies
CYP3A4 40-45 Rare No conclusive studies
CYP3A5 <1 CYP3A5*3 No conclusive studies

FiG. 6.11. Pharmacogenetics & Pharmacogenomics

Source: Influences on Pharmacologic Responses. http://medicine.iupui.edu/flockhardt/

achieve the safe and effective use of the drug.
Pharmacogenetics and pharmacogenomics are the sciences of
understanding the correlation between an individual patient’s
genetic makeup (genotype) and their response to drug treat-
ment. They already have influenced therapeutics. For a drug
that is primarily metabolized by CYP2D6, approximately 7%
of Caucasians will not be able to metabolize the drug, but the
percentage for other racial populations is generally far lower.
Similar information is known for other pathways, prominently,
CYP2C19 and N-acetyl transferase. For example, codeine is
metabolized to its active molecule, and about 10% of the pop-
ulation are rapid metabolizers and only need a much smaller
dose for the same pharmacodynamic outcome. Omeprazole,
used to treat peptic ulcers, is poorly metabolized related to
SNPs in the CYP2C19 liver enzyme in 2.5-6% of Caucasians
and 15-23% of Asians. For thiopurine, an antimetabolite used
in cancer chemotherapy, the dose is 1/10 for the poor metabo-
lizers, which constitute about 10% of patients related to SNPs
in the N-acetyl transferase (phase II) liver enzyme [8, 9].
Genetic polymorphism is almost predominantly associated
with drug metabolism and transporters; renal excretion of drugs
does not appear to show genetic polymorphism. Drugs that are
predominantly excreted unchanged tend to show much less
inter-individual variability in disposition kinetics than exten-
sively metabolized ones. Drug targets (receptors, enzymes, and
signal transduction proteins) can have genetic variations and dif-
ferent drug sensitivities (e.g., ACE [angiotensin converting
enzyme inhibitors], dopamine 1, 2, and 3, glycoprotein IIla, and
beta adrenergic receptors [BAR]). For BAR and the adrenergic
bronchodilators, a fivefold difference in forced expiratory vol-
ume is possible because of SNPs [8, 9]. Some drugs work well
in some patient populations and not as well in others. Studying
the genetic basis of patient response to therapeutics allows drug
developers to more effectively design therapeutic treatments.
Characterization of genetic polymorphism can (1) improve
candidate drug selection, (2) aid in developing new sets of
biomarkers to eventually minimize animal studies, (3) help in

predicting responders to a drug for enhancing desired effects
and minimizing undesired serious side effects, (4) help to ration-
alize drug dosing, (5) improve patient selection process in stud-
ies, (6) reduce variability in drug responses in a study by
excluding outliers in drug metabolism, and (7) reduce the num-
ber of subjects needed for establishing efficacy helping acceler-
ate drug approval. These features will move from current
empirical process to hypothesis-driven mechanism-based
process, and thus lower cost and speed up the drug development
process. However, the routine use of PG is not yet current med-
ical practice, costs of genotyping adds to health care costs, diag-
nostic labs need to be better set up for this testing, PG tests need
clinical validation, and legal ramifications of genetic informa-
tion, its availability and use, remain a dilemma. In the field of
oncology, genetic testing for responders has been encouraged as
in the case of using HER-2 protein overexpression for identifying
Herceptin responders.
Several definitions warrant attention on this subject.

* Pharmacogenetics: Study of hereditary variations in drug

response.

Genotype: The fundamental assortment of genes of an indi-

vidual, the blueprint. Gene typing is a relatively new tech-

nique that involves the identification of genes whose
expression results in a particular phenotype, such as rapid
metabolites and poor metabolizers.

Phenotype: Outward characteristic expression of an individ-

ual. Phenotyping is the expression of a genotype and usually

involves ingestion of a test compound followed by serial
blood or urine analysis.

Genetic polymorphism: Defines monogenic traits that exist

in the normal population in at least two phenotypes, neither

of which is rare (less than 1%).

e Allele: One of two or more different genes containing a spe-
cific inheritable characteristic that occupy corresponding
positions (loci) on paired chromosome. Dominant allele is
expressed and recessive is not expressed.
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Population-based PK/PD modeling is conducted to pool
several studies with different sampling schemes (rich or
sparse) and dose regimens and to describe the typical PK/PD
behavior or central tendency of a population of interest. In Fig.
6.12, separate pieces of information (rich PK data, sparse PK
data, efficacy data, and safety data, as well as covariate data)
are combined into a pooled “mixed data set” for a population.
Population-based modeling can produce unbiased estimates
of PK or PD parameters, inter-individual variability, inter-
occasional variability, as well as random residual variability,
and can evaluate the effects of patient demographics, disease
conditions, and concomitant medications on the PK/PD of the
drug. Population approach allows sample numbers per subject
and sample times varying from patient to patient, which fits
better to the routine clinical practice or large phase III clinical
trials and therefore makes it easier to obtain PK/PD informa-
tion in the target patient population. Mixed effect modeling is
the most commonly applied population-based approach, and
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it is well established. It is a fundamental tool to characterize
the exposure-response relationship and help select the dosage
regimen in phase III trials and labeling.

In order to determine an appropriate dose, it is necessary to
establish a range of concentrations from minimally to maxi-
mally efficacious with tolerable toxicity (minimal effective
concentration, MEC, and maximal safe concentration, MSC,
or maximal tolerable concentration, MTC, respectively). This
range of concentrations, or therapeutic window, usually is
determined from a concentration-time curve and a dose-
response curve generated from a population of patients who
have been examined closely for therapeutic and toxic effects
(Fig. 6.13). The graphs also may be used to determine the
therapeutic index (TI), comparing the response versus plasma
concentration curves for efficacy and toxicity on the same
graph at a 50% response rate (EC,). This useful measure of
drug toxicity is calculated by dividing the 50% value from the
toxicity curve by the 50% value of the efficacy curve. For
example, in this slide, the TI is 6,500 ng/mL divided by 1,000
ng/mL, respectively, or 6.5, which is quite good for a TIL
Because these curves are generated from population data, the
values may not be applicable for all individuals.

One of the most important goals of PK/PD studies in drug
development is to guide the determination of therapeutic
dosage regimens in the clinical trials and for labeling of an
NCE. To realize this goal, a number of clinical studies are
required to be conducted systematically from maximal tol-
erated dose study (MTD) in phase I, dose ranging study in
phase II, and large-scale efficacy and safety studies in phase
III. In addition, PK/PD studies are often conducted in spe-
cial populations for deriving dosage regimen adjustments
for these patients. Drug-drug interaction or other interaction
studies are also commonly conducted to guide the dosage
for special conditions. An appropriate therapeutic dosage
regimen is basically derived from the kinds of information
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FIG. 6.14. Determinants of a Dosage Regimen
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FIG. 6.15. Bioanlytical Method Development

shown in Figure 6.14, that is, the determinants of a dosage
regimen. One consideration includes the therapeutic window
and target concentration that relate both efficacy and safety
of the NCE (i.e., its pharmacological response and toxicity
to concentrations). Another consideration is how the body acts
on the drug and its dosage form, the essence of PK, which
helps to derive both loading and maintenance dose regi-
mens. A third consideration is that of the demographics and
clinical state of the patient. A fourth consideration includes
all other factors such as patient total therapeutic regimen
and multiple drug management including drug-drug interac-
tions, convenience, compliance and cost, and so forth. All of
these determinants are interrelated and interdependent. The
loading doses or maintenance doses can be calculated based
on the formulae in this figure using clearance (CL), dose
(D), drug distribution (V), and fraction absorbed (F) values.

D/t = CL/F‘Ctarget Pharmacokinetics

Loading Dose
D = V4/F*Cyarget

Convenience
Compliance

Cost

Drug Development Value Chain

Guidance for industry for bioanalysis exists from the U.S.
FDA. Bioanalytical method validation states that “Selective
and sensitive analytical methods for the quantitative evalua-
tion of drugs and their metabolites (analytes) are critical for
the successful conduct of preclinical and/or biopharmaceutics
and clinical pharmacology studies” [10]. Figure 6.15 lists five
issues for bioanalysis; discovery, development, methods, sen-
sitivity and specificity, and assay validation. Development of
bioanaytical methods starts in discovery stage in an early
more rudimentary form and evolves through drug develop-
ment in overall quality and detail of the procedures.
Bioanalytical method validation includes all of the procedures
that demonstrate that a particular method used for quantitative
measurement of analytes in a given biological matrix, such as
blood, plasma, serum, or urine, is reliable and reproducible
for the intended use. The fundamental parameters for this val-
idation include (1) accuracy, (2) precision, (3) selectivity, (4)
sensitivity, (5) reproducibility, and (6) stability. Validation
involves documenting, through the use of specific laboratory
investigations, that the performance characteristics of the
method are suitable and reliable for the intended analytical
applications. The acceptability of analytical data corresponds
directly with the criteria used to validate the method. These
analyses must be designed to be able to be conducted by any
technician trained in the discipline.

Also, the methods above apply to bioanalytical procedures
such as gas chromatography (GC), high-pressure liquid chro-
matography (LC), and combined GC and LC mass spectro-
metric (MS) procedures such as LC-MS, LC-MS-MS,
GC-MS, and GC-MS-MS performed for the quantitative
determination of drugs and/or metabolites in biological matri-
ces such as blood, serum, plasma, or urine.

Biological products pose additional challenges in bioanalyti-
cal development because of their nature; that is, mostly proteins,
which have quite complex structures, are processed differently
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FIG. 6.16. Role of Discovery MPK

than drugs in the human body, may be duplicates of naturally
occurring substances, and are susceptible to many degradative
processes. Proteins are quite large molecules with specificity of
their amino acid sequence, disulfide bridges, tertiary structures
(carbohydrates), three-dimensional conformation, isoforms of
the same molecule, and other properties. These many struc-
tural features necessitate more testing in number, variety, and
sophistication to ensure the integrity of the molecule espe-
cially in the manufacturing process and complicate measure-
ment in the MPK studies.

In the past, drug discovery focused on finding the most
potent lead compounds at a particular target. However, many
compounds failed in development due to poor ADME proper-
ties. At the discovery stage nowadays, MPK is used via high-
throughput screening to find lead candidates that have
“drugability” properties or are “drug-like” to increase the
chance of success in the development (Fig. 6.16) [5]. The
studies are usually non-GLP compliant. The importance of
identifying the physicochemical and the molecular compo-
nents that dictate pharmacokinetics has been emphasized. The
early understanding of the pharmacokinetic-chemical struc-
ture-activity relationship (PK-SAR), along with the pharma-
cological-chemical structure-activity relationship (PD-SAR),
will increase the chance of success in finding a good drug
candidate. The role of MPK at discovery is to predict if the
drug will have acceptable pharmacokinetic properties in man;
for example, it is bioavailable after oral administration, it is
not extensively metabolized, the target tissue can be reached,
pharmacological activity is achievable with blood concentra-
tions that are attainable with reasonable doses. The figure at the
right panel of Fig. 6.16 describes the sequence that is generally
followed in the selection of lead candidates and characterization

Recommend NCE for development

of a lead candidate’s PK properties. A target is first identified
in the disease process, followed by the screening and identifi-
cation of analogues that modulate the target, which are called
“hits.” Once a considerable number of hits have been identi-
fied, two to four representative hits that show a promising
pharmacological profile are selected as lead candidates. At
this point, rank ordering takes place, and usually the one lead
candidate that shows the most promise is chosen for opti-
mization and assigned as a new chemical entity (NCE), with
the others reserved as backups should the lead candidate fail.
After this stage, the lead candidate goes through extensive
profiling for ADME in parallel with drug safety studies and
reconfirmation of pharmacological proof of concept including
in vivo efficacy in animal disease model(s).

If a compound fails during the drug development process, it
is vital that the reasons for failure are clearly understood as
early as possible. Understanding the reasons would help in
optimizing the appropriate PK/PD or metabolism properties
that would enable the next series of compounds to be success-
ful. The schema in Fig. 6.17 shows the sequential algorithm to
analyze the various reasons of failures of drugs due to phar-
macokinetic reasons, such as low bioavailability, short half-life,
high or variable metabolism, high first-pass effect, excessive
drug interaction potential, or poor tissues penetration. All
these can lead to low and transient exposure of the drug, and
thus the failure or lack of efficacy could be due to PK reasons.
However, if the drug has favorable PK properties and still does
not produce the desired effect, then the reason of failure is due
to the lack of appropriate pharmacodynamics, such as poor
affinity to target receptors or inappropriate target.

The aim of preclinical MPK studies depends on the stage
of drug development the compound is at. Eleven possible
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FI1G. 6.18. Preclinical DMPK to Support Development-1

types of preclinical studies or research questions are enumer-
ated on these two figures (Figs. 6.18 and 6.19). As much infor-
mation as possible should be obtained in animals and the
laboratory to design the optimal human studies, to screen for
the best drug candidates to move forward into humans, and
especially to discontinue a molecule as early as possible to
create more efficient and cost-effective product development.
During development, traditional preclinical pharmacokinetic
studies in animals, including toxicokinetics, will be carried
out to support filing of an Investigational New Drug (IND)
application. Also, in vitro studies, such as isolated hepato-
cytes or purified enzymes, might be used to assess the meta-
bolic clearance of the lead candidate. When the drug enters
the clinic, preclinical pharmacokinetics is then used to answer
specific questions (e.g., does the compound show a drug
interaction?). Hence, preclinical studies help in selecting the
first dose in man, selection of the correct dosing regimen, and
appropriate interpretation of toxicological studies. They also

J. Shi et al.

» Mass balance in the toxicology species
o Metabolite identification and primary routes of elimination
» In vitro and in vivo metabolic profiling

o Identification of major active or toxic metabolites or
intermediates

o Explanation of toxicological differences between species

» Identification of major metabolizing enzymes

o |dentification of isozymes involved in formation of

metabolites and potential for drug-drug interaction

» Enzyme inhibition and induction

o Potential effect of drug candidate on other drugs
» Formulation support studies

© Optimizing drug substance
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o Rational drug development

FIG. 6.19. Preclinical DMPK to Support Development -2

provide input in helping bridge historical toxicological data to
new formulations of drug candidates. Preclinical MPK stud-
ies are GLP compliant.

The term toxicokinetics refers to the kinetics when com-
pounds are administered to animal models at doses in the
range of those used in toxicity studies, while pharmacokinet-
ics refers to the kinetics of compounds given to humans or
animal models at lower (i.e., pharmacological) doses (Fig. 6.20).
Every compound that is identified as a potential lead candi-
date will undergo a battery of safety/toxicity screens prior to
being considered as a NCE. Typical studies include genotox-
icity, carcinogenicity, mutagenicity, ion channel safety
(hERG potassium channel), reproductive toxicity, and target
organ toxicity. The toxicokinetic support for these toxicology
studies may help to determine the concentrations that cause
toxicity, choose appropriate species for research questions,
examine species variability, evaluate exposure-toxicity rela-
tionships, assess the safety margin, and define the therapeutic
window.

Safety margin of a compound can be expressed as the ratio
of drug exposure (C,_,_or AUC) at NOAEL doses in the most
sensitive animal species to the corresponding parameter in
human at a particular dose (Fig. 6.21). Allometric scaling can
be applied to estimate human exposure if this is used for first-
in-man dose selection. Modeling and simulation technologies
can be used to generate the exposure if particular doses or
dose regimens have not been tested in humans. Assumptions
on PK linearity and others may be required. Because the
safety margin is assessed across different species, the total
drug concentrations should be converted to unbound fraction,
if there is significant species dependency on protein binding.
On the same plot, exposures that produce side effects either
benign or serious, such as hERG interaction (toxicokinetic
data), and exposures that produce the desired effects (phar-
macological data) can also be presented. This kind of plot
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» Role of Toxicokinetics
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provides an integrated view on margin of safety and a means
of dose finding based on animal pharmacology both in vivo
and in vitro, toxicokinetic data, and human PK.

MPK plays a central role in discovery and preclinical
screening phases to identify the ideal physicochemical (PC),
bioavailability, biopharmaceutical, pharmacokinetic, and
pharmacodynamic characteristics among the candidate com-
pounds. Figures 6.22 and 6.23 present 12 representative pos-
sible problems with the 4 ADME areas, including PC
characteristics and their physiologic relevance to product
selection in the product development process. Absorption
issues revolve mostly around the compound’s bioavailability,
especially its variability. Distribution examines both protein
binding in the blood and tissue effects, which can impact both
efficacy and toxicity. Metabolism involves a compound’s

degradation or activation, including metabolites and their
effect on drug interactions, efficacy, and toxicity. Elimination
focuses on half-life and dosing impacts. By applying PC pro-
filing, preclinical PK and metabolite screening, and safety
evaluations early, it minimizes the probability of candidate
failures in clinical development due to poor solubility and sta-
bility, lack of high permeability, absorption from the gas-
trointestinal tract, inadequate PK characteristics, short
duration of action, metabolite(s), covalent binding, cofactor
depletion, and so on.

A key question in the design of first-in-man studies is how
to select an appropriate starting dose: too high a dose may
lead to severe adverse events (AEs), and too low a dose may
require many dose escalation steps before pharmacological
evidence of activity is observed. Safety margin assessment
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© ECjgq in animals, when scaled across species, has shown
remarkable correlation with negligible slope for either
pharmacodynamics or toxicity, thus in vitro ECgq or values
from animal studies can be used
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QD is dosing interval of Choice or 24 hours
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© In vitro metabolic prediction of CL

FiG. 6.24. First Dose in Man: Allometric Scaling -1

based on the ratio of exposure at NOAEL dose in animals and
human exposure at a particular dose estimated according to
allometric interspecies scaling may be a useful guide. Figures

dose regimen

> Excessive
accumulation

6.24 and 6.25 enumerate key principles in determining the
first dose in man [11, 12].

Interspecies scaling of PK data to predict human PK is
based on similarities in physiology and anatomy among
species. Allometric scaling can be conducted using the fol-
lowing relationship: CL = Wtb, where the total clearance is
scaled based on the body weights of various species.
Similarly, volume of distribution can also be scaled, which is
generally proportional to the body weight. Generally, the
exponent, b, has a value of 0.75 for clearance and 1 for vol-
ume of distribution.

The second method that was used was the Campbell
method where scaling method uses the body weight and the
maximum life span. The projected dose can be calculated
according to the equation Dose = CL + C_ + tau, where tau is
the dosing interval (24 hours). Because the pharmacological
effects have been shown to be similar across species, the
in vitro 1C,, can be used for the target concentration for the
efficacious dose, while the concentration at the NOAEL (no
adverse effect level) in toxicity studies can be used to predict
the maximum tolerated dose in humans.
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FIG. 6.26. First in Human Study: Single/Multiple Doses

Usually, single dose, first-in-man (FIM) studies are
designed as placebo-controlled, double-blind, randomized,
parallel-group studies involving several groups of 8§-12
healthy volunteers (males and/or females) that receive esca-
lating doses (Fig. 6.26). Initial doses are based on allometric
scaling with at least 1/10 to 1/20 of the NOAEL dose. Dose
escalation is usually based on various methods including
Fibonacci series or PK/PD driven, where the concentration of
the next dose is predicted based on concentration of the prior
dose and compared with a target for effective or safe con-
centration based on animal data. The studies evaluate safety,
tolerability, pharmacokinetics, and pharmacodynamics in
the first-in-man studies. The stop dose can be based on the
maximum tolerated dose or the stop dose criteria based on
the exploratory IND guidance by the U.S. FDA [13].

Multiple doses studies are of similar design, but their dura-
tion is usually based on the pharmacokinetics of the drug, so
that steady state may be achieved on the anticipated duration
of responses for the pharmacodynamic marker. These studies
usually have 3—4 dose groups and the dose escalation and reg-
imen based on single-dose study. Although these studies are
usually conducted in healthy subjects and they can be
extended to patient population. FIM studies for oncology and
HIV should be conducted in patient populations because of
the toxicity of the drugs and to accelerate development of the
compound for the potentially life-extending drugs.

The objectives of mass balance studies include recovery of
radioactivity in administered dose, excretion routes (urine vs.
feces) of radioactivity in administered dose, and metabolite
profile of excreta. Mass balance studies are usually single-
center, open-label, single-dose studies after oral administration
of the intended route in 68 healthy male volunteers [14, 15].
14C is the most common radiolabel used. The amount of radioac-
tivity can not exceed 100 nCi and is based on the dosimetery
calculation, taking into account the '“C mass balance studies in
two animal species and the animal quantitative whole-body
autoradiography (QWBA) data.

In these studies, a series of samples of blood and excreta
are collected to assess the distribution (in RBC and protein
binding) and elimination of radioactivity after dose adminis-
tration and to determine the PK. Plasma (blood), urine, and
feces samples are collected for up to several days after dose
administration, provided that discharge criteria have been
met (i.e., all radioactivity is taken into account [>90%]).
Metabolic profiling of plasma, feces, and urine is performed
to determine the metabolic fate of the drug. The mean (£SD)
14C radioactivity in plasma and blood over time and the
mean (+SD) plasma concentration over time profiles of
M100240 and MDL 100173 (active metabolite) following oral
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FiG. 6.27. Mass Balance Study

» Objectives
o For Innovator compounds BA/BE studies allow bridging
the clinical data throughout drug development
o For Generic drugs BA/BE studies are pivotal data for
approval
» General Features
o Two-way crossover design
o “n” determined by reference treatment variability
o Study population relatively homogeneous
o PK sampling adequate to capture early and full exposure
metrics
> Cax & Thax rate of absorption
> AUC: extent of absorption
o Analysis involves individual PK metric estimation
o Bioequivalence criteria (Confidence Interval Methods)

> mean ratio (T/R) and associated 90% Cl of AUC & Cpax
are within 80% - 125%

> Sustained release formulation should include C;,

FiG. 6.28. BA/BE Studies

administration of '“C M100240 (25 mg/50 uCi) to 6 healthy male
subjects for a mass balance study are presented in Figure 6.27.

Bioavailability and bioequivalence studies measure how
much of the drug gets into the body and how fast is the
absorption (Fig. 6.28). The pharmacokinetic parameter, area
under the curve (AUC), explains the extent of absorption, and
the PK parameter, C__, explains the rate of absorption.
Although T can also explain the rate of absorption, this
parameter is not used for determining bioequivalanece. The
role of BA/BE studies in product development differs for
innovator versus generic drugs. That is, they are pivotal for
approval for generic drugs, but they can serve as bridging
studies for new formulations of innovator drugs.

The bioequivalence of the test formulation (test) versus ref-
erence formulation (ref) is assessed by examining the loga-
rithmically transformed PK parameters (AUC and C__ ) using
an analysis of variance (ANOVA) model with subject as ran-
dom effect and treatment regimen as factors. Point estimate
and 90% confidence interval are calculated for the geometric
mean ratio of the test to reference. If the 90% confidence
interval for the geometric mean ratio falls within (0.8, 1.25),
then the formulations are considered to be bioequivalent. For
sustained-release formulations, the calculations will include
the minimum concentrations as well. Other design issues
include sample size (n), which is dependent on the treatment
variability (more variability means more patients). Study pop-
ulations are usually quite homogeneous to assist in reducing
variability and permitting smaller sample sizes. PK sampling
needs to cover early and later metrics for full exposure.
Therapeutic equivalence is determined when, instead of phar-
macokinetic parameters, clinical or safety end points are used
in the calculations.

In the previous sections, most of the discussion of PK
properties was limited to the behavior of the drug after oral
administration with immediate release formulation, which is
usually the most desired route of administration. However, as
can be seen in the marketplace, there are various other routes
of administration for a drug. Figures 6.29 and 6.30 review
three alternative formulations, transdermal, extended release,
and inhalation, including key features (advantages and design
issues) and a few product examples. For these other formula-
tions, the pharmacokinetics can be used to bridge the infor-
mation of an existing formulation to develop a new
formulation (e.g., extended-release formulation). The
extended-release formulation may be desired for a drug with
probably a short half-life requiring multiple administrations
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Formulation |Key Features Examples
Transdermal © Type | — IV patches. Progestagel

o Evaluate release profile of drug from patch. Estrogen

© Conduct skin metabolism & penetration