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ABSTRACT  Laser shock processing (LSP) is an innovative surface treatment technology, which can effectively improve the fatigue performance of metals. In order to apply this technology on aero-engine compressor blade to improve its fatigue resistance, a TC17 titanium alloy simulated-blade was designed and trested by LSP. According to the finite element analysis and fatigue test results, the LSP procedure was optimized. And the fatigue strength was effectively improved by the optimized LSP procedure, compared to the first LSP procedure. The fracture mechanisms of fatigue crack initiation and growth with different LSP procedures were incestigated and compared.   
1.  INTRODUCTION  Laser shock processing (LSP) is an innovative surface treatment technology, which can improve the fatigue resistance of metals and alloys (1). Compared with conventional shot peening (SP), LSP has some special advantages, such as deeper compressive residual stress, small cold work rate, lower surface roughness and better controllability. Beacause of the above advantages, it becomes more and more popular in the surface treatment field. What’s more, LSP has been successfully applied on fan/compressor blades of military aero-engines to improve HCF performance and foreign object damage resistance. Many studies have been carried out to discuss the effects of LSP on fatigue property for different metals and alloys (2,3). And some reseaches focused on the effects on the fatigue crack initiation and growth (4-6). In our previous work, LSP was successfully applied on some titanium alloys to improve the fatigue strength, and the strengthening mechanism was also discussed(7,8).  However, the above experimental studies just investigated the effects of a specified LSP procedure, always with a simple laser-peened path, on the fatigue performance. But there were few experimental studies about the effects of different LSP procedures including laser parameters and laser shocked-path. In this paper, LSP procedure for TC17 simulated-blade was optimized according to the work stress state. And the simulated-blades were treated with two LSP procedures. The fatigue limits with different LSP procedures were compared by the up-and-down method during fatigue tests. The fracture mechanisms of fatigue crack initiation and growth with different LSP procedures were compared.  
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2.  EXPERIMENTAL PROCEDURE 
 
2.1  Laser shock processing The LSP process utilizes laser pulse irradiated at the target surface covered by opaque ablating layer and transparent confining layer. When the laser beam passes through the transparent layer and strikes the surface, the ablating layer absorbs the laser and immediately vaporized into the plasma. The rapidly expanding plasma leads to the formation of shock wave which strikes the material and propagates into the material with an intensity of several GPa. If the shock pressure is greater than the dynamic field strength, plastic deformation will be generated with compressive residual stress and microstructure changes in the surface. Because of the symmetrical structure, the simulated-blades were treated by two-sided LSP shown in reference (7).  
2.2  Material and specimen TC17 titanium alloy is widely used in Chinese aviation field, such as aero-engine fan and compressor blade. In order to simulate the work stress state of aero-engine compressor blade, the TC17 titanium alloy specimen was designed and machined into the special structure, namely simulated-blade shown in Fig.1(a). The simulated-blades were machined by Gas-turbine research institute of China. Fig.1(b),(c) is the first-order modal displacement contour and equivalent effective stress contour by finite element analysis (FEM). The first-order modal is a cantilever vibration modal. The greatest vibration amplitude locates at the blade-tip. The calculated first-order frequence is 338 HZ, which is well consistent with the factual resonance frequence in vibratory fatigue tests, 332HZ~345HZ. In addition, the maxiam vibration stress locates at the blade-root rounding near the R transition line, especially the center region. In response to the stress analysis results, the LSP region was confirmed as the blade-root rounding area, the dashed region in Fig.2(a), which is 30 mm×14.4 mm. 

 

       

  
Fig.1 Schematic diagram and first-order modal of simulated-blade 
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3.  RESULTS AND DISCUSSION 
 
3.1  LSP procedure optimization and fatigue performance The simple snaky laser shocked-path was applied in first LSP procedure (Fig.2(a)) with detailed laser parameters as following: laser energy/6J, laser duration/20ns, laser spot diameter/3mm, laser fluence/4.24GW/cm2, overlapping rate/50%, 1 impact. Fifteen simulated-blades were treated by LSP. After LSP, thirty simulated-blades without and with LSP were used to conduct vibration fatigue tests on D-300-3 electric vibration system shown in reference (7). In the fatigue test, the test stress was measured by a strain gage which is sticked on the simulated-blade root with highest work stress as shown in Fig.1(c). At the same time, the amplitude of simulated-blade tip in the fatigue test was measured by a laser displacement sensor. Then, the relataionship between the highest work stress and amplitude of simulated-blade tip was established. And we just monitored the amplitude of simulated-blade tip in test. The fatigue test results were processed by the fatigue up-and-down method.  The original fatigue limit of TC17 titanium alloy simulated-blade is 405.7MPa. However, the fatigue limit with first procedure is only 360MPa, decreased by 11.3%. According to the fluorescent test results, it is found that the fatigue crack initiates at the blade edge within the LSP region, far from the blade-root rounding. In order to analyze the the cause of the fatigue crack initiation, a numerical simulation work of the first LSP procedure was conducted. The simulation results indicate that the maximal equivalent effective plastic strain locates at blade edge, where there is a material protrusion resulted from the accumulated plastic deformation. The accumulated plastic deformation may result in the complicated residual stress field generated. Even more, tensile residual stresses may be generated in the material protrusion area, which leads to fatigue crack initiation. Thus, the main cause of fatigue crack initiation is not the vibration stress, and it may be induced by the unbenefited residual stresses.  According to the cause of the fatigue performance deterioration with the first LSP procedure, the LSP procedure was optimized as shown in Fig.2(b). In order to advoid the accumulated plastic deformation generated at blade edge, the center region undergone great work stress was designed to be laser peened with a great intensity, but with a low intensity for the simulated-blade edge region. The design target is to induce greater residual compressive stresses in the center region and reduce the accumulated plastic strain at the blade edge. In the previous research work, it is found that there is direct relationship between the laser fluence and laser induced plastic deformation. The greater laser fluence is, the greater plastic deformation induced by LSP is. Therefore, an optimized distinctive LSP procedure was confirmed with four LSP regions, region 1 (3J/20ns/Φ2.4mm/50%/1 impact) with high laser fluence (3.32GW/cm2) and region 2/3/4 (2J/20ns/Φ2.4mm/50%/1 impact) with low laser fluence (2.21GW/cm2). And the treatment sequence is region 1 first, then region 2, region 3 and region 4. The great compressive residual stresses are produced in region 1 for the resistance to the greatest work stress. And lower compressive stresses are generated in region 2/3/4 for the transition of great compressive stresses in region 1, preventing stress concentration. Fifteen simulated-blades treated with the optimized LSP procedure were used to conduct fatigue tests. The fatigue limit with the optimized LSP procedure is 462.9MPa, 14.1% incresed by compared with the orginal fatigue limit. And the fatigue crack initiates at the center region, not the blade edge. In summary, the first LSP procedure can induce great compressive stresses in the LSP region, but with great accumulated plastic deformation, even tensile residual stress at blade edge resulting in fatigue cracking. In contrast, the optimized LSP procedure can induce great compressive stresses in region 1 
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and realize the gradual transition of the compressive stresses in region2/3/4, without great accumulated plastic deformation generated at blade edge.  

  

 
Fig.2 Two LSP procedures and laser shocked path of simulated-blade 

 
3.2  Fracture mechanism analysis The fractographys of simulated-blades treated by two LSP procedures were observed by a JEOL/JSM-6360LV scanning electron microscope (SEM). Before the observation, the raptured simulated-blades were cleaned with ethanol in the ultrasound cleaning machine. Fig.3(a) is the typical fractography with first procedure. It shows that the fatigue crack initiates at the blade edge and propogates into the center/depth. In the period of fatigue crack initiation and transition, there are many cleavage planes, subtle fatigue striations. There are many ridges in the fatigue crack growth region, but not very orderly in Fig.3(b), which may be ascribed to the irreguar residual stress distribution. Dense fatigue striations with secondary cracks are generated during fatigue crack growth in Fig.3(c), which results from complicated residual stress state.   

 
Fig.3 Typical fractography with the first LSP procedure  Differently, the fatigue crack initiates at the surface of simulated-blade center part near the blade root rounding with optimized procedure (Fig.4(a)). The ridges are clearer with layered distribution, and denser compared to that with first procedure (Fig.3(b)). It can be concluded that more time of the fatigue crack initiation is needed. The fatigue crack 
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growth presents the sectorial radial shape with a larger crack extension region in Fig.4(b). The magnified micrograph of stable growth region indicates that there are lots of cleavage steps and sublte fatigue striations in the cleavage plane in Fig.4(c). Besides, many secondary fatigue cracks were generated between cleavage steps. The fatigue striations get denser and the distance among them becomes smaller. It means that the stress intensity factor ∆K at the crack front is small relatively, and the fatigue crack growth rate decreases, which is results from the positive action of residual compressive stress. Some fatigue cracks are compelled to change growth direction and even arrested under residual compressive stress, forming the secondary cracks.   

 
Fig.4 Typical fractography with the optimzed LSP procedure 

 
 
4.  CONCLUSIONS  The TC17 titanium alloy simulated-blade was treated by two LSP procedures and the second procedure was optimized from the first LSP procedure. The differences on the fracture mechanism between two LSP prodedures were discussed. The fatigue limit of TC17 titanium alloy simulated-blade can be improved from 405.7 MPa to 462.9 MPa, increased by 14.1%, by the optimized LSP procedure. In contrast, the fatigue limit decreased by 11.3% with the first LSP procedure. The fatigue crack initiates at the simulated-blade edge when the first LSP procedure and at the center when the optimized LSP procedure. With respect to the first LSP procedure, there are more orderly stripes, denser fatigue striations with the second LSP procedure.   
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ABSTRACT 
 This study investigated the contact fracture mechanism of electroplated coating on stainless steel substrate subjected to contact loading. Ball indentation test with large contact force was performed, such that the brittle produced complicate coating fracture. The fracture nucleation process was investigated using the acoustic emission technique. In addition, finite element method with cohesive zone model was carried out to compute stress field, and then simulated the crack initiation and progression during the test. This study clarified the mechanism of coating crack and evaluated the fracture strength.    
1.  INTRODUCTION  Hard thin films or surface coatings on ductile metallic substrates are often used for contact and slide wear protection. Therefore, the mechanism of their contact fracture is critical for ensuring their mechanical performances. Among the electroplated hard coatings, Ni–P material can achieve high hardness, high strength and other superior mechanical properties, providing excellent performance (such as wear and corrosion resistance) for metallic ductile substrate.  In this study, ball indentation test was carried out to simulate contact fracture of electroplated Ni–P coating on stainless steel substrate. Acoustic emission technique was utilized to monitor the timing of coating cracks. In addition, stress field upon indentation was computed by finite element method (FEM), where the cohesive zone model (CZM) was used to simulate crack nucleation and propagation. This study investigated the contact fracture mechanism and evaluated fracture strength of the Ni-P coating.   
2.  MATERIALS AND EXPERIMENTAL METHOD  The materials used in this study is electroplated Ni-P deposited onto SUS304. After electroplating, heat treatment of 350oC was performed for 1 hour in a vacuum. According to Refs. (1, 2), post-heat treatment is crucial for the mechanical properties of the coating. The hardness coating (HV=800 - 1000) is achieved (1, 2) for wear protection, whereas the fracture toughness exhibits the lowest value (2). The coating thickness is about 180m. The coating is well bonded with the steel substrate. The mechanical properties (elastoplastic properties) of both Ni-P coating and steel substrate were evaluated by microindentation tests (3). Our previous study evaluated the mechanical properties of Ni-P coating and SUS304 i.e., the Young’s modulus E = 217 and 175 GPa, and the yield stress y = 2.4 and 0.22 GPa, respectively. For the experiment, ball indentation test with the diameter of 10 mm was carried out in order to produce the 
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coating crack. The maximum force is set to 2000 N. The number of test was two times. Their detail information on the experimental equipment was described in Ref (3).   
3.  EXPERIMENTAL RESULTS  Figure 1 show the micrographs of specimen surface after the test. It shows complicated coating crack morphology: one type is circumferential crack, namely “ring crack”, and the other type initiates from the ring crack and propagate radially, namely “radial crack”. However, there is no delamination (coating spalling) thanks to the strong adhesive strength of the coating/substrate system. Figure 2 shows the indentation F–h curve with the generation timing of AE. It is found that the first AE was detected at about F = 1200 N and several AEs were subsequently monitored up to about F = 1500 N. Furthermore, the unloading process was found to start AE generation from F = 1600 N. Therefore, it is expected that the coating cracks occur during both loading and unloading. The stress field at crack nucleation is discussed in Section 4.1.  As shown in Fig.1, the radial crack propagates along the radial direction. It is expected that the radial crack length reaches the maximum value at the end of the unloading. The stop of crack propagation is due to the balance between stress intensity factor around the crack tip and the fracture toughness (KC). Thus, this radial crack length is related to the fracture toughness of the material. This discussion will be described in Section 4.2.   

      
 Fig. 1. Micrograph of impressions  Fig. 2. Indentation curve with AE  
 tested with Fmax = 2000 N. generation timing. 
 
 
4.  DISCUSSION  
4.1  Crack initiation By taking advantage of symmetry, an axisymmetric model is established for FEM analysis with the commercial code MARC and MENTAT. Figure 3 represents a contour map of the indentation stress field computed by FEM simulation when the first AE was detected (as discussed in Fig. 2). Figure 3 (a) shows the map for the radial stress component (rr), which is responsible for ring crack, and Figure 3 (b) is the circumferential component () for radial crack. For rr, a large tensile stress (up to about 1.8 GPa) occurs outside the contact region, where the ring crack may produce if such a tensile stress is sufficiently high. Indeed, such a prominent tensile stress is contributed by the large local bending curvature of the film, assisted by the extensive plastic deformation of the substrate. Therefore, the first AE is from the ring crack, suggesting that the ring crack initiated first. 



 
Fig. 3. Counter map of stress distribution when the first AE was detected.  
(a) normal stress along radial direction, rr, and (b) normal stress along 

circumferential direction, .  We next investigated the stress field of rr at the first AE generation (F = 1200 N). The maximum rr stress is estimated to be 1.8 GPa. This corresponds to the critical value of coating strength. Thus, the next question is how the radial crack initiates after the ring crack formation. In order to investigate how the radial crack forms, the existence of ring crack must be incorporated with the stress analysis during indentation. Thus, we employed the cohesive zone model (CZM) in the FEM to compute the stress field in conjunction with ring crack formation. The present CZM employed an exponential law (called the Smith-Ferrante type), since it can readily apply to the simulation of crack propagation in a typical brittle solid. This exponential law requires two independent materials parameters, i.e., the maximum stress max and the crack growth resistance Kc. Since the max roughly corresponds to the critical stress (fracture strength), max is set to be 1.8 GPa. However, the other parameter Kc is unknown.  As an example case, Kc is set to 5.5 MPa m1/2, such that the ring crack (due to rr component) propagates from the surface to the interface. Figure 4 shows the snapshot of the normal stress  distribution after the ring crack formation by CZM. In both Fig. 4 (a) and (b) “crack position” indicates the ring crack formation (i.e. the crack propagates through the interface). Figure 4 (a) shows the stress field during the loading process at 
F = 1500 N, while Fig. 4 (b) shows the result during the unloading process at 0 N (full unloading). Near the ring crack tip (at the intersection of the interface), large  is found to develop. This magnitude of increases during the unloading process and reaches the maximum value at full unloading. Therefore, the ring crack formation encourages larger  component, which may produce the radial crack. In other words, the large  develops upon unloading, and the radial crack initiates at the right side of the ring crack tip (see Fig.4). 



 
Fig. 4. Contour map of stress  distribution around the impression during 

indentation loading and unloading.  To investigate timing of the radial crack initiation, the change in the maximum  value is investigated as a function of the indentation force (during unloading process) as shown in Fig. 5. As expected, the maximum  increases with decreasing indentation force. Referring to Fig. 2, the AE occurrence was observed at about F = 1600 N under unloading. When the force F is 1600 N during the unloading, the maximum value corresponds 1.82 GPa. This  value is reasonably agreement with the critical stress rr for ring crack (1.8 GPa). Therefore, it is concluded that radial crack is produced by 
which develops near the interface and the ring crack tip. This suggested that the ring crack formation (during loading) is crucial for subsequent radial crack nucleation during unloading.  
4.2 Radial crack propagation To simulate radial crack propagation, 3D-FEM model (one - quarter model) was created. For ring crack formation, the slit with node-separating is artificially introduced at the location of ring crack. Note that the computed stress  field does not change in between ring crack formation by CZM (Fig. 4) and the present model with artificial crack (slit).   For the radial crack propagation, CZM element is introduced along radial direction from the impression rim (i.e. the slit of ring crack formation). For CZM element, the constitutive equation of traction - separation law is exponential type. The maximum stress max is set to 1.8 GPa, which was determined in the section 4.1. Figure 6 shows the result of Kc = 2.3 MPa m1/2, showing the contour map of damage parameter D. Here, the parameter of D indicates a crack propagation area. This figure shows the series of crack propagation during unloading process. The radial crack initiates at the ring crack tip and propagates up to the coating surface. The radial crack propagates radially. It is also found 

 
Fig. 5. Changes in maximum stress as  

a function of indentation force during 
unloading. 



that the radial crack length is strongly influenced by fracture toughness (Kc). Thus, this study conducted various computations to explore actual fracture toughness of the coating.  In the present computations, the crack length of Kc = 2.0 MPa m1/2 is 927 m, while the 
Kc = 2.3 MPa m1/2 is length of 788 m. On the contrary, the experimental data indicated the averaged crack length was 395 m (the range of 302 – 517m). Thus, the actual fracture toughness may be 3-4 MPa m1/2, which is in the range of previous data obtained from the conventional facture mechanics test. They reported that Kc is 3.7 MPa m1/2 (4). In the future, we will clarify the actual fracture toughness of the coating.  

 
Fig. 6. The contour map of damage parameter D (crack propagation) during the 

unloading process. 
 
 
5.  CONCLUSION 
 This study investigated the contact fracture mechanism of electroplated Ni-P coating on stainless steel substrate, which is important for its application as contact/sliding member for wear resistance. By using the AE and FEM, the mechanism of the complicate coating crack system is clarified, the stress criterion for each cracking system is quantified. The present method based on combined framework of experiment and computation is possible to evaluate fracture strength and toughness of the brittle Ni-P coating. Based on these findings, further systematic study may provide the suggestion of controlling or preventing the coating cracks.   This work is supported by JSPS KAKENHI (Grant No. 26420025) and JGC-S Scholarship Foundation. 
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ABSTRACT  The current paper investigates the linear-elastic strain and displacement fields in vicinity to a crack front. It is demonstrated that a finite transverse strain exists along the front of a through-the-thickness crack. It is demonstrated that this finite strain is linked to the vertex singularities; and its magnitude is a function of the elastic properties, plate thickness and the intensity of the remote loading. Therefore, neither plane strain nor plane stress is an accurate assumption in the analysis of the strain and displacement field near the crack tip except in the case when the plate thickness is sufficiently large.     
1  INTRODUCTION  Analysis of plate components weakened by through-the-thickness cracks subjected to in plane loading is often based on the plane stress or plane strain assumptions. These simplifications essentially reduce the dimensionality of the actual three-dimensional problem and facilitate obtaining many fundamental results of the classical Fracture Mechanics as well as exact solutions to practically important problems (1). However, the experimental evidences collected over the past few decades have indicated that the three-dimensional stress/strain states associated with the plate thickness effect, vertex singularities and coupling of fracture modes can play an important role in fracture phenomena (2-5). Subsequently, this paper focuses on the investigation of the three-dimensional displacement and strain fields in the close vicinity of a crack tip.   The problem under consideration has been previously investigated with analytical, experimental and numerical approaches. These investigations include a pioneering study of Hartranft and Sih on the application of the eigenfunction expansion approach to three-dimensional crack problems (6), which was further extended by Omer and Yosibash (7), an analytical solution for a semi-infinite crack (8) as well as a semi-analytical approach for the analysis of three-dimensional crack problems with the distributed dislocation technique and the three-dimensional solution for an edge dislocation (9). A number of very accurate experimental studies have also been conducted in the past using advanced tools, such as interferometry (10). The first comprehensive numerical study of the displacement and stress fields near the crack front was conducted by Nakamura and Parks (11). The approach and outcomes of this study have been verified and extended by many other researchers, e.g. Berto et al. (12). In particular, all these studies agree that the region of the three-dimensional effects is confined to approximately one-half of the plate thickness around the crack front, before converging into a two-dimensional plane stress field at a radial distance equal, roughly, to the plate thickness (13-14).  
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Previous numerical attempts have also identified that near to the intersection of the crack front and a free surface the stress state is significantly affected by, so-called, vertex (or 3D corner) singularity. This effect was first described in the late 1970s and early 1980s by Benthem and a number of other researchers, who employed a finite difference scheme and the eigenfunction expansion method to demonstrate that at the intersection of the crack front and a free surface, the square root singularity disappears, and at such a point, one has to deal with a three-dimensional vertex singularity (15). As opposed to the edge singularities, which have a universal square root power, the strength of vertex singularities is affected by Poisson’s ratio of the material. The main results for the behaviour of the vertex singularity have been obtained with semi-analytical techniques or direct numerical methods, such as the Finite Element Method (16).  

              
Figure 1 Normalised out-of-plane displacement of the free surface along  

the crack direction as a function of the normalised distance ܐ/ܠ  
 As mentioned above, the focus of the current paper is on the effect of vertex singularities on the transverse (out-of-plane) displacement and strain fields near the crack front. Figure 1 presents outcomes of experimental (10), analytical (17) and numerical (18) studies on the transverse displacement u(x, 0, h), at the free surface (z = h) in the vicinity of the crack front located at x = 0. The through-the-thickness crack in these studies was subjected to mode I loading and the material in all these studies is considered to be linear-elastic (17, 18) or sufficiently brittle (10). As it can be seen from this figure, far from the crack tip the transverse displacements follow the plane stress solution, whilst in a close vicinity of the crack tip the displacement field is different to what is predicted by either the classical plane stress, u~rିଵ ଶ⁄ , or plane strain  solutions, u ≡ 0. The aim of this paper is to demonstrate that these non-zero transverse displacements at the tip of the crack are associated with the vertex singularities. The finite element modelling approach, adopted in the current work, will be presented in the next section.    
2 FINITE ELEMENT MODEL  The numerical study considers an arbitrary semi-infinite plate containing a through-the-thickness crack loaded in mode I. The finite element analysis was conducted using the ANSYS 14 package utilising a mesh consisting of an initial arrangement of 15-node 
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trapezoidal elements at the notch tip, surrounded by a radial array of 20-node brick elements, where each element spanned an angular sweep of 7.5°. The half thickness of the model consists of 30 layers of elements, for which the thickness is gradually decreased from the mid-plane to the free surface to better represent the variations of the stresses and displacements near the free surface, which is affected by the vertex singularities. To simulate remotely applied mode I loading, the displacement boundary conditions, in accordance with classical 2D Williams’ solution (19) for plane stress, were applied far from the crack tip. The developed FE model was validated against the previously published results from various studies (as shown in Figure 1).   
3  EFFECT OF VERTEX SINGULARITIES  In the beginning, we investigated the radial distribution of the transverse displacement u near the crack front. One interesting finding is that the displacement field very close to the crack tip does not depend on the angular position and constant along the radial direction confined by one tenth of the plate thickness (r/h < 0.1). This transverse displacement is a function of the coordinate z along the thickness only. Typical simulation results of the dimensionless transverse displacement for Poisson’s ratio ν = 0.3 are shown in Figure 2.  

             
 

Figure 2 Distribution of the dimensionless transverse displacement ܃ܢ along  
the bisector line  = , at different positions ܢ along the crack front  The numerical results are presented in Figure 2 utilise a dimensionless displacement function, which is defined as: 

U = u(r, ϕ, z)EKୟ୰√h  (1) 
where, Kୟ୰ is the remotely applied stress intensity factor, E = 2 μ (1 + ν)⁄  is Young’s modulus, h is the half plate thickness, r, ϕ and z are the cylindrical polar coordinates with the origin located at the middle of the crack front.  From Figure 2 one can see three characteristic regions: I - near the crack-tip region encapsulated by a radial distance of approximately 0.1h from the crack front; II - far field region, where the displacement and stress fields correspond to plane stress solution. 
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This region is located outside the cylindrical domain r > 2ℎ encapsulating the crack front. The third characteristic region (III) is the transition zone, in which the displacement converges from plane stress to the near crack-tip transverse displacement field.  Next, we provide evidences to demonstrate that this near crack-tip field is related to the vertex singularities. Figure 3 shows the normalised transverse displacement as a function of the position along the crack front z for different Poisson’s ratios (ν =0.1~0.5). z = 0 (ξ = 1) corresponds to the mid-plane and z = h (ξ = 0) represents the free surface. It is found that the transverse displacements near the vertex point follow the vertex singular solutions, or u~ξౙ (12), where ξ is the through-the-thickness coordinate with the origin at the free surface, or ξ = 1 − z/h and λୡ is the strength of the vertex singularity. The values of the strength of the vertex singularity λୡ for the selected Poisson’s ratios (listed in Figure 3) are compared with the previously published results. It is found that the differences between the present results and those from references (20-22) are less than 1%, which can be considered as an excellent agreement.    

 
Figure 3 Dimensionless transverse displacement, ܃ܢ, along the crack front in 

region I for various Poisson’s ratio (0.1; 0.2; 0.3; 0.4 and 0.499)  For all Poisson’s ratios, the dimensionless function U very near the crack front (region I) can be rather accurately represented by the following equation: 
u(r, ϕ, z) = u(z) ≈ − 1.34 ∙ νE Kୟ୰ √h ∙ ൫1 − ξౙ൯ (2) The strain, associated with this out-of-plane displacement, at the middle of the crack front (x = 0, y = 0, z = 0) can be approximated as: 

ε୫୧ୢ ≈ − 1.34 ∙ ν ∙ λୡE√h Kୟ୰ (3) 
It is clear that the plane strain solution assuming that ε = 0, can only be recovered for sufficiently thick plates, when the effect of the vertex singularities is negligible; in all other cases non-zero displacements and strains exist at the crack tip. Plane stress solution cannot be recovered at the crack tip even for very thin plates. Moreover, the strain and displacement fields will be controlled by the vertex singularities. 
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4  CONCLUSION  In this work we demonstrated that at the crack front the transverse displacements and strains are finite and are functions of the position along the crack front. It is also demonstrated that the existence of these finite displacements and strains is associated with the vertex singularities. Near the free surface the transverse displacements and strains follow the three-dimensional vertex singular solutions and in the mid-section of the plate the transverse strain is relatively constant. The latter further justifies the analytical solutions obtained with the first order plate theory (Kane and Mindlin theory), which assumes a constant strain across the plate thickness. In many studies it was proofed that these analytical solutions can describe the three-dimensional stress and strain fields adequately.    
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ABSTRACT  The membrane is one of the critical components of a Proton Exchange Membrane Fuel Cell, as its reliability is necessary to ensure a proper functioning of the fuel cell. The objective of the present study is to calculate the essential work of fracture of the proton exchange membrane by way of a numerical simulation. This should help providing a better characterization of its fracture behavior. The originality of this study lies in using a finite element model to this purpose, with the advantage of necessitating less experimental inputs for the calculation of the work of fracture. 
 
 
1   INTRODUCTION 
 The ever increasing pressure to decrease the dependency of power generation and storage on fossil fuels gives incentive to find alternative power sources. Thanks to their high efficiency and environmentally friendly characteristics, proton exchange membrane fuel cells (PEMFCs) are considered a promising technology and have received a lot of attention. This is particularly true in the sector of transportation, as the high energy concentration of dihydrogen allows vehicles to have a high autonomy with little fuel weight. However, a higher entry price and a limited durability when compared to more conventional power units make it difficult for the PEMFC technology to be adopted globally. In order to achieve a greater lifetime for PEMFCs, it is necessary that the failure mechanisms of its components be clearly understood.  The membrane electrode assembly (MEA), composed of the two electrodes and of the proton exchange membrane, Nafion in this study, is the central component of a PEMFC: being the siege of the chemical reaction, it helps conducting protons between the electrodes while acting as an electronic insulator and as a barrier for the reactants. As such, any failure or degradation of the MEA will compromise the function of the PEMFC. Incidentally, the MEA is also the most expensive component of a fuel cell, and its most common failure point(1). Despite its importance, the properties of the MEA are not well documented. Since the MEA is the limiting factor for the durability of the fuel cell, there is a great incentive to develop more accurate models that would facilitate our understanding of the MEA.  This study investigates the essential work of fracture (EWF) of the proton exchange membrane in environmental conditions relevant to the actual function of the fuel cell. 
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The EWF is commonly used to determine the toughness of ductile polymers, which is a key property when assessing the durability and reliability of such meterials. The Double Edge Notched Tensile (DENT) test is used to this end. Based on experimental results, a finite element model is developed to provide an alternative method of calculating the work of fracture.   
2   ESSENTIAL WORK OF FRACTURE 
 The essential work of Fracture is an important material property to calculate when studying the fracture of polymers. The interest of the EWF approach over other methods such as the J-integral lies in the relative simplicity of the experimental protocol. A double-edge notch tensile test has to be performed on the notched membrane, as described in Fig. 1(a). The total fracture work is then calculated. In order to account for plastic dissipation and other dissipated energies outside of the EWF, several experiments have to be conducted with different ligament lengths. By extrapolating the results to a theoretical ligament length of 0, where no plastic deformation occurs, the EWF can be found. In order to obtain accurate measurement of the EWF with this method, it is necessary to obtain plane stress conditions in the specimen and to avoid edge effects(2). Because of these restrictions, the valid range of ligament lengths can be fairly limited in the experiments.                       (a)                (b)  

Fig. 1 DENT test specimen: (a) Schematic;  
(b) Calculation model with boundary conditions 

 
 
3   FINITE ELEMENT MODEL 
 
3.1   Modeling the behavior of Nafion Nafion is a perfluorosulfonic acid polymer with a good chemical stability. Its characteristics make it a material of choice as a proton exchange membrane(3). However, relatively little research has been done on its mechanical properties, especially on its failure behavior. Nafion exhibits a non-linear viscoplastic behavior, with a strong dependency on both humidity and temperature, making it important to account for these parameters during experiments(4).  
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The most accurate numerical model for Nafion found in the literature was proposed by Prof. M.C. Boyce in 2010(3) and uses a variety of components to account for both intermolecular and network deformation of Nafion. In the present study, this model was used for the finite element modeling of Nafion, though some of the parameters were modified in order for the simulated behavior to match as closely as possible the experimentally observed stress-strain behavior of the membrane. The model was found to reproduce the behavior of Nafion accurately for the purpose of this study, as shown in Fig. 2.  

 
Fig. 2 Result of the simulation of Nafion behavior at 25ºC and 20%RH  

3.2   Cohesive zone model The characterization of the cohesive zone in the model is of particular importance here as this is what will define the fracture behavior in the simulation. In addition to that, analyzing the results for a given cohesive zone model can provide insights for an experimental protocol that diminishes unwanted effects such as plastic deformation or friction.  The model employed here uses a maximum stress criterion, where cohesive elements become separated after the maximum stress has been reached. As there does not exist as of now enough data on the fracture of Nafion, this criterion needs to be first estimated through experiment.  In the case of the DENT experiment, friction was found to not have any appreciable effect on the fracture energy being dissipated.  
3.3   Method of calculating the EWF In this study, a numerical scheme is proposed in order to calculate the EWF. This method has the advantage of only needing a single experimental input: the applied strain at the time of fracture for a given ligament length. Figure 1(b) shows the model that was used in this study. Since the numerical model allows to accurately monitoring the distribution of dissipated energy in the material, the EWF can be calculated. The theory assumes that the fracture energy can be separated into essential and non-essential (geometry dependant) work:  

Intermolecular Elastic Deformation 
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           F E PW W W= +                                                                        (1) where WF is the total dissipated energy, WE is the essential work of fracture and WP is the non-essential work comprised of the energy dissipated in the plastic zone. Since the size of the plastic zone is proportional to the ligament length(5), Eq.1 can be rewritten as        2
F E P F E Pw lt w lt w l t w w w lβ β= + ⇒ = +                                                 (2) where wF, wE and wP are the specific works corresponding to those in Eq.1, t is the specimen thickness, l is the ligament length and β is the shape factor of the plastic zone. β 

is unknown, however by plotting wF against the ligament length and extrapolating to a length 
of 0, it is possible to isolate wE, which is the specific essential work of fracture.   
4   RESULTS AND DISCUSSION 
 Figure 3 shows the result of a DENT test that was conducted on a Nafion specimen at ambient conditions, together with the result of the equivalent numerical simulation. The critical strain, which is the strain that needs to be applied globally to initiate the fracture, is measured at εc=0.0646. The global stress is then 15.4MPa; however because of stress concentration at the notch tip, the actual fracture stress, which is used as a criterion for the crack formation, is higher.                  

Fig. 3 Stress-Strain curve for Nafion during a DENT test 
 The true stress calculated at the notch tip at the time of failure is found to be between 21MPa and 23MPa on all simulations, which is coherent with the maximum stress of 23MPa for Nafion indicated on the material data sheet. These parameters were used to conduct the finite element analysis and wF was calculated, yielding the results depicted in Fig. 4. Extrapolating the curve to 0 leads to an EWF of approximately 19.9 kJ/m2. This value is to be compared to the value of 20.5 kJ/m2 found in the literature for a Nafion membrane with the DENT test(5). While the methods used in Ref.5 involved more complex experimental protocols, this study requires comparatively fewer experimental inputs, making it worthwhile for calculating the EWF of polymer membranes. 
 

 εc=0.0646 
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Fig. 4 Total Work of Fracture calculated for different simulations using different 

ligament lengths and mesh sizes. The EWF is calculated at 19.9 kJ/m2 
 
 
5   CONCLUSION 
 In this study, a numerical method was proposed in order to calculate the EWF of a Nafion membrane. The method relies on simulating a DENT test using a finite element model that can reproduce the behavior of Nafion. The only parameter that is needed in order to simulate the fracture is the critical stress of the cohesive zone, which can be simply obtained through experiment. Because of this, the proposed method is significantly quicker in calculating the EWF than the alternatives found in the literature. The EWF for Nafion was found to be 19.9 kJ/m2, which is coherent with previously reported results. This suggests that the method is accurate at calculating the EWF of polymers membranes.  
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ABSTRACT  This paper presents an analytical solution for determination of stress singularity of a viscoelastic/viscoelastic bonded joint with a spherical interface. The elastic-viscoelastic corresponding principle is used to find the solution of the viscoelastic/viscoelastic bonded joint from the available solution of an elastic/elastic bonded joint. It is showed that the stress singularity can be eliminated if the bonding angle at the corner of the interface is less than a critical bonding angle value. Then an innovative experimental method is applied to specimens with the spherical interface with a bonding angle less than the critical bonding angle. And the bi-axial tension-shear bonding strength for the PVC/Epoxy interface is determined in a form of quadratic equation.  
 
1.  INTRODUCTION  Bi-material interfaces are found in many advanced materials and structures. The interface bonding strength plays a decisive role in the global and functional properties of these materials and structures, since damages or failures are most likely to occur at the bi-material interfaces.   The measurements of the interface bonding strength of bi-materials is also more complicated than measurement of tensile or shear strength of a homogeneous material. In various suggested bonding strength measuring methods, such as ASTM D3165 [1] for shear strength test, ASTM D897 [2} for tensile strength test, in fact,  non-uniform multi-axial stress status at the bonding areas and stress singularity at the interface corners can be generated. As a result, the strengths values obtained as ratios of de-bonding load to interface area represent an averaged characteristic, and do not represent the actual bonding strengths values of the interface. Therefore, to more accurately determine bi-material interface bonding strength, a prerequisite for the test specimen is to eliminate the stress singularity at the interface.   In this paper the elastic-viscoelastic analogy method is used to find the solution of the viscoelastic/viscoelastic bonded joint from the solution of corresponding elastic/elastic bonded joint. It is showed that the stress singularity can be eliminated if the bonding angle at the corner of the interface is less than a critical bonding angle value. Then an innovative experimental method is applied to specimens with the spherical interface with a bonding angle less than the critical bonding angle. As an example, the bi-axial tension-shear bonding strength for the polyvinylchloride and epoxy (PVC/Epoxy) interface is determined in a form of quadratic equation. 
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2.  ANALYTICAL SOLUTION FOR ELASTIC/ELASTIC BONDED JOINT 
 Consider an axisymmetric cylindrical model of two elastic isotropic and homogeneous materials bonded together with a spherical interface as shown in Fig 1. The stress field near the interface corner O can be expressed into the following form [3]:  

),,,,(),( 1 λβαγθθσ λ
ijij fKrr −=                             (1) In the above expression, θ,r  are the polar coordinate as shown in Fig. 1, K is the generalised stress intensity factor, fij is a function of angular coordinate θ , λ-1 is the order of the stress singularity, βα ,  are Dundurs’ parameters [4] which depend on combinations of the elastic constants of the two materials. The λ is the eigen value and can be determined from the following eigenvalue equation [3].  

0}.)2cos(cos)2coscos1cos(cos4{

}.2sincos)1(42{sin).cos22coscos1(cos4

cos2sinsin42sinsin)1cos2(2sin

222222

22422222222

22222

=−++−+

−−++−−+

+−−

βλγλπλγλπγλγλ

αγλγλλλγαβγλλγλπγλ

γλγλπβλλγλπαγλλπ

                                                (2) If 10 << λ , the stress component goes to infinity when 0→r , i.e. there exists singular stress state. Thus the condition for elimination of stress singularity from the interface corner is, 1>λ . The angle, γθ −°= 900  is called bonding angle defined as the angle between the tangent of the sphere interface at the free edge to the generator of the cylindrical surface as shown in Fig. 1 For a given pair of materials, there exists a critical value of the bonding angle, θc, which delineates the singular and non-singular stress field near the free edge. Therefore, the stress singularity can be avoided if the bonding angle is less than the critical value and a finite interface stress field along the spherical bi-material interface can be determined.    
3.  ANALYTICAL SOLUTION FOR VISCOELASTIC/VISCOELASTIC (PVC/EPOXY) 

BONDED JOINT  In this study, Prony series with three terms are used to model the viscoelastic shear modulus and Poisson’s ratio of both PVC and epoxy materials: 
tt eAeAAt 21
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321)( φφυ −− −−=                                                                                                              (4) where Ai, Bi are coefficients and ii t/1=φ ; t is the relaxation time. The elastic-viscoelastic analogy [5] states that elastic solutions can be converted to Laplace transformed viscoelastic solutions through the replacement of elastic moduli and elastic Poisson’s ratio by the transformed parameter, s multiplied transforms of the viscoelastic moduli and Poisson’s ratio. Using Laplace transform, the transformed shear modulus )(* sμ , transformed Poisson’s ratio )(* sυ , transformed Dundurs Parameters, 
)(* sα , )(* sβ and the equation (2) in the transformed domain is given by 

 
Fig. 1: Axi-symmetric model 

of bi-material interface  
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Fig. 2: Variation of λ(t) with time for different 

bonding angles of 40°, 47°, 48°, 49° and 60° 
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 Doing inverse Laplace transform and carrying out tedious algebraic manipulations, for the viscoelastic/viscoelastic interface, the above equation in time domain becomes 
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where 61 ,ττ ⋅⋅⋅  are long expressions of function of time t. Due to space limitation, their full expressions are omitted but can be requested from the first author.   Given a bonding angle γθ −°= 900 , the corresponding eigen value function )(tλ  can be solved from Eq.(6). Figure 2 shows the results for different bonding angles. It can be seen that for the PVT/Epoxy interface, when the bonding angle in Fig. 1 is designed to be less than 47°, 1)( >tλ  and the stress singularity can be eliminated.      
4.   DETERMINATION OF BONDING STRENGTH OF PVT/EPOXY INTERFACE  Special cylindrical specimens with spherical bi-material interface of PVT and Epoxy are manufactured. The bonding angle is chosen to be 40°, which is less than the critical bonding angle of 47°. By this design the stress singularity can be eliminated under any combination of global tensile and torsional loads. Both tensile and shear stresses are not uniformly distributed along the spherical interface. However, the detailed stress distribution can be obtained through finite element analysis (FEA) on the specimen. Tests with different ratios of tensile and torsional loads are conducted on the specimens until failure of each specimen. Experimental results show that the failures always happened or initiated at the interfaces of the specimens. For each loading case, the distribution of interface tensile and shear stress components can be obtained from the FEA. Since the distributions are not uniform, the debonding should start at certain critical point on the interface. The critical point should be determined based on a biaxial tension-shear bonding strength criterion. However, the criterion is unknown before processing the test data. Therefore, the following iteration steps are adopted to determine the critical points and the biaxial tensile-shear bonding strength criterion (strength envelope in tension-shear stress plane): 
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Fig. 3: Stress distribution along the interface  

for pure tensile loading 

Table 1: Failure loads for each combined 
tensile-torsional loadings No Tensile load (N)            Torsional load (N-m) 1 0 33.98 2 766.80 34.06 3 1620.21 28.10 4 2552.72 18.82 5 3112.75 0 

 

1) Assume a biaxial tension-shear debonding criterion, for example, based on the von-Mises equivalent stress criterion. For each ratio of tension-shear loading case, the interface tensile and shear stress distribution along the interface can be found from the FEA. Then based on the assumed von-Mises equivalent stress criterion the critical point’s location on the interface and this point’s tensile and shear stresses values can be found from the FEA results; 2) Plot these critical points on the σ-τ plane. From the coordinates of these critical points, an updated criterion can be determined by using the best fitting technique. Repeating above steps until a stable criterion is obtained. In practice, through only 2 or 3 iterations a convergent result can be obtained.  Five different combination of tensile-torsional loads were applied on the PVT/Epoxy specimens and the failure loads for each load combination is listed in Table 1.  Then, viscoelastic finite element analysis is carried out for each of above loading case and the interface tensile and shear stress distribution at each corresponding failure load level were obtained. For example, Fig. 3 shows the interface stress components distributions for the pure tensile loading case.  To obtain the interface bonding strength envelope through iteration, the following criterion based on von Mises equivalent stress (in the unit of MPa) is first assumed: 
2 2( ) ( ) 1

26.22 15.14
nσ τ

+ =           (7) 
Figure 4 shows the points obtained considering the von Mises equivalent stress criterion and the von Mises equivalent stress curve expressed by Equation (7). It is noted that the stress data points are not fitted well by the von-Mises equivalent stress criterion. Next, the second trial criterion is found by applying the best fit curve technique on the 1st set of stress data points, which provide the following equation: 
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nσ τ
+ =                                                                                                                             (8) 

The third criterion is obtained by fitting the 2nd set of stress data points and it is the converged one:  
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2 2( ) ( ) 1
9.63 15.14

nσ τ
+ =                                                                                                                             (9) 

Thus, the final biaxial tensile-shear bonding strength of the PVT/Epoxy interface can be expressed in the form of equation (9). The strength envelop is shown in Fig. 5.  

   
Fig. 4: The stress points obtained 

considering the von-Mises equivalent 
stress criterion and the von-Mises 

equivalent stress curve  

Fig. 5: The iterated second and third 
(final) criterion (bonding strength 

envelope) 

 
 
5.   CONCLUSIONS 
 In this paper, the analytical solution for a spherical viscoelastic/viscoelastic interface is first obtained by using elastic-viscoelastic analogy method. It is concluded that the singular stress state at the interface can be avoided if the bounding angle at the corner of the interface is less than a critical value. With such designed specimens without the stress singularity, the interface tension-shear bonding strength between two viscoelastic materials can be more accurately determined. In practical applications, the shape of bi-material interface should be designed to avoid singular stress state in order to obtain higher resistance to failure.      
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ABSTRACT  This paper describes ductile fracture simulation for Battelle fracture toughness and full-scale pipe tests (1). Materials in this research are low carbon steel and TP304 stainless steel. Tensile and Compact tension (CT) specimens are simulated to determine the fracture criteria with finite element (FE) method. Then, pipes containing through wall crack and surface crack are predicted by proposed damage method. The results from simulations are compared with test data for verification of proposed method and to check the applicability on industrial field. It is shown that predicted simulation results are compared with experimentally measured values, showing overall good agreements. 
 
 
1 INTRODUCTION 
 Pipe test with same scale of piping line is an accurate and reliable way for assessment of structural integrity. However, it takes high cost and efforts to evaluate the integrity of pipes containing crack-like defects. Fracture toughness tests are used to substitute for full-size pipe test to predict ductile fracture behaviour. For example, CT test is extensively used to estimate the resistance of crack growth for the material. One more economical way to predict the characteristics of fracture is to use finite element (FE) damage analyses. In recent years, the FE method (2) based on stress-modified fracture strain model (3, 4) has been developed to simulate ductile fracture behaviour.  In this study, by using proposed damage analysis, the fracture criteria are determined for each low carbon steel (SA-333 Gr. 6) and TP304 stainless steel (SA-376). Then, two types of pipes with different crack shape are simulated with 3-D FE method. The results from ductile fracture simulation are compared with test data for verification of proposed method. It is shown that predicted simulation results are compared with experimentally measured values, showing overall good agreements. 
 
 
2 DUCTILE FRACTURE SIMULATION  The damage analysis conducted in this research is based on the empirical ductile fracture model. It is one of stress-modified fracture strain model and published by Rice and Tracey (5). In this model, fracture strain εf related with the void enlargement is assumed to be depend exponentially on the triaxial stress state σm/σe: 
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where σi (i=1-3) are principle stress components and A, B and C are material constants. According to the analytical research from Rice and Tracey, the material constant C is approximately -1.5. Damage ω can be calculated by summing incremental damage Δω, given by:  
p
e

f
=
Δε

Δω
ε

                  (2) 
where Δεep is the equivalent plastic strain increment, calculated from FE analysis in ABAQUS user subroutines (6). Fig. 1 shows a simple schematic illumination of stress reduction procedure on integration point of FE element. When the element in ductile fracture simulation is determined to be failed by fracture criteria, the load carrying capacity of element is forced to reduce to cut-off value. Decreasing slope and cut-off value are properly determined to avoid the instability of FE simulation.  
2.1  Fracture criteria As described in Fig. 2, FE analyses are conducted for tensile test specimen at 288ºC. From the results of simulation, fracture strain and stress triaxiality are obtained at the local point where the initiation of failure is expected. The point of smooth bar in Fig. 4 is determined at low stress triaxiality. Then, the point of high stress triaxiality can be chosen by the results of simulation for CT specimen. A simple calibration was conducted to determine fracture strain εf and critical accumulated damage ωc in fracture criteria. Fig. 3 describes the representative results of damage simulation on CT specimen with a simple calibration. The results show overall agreements with test data. Then, determined criteria are used to predict load - load line displacement (P-LLD) curves for circumferentially cracked pipes.  Three criteria are determined for low alloy steel (SA333 Gr. 6). Because this calibration is under the system of indeterminate, a number of criteria can be used for ductile fracture simulation and eq. (3)-(5) is representatively selected. Opt. 1 means the simplest way to use by fixing the constant B equal to zero. Only a critical damage ωc need to be determined by CT simulation. Opt. 2 is more precise, but, complicated calibration is needed to get constants. Finally, calibrated fracture criteria by comparing with test data are depicted in Fig. 4. 
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Fig. 1 Schematic description of stress 

reduction in ductile fracture simulation. 
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Fig. 2 Tensile test data and FE result to determine uniaxial ductility.  

  (a) (b) 
Fig. 3 Compact tension test data and FE results;  

(a) load – load line displacement curve and (b) J resistance curve.  

 
Fig. 4 Criteria for ductile fracture simulation; stress-modified  

fracture models for SA333 Gr. 6 steel at 288oC.  
2.2  Change of Element size A proper element size for the specific material is assumed in conventional damage analysis such as GTN model and cohesive zone model. The element size corresponds the case of critical accumulated damage ωc equal to unity value. But, in proposed model, element size can vary with modifying the critical value of accumulated damage. Then, a big size of element size such as Le=0.8 mm can be applicable to full-scale pipe simulation. 
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From the simulation of CT specimen, as shown in Fig. 3, a critical damage value that reproduce ductile fracture behavior can be determined for each criterion (Opt. 1 and Opt. 2). This element-size-dependent critical damage model provides a solution to overcome the problem due to numerical instability.   
3 FE ANALYSIS AND RESULTS  A quarter model for tensile smooth bar and CT specimens was used considering symmetry conditions. Eight-node brick elements (C3D8) in ABAQUS were uniformly spaced in the cracked section. And, damage analysis was performed with the non-linear geometry change option. For CT specimen, P-LLD and J resistance curves are plotted in Fig. 3. Predicted curves with damage analysis of SA333 Gr. 6 are compared with experimentally measured values, showing overall good agreements. Finally, with combining simulation results of tensile and this CT specimens, the fracture criterion is determined on Opt. 1 and Opt. 2 in Fig. 4. The test data of circumferentially cracked pipes shown in Table 1 can be predicted by FE analysis with determined fracture criterion. The P-LLD and Δa-LLD curves of test data and FE result are depicted in Fig. 5 with good agreement. In Fig. 6, two types of crack are under the good prediction on both of crack initiation load and maximum load by using proposed damage method. The damage analysis for different material such as stainless steel (SA376 TP304) were also conducted to make fracture criteria and validate this method and show  good agreement in general.   

Table 1 Summary of dimensions for circumferential cracked SA333 Gr. 6 pipes  
at 288oC. Specimen Do 

(mm) 
t 

(mm) 
r/t a/t θ/π Through-wall crack (4131-7) 273.1 18.3 6.96 - 0.346 Surface crack (4115-1) 256.2 17.3 6.90 0.700 0.42 Surface crack (4115-2) 272.0 17.1 7.45 0.710 0.43 Surface crack (4131-8) 270.6 15.1 8.46 0.678 0.48  

   (a) (b) 
Fig. 5 Results of (a) through-wall cracked and  

(b) surface cracked pipe test data and FE results. 
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     (a)              (b) 
Fig. 6 Comparison of test data with predictions for low alloy and stainless steel;  

(a) low alloy steel (SA333 Gr. 6) and (b) stainless steel (SA376 TP304).   
4 CONCLUSION  FE damage analyses for two types of steels were conducted for fracture toughness specimen and circumferentially cracked pipes. The criteria for ductile fracture simulation can be determined by tensile and fracture toughness test data only. The proposed method can reliably predict different types of circumferentially cracked pipes such as through-wall crack and surface crack and different materials such as low alloy and stainless steel. This method offers significant advantages in estimates for ductile fracture behaviour.   
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ABSTRACT  We propose a fracture growth mechanism based on mutual rotations of the particles leading to breakage of inter-particle bonds. This criterion can be expressed in terms of the moment stresses, which at the crack tip show a singularity of 3/2 power for Modes I, II and III – stronger than the conventional one. The moment stress singularity leads to relative particle rotations and bending of inter-particle bonds.  
 
 
1 INTRODUCTION  In Linear Elastic Fracture Mechanics the criteria of crack growth are based on the stress intensity factors, which control the stress singularities at the crack tip. The stress singularities reflect the case of extremely small process zone when it size can be neglected. The absence of the characteristic sizes near the crack tip leads to the power law stress singularities [1]. In heterogeneous materials where the microstructural size l is not small and cannot be neglected a process zone is introduced as a model of microscopic fracture processes at the crack tip [2]. Generally the process zone concept presumes that information of its behaviour is known. Furthermore the loading curves are required in the form of stress vs. displacement discontinuity. Since the microscopic testing or modelling of the elements of the material in the process zone can only deliver stress-strain dependence, an additional length parameter (e.g. the width of the process zone) is needed to obtain stress-displacement relationship. To overcome this complication an intermediate model was proposed which puts forward the crack growth criterion based on the local material failure caused by the stress at a distance l from the crack tip [3].  This is illustrated at Figure 1a.   Approximation of the stress distribution at the crack tip by a power law asymptotics for instance such as 2IK rπ  is strictly speaking possible only for r>>l, where r is the distance from the crack tip. It is essential that the asymptotic approximation is usually possible up to the limit r~l, which we use here following [4-6].  Typically the local failure is presumed to occur in brittle materials under tensile stress (Figure 1b) or, in ductile materials, under shear stress. In particulate materials such as rock and concrete, another type of local failure is conceivable – failure due to bending breakage of inter-particle (inter-grain) bonds (Figure 1c). The bending is caused by mutual rotation of the particles under stress non-uniformity. The simplest case of stress non-uniformity – linearly changing stress – can be modelled by introducing moment 
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stress ( μ  in Figure 1c) reciprocal to the rotation gradient. This brings us to the Cosserat theory. In what follows we consider cracks in Cosserat continuum, but in light of the abovementioned concept consider bending failure caused by stresses at distance l from the crack tip.   

 
Figure 1. Crack growth due to local failure caused by stress at distance l from  
the crack tip: (a) replacement of stress distribution with the power law stress 

singularity; (b) local tensile failure; (c) local failure in particulate materials 
caused by mutual grain rotation.   

2 COSSERAT MODEL OF PARTICULATE MATERIAL AND THE ASSOCIATED 
SCALES  Isotropic Cosserat continuum is defined by the following equilibrium and constitutive equations in co-ordinate frame (x1, x2, x3), e.g. [7]:  , ,0, 0, , 1,2,3ji j ji j ijk jk i jσ μ ε σ= + = =   ( ) ( )

( ) ( )
ji ji ij kk

ji ji ij kk

σ μ α γ μ α γ λγ

μ γ ε κ γ ε κ βκ

= + + − +

= + + − +
 (1) 

where σij and μij are stress and moment stress, εijk is the alternating tensor. The deformation measures - the strain and curvature-twist tensors are  ,ji i j kji kuγ ε ϕ= − ,   ,ji i jκ ϕ=  (2) where ui and ϕi are independent displacement and rotation vectors respectively, subscript ,j denotes differentiation with respect to xj, and μ, α, γ, ε, λ, β are the Cosserat elastic moduli.  Substituting the constitutive equations into the equations of equilibrium and using the representation of deformation measures (2) one obtains the equilibrium equations in displacements and rotations in the following vector form:  ( 2 )graddiv ( )rot rot 2 rot 0
( 2 )graddiv ( )rot rot 2 rot 4 0
λ μ μ α α
β γ γ ε α α

+ − + + =
+ − + + − =

u u
u
ϕ

ϕ ϕ ϕ
 (3) 

The presence of moduli γ, ε, β which have dimensions of Pa/m2 leads to the appearance of characteristic lengths such as:  
33



 2 2 2 2 2 2
2 2 1 2

( )( ) 2, , ,
4 4 4

l l l l l lμ α γ ε γ ε β γ
μα α α

+ + + +
= = = = −   (4)  

This distinguishes the Cosserat continuum from the classical one. Therefore cracks in the Cosserat continuum can have power law asymptotics at the crack tip only in two cases, for r<<lmin or r>>lmax, where lmin, lmax are the smallest and largest Cosserat characteristic length.   In order to estimate the Cosserat lengths we model, following [8, 9], the isotropic particulate material as an assembly of spherical particles of diameter D connected to each other by elastic bonds, randomly distributed over the particle surface with the coordination number k. We assume that each bond is characterised by normal stiffness 
kn, the shear (tangential) stiffnesses ks, the same in both directions, a twist stiffness kϕn and two equal bending stiffnesses kϕs. The stiffnesses are determined by modelling the links as elastic cylinders and developing the stress distributions over the cylinder cross-section into the Taylor series keeping only linear terms. Taking into account symmetry the classical stiffnesses, kn, ks, are found using uniform stress distributions while the twist kϕn and bending stiffnesses kϕs are found from linear stress distributions. Assuming the bond to be a cylinder of height h and radius b one obtains the following expressions for the stiffnesses:  2 2 4 4, , 4 , 2

s nn b s b b bk b E h k b G h k b E h k b G hϕ ϕπ π π π= = = =  (5) Here Eb and Gb are the Young’s modulus and shear modulus of the material of the bond.  Using the homogenisation by differential expansions [8, 9], we obtain the following relationship between the Cosserat moduli and the bond stiffnesses: 
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Substituting Eq. (5) into Eq. (6) and the result into Eq. (4) leads to the following estimate  ( )( )

( )
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 (7) 
with other Cosserat lengths being of the same order. Given that the bond diameter cannot be greater than the particle we have 2b<D. Therefore l~D.   The above analysis shows that the Cosserat lengths are of the order of the grain size. As the process zone size should be of the same order we deal with asymptotics of distances from the crack tip r>>l. (This is opposite to existing studies of cracks in the Cosserat continuum, e.g. [10] where r<<l was presumed.) In other words, if r is fixed we deal with asymptotics l → 0 . This brings us to what we call the small-scale Cosserat continuum [6].   
3 SMALL-SCALE COSSERAT CONTINUUM  The limiting transition of Cosserat characteristic lengths tending to zero corresponds to tending to zero the Cosserat moduli γ, ε, β. This limiting transition being applied to Eqs. (3) leads to  
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The first equation in (8) is the Lame equation of the classical elasticity, while the second equation gives the expression of the rotation field through the displacement field. These two equations give the main term of the asymptotics of small Cosserat lengths. In order to obtain this term one needs to solve the classical elastic problem, find the displacement field, determine using the second equation of (8) the rotation field and then using relations (2) and the constitutive equations from (1) determine the moment stress tensor μij.    
4 CRACKS OF CLASSICAL MODES. MOMENT STRESS SINGULARITY  Applying the described procedure to the crack problems one can find the distribution of the moment stresses at the tip of cracks of three classical modes (the conventional stress singularity remains the same).  Mode I crack:  2
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 Here ν is the Poisson’s ratio.  It is seen that different crack models produce different non-vanishing components of the moment stress. Figure 2 shows the types of failure produced. Mode I produces failure that effectively continues the crack growth. Mode II produces microcracks that attempt to kink. Mode III produces multitude of microcracks that are inclined at 450 to the crack plane.  Another interesting feature is that the moment stress has singularity of order of 3/2 which is higher than the conventional stress singularity. Since the energy release rate is still the same as for a conventional crack the moment stresses do not contribute to the energy. Therefore the non-integrable stress singularities do not lead to infinite energy release rate.   
5 CONCLUSIONS  We propose a fracture growth mechanism based on mutual rotations of the particles leading to breakage of inter-particle bonds. This criterion can be expressed in terms of the moment stresses, which at the crack tip show a power law singularity with exponent -3/2 for Modes I, II and III – stronger than the conventional one. This strong non-integrable singularity does not lead to infinite energy since in this approximation the moment stresses at the crack tip do not contribute to the energy release rate.  
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The moment stress singularity leads to relative particle rotations and bending of inter-particle bonds. This produces microcracks that either work to extend the crack (Mode I case) or produce experimentally observed kinks (Modes II) and multitudes of microcracks (Mode III).  

 
Figure 2. Schematics of bending (Modes I and II) and twisting (Mode III) local 

failures produced by cracks of conventional modes. The double arrow in  
Mode III picture signifies positive direction of rotation.   
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ABSTRACT  This paper provides simulation of ductile crack growth under high strain rate loading condition using a stress-modified fracture strain models. The stress-modified fracture strain model is determined to be incremental damage in terms of stress triaxiality (σm/σe) and fracture strain (εf) for dimple fracture from tensile test result with FE analyses technique. In order to validate stress-modified fracture strain model in dynamic loading conditions, this paper compares FE results with test results fitted by Johnson-Cook model. The calibrated damage model predicts CT test result under high strain rate. Simulated results agree well with experimental data.   
1 INTRODUCTION  In order to avoid sudden dynamic accident in nuclear industries, it is essential to understand mechanical behavior under high strain rates. In many engineering problems, failures are subjected to dynamic loading that may occur with high strain rate, such as the earthquake loading. In the range of high strain rates, the mechanical behavior of materials is characterized by an increased in strain rate sensitivity. Due to its importance, a variety of institutions such as Battelle and CRIEPI performed tensile test, fracture toughness test (1-3) under dynamic loading condition.   Recently a simple finite element method in a quasi-static test has been proposed to implement fracture simulation based on the well-known stress modified fracture strain model (4,5). The stress- modified fracture strain model is determined to be incremental damage in terms of stress triaxiality (σm/σe) and fracture strain (εf) for dimple fracture from tensile test result with FE analyses technique. Since dynamic loading effect is especially important to assess pipe with crack-like defect, this work propose the integrated model which combines quasi-static with dynamic loading effect.   
2 DYNAMIC MATERIAL PROPERTIES   In order to analyze the crack tip stress and strain field under dynamic loading condition, this paper consider A106 Gr. B test result in Pipe Fracture Encyclopedia (1). And these test results were characterized using the Johnson-Cook model (6).   
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2.1  Test result The tensile properties for A106 Gr. B were examined over a wide range of strain rates in an attempt to characterize the strain rate effect. Tensile tests were conducted on flat, pin-loaded specimens having a width of 6.35mm, thickness of 3.18mm, and length of 25.4 in the gage section. The tensile axis of the specimen was parallel with the pipe axis. Specific details of a tensile specimen is depicted in Fig. 1 (a). The tensile tests were conducted in a servo-hydraulic machine at strain rates of 4 x 10-4/s, 3.4/s and 11.6/s. Strain was measured using an optical extensometer which follows flags located at the opposite ends of the gage section. Fig. 1 (b) shows engineering stress-strain curves for three tensile specimens tested at 288°C at three different strain rate. At high strain rate, both the ultimate tensile strength and the fracture elongation were significantly lower than for quasi-static testing rates.   

 
(a) 

 

 
(b) 

Fig. 1  (a) Specific details of a tensile specimen 
(b) Engineering stress-stain curve for A106 Gr. B  For fracture toughness test, four tests were performed, as summarized in Pipe Fracture Encyclopedia. In this paper, one test was considered to analyze high strain rate effect. Fracture toughness test was performed at 288°C on CT specimens machined from full scale A106 Gr. B pipe. CT specimen having a full-thickness of 0.5T. The specimens were oriented such that crack growth was in the circumferential direction (L-C orientation). In dynamic fracture toughness test, the displacement rate was selected to cause initiation in approximately 0.2 seconds.  
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2.2  Johnson-Cook model The Johnson-Cook model (6) is a function of von mises tensile flow stress, in accordance with strain hardening, strain rate hardening, and thermal softening. Eq (1) represents a Johnson-Cook model, 
( ( ) ) 1 ln( ) 1
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pl n o

eq eq
o melt o

T T
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     (1) 

where ɛ is the equivalent plastic strain, ὲ is the plastic strain rate and ὲo is a reference strain rate. The parameter A is the initial yield strength of the material at quasi-static strain rate. The parameter B and n represents the flow stress on strain hardening behavior at quasi-static strain rate. And the parameter C represents strain rate effect, and m represents thermal softening effect. Tmelt, To each represents melting temperature and references temperature. Because this paper analyzes experimental results under constant temperature condition, coefficients such as m, Tmelt, To were not considered. In this paper, three different strain rate tensile tests are fitted using Johnson-Cook model. F30-104 test was performed under quasi-static condition. Based on the test results, the coefficient values can be determined (A, B, n). Besides that, this paper also includes coefficients (C, ὲo) computed by using tensile strength of three different strain rates. Fitting equation shows in Eq (2).  
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3 SIMULATION OF DUCTILE FRACTURE UNDER HIGH STRAIN RATE   The damage model used in this paper is based on the phenomenological ductile fracture model which is also known as the stress-modified fracture strain model. Through analytical approximate study, Johnson and Cook suggested following equation. In this model, fracture strain εf for dimple fracture is assumed to depend exponentially on the stress triaxiality σm/σe, strain rate: 
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where A, B, C and D are material constants. Damage ω can be calculated by summing incremental damage Δω, given by 
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Where Δɛep is the equivalent plastic strain increment, calculated from FE analysis implemented in ABAQUS using user subroutines.  To calibrate the stress-modified fracture strain model under dynamic loading condition, calibrations were made by comparing FE results with experimental results of tensile and the fracture toughness tests. Conventional 3-D elastic-plastic FE analysis was performed to simulate flat plate tensile test according to test speed. The analyses were conducted by using ABAQUS Standard 6.13 (7).  
39



   
Fig. 2 Criteria for ductile fracture 

simulation  
Fig. 3 Comparison of experimental data 

with simulated results 
 To analyze the failure behavior under dynamic loading condition, dynamic option were selected.  To determine the stress-modified fracture strain, more data points are needed, for instance, using notched bar tensile tests with different notch radii. When notched bar tensile tests are not available (as is the case in the present problem), we need to simplify the form of Eq. (3). Through analytical approximate study, Rice and Tracey (8,9) suggested that the constant C in Eq. (3) is approximately -1.5. And By the theoretical value of the Prandtl fiel, a value at high stress triaxciality of σm/σe =2.5 is assumed. Determined fracture strain model is shown in Fig. 2 based on tensile test & FE data. The above failure simulation technique is implemented in the commercial FE program, ABAQUS using the UHARD user subroutines. Simulated CT specimen results are compared with experimental data in Fig. 3. For Load-LLD data, conventional elastic-plastic FE results without damage analysis are also compared. Simulated FE results with damage analysis agree with experimental data. 
  
4 CONCLUSIONS 
 In this paper, a numerical method to simulate failure behavior of A106 Gr. B carbon steel under high strain rate loading condition fracture toughness tests is proposed to predict ductile crack growth under high strain rate condition. Simulated results agree well with experimental data.   
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ABSTRACT  This paper investigates an effect of plasticity hardening exponent (m) and creep exponent (n) on crack tip stress under elastic-plastic-creep conditions for Single-Edge-Notched (SE(B)) specimen, via two-dimensional (2-D) finite element (FE) analyses. For analysis, finite element results compare with Riedel and Rice equation. In case of creep exponent (n) equal or bigger than plasticity hardening exponent (m), crack tip stress field under elastic-plastic-creep conditions is predicted by Riedel and Rice equation using creep exponent since crack tip stress field is affected by creep exponent than plasticity hardening exponent. On the other hand, in case of n less than m, crack tip stress field under elastic-plastic-creep conditions is predicted by Riedel and Rice equation using m since crack tip stress field is affected by m than n.  
 
 
1 INTRODUCTION 
 To assessment cracked components at elevated temperatures, creep crack growth needs to be analysed. For materials under steady state creep conditions, creep crack growth can be characterized by C*-integral (1-2). Under small scale transient creep conditions, creep crack growth can be characterized by the transient creep C(t)-integral. C(t) parameter describes the near crack tip stress fields (3-5). Riedel and Rice proposed equation that describes crack tip stress fields using C* and C(t) parameters (6). Until recently, a number of works have been reported in the literature up to present on crack tip stress field under elastic-creep conditions. However, a little investigation on crack tip stress field under elastic-plastic-creep conditions are performed.  This paper investigate crack tip stress field under elastic-plastic-creep conditions to assessment cracked components at elevated temperatures. Furthermore, this paper investigates effect of plasticity hardening exponent and creep exponent on crack tip stress field.  
 
2 FINITE ANALYSIS METHOD  
2.1  Geometry and FE Model Finite element analysis was simulated by using ABAQUS v6.13 which is commercial software. Fig. 1 (a) shows finite element model of single edge notched specimen. 1/4 model corresponding to symmetry condition is used and CPE8R (plane strain) element is used.  
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Schematic illustration of SE(B) specimen and loading condition are shown Fig. 1 (b). W which is the width of specimen was assumed as 50mm. a which is the crack length of specimen was assumed as 25mm. M is pure bending moment applied to specimen.  
 

 (a) 

 (b) 
Figure 1. Mesh, geometry of SE(B) specimen 

 
2.2  Material properties Material properties used for analysis were assumed to follow Ramberg-Osgood relation which is power-law function form. Ramber-Osgood relation is described in Eq. (1).  
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In here, εe, εp and εc are elastic strain, plastic strain and creep strain each. m and α is material constant. Elastic modulus, E and yield stress, σO was 200 GPa and 300 MPa each. Plasticity hardening exponent, m was assumed for 5, 10. 0.002E/σO was used for α.  The creep deformation is assumed to follow a simple power law which is described below in Eq. (2). 
n

c Bε σ=                 (2) Creep exponent, n was assumed for 5, 10. To investigate the effect of n and m, the value of n and m may be systematically varied. 
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Table 1. Material properties 

E σo α ν m n B 5 3.2E-15 200 GPa 300 MPa 4/3 0.3 5,10 10 3.2E-25   
3 RESULTS  For investigation effect of plasticity hardening exponent and creep exponent on crack tip stress field, finite element simulated results are compare with equation which proposed by Riedel and Rice (6).  
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ML is limit moment of SE(B) specimen.  Fig. 2 – Fig. 5 show finite element results and Riedel and Rice equation about crack tip stress field.   As expected, in case of m=n and m<n, FE results agree well with RR equation which relate to creep exponent n, as shown in Fig. 2, Fig. 3 and Fig. 4.  Also, in case of n>m, FE results agree well with RR equation which relate to creep exponent. These results imply that crack tip stress field is affected by creep exponent than plasticity hardening exponent.  On the other hand, in case of m>n, FE results agree well with RR equation which relate to plasticity hardening exponent m, as shown in Fig. 5. These results imply that crack tip stress field is affected by plasticity hardening exponent than creep exponent.  

 (a)                                                       (b) 
Figure 2. Crack tip stress (m=5, n=5); (a) M/ML=0.5, (b) M/ML=1.0 
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  (a)                                                        (b) 
Figure 3. Crack tip stress (m=10, n=10); (a) M/ML=0.5, (b) M/ML=1.0  

 (a)                                                      (b) 
Figure 4. Crack tip stress (m=5, n=10); (a) M/ML=0.5, (b) M/ML=1.0  

 (a)                                                     (b) 
Figure 5. Crack tip stress (m=10, n=5); (a) M/ML=0.5, (b) M/ML=1.0   
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4 CONCLUSIONS  In this paper, effect of plasticity hardening exponent and creep exponent on crack tip stress under elastic-plastic-creep conditions is investigated using FE analysis. Finite element results compared with Riedel and Rice equation. For m=n, m<n case, FE results agree well with RR equation which relate to n. For m>n case, FE results agree well with RR equation which relate to m. Also, this study confirms that crack tip stress did not nearly change with increasing time in transient creep.   
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ABSTRACT  Thermoelastic stress analysis (TSA) using by infrared thermography has been widely used as an effective full-field stress measurement technique. The present authors applied TSA technique to nondestructive evaluation of fatigue cracks in steel bridges, in which fatigue cracks were detected based on singular stress fields observed around crack tips and structural integrity was evaluated based on stress intensity factor calculated from observed near tip stress field. In this paper, a new approach for evaluating stress intensity factor based on TSA technique is proposed. The coefficients including stress intensity factor in the near tip stress field function expressed in higher order terms are determined by the least square fitting using experimentally obtained data by TSA. It was found that values of stress intensity factors KI and KII were obtained in good accuracy. 
 
 
1 INTRODUCTION 
 Recently, fatigue crack propagation in aged structures has become a serious problem that can lead to their catastrophic failure. For large-scale steel structures such as highway bridges, nondestructive evaluation of fatigue damage is necessary to ensure safety and to estimate the remaining life of these structures. As conventional nondestructive testing (NDT) techniques for steel bridges, visual testing, magnetic particle testing and ultrasonic testing have been commonly employed. However, these techniques are time- and labor- consuming techniques, furthermore they can only be employed for crack detection, and can not be used to directly evaluate the remaining strength based on fracture mechanics. Thermoelastic stress analysis (TSA) by infrared thermography has been widely used as an effective full-field experimental stress measurement technique. The present authors applied TSA technique to nondestructive evaluation of fatigue cracks in steel bridges, in which fatigue cracks were detected based on singular stress fields observed around crack tips and structural integrity was evaluated based on stress intensity factor calculated from observed near tip stress field [1,2]. In this paper, a new approach for evaluating stress intensity factor based on TSA technique is proposed. The coefficients including stress intensity factor in the near tip stress field function expressed in higher order terms are determined by the least square fitting using experimentally obtained data by TSA. The proposed technique is employed for determining stress intensity factors KI and KII for mixed-mode crack from stress distributions measured by TSA technique. 
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2 THEMOELASTIC STRESS ANALYSIS 
 Dynamic stress change causes very small temperature change under the adiabatic condition in solid. This phenomenon is known as the thermoelastic effect and is described by Lord Kelvin’s equation relating the temperature change (ΔT) to a change in sum of principal stresses (Δσ) under cyclic variable loading as follows.                                                          (1) 

α : Coefficient of thermal expansion                                    
ρ : Mass density                                                     
Cp : Specific heat at constant pressure                                   
T : Absolute temperature  A change in the sum of the principal stresses (Δσ) is obtained by measuring the temperature change (ΔT) using infrared thermography. 

 
 
3 STRESS INTENSITY FACTOR EVALUATION BASED ON THERMOELASTIC 

ANALYSIS 
 Stress distribution around crack tip under mixed mode loading is given by Airy’s stress function as follows. 

   (2) 
where r is a distance from the crack tip and θ is an angle from crack existing line. Taking account of                                              (3) equation of the sum of principal stresses around crack tip under mixed-mode loading is derived from Eq.(2) for the 1st to 4th order terms as follows. 

                 (4) 
Coefficients KI, C12, C13, C14, KII, C23 and C24 in Eq.(4) can be calculated by the least square fitting using numerous data of the sum of principal stresses obtained by TSA technique, thus stress intensity factors KI and KII can be determined. 
 
 
4 NUMERICAL SIMULATION OF STRESS INTENSITY FACTOR EVALUATION  
 Numerical simulations of stress intensity factor evaluation were carried out using boundary element method (BEM) analysis model as shown in Fig. 1. Stress distribution of the steel plate with an inclined crack was obtained by BEM. Inclined angles of the cracks ϕ were set to be 31°, 45°, 59° and 75°. The values of stress intensity factors KI and 
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KII were determined by the proposed least square fitting method using BEM analysis data on stress distribution in the region where r=5mm~15mm and θ=-120°~120° shown in Fig. 2.  Considering the experimental errors, stress intensity factor determination was conducted when stress values contained random errors in the range of 20MPa, as well as the calculation without errors. Obtained results are shown in Table 1. It is found that stress intensity factors KI and KII values were obtained in good accuracy compared with handbook values [3].  

        
Fig. 1 BEM analysis model (mm).       Fig. 2 Stress evaluation area. 

 
Table 1 Stress intensity factor KI and KII determined from BEM results. 

(KI, KII : in MPa m1/2). 

Angle
φ【°】

BEM 
20MPa error

BEM 
No error 

Handbook
value 

KI KII KI KII KI KII

31 1.74 3.25 1.77 2.95 1.70 2.84
45 2.99 3.07 3.17 3.27 3.36 3.25
59 4.64 2.89 4.66 2.85 5.01 2.79
75 5.94 1.53 6.01 1.62 6.19 1.60

 
 
 
5   STRESS INTENSITY FACTOR EVALUATION BASED ON TSA MEASURED RESULTS 
 Experimental studies were carried out for steel plate with an inclined slit introduced by electro discharge machining. Configurations of the specimen and measurement area of TSA are shown in Fig. 3, as well as the loading conditions. Stress distributions measured by TSA system are shown in Fig. 4. In an IR-measurement, SC7500 (FLIR company, detector: InSb, NETD: 20mK) was employed and flat-black paint was employed to avoid reflection and to increase the emissivity. Stress intensity factors KI and KII were calculated from stress data in the region where r=5mm~15mm and θ=-120°~120°. Obtained results are shown in Table 2. It is found that values of stress intensity factors KI and KII were obtained in good accuracy compared with handbook values [3] demonstrating the feasibility of the proposed technique. 
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Fig. 3 Specimen configurations and test conditions.  

 
Fig. 4 Stress distributions measured by TSA system.  

Table 2 Stress intensity factors KI and KII obtained by TSA measurement. 
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6   CONCLUSIONS 
 In this paper, a new TSA based approach for evaluating stress intensity factor by the least square fitting of the coefficients in higher order near tip stress distribution function was proposed. It was found that values of stress intensity factors KI and KII were obtained in good accuracy demonstrating the feasibility of the proposed technique.   
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ABSTRACT  Environmental stress cracking (ESC) of polymeric materials is induced by the penetration and diffusion of surface agents in the stressed polymers, which lubricates the mobility of polymer chains. In this paper, ESCR tests of high crystalline polypropylene (HCPP) were conducted by use of modified notched constant load test in contact with two different scent oils. The relationship between the lifetime and the loading condition were observed for two types scent oil. Swelling tests were also conducted to compare the diffusivity of two scent oils. The higher diffusivity of limonene oil results in shorter lifetime than in case of lavender oil.    
1 INTRODUCTION  Environmental stress cracking (ESC) phenomena is one of the common causes of long-term failure of polymeric materials (1, 2). ESC failure mechanism of polymer is different from stress corrosion cracking (SCC), in terms of no existence of the chemical degradation of polymers by contacting with adverse environments. ESC is induced by sorption and diffusion of the particular liquid or gas state non-reactive agents into the mechanically-loaded polymer medium, particularly into the amorphous region. Generally this phenomena makes molecular chains in amorphous region become soften and plasticized. In case of high density polyethylene (HDPE), diffused detergents play a role of a kind of lubricant to the tie chains in amorphous regions so that inter-lamella cohesive strength deteriorates due to the loosening of tie molecules (3). It may lead the unexpected failure of polymers in lower loading states than their expected strength. The examples of agents inducing ESC include detergents, soaps, oils, and so on. Since these environments are very common in considering the wide applications of polymers, ESC has attracted many attentions in the polymer industry, and intensive studies have been conducted by many researchers.  However, there remains still no full understanding on the ESC phenomena because of the complicated relations between involved parameters such as agent diffusivity, viscoelastic behaviour, void formation and growth, and so on (4). Moreover, in spite of the importance of ESC as a long term property of polymers, a lot of studies have been concentrated on PE and limited number of glassy polymers. Considering the use of variety of polymers in today, in-depth researches on the nature of ESC of the diverse polymers are necessary.  
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In this study, ESCR of high crystalline polypropylene (HCPP) in two different scent oils was measured by modified ASTM D 5397 methodology (5). Different diffusivity in each oil leads to the discrepancy in lifetime in same loading condition. To compare the swelling effect of oils of diffusion, volume changes of HCPP in each oil were also measured.    
2 MATERIALS AND TEST METHODS  
2.1  Materials ESCR tests were performed with injection moulded HCPP samples following ASTM D 1822 type-L (6). Samples were prepared in thickness of 1.9 mm and initial notch was introduced for accelerated test condition and containment of almost same imperfection with size of roughly 0.2 mm. Two different scent oils were used as non-reactive surface diffusive agents, i.e. limonene and lavender oils. For the swelling test, block shape HCPP with initial volume of roughly 40 mmଷ was prepared.  
2.2  Test Methods Each sample was subjected to constant stress to failure in two different oils at elevated temperature of 50˚C. The range of 7~14 MPa was chosen for this constant stresses. Until the final failure, the variation of displacement of each loaded samples was recorded to obtain the creep strain - time plots. From these plots, crack initiation time (ݐ) can be obtained as well as the time to failure (ݐ) as shown in Fig. 1. To compensate the slight variation of the initial notch size, initial stress intensity factor (SIF) was calculated and it was used to represent loading condition. Consequently, initial SIF - ݐ and ݐ plots were obtained as plotted in Fig. 2. Post-fracture analysis was also conducted by scanning electron microscope (SEM). To understand the diffusion behaviour of the two oils into HCPP medium, swelling test was performed for 200 hours at 50˚C.   

 
Fig. 1. Creep strain – time plots.  

Creep strain is dramatically  
increased with crack initiation, ࢚. 

 
Fig. 2. Measured  ࢚ and ࢌ࢚ for HCPP  

in lavender and limonene oil. 
  
3 RESULTS AND DISCUSSION  
3.1  ESCR result – Relationship between initial SIF and ࢌ࢚ ,࢚ Fig. 2 shows the time to crack initiation and failure in different oils. At the low loading condition, HCPP in lavender oil shows longer lifetime than that in limonene oil. As severe loading condition is subjected, ݐ and ݐ values are quite overlapped which means no discrepancy between two oils. In the lavender case, the non-data space between two separation groups should be tested in the future work. Also, there are small difference between crack initiation and final fracture. That is, the total lifetime is mainly consisted of crack initiation time and slow crack growth portion is relatively small. 



3.2  Post-fracture analysis After the ESCR test, fracture surfaces were observed by scanning electron microscope (SEM). Fig. 3 shows the representative fracture surface in active agent contacting condition. There is no significant difference between lavender and limonene oil cases. At the early stage of crack propagation, highly rough fracture surfaces were observed, and after the each micro cracks were combined, crack propagates radial direction due to the stress-triaxiality at the middle region of the sample. These initial multiple crack propagations in early stage, which is a typical phenomenon of ESC, may be resulted from the heterogeneity of HCPP, i.e. separated amorphous and crystalline phase as illustrated in Fig. 4a. In the early loaded state, each micro crack is generated at different position, even different height due to the material heterogeneity (Fig. 4b). Generally these micro cracks are coalesced gradually as crack propagation. Some samples with highly irregular initial notch showed separated cracks until the final fracture (Fig. 4c).    

 
Fig. 4. Effect of uneven initial notch; (a) initial unloaded state, (b) micro  
voids generated at the different positions in early stage of loading, and  

(c) uneven fracture surfaces.  

 
Fig. 5.  Volume increase of HCPP blocks  

by swelling in different oils.  
3.3  Swelling test data of HCPP block for limonene and lavender oil To compare the diffusion rate of scent oils, swelling tests were performed. Fig. 5 plots the volume change of block shape of HCPP with initial volume of roughly 40 mmଷ, in lavender and limonene oils for 200 hours at 50˚C. It is obvious that the diffusion rate is 

 
Fig. 3. Fracture surface of HCPP  
and radial crack propagation. 



higher in case of HCPP in limonene, i.e. swelling phenomenon is much enhanced in limonene than lavender oil. Limonene oil consists of D-limonene, beta-pinene, and alpha-pinene with molecular weight (MW) of the same as 136.23 g/mol. However, lavender oil consists of beta-pinene and 1-octene-3yl-acetate which has higher MW of 170.25 g/mol. Due to this cumbersome molecule in the lavender oil, diffusion is much slower than limonene oil.  
3.4  Discussions ESC phenomenon is intensively accelerated when some degree of loading is applied. The limiting case of small load is swelling test condition, which requires the significant time for sorption. Diffusion of oils inducing ESC effect is concentrated on the amorphous region in case of semi-crystalline polymer such as HCPP. As mentioned above, there are threshold loading conditions to introduce the overlapped lifetime in different scent oils. Above the threshold load (threshold SIF) condition, amorphous regions in HCPP get to have enough space for the diffusion of even large molecules in oils. Therefore, this threshold SIF depends on the molecular size of active agents as illustrated schematically in Fig. 6. In case of limonene oil, consisting of relatively smaller molecules than lavender oil, threshold SIF smaller than lavender case. More tests may be required to find the threshold SIF of limonene oil. On the contrary, the threshold SIF of lavender oil case is higher than limonene case, due to the additionally included large molecule, i.e. 1-octene-3yl-acetate. Reference line is also indicated as air case without ESC effect.    

 
Fig. 6. Schematic diagram of the SIF-life time curves.  

Additional plot shows diffusivity dependence on loading condition.  The fracture surface analysis shows the initially generated multiple small cracks and gradually merged main crack. This multiple cracks are typical feature of the environmentally induced cracking such as ESC. It mainly induced by the material heterogeneity, i.e. separated amorphous regions in crystalline regions in HCPP medium. Therefore, the micro cracks may initiate in the amorphous phases, which is the weaker point to ESC at the notch tip region. Individual micro cracks get to gradually merge into the main crack, and finally the main crack propagates in radical direction as displayed in Fig. 3. It is worth noting that micro cracks are generated even at the different positions in the axial loading direction. When this separation distance in axial direction between micro cracks are relatively long, no merged main crack may be made until final fracture as shown in Fig. 4c.  



Finally, the observed small portion of slow crack growth (SCG) can be an evidence of the ductile failure of ESC fracture. In general, in case of quasi-brittle fractures, there are relatively large portion of time for slow crack growth in total lifetime after the crack initiation. However, in our case, total lifetime ݐ is slightly longer than crack initiation time  ݐ. It means that that the ductile failure can be a dominant fracture mechanism in ESC-induced fracture.  
 
4 CONCLUSION  ESC is induced by diffusion of particular surface agents with no chemical reaction, leading to weakening the van der Waals forces between molecular chains, especially in amorphous regions. For the further understanding on the ESC phenomena, creep and swelling tests of HCPP in two different liquid oils at elevated temperature were performed. The main results and discussions in this study can be summarized as follows.  First, the ESC phenomenon is also accelerated with loading conditions, i.e. initial SIF. As severe loading condition is applied, free volume between molecular chains in amorphous region increases, and it induces the high diffusivity of oils. Particularly, there is a threshold SIF depending on the agent molecular size. As the average molecular size of the liquid agents grows, threshold SIF to diffuse well is increased. This threshold SIF concept can be a useful design parameter as a critical load on the application of polymers in the ESC-inducing environments.      Second, multiple small cracks are made in crack initiation stage of ESC failure. It arose from the material heterogeneity of HCPP, such as discrete amorphous regions surrounded by crystalline region. In the weak regions to the ESC, micro cracks are generated and finally merged together as a main crack.  Finally, relatively small portion of SCG in ݐ indicates that the ESC induced failure is ductile fracture, not a quasi-brittle fracture. This result is in accordance with the ESC mechanism. The diffused oil molecules reduce the van der Waals force between the polymer molecular chains and it plasticize the motion of the chains mainly in the amorphous region, resulting in large deformation before fracture.              
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ABSTRACT  This paper reports on facture and wear of damaged shredder hammer tips manufactured from cemented tungsten carbide with an ultrafine grain structure and Ni-Ti-Cr as a binder instead of Co, for sugar cane shredding. Optical imaging and scanning electron microscopy were applied for measurement of fracture and wear regions of damaged shredder hammer tips at macro and microstructural scales. Our results reveal that edge and large scale fractures in the form of conchoidal fracture were caused by impacts from hard objects such as rocks or tramp metal materials in the shredding process. Minor wear occurred due to abrasive wear of tungsten carbide grains and fatigue-induced cracks in the metal binders. This study shows that fracture was the main failure mode of the trial cemented tungsten carbide used that caused the instant failure of the shredder hammer tips, while minor wear also occurred.   
 
1 INTRODUCTION 
 Sugar cane is a tall perennial grass grown in warm temperate to tropical regions in Australia and worldwide. Generally, mature sugar cane stalks are 2–4 m high and have diameters of 20–50 mm. They contain multiple nodes and internodes, and are generally cut into sugarcane billets of around 0.2 m long in the field to facilitate transportation to the factory. Cane shredders are used in the Australian sugar industry to shred sugar cane billets against shredder grid bars to pulverize the cane billets into a fibrous mat. The aim is to rupture parenchyma cells in the cane as much as possible to allow for maximum extraction of sugar in the crushing station. A shredder generally comprises of 90–250 swing hammers that rotate on a rotor at around 1000 rpm and have swing diameters ranging from 1.52 m to 1.83 m [1]. The velocity of the shredder hammer tips ranges from 90–100 m/s and the shredder is driven by a prime mover of several megawatts [1]. Shredders in the Australian sugar industry can process sugar cane at 7,000–15,000 tonnes/day [1]. Sugar cane shredding accounts for approximately 20% of the total energy requirements in a typical sugar mill. It is the most energy consuming process in the sugar industry and has the largest effect on sugar extraction and costs [2].   Shredder hammers tips undergo significant deterioration during processing of sugar cane due to the energy absorbed in the shredding process, the abrasive nature of the soil particles mixed with the sugar cane and the acidic pH of the cane juice. A typical shredder swing hammer has a nominal mass of 20 kg and a replaceable hammer tip of approximately 3 kg mass. A hammer tip is typically manufactured from a carbon steel base mechanically fastened to the hammer, a white iron protective block and tungsten 
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carbide tiles. Shredding forces are mainly applied to shredder hammer tips, resulting in high wear and failure rates in the tungsten carbide tiles. The cost for tungsten carbide tiles accounts for 70–80% of the total costs for shredder hammer tips. The failure of the tungsten carbide tiles costs the sugar industry millions of dollars annually; yet, the quantitative cause of failures is not well understood. This paper presents the quantitative evaluation of the failure mechanisms of damaged shredder hammer tips manufactured from cemented tungsten carbide with Ni-Ti-Cr bound ultrafine microstructures in sugar cane shredding.  
 
 
2 EXPERIMENTAL PROCEDURE   The shredding process was carried out at Invicta Mill, Giru, Queensland, Australia, using an industrial shredder containing 144 shredding hammer tips rotating at 96 m/s with a rotating diameter of 1.52 m. For the duration of the trial, the 4 MW shredder was fed at a cane feed rate of around 400 tonnes/hour at room temperature. Accordingly, approximately 290 N force was applied by each shredding hammer tip to the cane billets. All replaceable hammer tips were manufactured from cemented tungsten carbide with three 30 mm × 30 mm × 12 mm tiles (Sandvik) that were silver soldered to a white iron, manufactured to the requirements of ASTM A532 17-2 Cr-Mo. The white iron was vacuum brazed to a threaded carbon steel forging that was bolted to the shredder hammers [1]. Among the batch of 144 tips, there were six trial tips manufactured from cemented tungsten carbide with ultrafine microstructures with Ni-Ti-Cr as a binder (Sandvik), instead of Co as a binder being typically used. The carbide material of the trial tips had a Vickers hardness of 1600 (15.69 GPa) and transverse rupture strength of 3800 MPa. After processing of 21,200 tonnes of sugar cane, the tips were inspected and it was found that the trial tips had failed prematurely. The typical life expectancy for shredder hammer tips in this machine is 300,000–400, 000 tonnes depending of cane feed quality. The six trial tips were then removed from the machine and subjected to fracture and wear studies.    Digital optical images of all trial tungsten carbide tips were taken from top and side views.  These images were then imported to Image J (NIH, USA), a java-based image processing program for imaging analysis. Areas of fracture or wear were calculated over the top faces of the tips. The fracture or wear fraction was calculated as the ratio of the fracture/wear area and the total face area of the tip. Selected carbide tiles were also removed from the white iron bases and then cleaned using acetone in an ultrasonic bath. The cleaned tungsten carbide samples were examined using scanning electron microscopy (Jeol JSM5410LV, USA). The chemical composition of the carbide tips were also analysed using x-ray energy dispersive spectrometry via an electron prober micro-analyser (Jeol JXA 8200, EPMA, USA).     
3 RESULTS AND DISCUSSION    The x-ray energy dispersive spectrometry analytical results show that the tungsten carbide tips contained 81.5 mass% tungsten carbide, 13.5 mass% Ni, 2.8 mass% Ti and 2.2 mass% Cr.   Figure 1 shows the damage features of the used tungsten carbide tips, including edge fracture, double edge fracture, large scale fracture, and minor wear with cracks. Among the six trial tips, fracture was prevalent. Three tips had a single edge fracture, one tip had a double edge fracture, and one tip had a large scale fracture. All fractured 
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morphologies reveal brittle characteristics in which conchoidal fracture occurred. On these fractured tips, minor wear was also observed. Minor wear with cracks also occurred on a fracture-free tip.                            
Figure 1. Damage features of tungsten carbide tips: edge fracture, double edge 

fracture, large scale fracture, and minor wear with cracks.                  
Figure 2. Fracture and minor wear fractions.  Figure 2 shows the fracture/minor wear fractions of these tips, in which the edge fracture damage occupied over 10% of the work areas and the large scale damage covered 85% of the work area. These fractured areas significantly reduced the functionality of the shredder tips.     
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Figure 3 shows scanning electron micrographs of the fractured and worn tungsten carbide areas. Figure 3a reveals the large scale fracture morphology in which deep fractures across the large tungsten carbide bulk solid and fractured clusters were observed. This indicates that the tungsten carbide tips were exposed to extreme impact by hard rock or tramp material at very high speeds.  Figure 3b shows that the damaged microstructures in ultrafine WC grains with grain sizes of < 1 µm were observed and fractures occurred at the WC-metal interface. It also shows the breakaway of areas of material. WC grain fragmentation was hardly observed due to the ultrafine microstructure. Figure 3c shows the wear morphology of the cemented carbide, in which microcracks were also observed. Figure 3d reveals that abrasive wear occurred accompanied by fatigue-induced cracks at the WC-metal interface and breakaway of material.                                
Figure 3. Scanning electron micrographs of (a) a large scale fracture of tungsten 

carbide tip, (b) fracture at the microstructural level, (c) wear morphology of 
tungsten carbide tip, and (d) wear at the microstructural level.   The vast majority of applications for cemented carbides exploit their high resistance to wear when subjected to abrasion and erosion [3–5]. Typically shredder hammer tips used in the sugar industry are manufactured from cemented carbides with ultrafine microstructures with Co as a binder. This material is tolerant to a degree of impact during operations. This study reveals that fracture in the trial shredder tips with Ni-Ti-Cr as a binder for ultrafine carbide can be more severely affected by impact in heavy production processes such as shredding of sugar cane. The selection of materials for the shredding of sugar cane must consider the heavy applied loads, and impact from rock and tramp materials at high speeds. An understanding of the cemented carbide responses to complex tribological environments has major commercial implications to the sugar industry. However, the development of such an understanding is complex due to cemented carbides having a wide spectrum of microstructures which are strongly 

(a) (b) 

(c) (d) 
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dependent on the parameters of tungsten carbide grains as well as the variables of the binders. In particular, ultrafine grades with Ni-Ti-Cr as a binder have the exhibited property combination, which represents a significant departure from those of the more conventional of WC-Co hard metals [6–9]. This work provides some of the first quantitative data on fracture and wear fractions of cemented carbide tips with Ni-Ti-Cr as binders for the cane shredding process using materials characterization techniques. In the future more comprehensive comparison studies of a wide range of cemented carbide tips will be conducted for optimal materials selection in the sugar industry.       
4 CONCLUSIONS   This paper presents a quantitative study of fracture and wear in damaged shredder hammer tips manufactured from cemented ultrafine grain carbide with a specific proportion of Ni-Ti-Cr as a binder. In comparison to the conventional WC-Co tips, the Co-free cemented carbide tips have a much higher hardness resulting in minor abrasive wear during the shredding process. However, severe brittle fracture occurred in these Co-free tips during shredding, which caused instant tip failure. This indicates that the specific proportion of Ni-Ti-Cr-cemented tungsten carbides with ultrafine structures that were tested, are potentially suitable for lower impact shredding processes in which sugar cane billets are not contaminated by rock or tramp materials. Further research will be conducted to examine other proportions of Ni-Ti-Cr in cemented tungsten carbide that may perform more effectively as binders for the specific application of the sugar cane shredding.        
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ABSTRACT  Crack closure, driven predominantly by plasticity and roughness, has been identified as a critically important issue affecting fatigue crack growth in high strength alloys.  This paper details an investigation into the closure behaviour four materials which exhibit a broad range of crack surface roughness.  The work includes quantitative evaluation of the crack profiles using optical interferometry, compliance measurement of crack closure levels under constant amplitude loading, and quantitative fractography interpretation of closure effects during spectrum loading.  Roughness was found to account for a major rise in closure under constant amplitude conditions, but was found to be much less significant under spectrum loading.    
1 INTRODUCTION  The discovery of the fatigue crack closure phenomenon by Elber [1] has been extremely important in understanding fatigue crack growth in aircraft structures manufactured from high strength metallic alloys.  Several mechanisms can contribute to closure including plasticity, roughness and debris formation.  Newman developed the FASTRAN crack growth analysis computer code [2] based on the most significant of these; plasticity.  FASTRAN is a life prediction code based on the Dugdale yield zone model [3] but modified to leave plastic deformations in the wake of the advancing crack.  A key feature of the code is the ability to model three-dimensional constraint effects.  A constraint factor, α, is used to elevate the flow stress σo at the crack tip to account for the influence of stress state (ασo) on plastic-zone size and crack surface displacements.  The plasticity only approach has been found to correlate experimental observations with analysis very well for the materials which exhibit smooth crack surfaces, such as 7249-T76511 [4], and 7075-T6 [5].  Consistent constraint assumptions for both constant amplitude (CA) and spectrum loading are used.  But limitations of the plasticity only approach as used in FASTRAN have become evident when applied to materials which exhibit very rough crack surfaces [6-8].  Newman et al. [6] successfully collapsed the CA crack growth rate test data to a unique ΔKeff relation for 7050-T7451 material, but the correlation required a very low constraint factor α=1.3.  The low value of α was proposed to account for roughness closure effects not being explicitly modelled in FASTRAN.  Walker et al. [8] found a similar result for the coarse-grain β-annealed Ti-6Al-4V ELI alloy which exhibited extremely rough crack surfaces.    
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The low α value also worked well when carried through and applied to FASTRAN analysis for spectrum loading [8, 9].  Previous research efforts have focused on developing modelling for the roughness contribution such that a more reasonable and justifiable value for α can be used for the plasticity component.  That approach was moderately successful for β-Ti-6Al-4V material [8].  But recent improvements in FASTRAN [2] now suggest that the approach may not be as effective as previously thought.  Additionally, recent research at DSTO has identified significant, fundamental differences in fatigue crack path and rate at the smallest possible length scales on a cycle-by-cycle basis for CA compared with spectrum loading [10].  This paper details an investigation into closure effects for materials with a broad range of crack surface roughness characteristics under conditions of both CA and spectrum loading.   
2 MATERIALS, TEST SPECIMENS AND CRACK GEOMETRIES CONSIDERED  Four high strength aircraft alloys with a range of crack surface roughness characteristics were considered (see Figure 1). Details are as follows: a. 7249-T76511, very smooth, typical crack surface roughness Ra = 4 µm.  Compact tension, C(T) specimens, through thickness crack, both CA and spectrum loading. b. 7075-T6, smooth, typical crack surface roughness Ra = 8 µm. C(T) specimens, through thickness crack, both CA and spectrum loading. c. 7050-T7451, rough, typical crack surface roughness Ra = 20 µm. C(T) specimens, through thickness crack for CA, low KT dog-bone tension specimen with surface crack for spectrum loading. d. Β-annealed Ti-6Al-4V ELI, extremely rough, typical crack surface roughness Ra = 50 µm. Eccentrically loaded single edge notch tension (ESE(T)) specimens, through thickness crack for both CA and spectrum loading.  

a. 7249-T76511, very smooth,  B=3.2mm C(T) Typical Ra = 4 µm b. β-Ti-6Al-4V, ext. rough, B=6.35 mm ESE(T) Typ. Ra = 50 µm 
Figure 1 : Fatigue crack surfaces for extreme roughness cases    

EXPERIMENTAL METHODS 
 
2.1 Compliance based closure measurement Compliance based methods were used to measure crack closure under CA conditions for the through thickness cracks in the bend specimens, i.e. C(T) and ESE(T) configurations.  
2.2 Marker bands and quantitative fractography Almost all of the data available in the literature relating to measured crack closure and crack closure modelling pertains to CA loading.  This is especially true for small cracks which initiate at natural features.  However a novel test and analysis program was recently undertaken at DSTO to investigate crack closure for small cracks from natural features in 7050-T7451 under spectrum loading [11].  A specially engineered load sequence with bands of CA at various mean stress levels (local R=0.5, 0.4, 0.3, 0.2, 0.1 and 0.0) was conducted using low-KT coupons from 7050-T7451 material.  Quantitative 
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fractography was used to determine crack growth rates during the CA bands and this was related to the appropriate ΔKeff value and closure was therefore inferred. 
 
2.3 Optical interferometry Optical interferometry was used to determine the crack surface profile and roughness characteristics.  This was performed using a Bruker NPFlex Optical Profiling Microscope using 3-D white light vertical scanning interferometry.  A complete scan of the crack surface can be obtained, and data on a nominated path broken down into profile, waviness and roughness can also be obtained.    
ANALYTICAL MODELLING Crack growth modelling was performed with FASTRAN [2] which explicitly accounts for plasticity induced closure only.  Because the user can effectively control the crack closure level in FASTRAN through empirical adjustments of the constraint factor α, it is possible to approximate the effect of other contributions like roughness.  Two models which explicitly account for the roughness contribution to closure (1. Crapps/Daniewicz, and 2. Zhang) were developed and evaluated for constant amplitude conditions (for 7050-T7451 and β-Ti-6Al-4V respectively) and the results compared with FASTRAN analysis and experimental data.  FASTRAN [2] is a fatigue crack growth analysis code based on the crack closure concept and a Dugdale or strip yield model.  Experience with a significant number of materials and geometries have shown that α values of around 1.8-2.0 which are  consistent with 3-D elastic-plastic Finite Element Analysis (FEA) [12, 13] correlate test measurements with analyses very well.      Crapps and Daniewicz [14] developed a model to account for roughness-induced closure.  Their model is a strip-yield model like FASTRAN, but modified to account for roughness by lengthening and shortening the elements along the crack due to crack face sliding.  Asperity angle and frequency were the significant parameters.  Asperity angle was found to be the most significant factor.  A 15 degree asperity at R=0.1 constant amplitude loading increased the ratio of opening load Pop to maximum load Pmax from 0.4 to 0.6.  The significance of this result is discussed later.  Zhang etal [15] developed a combined roughness and plasticity model based on the Dugdale model for the plasticity component and the Suresh/Ritchie geometric model for the roughness component.  The model was further developed and applied to the β-Ti-6Al-4V material by Walker etal [8].  The significance of that result in the context of the present work is also discussed later.   
3 RESULTS  
3.1 Constant amplitude (CA) loading Measured crack opening values for the four materials tested under constant amplitude loading at R=0.1 are shown in Figure 2. FASTRAN analysis results at two values of α (1.0 and 2.0) are also shown.  Three-dimensional (3D) elastic-plastic FEA studies have shown that the value of constraint for perfectly flat crack surfaces (no roughness) is around 1.8-2.0 [12, 13].  The materials which exhibit smoother crack surfaces also exhibit lower crack opening load, and FASTRAN analysis using 3-D constraint α of 2.0 correlated very well against the experimental observations (see Figure 2).  The materials which exhibit rough crack surfaces exhibit elevated crack opening, and an artificially low value of α (around 1.0) is proposed (see Figure 2).  These results suggest that significant 
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roughness-induced closure effects are present during CA loading for the materials which exhibit rough crack surfaces (7050 and β-Ti), but not for the materials which exhibit smoother crack surfaces (7249 and 7075).  Optical interferometry results for a 7050-T7451 coupon subjected to R=0.1 constant amplitude loading revealed an average and median asperity angle of 15 degrees, which when applied in the Crapps/Daniewicz model raised the crack opening Pop/Pmax from about 0.4 to 0.6, which is close to the observed difference between the materials which developed rough compared with smooth crack surfaces as shown in Figure 2.  This is an independent validation of the Crapps/Daniewicz approach.  A development of the Zhang model (by the authors [8]) identified a similar elevation in crack closure due to roughness under constant amplitude conditions for the β-Ti-6Al-4V ELI material.  The Zhang model is based on a combination of plasticity-induced closure with a geometric roughness model based on the Suresh and Ritchie approach [16].      

  
Figure 2 : Crack opening load at constant amplitude R=0.1  

3.2 Spectrum loading As described earlier, the PICC only approach has been found to work very well for the materials which exhibit smooth crack surfaces, i.e. 7249-T76511 [4], and 7075-T6 [5].  FASTRAN modelling correlated the experimental results well using the same constraint assumptions for both CA and spectrum loading.  But an important question remains; what about materials with rough fatigue-crack surfaces?  FASTRAN analyses were conducted for various spectrum loading scenarios.  If additional closure caused by roughness were to be present for the spectrum loading case as for the constant amplitude loading, then a low value of α of about 1.0 would be expected for the correlation.  Instead, it was found that high constraint, similar to that expected for materials which exhibit very smooth crack surfaces, α=2.0 was required for 7050-T7451 and β-annealed Ti-6Al-4V ELI.  Additionally, FASTRAN analyses were conducted on a cycle-by-cycle basis for the marker band case described in Section 2.2.  Again, it was found that α=2.0 correlated the analysis to test observations well, which was contrary to the constant amplitude case for the 7050-T7451 material.  The results suggest that the roughness-induced closure effects which were evident under CA loading were no longer present under spectrum loading.   
4 DISCUSSION AND CONCLUSION  Crack surface roughness was found to cause elevated crack opening loads for 7050-T7451 and β-Ti-6Al-4V ELI materials under CA loading conditions.  The increase could 

65



be accounted for analytically reasonably well using either the Crapps/Daniewicz approach in the case of 7050-T7451, or a development of the Zhang model in the case of β-Ti-6Al-4V ELI.  The plasticity only FASTRAN model could also correlate the closure levels for those materials, but only if an artificially low value of 3-D constraint α of about 1.0 (plane stress) was applied. For the materials considered here which exhibited smooth crack surfaces (7249-T7651 and 7075-T6), FASTRAN modelling under CA conditions has separately been found to match the results well using values of constraint α of around 1.8-2.0, suggesting that roughness does not contribute to fatigue-crack closure for those materials.  In the case of spectrum loading, FASTRAN analyses correlated the crack growth behaviour very well using values of constraint α of 1.8-2.0 for all four materials.  The results presented here suggest that roughness closure effects which may be apparent under CA loading are much less significant under spectrum loading conditions, regardless of the fact that the material may exhibit significant crack surface roughness.  These are very significant findings because CA data are often used for analyses of structures under spectrum loading, and non-conservative results are therefore possible if beneficial roughness closure effects are assumed but do not occur for the spectrum loading case.  Further work is planned including elastic-plastic FEA for non-straight (rough) cracks, and experiments to measure the crack opening loads during spectrum loading.     
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ABSTRACT 
 The aim of this paper is to critically evaluate, how well the most common non-linear fracture criteria actually describe the general experimental trends, which were confirmed in a large number of fracture tests, conducted over the past fifty years. In particular, we examine the agreement between these general experimental trends and the theoretical predictions based on the critical value of the crack-tip stress at some certain distance, J-integral, crack tip opening displacement and crack-tip-opening angle. All theoretical predictions are derived from the classical strip yield model, which is considered to be adequate for the purpose of the current study.    
1     INTRODUCTION 
 When the characteristic size of the crack-tip process zone is sufficiently small compared with other dimensions of a structural component, the stress intensity factor is the only parameter controlling the stress state in the vicinity of the crack tip and therefore, fracture initiation from this region. In this case, Linear Elastic Fracture Mechanics (LEFM) is an established method of fracture evaluation of structural components weakened by cracks. However, in the presence of a large yielding region or process zone ahead of the crack tip, the crack initiation and extension conditions are considerably more difficult to investigate and formulate in terms of a single critical value characterizing the fracture resistance of the material (1). One of the reasons behind these difficulties is associated with the selection of an appropriate parameter characterizing the elasto-plastic crack tip behavior, which also has a direct link to fracture initiation conditions, and, by definition, is geometry independent (2-4).  A number of non-linear or elasto-plastic fracture controlling parameters were proposed in the past; and these include but are not limited to: crack-tip stress or strain, tearing modulus, finite element crack tip node force, crack-tip-opening displacement or angle, crack-tip force, energy-release rates, elasto-plastic energy, computational process zone energy release rate and J-integral.  In this work, we will examine the compliance of the most common non-linear fracture criteria with the general empirical trends in fracture of structural materials, normally observed in experimental studies and standard mechanical tests. Such examination could help, for example, in the selection of an appropriate fracture criterion to describe particular experimental results, or the effect of certain test parameters (geometry or loading conditions), or to predict fracture behavior of the component beyond the tested bounds. The latter is a typical situation encountered in many Fracture Mechanics applications when fracture properties are normally obtained with a laboratory scale specimen but the actual application has a very different scale, geometry or loading conditions.    
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2     GENERAL EMPIRICAL TRENDS  
 
2.1     Recovery of LEFM The classical LEFM criterion can be written in terms of the stress intensity factor as  K = Kେ , (1)  where K is the stress intensity factor at a crack tip and Kେ is the critical value of the stress intensity factor or apparent fracture toughness, which can be related to the plate thickness of the tested specimen or structure. At sufficiently low applied stress levels, σୟ୮, the size of the plasticity region ahead of the crack tip is relatively small in comparison with all other characteristic dimensions of the problem geometry (including the crack length and except the plate thickness). Therefore, at this low failure stress, the non-linear elasto-plastic criteria are expected to recover the classical LEFM criterion (1).  
2.2     Reduction in apparent fracture toughness at high level of applied stress Many experimental studies conducted in the past have recognized that the use of the stress intensity factor, K, for fracture assessment at high applied to yield stress ratios, σୟ୮ σଢ଼⁄ , underestimates the crack tip loading and, therefore, some plasticity correction is normally required. In general, this correction is a function of the material properties of the component, crack geometry and type of loading; and it is explicitly incorporated within the so called Failure Assessment Diagram (FAD), used in many industrial standards and failure assessment codes such as British BS 7910 or US and Canadian API 1104 and CSA Z662 that pursue the FAD philosophy (5). Different standards apply different approaches and adopt different master curves or FAD to describe this tendency. However, the monotonic reduction of the critical stress intensity factor or apparent fracture toughness with an increase of the applied stress level is normally undisputed.  
 
2.3     Decrease of fracture toughness with increasing section thickness An increase in the thickness of a test specimen generally promotes a lower energy absorbing fracture process by promoting void nucleation and growth or inducing a cleavage mechanism of crack propagation. Another common explanation of the effect of plate thickness on fracture resistance evokes the statistical weakest link size concept. Based on this concept, increasing specimen thickness also increases the possibility of the presence of embrittled microstructural zones along the crack front, which significantly reduces the material resistance to crack propagation. Both interpretations lead to a similar conclusion, namely, that the apparent fracture toughness decreases with increasing the section thickness of fracture specimen for both brittle cleavage as well as ductile fractures (6).  
2.4     Size effect The size effect considered below is primary related to the alteration of the strength with the change of the in-plane sizes of the specimen or structure rather than the section thickness considered previously in 2.3. It is not surprising that various analytical models have been developed to explain these experimental findings and to provide a theoretical basis for many design applications of fracture mechanics. Among these theoretical models, one of the most commonly known is the Size Effect Law proposed by Bazant (9) and Bazant and Pfeiffer (10). Other size effect models include the Multi-Fractal Scaling Law proposed by Carpinteri and Chiaia (11, 12) and the size strength scaling associated with the three-dimensional stress states at crack tip (7, 8). All these experimental and analytical studies for brittle or ductile materials predict a decrease in the critical stress (or stress to cause initiate fracture) of a specimen of the same proportions but having lager (or scaled) dimensions. Therefore, one would expect that the elasto-plastic criteria should also reflect or describe this empirical tendency. 
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3     COMMON ELASTO-PLASTIC FRACTURE CRITERIA   
3.1     Crack tip stress criterion There were many fracture criteria developed in the past based on reaching a critical stress level, σୡ୰, at some distance, δ, ahead of the crack tip. For example, in (13), the initiation of unstable fracture is defined to occur when the tensile stress reaches a critical value at δ = 4 × CTOD ahead of the crack tip. In this paper, it is also argued that the particular choice of 4, 5, or 6 CTOD, is unimportant as the stress field scales identically with macroscopic loading parameters. This stress value is normally determined by the three-dimensional elasto-plastic finite element method (14), which makes the process of the evaluation of fracture initiation quite tedious, computationally extensive, and sometimes, quite ambiguous The latter is attributed to the influence of the boundary conditions and mesh refinement on the calculated stress field ahead of the crack front as well as to the selection of yield criterion and constitutive equation to describe the evolution of plastic deformations.   
3.2     CTOD - Crack Tip Opening Displacement This parameter has been independently proposed by Cottrell and Wells in 1961. It is based on the crack-face opening that occurs upon loading. This criterion suggests that a critical crack-tip opening displacement, CTODୡ, which is both geometry-independent and a property of the material, is required for unstable crack extension. Such an approach has the attraction of invoking a physical representation of fracture process occurring at the crack tip and only requires a small scale testing for determination of CTODୡ. Various methods have been developed to determine the crack-tip opening displacement, typically by applying appropriate geometrical correction factors to displacement measurements remote from the crack tip (which is virtually inaccessible). The CTOD criterion has been successfully applied to numerous structural applications, such as aircrafts, welded structures and pipelines.  
3.3     CTOA - Crack Tip Opening Angle Numerous investigators have experimentally measured CTOD or CTOA during the fracture process. Luxmoore et al. (15) have experimentally demonstrated that CTOA was constant from the onset of stable crack growth in two aluminum alloys, but found different values for different crack geometries. The CTOA concept is very appealing because of its readily-grasped physical significance and the opportunity that it offers for direct measurement (1). It should be recognized that there are two different definitions of CTOA: a crack tip angle that reflects the actual slope. It can be linked directly to the fracture process but the measurement of this parameter represents a formidable measurement task. Another definition for CTOD is an averaged value of the slope, which can be measured but it has less physical justification.  
3.4     J-integral The J-integral, as originally proposed by Rice, is a path-independent contour integral which may be used to characterise near-crack-tip deformation filed in linear and non-linear elastic materials. The basis for using J to characterise fracture stems from the premise that a critical value of the J-integral, Jୡ, is required for crack extension. The J-integral originally emerged as a fracture criterion for small scale plasticity conditions at crack tip where it served more or less as an extension of LEFM. In this case it can be interpreted as an energy release rate or as an independent crack tip parameter. Later, J-integral was proposed as a fracture criterion in the presence of large scale plasticity for characterisation of fracture initiation as well as for stable crack growth utilising geometry-independent J-resistance curves. In this paper we are interested in the capabilities of J-integral to evaluate the fracture initiation only. 
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4     METHOD OF ANALYSIS   The examination of the above criteria is carried out on the basis of the classical Dugdale model. An exact analytical solution exists for a crack in a wide plate loaded in mode I in the case of plane stress (very thin plates) and plane strain (very thick plates) conditions prevailing at the crack tip. This model provides an approximate plasticity correction, which appears to offer a good prediction of the size of the plastic zone, stress field and crack opening displacement [16]. The use of the analytical model has many advantages in comparison with 3D numerical simulations; these advantages include the simplicity and clarity, as well as the possibility to independently reproduce the outcomes of such modelling. As mentioned above, the outcomes of 3D numerical simulations can be significantly affected by the boundary conditions, mesh refinement as well as the selected constitutive equation describing plasticity effects at the tip of the crack. In addition, there is some ambiguity in the definition of fracture controlling parameters, which can vary significantly along the crack front. Therefore, there is a strong reasoning behind the selection of an analytical approach for evaluating of the general trends, which is the focus of the current work.   
5     DISCUSSION   Table 1 summarizes the outcomes of the undertaken evaluation of the various elasto-plastic fracture criteria with the generalized Dugdale model as described above. It can be seen from this table that none of the considered criteria complies with all experimental tendencies. The best agreement with experimental trends is found for J-integral based criterion. The second best is for CTOD-based fracture criterion, which does recover the LEFM criterion, but for plane stress conditions only. These results are in-line with the popularity of these criteria for the assessment of elasto-plastic fracture.  If we compare these two criteria, CTOD and J-integral, applications using J-integral do currently dominate. This fracture controlling parameter has significant advantages. It offers computational ease (its virtual independence of finite element type and element size), and it can provide a lower bound estimate of fracture conditions for many practical situations (1). However, both of these criteria demonstrate an opposite tendency to the experimental results (trends) with respect to the effect of the section thickness on the apparent fracture toughness for the problem under consideration.   
Table 1: Compliance of Non-linear fracture Mechanics criteria with the established 

experimental trends  Empirical Tendency Elasto-Plastic  Fracture criterionTip Stress CTOD CTODA J I. Recovery of LEFM criterion No Yes* No Yes II. Effect of Applied Stress No Yes No Yes III. Section Thickness Effect Yes No Yes No IV. Scale Effect No Yes No Yes  *Only for plane stress conditions (very thin plates)  On the other hand, the two other criteria (crack tip stress and CTOA) do not comply with any of the experimental tendencies, except for Tendency III. These criteria are capable of describing the effect of the thickness on the apparent fracture toughness. In many experimental studies it was admitted that CTOA-based criterion can also be valid for extensive stable crack growth (where the applications J-integral are limited). This, 
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probably, explains the limited area of the applicability or popularity of these two criteria in the assessment of crack initiation. But again, their limited use can be well justified by the fact that the most popular criteria (J-integral and CTOD) fail to describe the section thickness effect.    
6     CONCLUSION   The main outcome of this analysis (experimental trends vs. theoretical predictions) is that none of the considered elasto-plastic criteria describe all common experimental trends. The J-integral based criterion provides the best predicting capabilities within the utilised assumptions, followed by the CTOD criterion. Both of these criteria fail to describe the effect of the thickness on the apparent fracture toughness. The critical crack tip stress and critical CTOA criteria generate this theoretical tendency, which is in-line with the experimental observations. However, the latter criteria fail to describe the decrease in strength with increasing the applied load or specimen size, and should not be used to analyse or predict fracture when a significant change in the applied stress or dimension of the specimen is involved in the testing or fracture evaluation.   Despite that the conducted analysis is based on many assumptions and simplifications associated with analytical modelling; the outcomes of this study can serve as a guideline to the analysis and prediction of elasto-plastic fracture phenomena and test results with various fracture criteria. Obviously, other criteria can be critically examined by utilising the current framework or other common experimental evidences can be incorporated into the examination.  In addition, one interesting development of this work could be a development of a new elasto-plastic criterion which complies with all experimental tendencies and has a physical justification similar to J-integral or CTOA.   
REFERENCES 
 [1] Kanninen, M.F., Popelar, C.H. and Broek, D. (1981) Nucl. Eng. Des. 67, 27 – 55.  [2] Anderson, T.L. (1995) CRC Press, Boca Ration. [3] Broberg, B.K. (1999) Academic Press, New York.  [4] Broek, D. (1982) Martinus Nijhoff, The Hague. [5] Zerbst, U., Ainsworth, R.A. and Schwalbe, K.-H. (2000) Int. J. Press. Vessels Pip. 77, 855 – 867.  [6] Wallin, K. (1985) Eng. Fract. Mech. 22(1), 149-163.  [7] Kotousov, A. (2010) Int. J. Solids Struct. 47, 1916-1923.  [8] Kotousov, A., Lazzarin, P., Berto, F. and Harding, S. (2010) Eng. Fract. Mech. 77, 1665-1681.  [9] Bazant, Z.P. (1984) J. Eng. Mech. 110(4), 518-535.  [10] Bazant, Z. P. and Pfeiffer, P. A. (1987) ACI Mater. J. 84, 463-480.  [11] Carpinteri, A. and Chiaia, B. (1995) Mater. Struct. 28, 435-443.  [12] Carpinteri, A. and Chiaia, B. (1996) Mater. Struct. 29, 259-266.  [13] Dodds Jr., R.H., Anderson, T.L., Kirk, M.T. (1991) Int. J. Fract. 48, 1-22.  [14] Meshii, T., Lu, K. and Takamura, R. (2013) Eng. Fract. Mech. 104, 184–197.  [15] Luxmoore A., Light M.F. and Evans W.T. (1977) Int. J. Fract. 13, 257–9.  [16] Hutchinson, J. W. (1979) Depart. Solid. Mech, Tech. University of Denmark. 

71



_________________________________________ 
© The author(s) and/or their employer(s), 2014 

A high-frequency fatigue accelerated measuring 
method for P-S-N curve and fatigue limit 
 
G.Y. Wang, M.T. Ma, Q.S. Jin, Z.G. Li 

China Automotive Engineering Research Institute Co. Ltd., P.R. China 

 
 
 
 
 
 
ABSTRACT  An accelerated measuring method for estimating P-S-N curve and fatigue limit was introduced amply in paper. P-S-N curve and fatigue limit of a steel plate applied for automotive crossbeam were separately estimated with standard grouped measuring method, up-down measuring method and the accelerated measuring method. The result shows that the errors are within 10%.   
1 INTRODUCTION 
 P-S-N curve is achieved generally with Standard Grouped Measuring Method,(SGMM) and the fatigue limit is achieved generally with Up-Down Measuring Method (UDMM)[1-3]. Though these methods have been approbated and adopted for measuring fatigue property of a metal material, long testing period and high cost are inevitable drawbacks. The paper introduces the principle of the test method, statistical analysis of the data.    
2 MEASURING PRINCIPLE 
 It is assumed that the S-N curve consists of an inclined straight line in the finite fatigue life range and a horizontal straight line in the infinite fatigue life regime. This is often realistic for many engineering materials, when the data are represented using appropriate coordinates, generally on semi-log or log-log paper. Since a straight line can be determined by connecting two different points, In order to determine S-N curve, the method introduced in paper employs a Quarter Cycle Intercept (QCI) point, which means that failure occurs after one-fourth cycle.  As shown in Fig.1, point B denotes a figure life iN  corresponding to a stress level iS . Point A denotes QCI. Joint point A and point B, forming a line AB. Line AB intersects other n-1 stress levels, forming n-1 points, i.e. point C, named suppositional data points. And these suppositional data points are used to fit P-S-N curve as experiment data points. The method for measuring P-S-N curve is named Suppositional Sample Measuring Method (SSMM). Similarly, line AB and vertical line to specify circulation base number N0, e.g. 107 cycles, intersect at point D. The ordinate of point D represents the fatigue limit of the “i”th specimen. The method for measuring fatigue limit is named Fixed Emitting Point Method (FEPM).   The coordinate of QCI is determined with experiment points, the method as follows: 
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First, the mean of fatigue life is calculated from the following equation:                               ∑=
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where im  is the sub-total number of testing data points at the “i”th stress level and 
ijN  is the fatigue life of the specimen no. j in this group. 

 
Fig.1 Schematic of the SSMM and the FEPM  Then, in log-log coordinate system data pairs ( )ii SX lg,  are taken to fit the median S-N line of the sample with least square method.                                lg i iS Xα β= +                             (2) where iX  is the mean of fatigue life of sample loaded at “i”th stress level. iS  is the test load expressed in force, moment or stress; α and β are intercept and slope of the line respectively.  The correlation coefficient of Eq.2 should be checked, in order to decide if more test data are asked and the required minimum value is reached.  The ordinate of point A is obtained from Eq.2, which can be written as:                            1lg lg
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According to geometric relationship, the fatigue limit of suppositional data point D is obtained from the following equation:                    ( )( )0lg lg1 / 4 lg lg
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3  DATA ANALYSIS 
 It is necessary to analyze the normal distribution of data points. The mapping method and analytic method are used in the method introduced in paper analyses as the same as SGMM [2]. The analysis method of the lower limit of fatigue life and the lower limit of fatigue strength at different survival probability as follows:  First, the mean fatigue life or the mean fatigue limit of data points and the standard deviation are estimated from the following equation.                                 
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where n  is the sub-total number of data points, xσ  is the standard deviation, x  is the mean and ix  is the fatigue life values of data points or fatigue limit values of data points.  Then, the coefficient of variation of fatigue life or fatigue limit is estimated from the follow equation:                                  x

x
σλ =                                 (8) where λ  is the coefficient of variation.  And the sub-total number of data points must meet with the following equation:                                 ,v
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where xδ  is error limit, ,vtα  is the value of t  distribution.  Finally, the lower limit of fatigue life or the lower limit of fatigue strength is estimated at a given survival probability from the following equation:                               ( ),1 ,p xpx x k α ν σ−= −                          (10) where px  is the lower limit of fatigue life or the lower limit of fatigue strength, and the coefficient k(p, 1 − α, v) is the one-sided tolerance limit for a normal distribution.   
4  MEASURING VALIDATION 
 In order to validate the validity of the method introduced in paper, a fatigue test on a steel plate applied for automotive crossbeam has been achieved. P-S-N curve has been estimated with SGMM, and fatigue limit has been estimated with UDMM. During the test, the stress ration R=-1, the appointed number of cycle is 107 cycles. The results are shown in Tab.1 and Tab.2. And the first four data points of each stress level in Tab.1 were employed for estimating fatigue life and fatigue limit with the accelerated measuring method. The mean of fatigue life, the lower limit of fatigue life at survival probability 95% and 99%, the mean of fatigue limit and the lower limit of fatigue limit at 
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survival probability 95% and 99% were estimated separately. The results are given in Tab.3-Tab.6.  The results given in Tab.3 and Tab.4 show that comparing with SGMM, the relative error of mean fatigue life estimated with SSMM is less than 5%. The relative error of the lower limit of fatigue life estimate with the SSMM at given survival probability is less than 10%.   The results given in Tab.5 and Tab.6 show that comparing with UDMM, the relative error of mean fatigue limit estimated with FEPM is less than 5%. The standard deviation estimated with FEPM is smaller than that estimated by UDMM, which indicates the dispersibility of data points estimated with FEPM is better. The relative error of lower limit of fatigue limit estimated with FEPM at given survival probability is less than 10%. 
 

Tab.1 Testing results on a steel plate for automotive crossbeam with SGMM Sequence number  Stress level/MPa Cycle number Sequence number  Stress level/MPa Cycle number 1 417 161103 18 367 921517 2 417 159066 19 342 1352560 3 417 123500 20 342 1562320 4 417 132198 21 342 1289900 5 417 116421 22 342 950365 6 417 150053 23 342 1014550 7 392 235200 24 342 1306330 8 392 392102 25 317 2523650 9 392 305233 26 317 2089470 10 392 288167 27 317 1957710 11 392 257656 28 317 1858150 12 392 315620 29 317 2364400 13 367 693509 30 317 2039030 14 367 508823 31 300 4662980 15 367 623365 32 300 4022380 16 367 582270 33 300 3320200 17 367 703340 34 300 4818820 
Tab.2 Testing results on a steel plate for automotive crossbeam with UDMM Sequence number  Stress level/MPa Cycle number Sequence number  Stress level/MPa Cycle number 1 292 4243851 9 292 >10000000 2 275 4874257 10 309 3047291 3 258 >10000000 11 292 4268925 4 275 >10000000 12 275 4901352 5 292 4082652 13 258 >10000000 6 275 >10000000 14 275 >10000000 7 292 4637874 15 292 3988253 8 275 >10000000 16 275 >10000000 
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Tab.3 Results of mean fatigue life estimated separately with SGMM and SSMM Stress level/MPa Survival probability Measuring method 417 392 367 342 317 300 SSMM 5.4867 5.6412 5.8059 5.9822 6.1718 6.3096 SGMM 5.144 5.4699 5.8199 6.0893 6.3277 6.6193 50% Relative error 6.66% 3.13% -0.24% -1.76% -2.46% -4.68% 
Tab.4 Results of lower limit of fatigue life at given survival probability estimated 

separately with SGMM and SSMM (confidence level is 95%) Stress level/MPa Survival probability Measuring method 417 392 367 342 317 300 SSMM 4.9937 5.1358 5.2871 5.4491 5.6234 5.7499 SGMM 4.8415 5.0725 5.5085 5.6671 6.0664 6.2396 95% Relative error 3.14% 1.25% -4.02% -3.85% -7.30% -7.85% SSMM 4.8076 4.9449 5.0911 5.2477 5.4163 5.5385 SGMM 4.7309 4.9273 5.3947 5.5127 5.9708 6.0996 99% Relative error 1.62% 0.36% -5.63% -4.81% -9.29% -9.20% 
 

Tab.5 Results of mean fatigue limit estimated separately with UDMM and FEPM Survival probability Measuring method Fatigue limit/MPa Standard deviation /MPa UDMM 281.38 10.70 FEPM 274.91 5.61 50% Relative error -2.30% — 
 

Tab.6 Results lower limit of fatigue limit at given survival probability estimated 
separately with UDMM and FEPM (confidence level is 95%) Survival probability Measuring method Lower limit of fatigue limit/MPa UDMM 247.27 FEPM 261.96 95% Relative error 5.94% UDMM 234.80 FEPM 257.07 99% Relative error 9.48% 

 
 
5  CONCLUSION 
 It is feasible to estimate the fatigue life with SSMM and the fatigue limit with the FEPM introduced in paper. The accelerated measuring method introduced in paper costs fewer time.   
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ABSTRACT  The three-point bending fatigue test of Cu32W68 alloy, a kind of pseudo alloy composed of tungsten and copper prepared by sintering and infiltration method, was carried out at ambient temperature. The characteristic curve of fatigue damage and quantitative tracking of Cu32W68 alloy under cyclic loading were measured. The results show that the fatigue damage process of Cu32W68 alloy under three-point bending test can be divided into three stages of linear variation EF, FG, GH based on the changing of materials’ damage parameter D, which occupy the 49%, 32% and 19% of the fatigue life, respectively.   
Keywords: Cu32W68; electric contact material; fatigue damage; materials’ damage parameter D; fatigue crack evolution 
 
 
1.  INTRODUCTION 
 Copper-tungsten alloy (CuW alloy) is a series of two-phase hybrid organization for tungsten and copper phase, which is a kind of pseudo alloy as copper and tungsten present mutual insolubility characteristic, poor wettability, so that could not form intermetallic compounds. CuW alloys are widely used in high voltage electrical contacts, which are the key elements to determine the reliability and service life of the switch’s operation, because of their high hardness, high strength, good arc erosion resistance and welding resistance performance(1,2). The integral contact material can provide prolong lifetime and work reliability in their service(3,4).   Researchers have shown their huge interest in the copper-tungsten alloy and have made much works in the wear and impact properties of the contact in recent years(5,6). However,  high voltage electrical apparatus in operation have to endure enough self-force to switch on-off the moving contact and the fixed contact pressure. So the contact afforded the fatigue damage as well as the wear and impact during the performance. But to the best of our knowledge, there are little investigation on the fatigue damage of the CuW pseudo alloys and the relationship with the microstructure and fatigue damage in the dynamic load for the CuW alloy.   In this paper, Cu32W68 pseudo alloys were prepared by sintering-infiltration method. The rules of fatigue damage and the microstructure evolution during fatigue process were detail investigated. Significantly, the fatigue damage process was by the damage mechanics based on the macro-phenomenological theory. 
78



 

2.  EXPERIMENTAL 
 
Cu32W68 alloy was prepared by sintering and infiltration method. Cathode copper powder and tungsten powder with the diameter of 75 μm and 7.5 μm, respectively, were used as the original materials. Copper powders with three mass percentage used as induced copper powder were first milled with tungsten powders for 4h, while stirring in the blended. The mixture was reduced and sintered at 1500℃under the 1.6m3/h H2 atmosphere. The size of samples was 13 mm×13 mm×70 mm after sintering.  The three-point bending fatigue test was measured at ambient temperature by using the INSTRON1342 fatigue testing machine. The changing loaded cyclic loads were controlled by sinusoidal pulsating load with the 5Hz test frequency. The two types of cyclic loads were -1.0~-8.5 kN. The sign of stress and displacement under the cyclic load were dynamic measured by the displacement sensors and load sensors from the fatigue testing machine.   Here, materials’ damage parameter D is used as an important parameter in the characterization for fatigue damage process, which is defined as, D=A/A0, the ratio between the initial value A0 of dimensionless parameter in cycle loads’ working and the measured value A in the testing process. The materials’ damage parameter D could sensitively react the specimens’ fatigue damage process through large of macro and micro test observation. Based on the Dobson model, the authors fundamentally improved the accuracy by using the signal feedback and compensation technique in systems analysis theory. According to our previous research work, a mathematical model on dynamic stress of Cu32W68 alloy materials and the resulting displacement data has been built. In order to ensure the minimum error between the establishment of mathematical models and real situation, taking the technique of continuously makes the measured data modify the built mathematical models, that is, the real-time feedback and compensation technique in the error of systems analysis, so they can ensure the accuracy of the built mathematical models.  The microstructure of fatigue cycle process was evaluated by a Philips XL30ESETMP environment scanning electron microscope.   
3.  RESULTS AND DISCUSSION 
 
3.1  Fatigue damage process of the Cu32W68 alloy Fig.1 shows the fatigue damage parameter with different cycle index of the load under the cyclic loads of -1.0~-8.5 kN for the Cu32W68 alloy. In detail, the fatigue damage parameter D sharply goes down with the increasing of the cycle index when the cycles from 0 to 560, and then, the damage parameter D shows slight decline or almost remains unchanged until the cycles reach 930. However, the damage parameter D sharply goes up with the increasing of cycles, which means that fatigue crack rapid expansion and then fracture of the alloy occurs at this time. According to the relationship between the fatigue damage parameter D with loading cycle index, the fatigue damage process of the Cu32W68 alloy can be divided into three processes of linear variation EF, FG, GH based on the changing of D. In the first stage (EF), within 0 to about 560 cycles, it is the stage for fatigue crack initiation. By quantitative analysis, this stage accountes for approximately 49 percent of the overall fatigue service life of the alloy. In the second stage (FH), the loads cycles are about 370 cycles and account for 32 percent of the specimens’ overall fatigue service life, which means the stage for fatigue crack development. The final stage (HG), the total cycles under the loads are about 220 cycles, 
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and this damage process accounts for about 19 percent of the Cu32W68’s overall fatigue service life, which means that the fatigue crack rapid expands to fracture.  

 
Fig.1 Fatigue damage parameters with different cycle index of the load  

3.2  Morphology of the fatigue damage process The surface morphology of Cu32W68 alloys are significantly affected by the fatigue cycles. The images of the morphology of Cu32W68 pseudo alloys with original state (a), after 200 cycles(b), slip bands appeared(c), fatigue crack initiation(d) and fatigue crack confluence(e) are shown in Fig. 2, respectively. It can be found the original microstructure before the fatigue cycle from the Fig. 2(a). The Cu32W68 pseudo alloy is 
composed of two-phase copper and tungsten. By infiltration and solidification, Cu coated 
around uniform structure of white tungsten-matrix particles with clear interface and intact 
bonding without inclusion of holes. The range of particle size is from 3μm to 12μm and the average particle size is 8 μm.  Under the cyclic loading, copper phase deformed first. As shown in the Fig. 2(b), copper phase displaced after 200 fatigue cycles while the tungsten particles are not deformed.. At this stage, the copper-tungsten interface is still straight and complete. There were not defects such as cracks and holes present after going through the fatigue. The metallurgical structure is still compaction and the copper-tungsten interface is well-combined. According to our other mechanical properties tests, the hardness of the Cu32W68 pseudo alloys increases with the fatigue cycles.   
With the increasing of cyclic loading, the fatigue crack of Cu32W68 alloy is first initiated in 
the Cu phase and then developed. When the fatigue cycles till 560, corresponding to the first fatigue cyclic stage (EF), a large amount of glide band appears in the copper phase during the cycle process, as shown in Fig. 2(c). Cu32W68 pseudo alloys are made up of two- immiscible phase of copper and tungsten. While the tungsten phase has the high-intensity and poor plasticity, the copper phase has the poor-intensity and high plasticity. Therefore, it is not strange that the deformation and glide bands appeared first in the copper phase after the cyclic loads for the different properties of two-phases. 
It is found that the fatigue crack of Cu32W68 alloy is always deformed in copper particle and 
there are no sign of fatigue crack initiation on the copper-tungsten interface or inside the 
tungsten. 
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Fig.2 SEM images of Cu32W68 pseudo alloys with none(a), 200 cycles(b),  

slip bands appeared(c), fatigue crack initiation(d) and fatigue crack confluence(e) 
 The deformation of the copper phase in cyclic loads closes to saturation after the first stage. In the second stage (FH) of the fatigue cycles, as shown in Fig. 2(d), the fatigue cracks initiate in the copper phase and Cu32W68 alloy penetrates into FH stage of fatigue damage under cyclic loads.   After multiple cracks initiate inside the copper crystal in FH stage with the constant increasing of fatigue cycles, the third stage (HG) appears, as shown in the Fig. 2(e). The micro cracks of the copper phase gradually merge, cut through with the further increasing of cycles, then the macro cracks appear on the surface of the specimens. It is the stage of accelerated development for the fatigue damage and finally rapid fracture, as shown in the Fig. 2(e).    
4.  CONCLUSIONS   The Cu32W68 pseudo alloy prepared by sintering-infiltration method is composed of two-phase copper and tungsten. Cu coated around uniform structure of white tungsten-matrix particles, the average tungsten particle size is 8 μm. The fatigue damage process of Cu32W68 alloy under three-point bending test can be divided into three stages of linear variation EF, FG, GH, according to the relationship between the fatigue damage parameter D with loading cycle index. They occupy the 49%, 32% and 19% of the whole fatigue life, which are corresponding to the fatigue crack initiation, development and fracture during the fatigue damage process, respectively. The 
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microstructure evolution of the fatigue damage process shows that the fatigue crack of Cu32W68 alloy is first deformed and initiated in the Cu phase and then developed with the increasing of cyclic loading. It is found that both the early slipping and fatigue crack initiation always occur in copper phase, neither in the interface of the copper-tungsten nor inside the tungsten. The fatigue crack initiation process (FH stage) and the fatigue crack expansion process (FH stage) accounted for 81 percent of whole life. Therefore, the fatigue life of Cu32W68 alloy was mainly decided by copper phase.  
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ABSTRACT  In this work, the small fatigue crack behavior of the Al-Cu alloy laminated structure, produced by ultrasonic consolidation, was investigated by in-situ scanning electron microscopy method. The influence of local microstructure on the crack propagation of the laminates after different heat treatments has been compared and discussed. It was found that both the precipitations and the interfaces of the layers could retard crack growth and alter the growth direction, and the effect of interfaces was much stronger. The barrier effect levels of the interfaces on impeding the fatigue crack growth depended on the ratio of the toughness of the materials to interlaminar bond strength, which was affected by the heat treatment. 
 
 
1 INTRODUCTION  Laminated metal structures have been widely utilized in aerospace, navigation and defense industries due to their unique properties, e.g. impact behavior, fracture toughness (1). Ultrasonic consolidation (UC) process is an innovative solid-state manufacturing technology, with a number of advantages over the traditional techniques, e.g. internal geometry capability, less consumed energy and residual stresses. Particularly, UC allows embedding fibers, wirings and electronics sensors into the laminates to make smart materials (2, 3). However, most of the investigations on laminated structures were focused on the fracture and impact toughness (4), but the fatigue properties were limited studied (5, 6). Besides, the researches so far on the UC produced laminates were concentrated on the optimization of parameters by peel test and microstructure observation (7-9), but the studies on the mechanical properties were scarce and not in-depth (2, 10), let alone the fatigue property.  This work uses the in-situ SEM technique to investigate the small fatigue crack growth (SFCG) behavior in the UC produced Al-Cu laminated structure after different heat treatments (HT). Particular emphasis focuses on examining the fatigue cracking mechanism and the effect of local microstructure on crack growth.  
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2 MATERIALS AND EXPERIMENTAL DETAILS  The nominal composition of the Al-Cu alloy foil used in the current work is (in wt.%): 0.5Si, 0.5Fe, 3.8-4.9Cu, 0.3-0.9Mn, 1.2-1.8Mg, 0.1Cr, 0.25Zn, 0.15Ti and Al balance. The laminated structure is successfully produced layer by layer via UC process. The dog-bone shape slab specimens are cut along the longitudinal orientation of the metal foils, with a 1.4mm by 1.5mm gauge cross section. A U-shaped notch is prepared by WEDM on one side of the specimens. The specimens are divided into two groups and heat-treated to a T4 and a T62 temper, respectively. The surfaces of all the specimens are polished to a mirror surface and then etched in a solution of 1%HF + 1.5%HCl + 2.5%HNO3 + 95%H2O to reveal the microstructure.   Optical microscopy (OM) and scanning electron microscopy (SEM) are first performed to observe the microstructure of the laminated structure after etching. The in-situ fatigue tests are performed at room temperature (RT) in the vacuum chamber of the SEM using a specially designed servo-hydraulic testing system. A maximal stress of 300MPa is applied throughout the tests for all specimens. The load waveform utilized is sinusoidal with stress ratio R=0.1 and frequency f=5Hz. 
 
 
3 RESULTS  
3.1  Microstructural characteristics The OM observations of the microstructures on a cross-section of the laminates are shown in Fig.1. The whole bonding quality of the interfaces after both heat treatments is well. Although there are a few small defects at the interfaces, no initial delaminations occur in the laminated structure. The grain sizes of the specimens are not uniform, but there was no obvious difference of the grain sizes between the specimens after T4 and T62 HT. Generally, the grains near the interfaces were much smaller, as shown in Fig. 1(a) and (b). Moreover, precipitation compounds were widely distributed in the grains, as indicated in Fig. 1(c).  

 
Figure 1. OM of laminated structures after (a) T4 HT and (b) T62 HT;  

(c) SEM observation of precipitations in the structure. (The black  
arrows indicate the locations of interfaces.)  

3.2  SFCG of specimens after T4 HT  The typical microstructure of the laminated specimen after T4 HT is shown in Fig. 2a. There are a few of defects at interfaces and precipitation compounds distributing in the whole specimens. The stress concentration at the prepared U-shaped notch compels the crack to initiate from the notch root, as shown in Fig. 2b. Although there are also small fatigue cracks at the precipitations after over 23,000 cycles, they cannot become the main crack. It is worth noticing that the crack don’t break the precipitations but tend to change its path and bypass the small blocky precipitation. This is because that the stress in the initial stage is not enough for the strength of precipitations. Along with the crack 
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growth, some obvious slip traces are observed near and in front of the crack. As the crack propagated along these slip traces, a subsurface precipitation is revealed, which explained why the slip trace appeared preferentially at that site.  
 

Figure 2. Fatigue short crack growth in laminated specimen after T4 HT.  
(a) 0 cycles; (b) 22954 cycles; (c) 28241 cycles; (d) 28837 cycles.  The interface of foils is a unique part in the laminated structure, thus and its influence on the crack growth of the laminated specimens is of great concern. The main crack is strongly blocked after approaching the first interface. During the subsequent thousands of cycles, the transvers propagation of the fatigue crack stops, instead, the crack begins to propagate along the interfaces and generate evident delamination. Meanwhile, the main crack continued to impinge the interface and its crack tip opening displacement (CTOD) visibly increased as illustrated in Fig. 2c, indicating evident effect on retarding the growth of the transverse crack. At this stage, the longitudinal crack along interface was dominated and propagated faster. This retardation by local interface delamination has also been reported in the literature (6). However, the interface crack doesn’t propagate any further after a number of cycles. Some short cracks initiate from the defect tips along the interface and start to grow transversely, one of which cracks become the main crack and rapidly propagated (Fig. 2c). At the same time, obvious plastic deformation with evident slip traces appears in the front region of the crack, because of the high stress near the crack tip. In addition, defects at the second interface and fractured precipitations due to deformation incompatibility also emerge, as indicated by the short arrows in Fig. 2c. It is interesting to find that, the slip traces occur near the defects or point at the defects. Therefore, it is suggested that the slip traces indicate the crack growth path, i.e., the crack tend to connect the defects together. The inference is confirmed by the crack propagation behavior during the following cycles.  And the rugged growth path of crack is attributed to the large plastic deformation and deformation incompatibility. When arriving at the second interface, the crack behavior was similar to that at the first interface. Due to the high stress level, lots of defects at the other interfaces and small cracks caused by the fracture of precipitations far from the main crack also emerged obviously (Fig. 2d). These short cracks coalesced with the main crack to induce the final rupture.  

3.3 SFCG of specimens after T62 HT The typical microstructure of the laminated specimen after T62 HT is shown in Fig. 3a, and the charateristics are similar to those after T4 HT. Since the first interface is close to the notch and the precipitation at the interface also generates stress concentration, the initial short cracks not only from the notch root, but also from the precipitations at the first interface, as shown in Fig. 3b. These initial short cracks coalesce, bypass some subsurface precipitations (small arrows in Fig. 3b) and improved the main crack. Although the crack also tends to propagate along the interface as same as that in specimen after T4 HT, the propagation distance is very short and the transverse crack is still dominated. The main crack crosses the first three interfaces and propagates forward stably and transgranularly, without obvious increasing of CTOD. That is, the interface shows a weak effect on the SFCG in the initial stage. 
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Figure 3. Fatigue short crack growth in laminated specimen after T62 HT.  

(a) 0 cycles; (b) 13763 cycles; (c) 18254 cycles; (d) 18903 cycles.  The crack growth behaviors are similar when the crack goes through the fourth and fifth layers, as shown in Fig. 3c. First, a short crack initiates from the defects at the interfaces, as indicated by small arrows in Fig. 3c. Then, the crack propagates forward and tends to coalesce with the defects at the next interface. Although some defects at the GBs emerged apparently during the propagation as indicated in Fig. 3c, the cracking is still transgranular rather than intergranular. After reaching the fifth interface, the CTOD increases evidently instead of the crack growth. Severe plastic deformation appears at the crack tip, as shown in Fig. 3d. Moreover, the delamination at the sixth interface was obvious before the final fracture. 
 
 
4 DISCUSSIONS  According to the observations in Section 3, it can be easily concluded that the interfaces effectively act as barriers to the crack growth. Due to the bigger CTOD and larger range of delaminations, the blockage effect of the interfaces of specimens after T4 HT is much stronger than that after T62 HT. In order to explain the underlying mechanism, the basic mechanical properties of Al-Cu alloy used in this work are tested according to ASTM standards and the bond strength of the laminated specimens is tested by the method in the literature (7). It should be noted that the CTOD at the maximum load is used to characterize the fracture toughness in the ASTM standard. The results in Table 1 show that: the materials after T4 HT have much larger elongation and fracture toughness than those after T62 HT; however, the tensile strengths of materials and bond strengths of the laminated structures after two different HTs are very approximate. The higher fracture toughness means the larger energy required for crack propagation in the materials, while the higher bond strength indicates the more energy needed for the interface delamination. Therefore, the specimens after T4 HT, with higher toughness, require more energy for the transverse crack growth in the next layer than that for the interface delamination. The energy is first consumed in the earlier and larger range of delaminations rather than the new crack initiation in the next layer, and much more extra time is needed for the accumulation of enough energy for the transverse crack propagation. The specimens after T62 HT exhibit the opposite behaviors. Hence, in our work, it was thought that the ratio of toughness to bond strength (i.e. n=δ/P) plays a critical role in the crack propagation near the interfaces. The higher n means the delaminations will occur earlier and more obviously, while the lower n indicates the crack is more inclined to cross the interface with no or slight deflection and propagate in the next layer.   
5 CONCLUSIONS  The small crack growth behaviors in the UC made Al-Cu laminated structure after a T4 and a T62 heat treatment are investigated by in-situ SEM technique at RT. The SFCG in this laminated structure is discontinuous, transgranular and shows great sensitivity on 
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the microstructures. Particularly, the interfaces obviously act as barriers to prevent the crack propagation and also alter the crack path. The transverse crack is impeded and turns to propagate along the interfaces for a finite length, when arriving at the interfaces. Some short cracks caused by the fracture of precipitations and defects at the interfaces coalesce with the main crack and lead to the final rupture. Moreover, the ratio of the materials toughness to the interfaces bond strength of specimens after different HTs determine the crack behavior at the interfaces, i.e. whether delaminate firstly or just propagate forward with no or slight deflection. Concerning the similar bond strength, the impeditive influence of the interfaces on the cracking in specimens after T4 HT is stronger, due to the higher toughness than the specimens after T62 HT.  
Table 1 Mechanical properties of Al-Cu monolithic specimens and bond strength 

of laminated specimens Al-Cu alloy monolithic  Laminated  HT Tensile strength 
σUTS (MPa) Elongation (%) Fracture toughness 

δa (μm) Bond strength 
P (N) T4 457 21 36 10290 T62 449 6 18 10560 

a δ represents the CTOD at the maximum load applied on the specimen in fracture toughness test.   
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ABSTRACT  Lead free solder materials have been wildly used on printed circuit boards in electronic apparatus. The solder joints sometimes are opened under thermal cyclic loads. The fatigue crack is initiated usually around the edge of the interface where the strain concentrates severely. In this study, Sn-3.0Ag-0.5Cu test pieces with V shape notch were supplied to fatigue tests, and inelastic simulation was performed to obtain the strain distribution around the notch. The low cycle fatigue test result with or without a notch and the simulated result were compared, and discussed the prediction method for fatigue life of lead free solder joint. 
 
 
1 INTRODUCTION 
 Lead free solder materials have been wildly used in the electronic industry. The solder joints sometimes are opened under thermal cyclic loads as low cycle fatigue phenomena. The fatigue crack is initiated usually around the edge of the interface between the solder joint and printed circuit board (PCB) or device. Because of very severe strain concentration is occurred around the edge, where is sometimes the stress strain singular point. Many thermal cyclic tests with actual mounted PCB and numerical simulations were performed, it was proposed that the fatigue life of such a solder joint can be predicted by the inelastic strain range at the inside point 50μm in depth from the edge of the interface of solder joint1,2). However, there are many uncertainty factors, joint shapes, thermal load conditions and thermal properties. In this study, test pieces of Sn-3.0Ag-0.5Cu material with V shape notch were supplied to low cycle fatigue tests and the fatigue curve was obtained at room temperature. And inelastic stress strain simulation was carried out on test conditions to verify the 50μm rule for low cycle fatigue life of solder materials with severe strain concentrated portion excluding uncertainty factors.   
2 LOW CYCLE FATIGUE TEST  Low cycle fatigue tests had been carried out and fatigue curve was obtained for Sn-Ag-Cu solder materials at room temperature and under total strain rate 10-4/s with smooth test specimens by electro-hydraulic servo fatigue testing machines. The diameter of the test specimen was 10mm or 6mm.  The shape of the test specimen with V notch was illustrated in Fig.1. V notch was machined with threading tool. The radius at the bottom of notch could be made keener and it was controlled as 50μm. The test equipment (Load Capacity; 10kN) and test 
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specimen was shown in Fig.2. The gage length of the extensometer was 10mm. Low cycle fatigue tests were achieved at room temperature and under total nominal strain rate 10-4/s. Test results were shown in Fig.3 together with the result of smooth test specimens according to Coffin-Manson rule. The equations for the fatigue curve without and with V notch were derived as follows,  
Δεin∙ Nfm  =C   where m =0.572, C =0.790  for without notch………..(1), 
Δεin ∙ Nfm’=C’  where m’=0.221, C’=0.443  for with notch……………..(2).  The Inclination of fatigue curve with V notch was gentler than that of smooth specimen on double-logarithmic graph, and the effect of V notch decreased in long life conditions. The value of the reduction factor β’ was 1.45 at Nf=1,000, which is a typical number in thermal cycle test (TCT) for electronic apparatus.  

  

Extensometer
Test Specimen

Laod Cell side

Actuator side  
      Fig.1 Test Specimen with V Notch Configuration                 Fig.2 Test Equipment   

 
Fig.3 Low Cycle Fatigue Lives for Sn-3.0Ag-0.5Cu Solder Material with V Notch  

 
3 NUMERICAL STRESS STRAIN SIMULATIONS AROUND THE V NOTCH  In order to obtain the inelastic strain range in the vicinity of V notch, inelastic numerical simulation based on the finite element method was carried out. The simulation code was ADVENTUREClaster○R  that is a large scale parallel computing general purpose code3).  
3.1  FEM model The 1/8 area of the inside of the gage length of the extensometer was modelled as shown in Fig.3. Symmetric surfaces were kept the each plane as boundary conditions. 
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And right side surface was shifted by ±0.025mm (total strain range; 0.01, inelastic strain range; 0.009, 200s/cycle) in the axial direction 2.5 cycles at room temperature as shown in Fig.4. FEM model was shown in Fig.5. Isoparametric element was adopted.  

 
                      Fig.4 Analyzed Area and Load Conditions                          Fig.5 FEM Model  
3.2  Material properties Material properties of Sn-3.0Ag-0.5Cu solder material are plugged in ADVNTURECluster. The material model is non-unified constitutive model, and it can simulate the behaviour depending on time for transient and steady strain rates of Sn-3.0Ag-0.5Cu solder material accurately4).  
3.3  FEA results The axial stress and strain distributions were shown in Fig.6 and Fig.7. Distributions at tensile peak time #5 were Fig.6 and distributions at compressive peak time #6 were in Fig.7. Cumulative equivalent strain distributions were also shown in Fig.8. Stress and strain severely concentrated at the bottom of the notch. Inelastic strain range was calculated as the difference between peak times in Fig.8 on proportional cyclic loading conditions. Inelastic strain range distribution from the bottom in radius direction was shown in Fig.9.  
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Fig.6 Axial Stress and Strain Distributions at Tensile Peak Time #5  
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Fig.7 Axial Stress and Strain Distributions at Compressive Peak Time #6 
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Fig.8 Cumulative equivalent strain distributions  

at Tensile and Compressive Peak Times #5/6  

 
Fig.9 Inelastic Strain Range in the vicinity of the V Notch Bottom   

4 VERIFICATION OF 50μm RULE  The value of concentrated inelastic strain range at the bottom of the notch was 0.12 that was 13 times of nominal inelastic strain range 0.09. If this inelastic strain range value was applied to eq.1 for the fatigue curve of smooth test specimen shown in Fig.1, the number of life became only 120 cycles. And the predicted the number of life was too shorter than the number of life for the test specimen with V notch 1,370 cycles by eq.2 derived from experiments. By calculating backward from the actual life 1,370 cycles for the fatigue curve of smooth test specimen, inelastic strain range should be estimated as 0.013. And calculating backward from the inelastic strain range 0.013 with Fig.9, the value at 40μm in the depth from the bottom of the notch corresponded to the inelastic strain range 0.012. Then, 50μm rule can be considered as a valid estimation method for low cycle fatigue life estimation of solder joint.    
5 CONCLUSIONS  
• Low cycle fatigue tests were carried out with Sn-3.0Ag-0.5Cu solder material test specimens having V notch at room temperature. 
• Inelastic stress strain analysis was performed based on large scale parallel computing FEM, and inelastic strain range distribution around the bottom of the V notch was obtained. 
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• Life estimation based on the inelastic strain range at the bottom of V notch was much too conservative. 
• Comparing the number of life for with V notch with low cycle fatigue life of Sn-3.0Ag-0.5Cu solder material, life estimation based on the inelastic strain range at inside point by 40μm in the depth from bottom agreed with experimental result for V notch. 
• The validity of 50μm rule for solder joints could be shown.   
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ABSTRACT 
 In order to improve both of the fatigue and wear resistance of titanium alloy (Ti-6Al-4V), a low temperature nitriding process was developed. This work will evaluate the effects of low temperature nitriding on the microstructure and fatigue properties of titanium alloy. Low temperature nitrided (600 oC) specimen showed higher fatigue strength compared to the conventional nitrided (850 oC) one. This was because low temperature nitriding can suppress the grain-coarsening of Ti-6Al-4V alloy during nitriding. Then, 4-points bending fatigue fracture mechanism of Ti-6Al-4V was discussed based on the microstructures obtained and from viewpoints of fractography. 
 
 
1 INTRODUCTION 
 Titanium alloy; highlighted in this study, has been used as various components, such as turbine blades and bio-materials due to its high specific strength and excellent corrosion resistance. However, titanium shows high friction coefficient and poor wear resistance. It is necessary to improve tribological properties of titanium alloy by surface modification. Mainly, nitriding has been widely applied in various fields of engineering to improve wear resistance of material. Nitriding can increase surface hardness and form two types of surface layers; a nitrogen compound layer and a nitrogen diffusion layer. The nitrogen compound layer especially improves the tribological properties of a material due to its high hardness.  However, nitriding decreases the fatigue strength of titanium because grain-coarsening occurs during the process [1], which should be performed at high temperature. Therefore, nitriding at lower temperature is expected to suppress grain-coarsening of titanium alloy, resulting in improving both of the fatigue and tribological properties of titanium alloy. The authors [2] have previously developed the low temperature nitriding to suppress the grain-coarsening of commercially pure titanium (CP titanium) during the process. It was clarified that fine grains remained in the low temperature nitrided CP titanium after nitriding and nitrided layer was formed on CP titanium nitrided at the temperature higher than 600 oC.  The aims of this study are to characterize the surface layer formed on the low temperature nitrided titanium alloy (Ti-6Al-4V) and to clarify the effects of low the temperature nitriding on the 4-points bending fatigue properties of titanium alloy. 
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2 EXPERIMENTAL PROCEDURES  
2.1  Material and specimen The material used in this study was the α + β titanium alloy (Ti-6Al-4V) with the chemical composition shown in Table 1. Mechanical properties of this alloy are shown in Table 2. Titanium plates were machined into the specimens with 3 mm in width and 20 mm in length using a wire-electrical discharge machine. These specimens were polished with emery papers (#320 to #4000) to 1 mm in thickness and mirror-finished using SiO2 suspension.  
2.2  Plasma nitriding The plasma nitriding was performed at relatively low temperature (550 and 600 oC) for 5 h in H2 and N2 atmosphere (N550 and N600 series). Moreover, the specimens treated with conventional nitriding at 850 oC for 5 h were also prepared (N850 series).  
2.3  Characterization of nitrided layer Surface hardness of the low temperature nitrided specimens was measured using a micro-Vickers hardness tester at a load of 0.098 N. The surface microstructures of the specimens were characterized using an optical microscope, scanning electron microscopy (SEM) and X-ray photoelectron spectroscopy (XPS). The crystal structures of the specimens were identified using X-ray diffraction (XRD) with CuKα radiation (wavelength: 0.154 nm). Moreover, electron backscatter diffraction technique (EBSD) analysis was conducted to investigate the microstructural changes of titanium alloy during the nitriding process.  
2.4  Fatigue test 4-points bending fatigue tests were performed in ambient air without any controls of the temperature and the moisture at a frequency of 10 Hz under the stress ratio R = 0.1. After testing, the fracture surfaces were observed using SEM. In this study, the fatigue limit was determined following the JSMS standard [3].   
3 RESULTS AND DISCUSSION   
3.1  Characterization of nitrided layer Fig. 1 shows the cross-sectional SEM micrographs of the (a) N600 and (b) N850 series etched with Kroll’s solution, respectively. Nitrogen compound layer was evident at the nitrided surfaces of the both series, as indicated with arrow marks in Fig. 1. The N850 series possessed a thicker compound layer (3.2 μm) in comparison to the N600 series (0.5 μm). This was because the amount of diffused nitrogen was increased with nitriding temperature. Such a compound layer was not observed at the surface of the N550 series.   XRD analysis was performed to examine the characteristics of the microstructure of the nitrided Ti-6Al-4V alloy in more detail. Fig. 2 shows the X-ray patterns for the surfaces of the un-nitrided and nitrided specimens. The N600 series exhibited the diffraction peaks of substrate and Ti2N, and the diffraction peaks of TiN and Ti2N were evident in 

Table 1 Chemical composition 

 
 

Table 2 Mechanical properties 
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the N850 series. In contrast, the specimen nitrided at 550 oC exhibited only diffraction peaks due to α-titanium and β-titanium. It was clarified that nitrogen compound layer was formed on Ti-6Al-4V alloy nitrided at the temperature higher than 600 oC. Same tendency was observed in the previous reports about the CP titanium [2].  Fig. 3 shows the results of hardness tests. Vickers hardness HV measured on the top surface and indentation depth d estimated based on the size of indentation mark are shown in this figure. Surface hardness of titanium alloy was increased and indentation depth was decreased with nitriding temperature. This was because thickness of compound layer was increased with nitriding temperature, as shown in Fig. 1.  However, the N550 series without compound layer had higher hardness compared to the un-nitrided specimen. As results of XPS analysis, nitrogen element was detected in the N550 series. XRD and XPS analyses indicate that a nitrogen diffusion layer without nitrogen compounds is formed on the N550 series.  

          
(a) N600                                                                          (b) N850 

Fig.1 Cross-sectional SEM micrographs of the nitrided specimens  

 
 Fig.2 XRD patterns                              Fig.3 Results of hardness tests  
3.2  Evaluation of microstructural changes during nitriding In this section, the behaviour of microstructural changes by low temperature nitriding was investigated. Fig. 4 shows the inversed pole figure (IPF) and image quality (IQ) maps of the un-nitrided, N550, N600 and N850 series beneath the surface layer. Nitriding at 850 oC coarsened grains of titanium alloy and average grain size of the N850 series was 5.7 μm; larger than that of the un-nitrided series (2.2 μm). On the other hand, the crystal grain size of the N550 (2.4 μm) and N600 series (2.5μm) were almost the same as the un-nitrided one. These results indicate that low temperature nitriding can suppress the grain-coarsening of Ti-6Al-4V alloy. Consequently, the low temperature nitriding at 600 oC achieved both of the suppression of the grain-coarsening and formation of the nitrogen compound layer on Ti-6Al-4V alloy. 

95



Un-nitrided N550 N600
IPF ma

p
5μm

N850
5μm 5μm5μm

IQ map

5μm 5μm 5μm5μm

{0110}{0001}
{1230}

α-phase
(00

(10
(111)

β-phase{111}
{101}{001}  

Fig.4 Results of EBSD analysis  
3.3  Results of 4-point bending fatigue test The 4-point fatigue tests were conducted to examine the fatigue properties of titanium alloy treated with the low temperature nitriding, which could suppress grain-coarsening. Fig. 5 shows the results of high-cycle fatigue tests. In Fig. 5 (a), each S-N curve was determined by accepting the S-N model with fatigue limit in the JSMS standard regression models [3]. The fatigue limit σw of the N600 series (711 MPa) was higher than that of the N850 series (474 MPa). This was because the fine grains remained in the N600 series, as shown in Fig. 4. Therefore, the N600 series was almost the same fatigue limit as the un-nitrided series (710 MPa). This result means that low temperature nitriding prevents the reduction of the fatigue limit of Ti-6Al-4V alloy.   However, there were remarkable differences in fatigue life Nf at the finite life region between the N600 and un-nitrided series. Critical number of stress cycles giving fatigue limit Nw of the N600 series (1.2 x 105) was much lower than that of un-nitrided one (8.5 x 106). In order to investigate the effects of compound layer on the fatigue properties of Ti-6Al-4V alloy, fatigue tests were also performed for the N550 series without compound layer. In Fig. 5 (b), the number of fatigue test data of the N550 series was not so enough to analyse S-N curve and fatigue limit. The highest stress value without fatigue failure in the N550 series (858 MPa) was higher than the fatigue limit of the N600 series (711 MPa). These results imply that nitrogen diffusion layer without nitrogen compounds improves the fatigue properties of Ti-6Al-4V alloy and that nitrogen compound layer reduces the fatigue life.   
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(a)                                                                               (b) 
Fig.5 Results of 4-points bending fatigue tests  
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3.4  Effects of nitrogen compound layer on the fatigue properties Fig. 6 shows the SEM micrographs of fracture surface of low temperature nitrided and conventional nitrided specimens. In this study, every specimen exhibited the surface fracture modes. In Fig. 6 (b), characteristic flat area; corresponding to the thickness of compound layer, was clearly observed at the N850 series. Tokaji et. al [4] reported that fatigue cracks were initiated suddenly with a relatively large size at the nitrided surface, resulting in reducing the fatigue strength of titanium alloy. Based on these results and report, nitrogen compound layer shows brittle fracture during fatigue tests and adversely affects the fatigue properties of titanium alloy.   

    
                                 (a) N600                                                             (b) N850 
           (σmax = 887 MPa, Nf = 5.0 x 104)              (σmax = 888 MPa, Nf = 4.3 x 103) 

Fig.6 Typical feature of fracture surfaces   
4 SUMMARY 
 The microstructure of the low temperature nitrided Ti-6Al-4V alloy was characterized, and its effects on the 4-points bending fatigue properties of Ti-6Al-4V alloy was examined. The following conclusions were reached:  1. Nitrogen compound layer is formed on the surface nitrided at the temperature higher than 600 oC, resulting in increasing surface hardness of titanium alloy. 2. Low temperature nitrided (600 oC) specimen showed higher fatigue limit compared to the conventional nitrided (850 oC) one. This is because low temperature nitriding can suppress the grain-coarsening of Ti-6Al-4V alloy. 3. The low temperature nitriding enables to suppress the reduction of the fatigue limit of Ti-6Al-4V alloy. However, the fatigue life of the low temperature nitrided titanium alloy at a finite life region is decreased compared to un-nitrided one due to the existence of the nitrogen compound layer. 4. Low temperature nitriding (550 oC) increases the fatigue strength of a titanium alloy due to the formation of the nitrogen diffusion layer without nitrogen compounds. 
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ABSTRACT  In order to evaluate quantitatively the effects of casting defects on the fatigue properties of aluminum die-casting alloy, a ΔKth for aluminum die-casting alloy containing large casting defects was proposed by means of √area method. Fatigue tests were carried out by using a rotating bending fatigue testing machine for the specimen having four artificial drilled holes whose √area were ranged from 300 to 2000 μm. According to the fatigue limits of the hourglass type specimen and of the smooth specimens having four artificial drilled holes, equation forΔKth estimation for aluminum die-casting alloy was proposed by means of  √area method. 
 
 
1 INTRODUCTION 
 Recently, global warming is caused by increasing the amount of greenhouse gas. In order to improve energy-efficient for automobile, aluminum die-casting alloy with low cost and lightweight components has been widely used as automobile components. Moreover, it is required that the structures use for a long period to reduce consumption in resources and energy. However, it is well-known that some large casting defects which are created by process of manufacture decrease fatigue strength of aluminum die-casting alloy. Therefore, it is important to evaluate the reliability of strength of aluminum die-casting alloy.   At present, studies of ΔKth estimation and quantitative evaluation based on fracture mechanics method in aluminum casting alloy were reported. In a general way, fatigue limit estimation of metallic materials was obtained by experimental rule. Murakami (1) reported that fatigue limit was able to evaluate using the √area for ferrous materials. Moreover, Noguchi (2) proposed fatigue limit estimation method for non-ferrous materials by modifying the Murakami's method. Although it is well known that the 
√area method is not applicable to defects whose size is larger than 1000 μm. The purpose of this study is to propose a fatigue limit (3) and ΔKth estimation of aluminum die-casting alloy having large defects by means of the √area method. 
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2 EXPERIMENTAL PROCEDURES  
2.1  Materials and specimen The materials used in this study was aluminum die-casting alloy (JIS ADC12). Chemical compositions of this material are shown in Table 1. The tensile strength and Vickers hardness were 296 MPa and 90, respectively. In order to investigate relationship between fatigue strength and defect size, specimen having four artificial drilled holes, whose √area were ranged from 300 μm to 2000 μm, were used (Fig. 1, Fig. 2). Four different size holes were drilled on spiral line with 90° interval. Each hole was subjected to different bending moment. Specimens were buff-finished with alumina abrasive grain size of 1 μm after the grinding process. Finally, specimen were heat-treated in vacuum at 473 K for two hours to eliminate residual stress.  

Table 1  Chemical compositions (mass%) 

  

 
Fig. 1 Shape and dimensions of specimen  

 
Fig. 2 Shape and dimensions of artificial defects  

2.2  Fatigue tests Dual-spindle cantilever-beam type rotating bending fatigue testing machine (Fig.3), rotating speed of the spindle is 52.5 Hz, was used in this study. Eccentricity at the loading point of the specimens was kept within ±20 μm. Fatigue tests up to 109 cycles were carried out in ambient air and temperature. After fatigue tests, fracture surfaces and each artificial defects were observed by means of SEM.  
Fig. 3 Dual-spindle cantilever-beam type 
rotating bending fatigue testing machine 
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2.3  √area method Murakami et al. (1) has been proposed the √area method for estimating a fatigue limit of steel. (Eq. (1)).  For surface defect:                                                        (1)   Also they proposed an equation for calculating the stress intensity factor K by means of  
√area;  For surface defect:                                                        (2)   By substituting Eq.(1) to Eq.(2), they proposed the ΔKth estimation equation by means of  
√area;  For surface defect:                                                                                      (3)  where area (μm2) is a projected area of defect onto a plane perpendicular to the applied stress and HV is Vickers hardness number. It is well known that these equations are very useful to estimate a fatigue limit σw and/or threshold stress intensity of small fatigue crack ΔKth of ferrous materials having some defects that size less than 1000 μm.  On the other hand, it is known that equations (1) and (2) show overestimation for applying to non-ferrous materials, such as aluminum alloy (2).  Also, applicability of equations (1) and (2) to large defects whose area is larger than √1000 μm is unknown.   
3 EXPERIMENTAL RESULTS AND DISCUSSION  
3.1  ΔK-N characteristics Figs 4(a) and 4(b) show example of test results using specimens with artificial defects.  

 
(a) For cases of √area ranged from  

800 μm to 1300 μm  
(b) For cases of √area ranged from  

1400 μm to 2000 μm 

Fig. 4 ΔK-N characteristics  Four polygonal marks arranged in one line indicate bending stress of each artificial defect subjected different bending moment. Black marks indicate the defect of fracture origin (Fig. 5(a)). White marks indicate the defect without fatigue crack after fatigue test. And, gray marks indicate the defect some fatigue crack initiated (Fig.5(b)). Also, four polygonal marks having arrow at N = 109 cycles indicate run-out specimen.  

  K = 0.65σ π area

  ΔK th = 3.3 × 10−3(HV + 120)( area )1/ 3

101



 
(a) Fracture surface (σa = 84 MPa, √area =1400 μm) 

 

 
(b) Artificial defect (σa = 71 MPa, √area = 1800 μm) 

Fig. 5 Examples of SEM micrographs  
3.2  ΔKth estimation In ΔK-√area diagram obtained using specimens having four artificial drilled holes (Fig. 6), we assumed that the ΔKth of each size artificial defects were able to define as an average ΔKdefect value between fractured(black circle) and without crack(white circle) specimen or value between cracked (gray circle) and without crack specimen. After extracting only average ΔKdefect value, redrawn diagram is shown in Fig. 7. It is found that the inclination of a regression line changed around √area of about 1400 μm.  

 
Fig. 6 Relationship between ΔKdefect and √area 
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Fig. 7 Relationship between ΔKth and √area  Therefore, following two regression lines were obtained:  

   
4 SUMMARY  For estimating the ΔKth of aluminum die-casting alloy having large size defects, fatigue tests were carried out using specimen having four artificial small drilled holes, whose       
√area were ranged from 300 μm to 2000 μm. New modified equations for estimating 
ΔKth of an aluminum die-casting alloy were proposed according to approximate from relationship between ΔKth and √area of artificial defect.   
REFERENCES 
 [1] Murakami, Y. and Endo, M. (1994) International Journal of Fatigue, 16, 163-182. [2] Noguchi, H. and Morishige, K. (2007) Proc. of the Japan Society of Mechanical Engineers, 56, 137-138. [3] Ueno, A., Itami, N., Onishi, T., Nishida, M. and Kikuchi, S. (2012) Proc. of the 8th International Forum on Advanced Materials Science and Technology, CD-ROM. 
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ABSTRACT  Ultrasonic shot peening (USP) treatment was performed on the wrought magnesium (Mg) alloy AZ61 with the different conditions and rotary bending fatigue tests were performed to investigate the effect of USP treatment on the fatigue behavior. The experimental results revealed that the fatigue strength of Mg alloy was strongly dependent on the USP condition. The USP with the high arc height using the large shots resulted in decreasing the fatigue strength. However the USP with the appropriate condition, in which the arc height is not so high but sufficient, improved the fatigue strength appreciably. 
 
 
1 INTRODUCTION 
 The magnesium (Mg) is the lightest among the metals which are utilized practically. The Mg alloy has the excellent specific strength and rigidity compared with the other alloys and they are expected to be applied in the structural components in the automotives and the airplanes. The high fatigue strength is required in the structural components. Thus the improvement of fatigue strength of Mg alloy is important in engineering. The shot peening (SP) treatment is one of the well-used methods to improve the fatigue strength of metallic alloy. The SP produced the work hardening and the compressive residual stress near the surface, which resulted in improving the fatigue strength. However it also deteriorates the surface as such that the surface is roughened, which could result in decreasing the fatigue strength. The effect of shot peening on the fatigue strength of Mg alloy has been studied (1) – (4). In these previous studies, it has been shown that the optimum shot peening condition to increase the fatigue strength of Mg alloy is narrow. It was indicated that surface damages were aggravated especially in the Mg alloy due to the limited deformability of HCP crystal structure (2). Thus a shot peening could sometimes make a detrimental effect on the fatigue strength of Mg alloy. The ultrasonic shot peening (USP) treatment is one of the SP treatments in which the ultrasonic vibrator is utilized to accelerate the shots. It is regarded that the USP could suppress the deterioration in the surface roughness while it produces the comparable compressive residual stress compared with the conventional SP.  
104



In this study, the USP treatment was performed on the wrought Mg alloy AZ61 with the different conditions and rotary bending fatigue tests were performed to investigate the effect of USP treatment on the fatigue behavior.  
 
2 EXPERIMENTAL MATERIAL AND PROCEDURE  
2.1  Experimental material The test material used in this study was a wrought Mg alloy AZ61. The material was received as a round bar of φ15 mm. Tables 1 and 2 show the chemical compositions and the mechanical properties, respectively.  

Table 1 Chemical compositions of material (wt.%). Al Zn Mn Si Fe Cu Ni Mg 6.0 0.57 0.38 0.008 <0.002 <0.002 <0.002 Bal.  
Table 2 Mechanical properties of material. 0.2%proof  stress 

σ0.2  (MPa) Tensile  strength 
σB (MPa) Elongation

δ (%) Elastic  modulus  E (GPa) Vickers  hardness 
HV 230 336 22 39 65  

2.2  Experimental specimen The test specimens were machined by cutting as that the longitudinal axis was parallel to the extrusion direction. The diameter of gauge section was φ5 mm.   
2.3  SP treatment conditions Table 3 shows the conditions of USP treatment. For example, USP-1.0-300 denotes the specimen which was USPed using the shots of 1.0 mm and the coverage of 300 %. Some specimens of USP-1.0-300 and USP-2.0-300 were polished to remove the surface layer and to smooth the surface roughness, which is denoted as USP-1.0-300-P and USP-2.0-300-P, respectively. The depth of polishing was set to be 20 and 35 μm in USP-1.0-300-P and USP-2.0-300-P, respectively, which was determined by the preliminary test as it was enough to smooth the surface of specimen to be mirror-finished. The DSP denotes the specimen which was treated by double USP, in which the first USP was the same with USP-1.0-300 following by the second USP as the same with USP-0.6-300. The specimens which were treated by the conventional SP, in which the air was utilized to accelerate the shots, were also prepared for comparison, which is denoted as “ASP”. Table 4 shows the conditions of ASP treatment. The specimen of base material was polished over the depth of 50 μm and mirror-finished before the fatigue test to remove the surface layer which was affected by machining and to smooth the surface and the SP and USP specimens were not polished except for USP-1.0-300-P and USP-2.0-300-P.  
2.4  Experimental procedure Fatigue tests were performed using a rotary cantilever bending fatigue testing machine under the conditions with the stress ratio R = -1 and the frequency f = 53 Hz in the laboratory air. After the fatigue tests, all fracture surfaces were observed using a scanning electron microscope (SEM). 
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Table 3 Ultrasonic shot-peening conditions. 

Specimen Diameterof shot (mm) Coverage (%) Arc height(mmA) Time (sec) Polish depth (μm) USP-0.6-300 0.6 300 0.080 120 ― USP-1.0-300 1.0 300 0.150 120 ― USP-2.0-300 2.0 300 0.277 150 ― USP-1.0-80 1.0 80~90 0.076 20 ― USP-2.0-200 2.0 200 0.227 100 ― USP-1.0-300-P 1.0 300 0.080 120 20 USP-2.0-300-P 2.0 300 0.150 150 35 DSP 1.0 0.6 300 300 0.148 0.087 120 120 ― Base material ― ― ― ― 50  
Table 4 Air blast shot-peening conditions. 

Specimen Diameter of shot (mm) Air pressure (MPa) Coverage (%) Arc height (mmN) ASP 0.120 0.16 300 0.09   
3 EXPERIMENTAL RESULTS AND DISCUSSION  Fig. 1 shows the S-N diagram. The fatigue limit at 107 cycles of base material was 134 MPa. The fatigue strengths of SPed and USPed specimens were strongly dependent on the peening condition.   The fatigue limit of ASP was 144 MPa, which was 10 MPa higher than that of base material.  The fatigue limits of USP-0.6-300, USP-1.0-300 and USP-2.0-300 were 144, 154 and 124 MPa, respectively. The USP using the shots of 0.6 mm and 1.0 mm could improve the fatigue strength and the improvement using the larger shots of 1.0 mm was larger than that using the smaller shots of 0.6 mm and than that of ASP. On the other hand, the USP using the larger shots of 2.0 mm decreased the fatigue strength. Comparing these three specimens, the USP treatment using the shots of middle size was the most effective to improve the fatigue strength. From the Vickers hardness tests, the maximum value of hardness in USP-2.0-300 was approximately 100 HV, which was higher than that in base material, 65 HV, and it was as high as that in USP-1.0-300.  
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The fatigue limits of USP-1.0-300-P and USP-2.0-300-P, which are the specimens whose surface layers were removed by polishing, were both 172 MPa and the fatigue strengths were improved largely. It indicates that the surface layer produced by the USP made a detrimental effect on the fatigue strength, particularly in USP-2.0-300.  The fatigue limit of USP-2.0-200 was 144 MPa, which was higher than not only that of base material but also that of USP-2.0-300. Thus, in this case, the lower coverage was more effective to improve the fatigue strength. On the other hand, the fatigue limit of USP-1.0-80 was 124 MPa, which was lower than that of USP-1.0-300 and moreover it was even lower than that of base material. In this case, the lower coverage made a detrimental effect on the fatigue strength. In this condition, the peening intensity was not sufficient because of the too low coverage.  The fatigue limit of DSP was 172 MPa, which was as high as those of USP-1.0-300-P and USP-2.0-300-P. It is considered that the sufficient work hardening and the compressive residual stresses were obtained by the first USP and then the surface layer, which made a detrimental effect, was modified by the following second USP.  

  Fig. 2 shows the SEM micrographs showing an example of fracture surfaces of USP-1.0-300 specimen. Fig. 2(a) shows the overview and Fig. 2(b) shows the magnified view of one of the crack initiation sites. The fatigue cracks initiated from more than one sites and all of the cracks initiated from the surface in this specimen. The cracks initiated from the surface not only in USP-1.0-300 specimens as shown in Fig. 2 but in all of the specimens in this study.  
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4 CONCLUSION  In this study, the effect of USP on the fatigue behavior of Mg alloy AZ61 was investigated. From the experimental results, it was revealed that the fatigue strength was strongly affected by the condition. While the USP with the excessive intensity could deteriorate the fatigue strength, the appropriate condition could improve the fatigue strength largely. Particularly the surface layer produced by the USP could make a detrimental effect and thus the additional surface modification could enhance the fatigue strength.   
REFERENCES  [1] Wagner, L. (1999) Materials Science and Engineering A, 263, 210-216. [2] Zhang, P. & Lindemann, J. (2005) Scripta Materialia, 52, 485-490. [3] Fouad, Y., Mhaede, M. & Wagner, L. (2010) Fatigue & Fracture of Engineering 

Materials & Structures, 34, 403-407. [4] Bhuiyana Md. S., Mutoh, Y. & McEvily, A.J. (2012) Materials Science and Engineering 
A, 549, 69-75. 

Fig. 2 SEM micrograph showing fracture surface of USP-1.0-300 specimen 
(σa = 163 MPa, Nf = 7.5×104): 

(a) overview, (b) magnified view of crack initiation site. 
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T7351 Aluminium  
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ABSTRACT  An investigation has been conducted to examine the effect of material thickness on fatigue crack growth in 7075-T7351 Aluminium under variable amplitude loading.  The results of the investigation have demonstrated that a significant effect on fatigue crack growth is observed under variable amplitude loading for specimen thicknesses ranging from 2 mm to 6.4 mm.  The observed behaviour was modelled by modifying the constraint factors used in the FASTRAN crack closure model.  The present observation that specimen thickness has a significant effect on fatigue crack growth highlights the importance of selecting appropriate material data and a suitable fatigue crack growth model to use in subsequent fatigue crack growth analysis.   
1 INTRODUCTION  This work supports a collaborative programme between the Royal Australian Air Force and the Royal Air Force of the UK in which a full-scale wing fatigue test of a C-130 transport aircraft is being conducted.  Specifically the aim of the testing is to aid in validation of the RAAF C-130J full scale wing fatigue test interpretation process. Limited information is presented in the literature that investigates the thickness effect or its implications.  The ASTM standard on crack growth rate measurement [1] does not consider specimen thickness except to mitigate against specimen buckling. The standard does however mention that mixed results have been published due to the effects of thickness and as such thickness should be considered in research and design.  A previous investigation using constant amplitude loading for 7075-T7351 Aluminium concluded that there was an insignificant effect on fatigue crack growth due to specimen thickness [2].  However, it was not known what behaviour should be expected under variable amplitude loading.  Given the importance of delivering a robust methodology for the C-130 test interpretation, the present investigation was undertaken to assess the effect of the thickness on fatigue crack growth under variable amplitude loading.     
2 EXPERIMENTAL TEST PROGRAM  The centre-crack specimens were manufactured from 0.25” AA7075-T7351 plate and cut to size. The dimensions of the test specimens were 380 mm long and 100 mm wide milled to the desired thickness by removing material from both sides of the plate.  A hole of 3 mm in diameter was drilled into the centre with wire cut slits 0.5 mm in depth cut to either side of the hole.  Three specimen thicknesses were considered in this investigation, 6.4, 4.1 and 2.0mm, chosen to be representative of the thicknesses of fatigue critical areas on the C-130J.  
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Variable amplitude loading in the form of two RAAF C-130 usage spectra were chosen.  The spectra are representative of loading in the centre wing lower surface and outer wing lower surface panels of the C-130J (with peak stresses of 114.5 MPa and 106.1 MPa respectively).  The specimens were pre-cracked under constant amplitude (R=0.1) loading at 70% of the maximum spectrum load including load shedding down to 50% to grow a pre-crack of 2mm. A direct current potential drop (DCPD) method was used to measure the total crack growth during the test via the use of the Johnson equation [3].   Results presented here are reported as half-length measurements approximating crack growth from the centre of the test specimen.  As the test spectrum contains significant compression loads and small specimen thicknesses, anti-buckling guides were required to prevent buckling of the specimen under compressive loads.  Teflon tape was used between the buckling guides and the specimen to preserve electrical insulation and allow the DCPD system to function.  Bolts on the buckling guide were lightly tightened so as to just support the weight of the buckling guide on the specimen and to prevent slippage during testing.     
3 RESULTS  The results shown in Figure 1 and 2 show a distinct effect of thickness on fatigue life, contrary to the observations in [2].  The effect appears to be very pronounced, with a factor of two to three between the final fatigue lives for the various thicknesses tested.   

 
Figure 1: Half length crack growth under the centre wing lower surface spectrum 

compared to FASTRAN predictions for various specimen thicknesses  

 
Figure 2: Half length crack growth under the outer wing lower surface spectrum 

compared to FASTRAN predictions 
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4 CRACK GROWTH ANALYSIS USING FASTRAN  The input parameters used in FASTRAN 3.8a are presented in Table 1.  These parameters describe the material properties obtained from [4] and coupon geometry.  The crack growth rate curve is presented in Figure 3.  FASTRAN 3.8a uses a strip yield model to estimate the level of plastically induced crack closure which enables estimation of the load sequence on fatigue crack growth predictions.  The crack tip behaviour (plane-stress or plane-stain) is controlled by the constraint factor α.   
Table 1: FASTRAN 3.8a Input Parameters for the aluminium 7075-T7351 coupons Input Parameter Value Yield Stress (MPa) 393 Ultimate Stress (MPa) 476 Young's Modulus (MPa) 71016 Poisson's Ratio 0.33 Fracture Toughness Kc (MPa√m) 65.9 ∆K Threshold (C3) (MPa√m) 0.74 Width (mm) 50 Thicknesses (mm) 2, 4.1, 6.4 Initial Crack Length (mm) 1.27 Notch Length (mm) 1.27 Notch Height (mm) 0.0001  

 
Figure 3: Crack growth rate versus ∆ࢌࢌࢋࡷ curve for 7075-T7351  

4.1 Background to FASTRAN constraint adjustment  Adjusting the constraint factors used in FASTRAN 3.8a is commonly used to calibrate the model as has been done in [3] for the C-130 wing fatigue test interpretation. FASTRAN does not provide an internal method to adjust these parameters to account for thickness, but must be manually altered.  FASTRAN 3.8a uses two constraint factors designated ߙଵ and ߙଶ to control the transition from plane-strain to plane-stress which is described by Newman [5].  Newman defines a minimum crack growth rate below which ߙଵ is used in the evaluation of the plastic zone.  A maximum crack growth rate is also defined above which ߙଶ is used.  Between the minimum crack growth rate and the maximum crack growth rate the level of constraint is determine through a linear interpolation between ߙଵ and ߙଶ.  Newman has proposed an equation to help modify the constraint factors 
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used in prediction to account for the effect of thickness on fatigue crack growth [5].  The equation is as follows:   ൫∆ܭ൯் =     .ଵ will likely remain constantߙ  value for a given material.  Thus the beginning of the constraint loss regime can be considered to be independent of the thickness of the material.  This tells us that the minimum rate used in FASTRAN to define the beginning of the constraint loss regime accompanied by the appropriateܭ∆ ൯் indicates the region of constraint loss, it does not give an indication of the size of the region.  Methods to estimate the size of this region have yet to be developed.  A method of trial-and-error is still the most common approach [5].    Wilhem [6] indicates that shear lip development appeared to occurred at a consistentܭ∆൯் gives an indication of the effective stress intensity factor around which the crack tip deformation transitions from one of plane-strain to plane-stress.  Cracks with low stress intensity factors and small plastic zone sizes tend to have higher constraint whereas higher stress intensity factors or a decrease in section thickness can lead to lower constraint.  Although ൫ܭ∆is the section thickness.   ൫ ܤ  is the flow stress defined as the average of the yield stress and ultimate tensile stress andߪ , is the effective stress intensity rangeܭ∆ where (1) ܤ√ߪ0.5
4.2 FASTRAN thickness constraint factor development Constraint factors were developed through a process of trial-and-error and are presented on the crack growth rate curve presented in Figure 3.  Indeed, a constant crack growth rate corresponding to ߙଵ was found to work well in the analysis.  Crack growth analysis for each of the spectra and thicknesses considered are presented in Figure 1 and 2.  Good correlation between prediction and experimental result is achieved in Figure 1.  It should be noted that the crack growth predictions in Figure 2 consistently give non-conservative results.  This is mainly due to the choice of constraint factors which give emphasis to the centre wing lower surface spectra, which is expected to be more critical for fleet management.     
5 DISCUSSION  Several explanations for the observed thickness effect on crack growth rate exist in the literature.  By far the most prevalent explanation uses plastically induced crack closure.  As the thickness of the specimen reduces, the stresses move from a state of plane-strain to a state plane-stress resulting in an increase in plastically induced crack closure and a subsequent reduction in crack growth rate.  Other explanations involve residual stresses in the plastic zone, crack path deviation and crack path bifurcation.  The results here are in contrast to those in [2] which did not show a pronounced thickness effect.  It is postulated that the geometry of the specimen in [2] (being a compact test specimen) has contributed to the observed behaviour along with the chosen stress ratios and the thickness range investigated.  To investigate this further, testing should be conducted with the present test specimens under constant amplitude loading.  As many of the crack growth algorithms used today do not account directly for the effect of specimen thickness on crack growth rates, the present results highlight a challenge in predicting crack growth of a specimen under variable amplitude loading using material data obtained from a different thickness.  In an attempt to model the observed behaviour modifications were made to the constraint factors used in the well-known closure model 
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FASTRAN. Preliminary results were promising and open the door for further developments to improve the robustness of fatigue crack growth predictions.   
6 CONCLUSION  A thickness effect in 7075-T3751 bare plate ranging in thickness from 2 mm to 6.4 mm has been observed on fatigue crack growth under representative C-130 load spectra at centre and outer wing locations.  For all the coupons tested the thinner coupons display longer fatigue lives.  The present results highlight the importance of appropriate material data selection in fatigue crack growth predictions.  Further, many fatigue crack growth models ignore the effect of thickness, but the present results indicate that careful consideration should be given to the effect of thickness and the subsequent appropriate application of a fatigue model.   
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ABSTRACT 
 Fatigue cracking in steel girder web penetration details is so dangerous that it can break steel girders.  Since a number of highway bridges with such web penetration details may exist in Japan, it is of urgent importance to grasp these fatigue strength properties.  The purpose of this study is to clarify fatigue behaviour of steel girder web penetration details with a slit through fatigue tests of specimens which have steel girder web penetration details with a slit.     
1       INTRODUCTION 
 Fatigue cracking in steel girder web penetration details is so dangerous that it can break steel girders.  One-meter-long crack was detected in Yamazoe Bridge in 2006 (1).  Since a number of highway bridges with such web penetration details may exist in Japan, it is of urgent importance to grasp these fatigue strength properties.  However, few fatigue tests have been reported on steel girder web penetration details (2), (3).  The purpose of this study is to clarify fatigue behaviour of steel girder web penetration details with a slit through fatigue tests of specimens which have steel girder web penetration details with a slit.   
2       TEST METHOD  
2.1       Specimen We designed and fabricated 2-type steel girder specimens with web penetration details where a cross beam bottom flange was connected to each top or bottom surface of a slit by fillet welding.  Figure 1 shows configurations and dimensions of a specimen with a cross beam bottom flange connected to the top surface of the slit, and the location of strain gauges. The specimen has a slit in the lower center of steel girder web.  The material is JIS 490YA steel.  Submerged arc welding was used to connect web and flanges, while CO2 arc welding was used to connect the other members.  Table 1 shows the mill sheet of steel plates used in the specimen.  
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Figure 1. Configurations and dimensions of specimen and location of strain gauges.  

Table 1. The mill sheet of specimen. 

  
2.2       Static loading test First, we conducted Static Loading Test in 3-point bending condition to grasp the stress distributions around web penetration details.  3-axis strain gauges were pasted on both surfaces of the web plate horizontally 100mm away from cross beam bottom flange edges to avoid the influence of the stress concentration near the welded joint.  Three 1-axis strain gauges were pasted on the top surface of top flange and the bottom surface of bottom flange in the cross section where 3-axis strain gauges were pasted.  The test load was set to 100kN so that the maximum tensile stress of about 50MPa might be generated in the bottom flange.  
2.3       Fatigue test Fatigue test was conducted in 3-point bending condition as static loading test to clarify fatigue cracking behaviour and fatigue strength.  The loading frequency was 6Hz. The load range was set to be 100kN, with the maximum load of 300kN and the minimum load of 200kN.  In the case of a fatigue crack was propagated in one of two tested area, a stop hole was drilled and a high tension bolt was tightened to continue fatigue tests.  Eddy Current Test (ET) and Magnetic Particle Test (MT) were applied to detect fatigue cracks at weld toe along cross beam bottom flange edges.    
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3       TEST RESULTS  
3.1       Static loading test results Photo 1 shows loading test set up and Figure 2 shows principal stress distributions around web penetration details.  Nominal stresses were obtained from bending moment and shearing force calculated according to the beam theory neglecting the cross beam bottom flange and stiffeners.  It was confirmed that the measured maximum principal stresses nearly equal to the calculated values, although the measured value was about 2 - 6% larger than the calculated one.  

Photo 1. Loading test set up.  P=100kN

: Maximum principal stress: Minimum principal stress : The face: The back surface ( ) : measured/calculated  

CalculatedMeasured
⊿σ1(MPa) ⊿σ2(MPa) θ(deg)35.0 -1.9 1335.7(1.02) -2.3 1036.0(1.03) 0.3 11The faceBack surface

CalculatedMeasured
⊿σ1(MPa) ⊿σ2(MPa) θ(deg)37.1 -1.8 -1238.4(1.04) -3.0 -539.4(1.06) 0.0 -9The faceBack surface

 
Figure 2. Principal stress distributions around web penetration details.  

3.2       Fatigue test result Figure 3 shows relationship between the fatigue crack length and the number of loading cycles.  Cracks with the length of 8mm were detected at four web-side toes of the fillet welds along cross beam bottom flange edges at 0.2 million cycles.  Fatigue cracks were propagated into the web plate on both surfaces in the section A at 0.8 million cycles, on the face in the section B at 1.2 million cycles and on the back surface in the section B at 2.3 million cycles.  As the crack in the section A was growing, the crack in the section B was growing slowly because the load could not be carried to the section B.  
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Figure 3. Relationship between fatigue crack length and number of loading cycles.  Figure 4a shows a fatigue crack propagated to the length of 54mm at 2.5 million cycles.  The cracks were propagated into the web plate almost perpendicularly to the maximum principal stress direction. Figure 4b shows a stop hole and a high tension bolt.  A stop hole was drilled and a high tension bolt was tightened in order to stop fatigue crack propagation in the section A at 2.5 million cycles. Figure 5 shows the relationship between bending stress range and fatigue life of the specimen.  Fatigue crack detection life (Nd) is 1/6 - 1/4 of JRA class H’, fatigue life when the crack has been propagated into the web plate (Nw) is just on class H’ line, and fatigue life when the crack length reaches 30mm (N30) satisfies class H’.  

 
Figure 4a. Fatigue crack at 2.5 million 

cycles. 
Figure 4b. A stop hole and a high 

tension bolt. 
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Figure 5. Fatigue life of the specimen (Bending stress range).  

 
4       CONCLUSIONS 
 The principal results obtained through this study are as follows; 1)  Fatigue cracks have been initiated at the web-side toe of the fillet weld along cross beam bottom flange edges, and propagated into the web plate almost perpendicularly to the maximum principal stress direction. 2)  Fatigue crack detection life (Nd) is 1/6 - 1/4 of JRA class H’, fatigue life when the crack has been propagated into the web plate (Nw) is just on class H’ line, and fatigue life when the crack length reaches 30mm (N30) satisfies class H’.   
REFERENCES  [1] Nara National Highway Homepage, 2014. (in Japanese)   http://www.kkr.mlit.go.jp/nara/ [2] M. Sakano, I. Mikami, H. Murayama, K. Moriwaki : Fatigue Strength of Railway Plate Girder with Web Penetration, Journal of Structural Engineering, Vol.41A, pp.965-973, 1995. (in Japanese) [3] M. Sakano, M. Hozumi, T. Shimori, I. Mikami : Long Term Fatigue Strength of Web Gusset Joint in Floor-Beam-to-Main-Girder Connection, Steel Construction Engineering, Vol.5, No.18, pp.31-40, 1998. (in Japanese) [4] Japan Road Association : Specifications for Highway Bridges, Part I (General) and II (Steel bridges), 2012. (in Japanese) 
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ABSTRACT  Intergranular stress corrosion cracking tests by using fretting contacts with high stress ratio were conducted. All of the initiated cracks were intergranular manner due to crevice corrosion and removal of surface oxide layer by frictions. The crack growth rate revealed higher value than that of large cracks, which demonstrated small crack effect on intergranular cracking.   
1 INTRODUCTION  Intergranular stress corrosion cracking (IGSCC) highly relates to the nucleation of cracks in the heat affected zone(HAZ) or cold-worked zone of austenitic stainless steels, especially in the cases of aged nuclear pressure reactor components[1]. In order to conduct an integrity assessment on existing cracks, threshold value of IGSCC is indispensable to determine “safe” crack length. However, the difficulty in measuring such the threshold values of IGSCC have prevented the integrity assessment from quantitative SCC life evaluation by using fracture mechanics approach．Our group has proposed a new accelerated method of propagation threshold of intergranular stress corrosion cracking by using fretting fatigue[2,3]. Our proposed method can generate only IGSCC in shorter time. The purpose of this study is to elucidate the nucleation conditions of IGSCC of sensitized austenitic stainless steels by fretting fatigue and also show the small crack effect of IGSCC in crack initiation periods.  
 
2 EXPERIMENTAL METHOD  Sensitized JIS SUS304 is used. Figure 1 shows the dimensions of testing specimen and contact pad used in fretting fatigue. In subsequent SCC test, only the specimen is used. The specimen is machined by mechanical milling and electrical discharge machining from a plate of 3mm thickness. The surface of the specimens was polished by using emery papers from #240 to #1200 and subsequent buff polishing by diamond paste of 6,3,1 μm, respectively. Sensitization heat treatment applied on the specimen by 923K, 3.6ks in vacuum furnace.    
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 (a) Specimen                            (b) Contact pad       
Figure 1 Specimen and contact pad size (Unit; mm)  A servo-hydraulic fatigue testing machine (load capacity; 50kN, Shimadzu Cooperation, Japan) with autoclave (TOSHIN KOGYO, Japan) is used for fretting fatigue test. Testing environment was pressurized high temperature water of 561K, 7.3 MPa, which simulated the environment in a nuclear reactor of boiled water reactor (BWR). Loads were set to apply maximum stresses of 177,265,377MPa. Numbers of loading were 5×104,5×105,6.5×106 by stress ratio R =0.9 and loading frequency f= 20 Hz. Contact pressure was 100 MPa, which was set in advance of heating because strain measurement by using conventional strain gage in pressurized high temperature water was impossible.  IGSCCs on the specimens were measure by SEM images (HITACHI Miniscope TM3000) Stress intensity factors were calculated by using Ishida-Noguchi’s equation on 3 dimensional semi-elliptical surface cracks subjected to normal loading. Stresses in the calculations were determined by elastic-plastic finite element analyses. Aspect ratio of the IGSCCs was assumed to be 1. In addition, interactions between IGSCCs were ignored.  Stress corrosion cracking tests by using the pre-cracked specimen by fretting fatigue were subsequently conducted. The testing machine was the same as the one in the case of fretting fatigue tests. Loads in SCC test were set in order to apply a maximum nominal stress same amd higher than the one in the fretting fatigue tests. The SCC test was interrupted after 500 hours and then crack propagation behavior was observed by SEM.   

3 RESULT AND DISCUSSIONS  Figure 2 shows the crack shape on the surface of specimen after fretting fatigue test. Jig-zag like shape of the cracks go along with the pass of grain boundary, which means that all the cracks were IGSCCs. No transgranular SCC(TGSCC), which go straightly, was observed. The result in figure 3 clearly showed that the proposed method by using fretting fatigue can successfully nucleate only IGSCC in optimized loading conditions.   Figure 3 shows Gumbel cumulative distributions of IGSCCs. All the three regression curves are statistically significant by single regression analyses (Adjusted 
R2=0.86,0.98,0.96 for N=5×104, =5×105, 6.5×106. F-statistics were 870(degree of freedom 
dF=50), 2039(dF=50), 83(dF=12), respectively. All three curves were significant at significance level p = 0.05. The curve of N= 6.5×106 has a different gradient from those in left two curves probably due to the coalescence of IGSCCs during longer loading period. 
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 (a) N=5×104  (b)   N=6.5×106 
Figure 2 SEM images of intergranular cracking by optimized loading conditions  
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Figure 3 Gumbel distributions of intergranular pre-cracks. 

Fretting fatigue conditions; 177MPa, R=0.9 f=20Hz  The curves in figure 3 can predict maximum crack length by 99% cumulative length.  Figure 4 shows the relationship between crack growth rate and stress intensity factors. Propagation behavior of pre-cracks by fretting fatigue clearly shows the small crack growth behavior in stress concentration area. The small crack behavior is caused by combined effect of removal of surface oxide films by fretting contact, localized maximum principal stress and crevice corrosion. We then conduct SCC test without fretting. The dashed lines in the figure show the experimentally extrapolating line. If the loading condition exceeds the dashed area, IGSCCs propagated and finally leaded to entire fracture. In the cases of predicted loading condition, IGSCCs only slowly propagate at the rate of approximately 10 -12 m/s, which can be regarded as threshold value.  
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Figure 4 Crack growth rates of pre-cracks by Fretting fatigue  

and IGSCC by normal loading   
4 SUMMARY  Proposed accelerated method of IGSCC by fretting fatigue can observe threshold valued of only IGSCC. In addition the result revealed that threshold value of IGSCC is much lower than the value of IG+TGSCC in conventional testing. Longer SCC test is now conducted in order to solidity the validity of testing method we proposed.   
ACKNOWLEDGEMENT  The authors deeply appreciate the partial financially support by JST A-STEP FS stage (Contract No.; AS242Z02617K) and UCHIDA energy science research foundation.   
REFERENCES  [1] Horn, R.M., et.al., (1997) Nuclear Engineering and Design. 174, 313–325. [2] Saengsai, A., Otsuka, Y., & Mutoh, Y. (2011) Advanced Materials Research. 399-401, 2276–2282. [3] Saengsai, A., Otsuka, Y., & Mutoh, Y. (2011) Journal of Solid Mechanics and Materials Engineering. 5(12), 898–907. 
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ABSTRACT 
 Fatigue crack growth behaviour of high strength aluminum alloys for aircraft components was studied experimentally in relation to testing environment. Crack path was mainly transgranular. Crack growth rate was slightly larger in 7075-type alloy with higher fraction of intergranular path than 2024-type alloy, when tested in moist air. The rate of the 7075-type alloy was decreased by changing the environment to the flow of nitrogen gas. In moist air, hydrogen embrittlement based on intragranular cracking has been known to occur in 7000 series alloys. Thus, the large fatigue crack growth rate of the 7075-type alloy as attributable to hydrogen embrittlement.   
1   INTRODUCTION  Since the high-strength aluminum alloys have good workability and high specific strength, they have been the primary structural material for aircrafts. Among them, 2024 of 2000 (Al-Cu-Mg) series and 7075 of 7000 (Al-Zn-Mg) series have been frequently used. The 7000 series alloys have the highest strength in the aluminum alloys, but lower fatigue properties than 2000 series alloys, as shown in Fig 1. (1) Thus, 2000 series alloys accounts for a large proportion of the aircraft components for their better fatigue properties than 7000 series alloys have not been elucidated yet. Besides, the 7000 series alloys are far more sensitive to hydrogen embrittlement than 2000 series alloys, as shown in Fig.2.(2) Both in the fatigue and hydrogen embrittlement the crack growth is time-dependent. From this, it can be considered that the two phenomena are closely related to each other. In order to explain the difference in the fatigue crack growth behavior in the two series alloys, the effect of the test environment on the fatigue crack growth of the two series alloys will be investigated in this study, considering the relationship to hydrogen embrittlement.  

 
Fig. 1  Fatigue crack growth rate, da/dn,  

vs. stress intensity factor range, ΔK,  
curves for 7075-T6 and 2024-T3 (1). 
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Fig. 2  Hydrogen embrittlement sensitivity parameters of  

the alloys plotted as a function of yield strength(2). 
 
 
2 SPECIMENS  Shown in Table 1 are the composition of the alloys used in this study and the standard composition range of 7075 alloy. The alloy specimens No.1 and No.2 are based on the composition of the 7075 and 2024 alloys, respectively. In order to investigate basic principle, i,e., the effect of the strengthening phases, the amount of impurity elements (Fe and Si) and the additive (Cr for 7075 or Mn for 2024) have been minimized. In addition to the two alloy specimens, a 2024 alloy was melted and DC – cast in the laboratory. The three alloy ingots were hot-rolled to a thickness of 7mm. After scalping to 6mm thickness, CT test pieces were cut by electric discharge machining in L-T direction. The CT test pieces were then subjected to T6 or T4 temper. The T6 temper for No.1 consisted of solution treatment for 1h at 470°C, water quenching and subsequent artificial aging for 24h at 120°C, while the T4 for No.2 and 2024 of solution treatment for 1h at 495°C, water quenching and subsequent natural aging for 96h.  

Table 1  Composition of the specimens in mass%. 

           * Standard alloy composition ranges.   
3 EXPERIMENTAL PROCEDURE  Both sides of the CT specimen of 6mm thick were mirror-finished. After that, one side was etched in Keller’s reagent (concentrated hydrochloric acid 0.5ml, concentrated nitric acid 2.5ml, hydrofluoric acid 1.5ml, distilled water 95ml) to reveal the microstructure. Fatigue crack growth test, was carried out in a sinusoidal stress wave of a frequency of 20Hz with a stress ratio of R (= Kmin / Kmax) =0.1 in air with MA(relative humidity of 90% at 30°C) and DNG(relative humidity of 40% at 25°C). In the MA environment, hydrogen embrittlement has been reported to occur in 7000 series alloys. 
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(2) In addition to the assessment of the crack growth rate (da/dn) against stress intensity factor range, the crack path wasw observed with an optical microscope and fractography was made with a scanning electron microscope.   
4 RESULTS AND DISCUSSION  Figure 3 shows the plots of da/dn vs. ΔK for the three specimens together with the previously reported data for 7075 and 2024 alloys. The effect of test environment in No.1 is also shown. Crack growth rate of No.1-MA is the largest, the crack growth rate becomes smaller in the order of No.1-MA, No.1-DNG, No.2-MA and 2024-MA. Crack path was mainly transgranular, as shown in Fig. 4. However, the ratio of intergranular to transgranular, is highest in No.1-MA, as shown in Fig. 5. This is also confirmed in the fractognaphic observation, where transgranular fracture surface is found to consist of quasi-cleavage and dimple fracture surfaces, as shown in Fig. 6. The ratio of quasi-cleavage to dimple is larger in accordance with the order of crack growth rate.  
 
 
 

Fig. 4  Optical microscopic image of fatigue crack growth path in No.1-MA.  

 
Fig. 5  Ratio of crack path type : intergranular to transgranular. 

 
Fig. 3  Fatigue crack growth rate, da/dN, vs. 

stress intensity factor range, ΔK, curves. 
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Fig. 6  SEM images of fracture surfaces.   
5   SUMMARY 
 The 7000 series alloys have the highest strength in the aluminum alloys, but lower fatigue properties than 2000 series alloys. Thus, 2000 series alloys accounts for a large proportion of the aircraft components for their better fatigue properties than 7000 series alloys have not been elucidated yet. Besides, the 7000 series alloys are far more sensitive to hydrogen embrittlement than 2000 series alloys. In order to explain the difference in the fatigue crack growth behavior in the two series alloys, the effect of the test environment on the fatigue crack growth of the two series alloys will be investigated in this study, considering the relationship to hydrogen embrittlement.  Crack growth rate was slightly larger in No.1 than No.2, when tested in MA. The rate of No.1 was decreased by changing the environment to the flow of nitrogen gas. Although crack path was mainly transgranular, the fraction of intergranular crack path was largest in No.1 tested in MA. From this fact and the already-known fact that hydrogen embrittlement based on intragranular cracking occurs in 7000 series alloys tested in MA, the larger fatigue crack growth rate of No.1 was presumed to be correlated with hydrogen embrittlement. Therefore, if the hydrogen embrittlement in the 7000 series alloys in able to be checked up to the level of 2000 series alloys, the fatigue crack growth property will also be improver. Then the 7000 series alloys will be used in most parts of an aircraft instead of 2000 series alloys became of their higher strength, leading to fuel cost saving as well as alleviation of the load against global warming through weight reduction.   
REFERENCES  [1] T. Kishi and T. Ohhira : J.JILM, 31(1981), 628-634. [2] K. Ichitani and K. Koyama : Furukawa-Sky Review, 5(2009), 20-28. [3] Registration Record of International Alloy Designations and Chemical Composition Limits for Wrought Aluminum and Wrought Aluminum Alloys, the Aluminum Association, 1976 (Revised 1980). 

ST 
LT Crack direction 100μm 

126



_________________________________________ 

© The author(s) and/or their employer(s), 2014  

Thermoelastic monitoring of fatigue degradation in 
aluminium alloy supersonic particle deposition 
coatings 
 
J. Choi, W. Zhuang, N. Rajic 
Aerospace Division, Defence Science and Technology Organisation, Australia 
 
 
 
 
 
 
 
ABSTRACT  Supersonic particle deposition is an established metallic repair technology. However, relatively little is known about the durability of supersonic particle deposited coatings under fatigue. The present paper describes an investigation into the fatigue performance of aerospace-grade aluminium alloy supersonic particle deposition coatings using thermoelastic response measurements as the diagnostic methodology. The measurements were obtained using a novel microbolometer based system developed by the Australian Defence Science and Technology Organisation. It is shown that this approach can furnish reliable indications of fatigue cracking in the coating and the evidence presented suggests that it can also discriminate the position of the crack tip in the coating from that in the substrate.   
1 INTRODUCTION  Supersonic Particle Deposition (SPD), otherwise known as cold spraying, is an advanced repair technology for metallic structures (1, 2). Although SPD is an established aircraft repair technology, its use is largely confined to dimensional restoration and environmental protection for tertiary aircraft structures (3, 4). In recent years, there has been a move to develop and certify the SPD process as a structural repair technology for load-bearing components (5-7). This more ambitious application requires additional knowledge with respect to the static strength and fatigue durability of SPD coatings.   Previous research has shown that thermoelastic stress analysis (TSA), a full-field stress analysis method based on the thermoelastic effect, can offer useful insight into the structural performance of such coatings (5). Although the use of TSA to investigate fatigue is well established (8), prior work in this area has relied exclusively on a commercial form of TSA technology that relies on cryogenically cooled infrared imagers. These are relatively expensive and cumbersome devices that are ill-suited to long-term continuous monitoring. For example, the use of a liquid Nitrogen cooled system would require a periodic top-up of the dewar, whilst the use of a closed-cycle cooled system would need to take account of the fact that such systems have a finite life. The present work utilises an uncooled microbolometer based system (9). This system is far more compact and lower in cost than a photon-imager system, which permits one to apply TSA in a long-term monitoring role without the expense and inconvenience associated with cryogenically cooled imagers.   
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In the present paper, SPD coatings were applied to aluminium alloy 7050-T7451 coupons, which were tested under fighter spectrum loading. Initiation and propagation of fatigue cracks in the SPD coatings and substrate were assessed in quasi-real-time by means of periodic thermoelastic response measurement. These measurements were compared to crack growth estimates obtained from post-test quantitative fractography (QF).    
2 METHOD  
2.1 Coupon dimensions A single-edge notch rectangular coupon was used as a substrate to test the SPD coatings. The notch depth (D) was 4.0 mm with the notch radius (r) of 2.0 mm.  

 (a) (b)
Figure 1: (a) Dimensions of substrate coupon, (b) Photograph of the coated 

coupon  
2.2 Supersonic particle deposition The SPD coatings were deposited using a stationary SPD system with a polycarbonate nozzle. The process temperature was 400 °C and the main gas pressure was 40 Bar. The SPD coatings were produced with an aluminium alloy 7075 powder with a particle diameter of between 30 to 40 µm. The coatings were approximately 1 mm thickness on each side of the substrate surface.  
2.3 Test apparatus A 100 kN MTS servo-hydraulic testing machine was used to load the coupons. The thermoelastic response measurements were made using a MiTE system (10) equipped with a FLIR A315 microbolometer. A thin coating of black paint was applied to each coupon to ensure a uniformly high surface infrared emissivity.   

 
Figure 2: The microbolometer setup on MTS testing machine
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A variable amplitude spectrum representative of fighter aircraft wing root loads was applied at an average frequency of approximately 5 Hz. Marker band underloads were included in the spectrum to facilitate post-test analysis of the crack growth rate using QF (11).   
3 RESULTS 

 
3.1 Fractography results Figure 3 shows a typical failure surface of the coupons while the microscope images of the failure surface are shown in Figure 4. The fatigue progression markings caused by the constant amplitude marker band underloads are not easily identifiable in the fracture surface of the SPD coating as shown in Figure 4a. However, these marker bands are clearly visible in the substrate material, shown in Figure 4b, which facilitated post-test QF crack growth analysis.  

 

 (a) (b) 
Figure 4: Microscope images of the crack surface: (a) on the boundary of SPD 
coating and (b) zoomed-in image of the marker bands in substrate material  

3.2 Thermoelastic results Figure 5 shows a representative thermoelastic response for a relatively short crack, where Figure 5a and Figure 5b correspond respectively to the signals in-phase and in quadrature to the applied loading. A previous study has shown that the quadrature signal provides better localisation of the crack tip (12) particularly under severe heat conduction, so for the present work the crack tip position was deduced from the position of the quadrature peak. Figure 6 compares the trace of the quadrature peak with estimates of crack growth obtained from post-test QF examination of the fracture surface. Whilst it is clear from the comparison that QF has a distinct advantage in resolution, which one should expect given the circumstances under which the loading was applied (tailored for post-test examination), Figure 7 illustrates the capacity of a thermoelastic response measurement to furnish other unique and useful insights. Figure 7c is an overlay of two thermoelastic response measurements – one taken in-phase with the load (Figure 7a) and therefore (approximately) proportional to the bulk stress distribution and the other in quadrature but processed in a manner that accentuates the crack trace on the surface of the coupon (Figure 7b). The tip of the surface crack, as 

 
Figure 3: Typical failure surface  

of coupons 
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shown in Figure 7b, is evidently well advanced of the in-phase response peak shown in Figure 7a, suggesting that the crack in the SPD coating has grown ahead of the crack in the substrate. This is plausible from a thermoelastic perspective as the SPD coating is relatively thin and highly conductive which would permit the thermoelastic response of the substrate to rapidly diffuse through to the surface. An extensive survey of the full set of data is yet to be completed so it is unknown if more evidence of such a phenomenon exists. It is certainly worth further exploration and supplementary testing. Indeed, one would expect that if rates of crack growth in the coating and substrate do differ, one should be able to determine this by testing the coupons at two different loading frequencies in rapid succession – once at a relatively high frequency to characterise the thermoelastic response of the SPD coating and once at a relatively low frequency to permit measurement of the substrate thermoelastic response.  

 (a) (b) 
Figure 5: Thermoelastic response at approximately 16.2 blocks of loading 

(a) in-phase, (b) quadrature  
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Figure 6: Crack growth measurement from post-test QF and thermoelastic 

monitoring (shown in log-linear scale and R is crack size from the notch root)   
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 (a) (b) (c) 
Figure 7: Thermoelastic response at approximately 16.5 blocks of loading:  

(a) in-phase, (b) processed thermograph and (c) overlay of (a) and (b)   
4 CONCLUSIONS  Measurements obtained with a novel microbolometer-based thermoelastic monitoring system have been shown to yield useful insights into fatigue cracking in aluminium coupons reinforced with an SPD coating. Evidence was presented that suggests that cracks in an SPD coating can grow in advance of a crack in the substrate. This finding is preliminary and needs to be verified by independent means. However, if confirmed, it warrants further investigation of the proposed use of SPD as a structural reinforcement. This should also include consideration of the implications of differential rates of crack growth for in-service non-destructive inspection of SPD coated structural components.   
REFERENCES  [1] Papyrin, A., et al. (2007) Cold spray technology Papyrin, A. ed., Amsterdam; London: Elsevier [2] Sing, H., Sidhu, T. S. and Kalsi, S. B. S. (2012) Frattura ed Integrità Strutturale 22 69-84, doi: 10.3221/IGF-ESIS.22.08 [3] DOD-MFFP (2011) Materials Deposition, Cold Spray. In Department of Defense 
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ABSTRACT  The accurate prediction of fatigue crack growth is vital to design, structural airworthiness and safety; hence of great interest to fleet manufacturers, operators and maintainers. The Defence Science and Technology Organisation (DSTO) has been developing a novel testing method to obtain data to improve fatigue life prediction capabilities. This paper presents research undertaken at DSTO and Royal Melbourne Institute of Technology, into a new material model for predicting crack growth rates for a typical flight spectrum. A small coupon fatigue test study was undertaken, and post-test crack growth measurements were found to compare favourably with the proposed updated model's results. 
 
 
1 INTRODUCTION  Previous work by many researchers, including [1,2] have identified deficiencies in standard long-crack material data when used with fatigue life prediction codes based on linear elastic fracture mechanics (LEFM) principles. Typically, standard material data under predicts the growth of short natural cracks (near the fatigue threshold) when compared to crack measurements from coupon or component fatigue testing. The importance of correctly predicting short crack growth lives, particularly under variable amplitude (VA) spectra has long been recognised as important to accurate fatigue life predictions of all aircraft, and of specific interest to Defence Science and Technology Organisation’s (DSTO) work on Royal Australian Air Force (RAAF) aircraft, [3-5].  The most fundamental and important input used in fatigue crack growth analysis models, such as AFGROW [6] and FASTRAN [7], is the baseline, constant amplitude (CA) crack growth rate per cycle (da/dN) data.  Crack growth rate is typically defined as a function of the applied cyclic stress intensity factor range (ΔK) with corrections for: (i) mean stress or stress ratio (R = σmin/σmax); (ii) ΔK values at the threshold of crack growth, ΔKth; and (iii) maximum stress intensity of the load cycle, Kmax approaching the fracture toughness of the material, KC.  Since cracks from typical material discontinuities spend the majority of their lives growing at rates just above ΔKth [5], this region of the crack growth data curves is of great importance to the successful prediction of the total lives of cracks (up to 10mm depth). To address this for a common aluminium alloy that is used for fatigue critical 
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RAAF airframe components: AA7050-T7451 (AA7050), researchers at DSTO and RMIT have proposed enhancements to fatigue life prediction through the development of new fatigue material data, and prediction code refinements.  This new material data has, when used in the above noted codes, been found to improve the accuracy of fatigue crack growth predictions, for coupons tested with a combat aircraft spectrum [8, 9]. Such spectra typically contain many large peak loads. Here, to increase confidence in the robustness of this data, a further coupon test and analysis program was undertaken, where the standard transport spectrum: mini-TWIST (The Transport Wing Standard Load Programme) [10] was used as the loading.   
2 THRESHOLD AND SHORT CRACK (TASC) PROGRAM AT DSTO  From extensive DSTO experience in testing, inspecting and analysing fatigue cracks in common aircraft alloys [11-13], a short crack growth rate measuring method was developed that is an alternative to those suggested in standards, such as ASTM-E647 (American Society for Testing and Materials [14]). This new method uses test load sequences selected to produce local crack path and topological changes, to make 
features on the fracture surface that can be related to the loading and that can be measured. An example of a typical AA7050 fatigue fracture surface is shown in Figure 1; with crack growth bands that can be attributed to the sub-blocks of VA and CA loading. Using optical and electro optical microscopes, post-test Quantitative Fractographic (QF) assessment of the fractures makes it possible to identify and measure these features down to tens of nm (10-8m).   

 
Figure 1 Observed effect of changing load spectrum (insert) on the fracture 

surface of a fatigue crack at a depth of 1.4mm, in an AA7050 coupon.  The threshold and short crack (TASC) test program has produced fatigue cracks in many AA7050 coupons, with clearly visible marks on the crack surfaces that enabled crack growth increment measurement [8, 9]. The individual CA growth band measurements were then divided by the number of cycles applied to calculate a crack growth per cycle rate (da/dN). For each CA growth band measurement and R, the ΔK was calculated via, 
ΔK = Δσβ√(πa);  where β is the geometry factor for the crack being investigated [15]. In this way, and by using 1000's of cycles (N) to produce a growth band, very small incremental, da/dN data, at very low ΔK values were measured. A summation of this data for two stress ratios (R=0.1 and 0.8) is given in Figure 2, along with a standard 
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material data as modelled in AFGROW, using the Harter-T [6] (labelled HT model) method. For very low ΔK values, higher growths rates were observed during TASC testing compared to standard published data; as well as at ΔKth ~0.5 MPa√m which is significantly less than that typically reported for this material.   

 
Figure 2 TASC AA7050 short crack growth data compared to modelled standard 

material, by the Harter-T [6] method.   
3 IMPLEMENTING UPDATED DATA IN AFGROW AND FASTRAN  The AA7050 material data model for AFGROW crack growth analyses that is proposed here, is shown in Figure 2, (labelled TASC model) and has been shown to accurately predict crack growth under a fighter aircraft wing root combat spectrum for cracks between 0.1mm and several millimetres depth [8]. The rate curve for the FASTRAN analyses were adjusted using the TASC data and in part informed by long crack testing performed after compression pre-cracking and minimal load reduction [8], a method that is a modification to the standard E647 crack growth collection method.  Compliance based crack opening data were also used to determine the effective (ΔKeff) rate curve to account for crack closure. Drawing upon results from recent related research [16-18] into roughness closure an appropriate 3-D constraint factor (α = 2.0) that could be used in the FASTRAN code, was selected.   
4 COUPON TEST PROGRAM  Fifteen simple (optimised) hour glass coupons were tested in a 100 kN, computer-controlled, servo hydraulic fatigue test machine at ambient room temperature and humidity.  An example of a cracked coupon is shown in Figure 3. The coupons were designed to have a constant stress distribution along the majority of the test section [19], and a net stress concentration factor [KtNET] of 1.03. The coupons were etched to ensure crack initiation at naturally occurring material discontinuities similar to those observed in typical RAAF aluminium alloy airframe components [12]. The test spectrum consists of 62,442 cycles of mini-TWIST (which represents 4000 flight hours of a transport aircraft’s wing loading) followed by a bar-coded CA marker band (CAMB) load sequence between each spectrum block [20,21] to assist post-test QF. The CAMB load sequences were visible on the fatigue fracture surfaces to crack depths <0.1mm. Examples of the CAMB bands are shown in Figure 4 (left view). Five coupons were tested at each of net spectrum peak stress levels: 250, 300 and 350 MPa. The crack growth results for the 250MPa stress level coupons are shown in Figure 4 (right view).  
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Figure 3 Example of a cracked AA7050 coupon from the study. 

 

 
Figure 4 The results from the mini-TWIST coupon tests: (left) fatigue crack 

fracture surface with CAMB, (right) 250MPa test crack growth data and  
analytical growth curves.   

5 RESULTS AND DISCUSSION  The analytical growth curves using updated material models in AFGROW (A*) and FASTRAN (F*) for the 250MPa stress level are shown in Figure 4, and compare favourably with the coupon data. Crack growth rates increased significantly above about 0.1 mm depth and the FASTRAN model was able to predict that effect. While the AFGROW (A*) model predicted a higher rate, and approximately log-linear growth rates from the initial flaw sizes observed here. The analytical results both assume an initial flaw depth based on the average of all flaws measured in the 15 coupons: 0.02mm. The analytical result for AFGROW with the standard material data and an initial flaw size of 0.02mm produced no crack growth. The analysis shown (labelled A(HT)) is for a fatigue crack growing grown from a 0.25mm initial depth. The 250 MPa crack growth curves from the 250 MPa load case coupons, shown in Figure 4 (for the lead crack that resulted in the failure of each coupon only), were also typical in form for the 300 and 350MPa load cases, although, these curves were, naturally, steeper and the lives generally shorter. (Note that even very short crack growth depths were able to be measured via QF due to the use of CAMB which were apparent on the fracture fatigue surfaces).  A summary of all coupon and analytical results is shown in Figure 5, where the crack growth per block of test loading (mini-TWIST plus CAMB) is compared at increasing crack depths. As expected, at the longer crack depths, all analytical models predict similar crack growth rates per block of loading. However, for short cracks (less than ~0.5mm), standard material data significantly under predicts the measured crack growth. Assuming a typical transport aircraft design goal of 24,000 flights (i.e. 6 blocks of mini-TWIST), fatigue life predictions from the updated models were found to be particularly good and resulted in a conservative (reasonably so) estimate when compared to the coupon results.  

DSTO AA7050 coupons 
size: 200 x 40 x 6.35 mm 
net test section: 50 mm  
KtNET = 1.03  
yield strength  = 418 MPa 
ultimate strength = 483 MPa
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Figure 5 Summary of crack growth rate per block data from test and analyses.   

6 CONCLUSION  The coupon data was found to compare favourably to blind predictions from AFGROW and FASTRAN crack growth models using the updated material models discussed. Testing and analysis continues at DSTO in refining the AA7050 material models, in particular for very short cracks, as well as complementary research into developing a better understanding of the growth mechanisms of fatigue cracks, through the examination of crystalline slip and damage accumulation ahead of fatigue crack tips. The aim of this work is to increase understanding and improve prediction capabilities for fatigue damage, in particular for crack growth in RAAF aircraft.   
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X. Yu, M. Burchill, R. Kaye, S. Barter 
Aerospace Division, Defence Science and Technology Organisation (DSTO), 
Australia       
ABSTRACT  Fatigue cracks in typical aircraft alloys usually start from statistically distributed small material discontinuities or surface defects. Over a low stress concentration region, the largest crack that dictates fatigue life is often the fastest growing crack that starts from one of the worst discontinuities. This natural crack start cannot be reproduced using traditional dog-bone coupons. In this study, an alternative notch-shaped coupon was designed using the DSTO shape optimisation code. This ‘optimal’ coupon has a large area of uniform peak stress. Its effectiveness was validated using 54 tests of AA7050-7451 coupons under representative F/A-18 load spectra and stresses.   
1 INTRODUCTION  Fatigue test results underpin the aircraft structural integrity advice that the Defence Science and Technology Organisation (DSTO) provides in the management of Australian Defence Force aircraft. Quite often, DSTO will undertake a coupon test program to supplement, or in substitution of, a full-scale fatigue test of a particular critical detail for the sake of time and cost efficiencies. To allow this, coupon fatigue tests must be as representative as possible for the area being considered.  This study focuses on the design of coupons representing typical low stress concentration (low-Kt) features such as shallow fillets or run outs that are common in airframes. It has been observed [1], in both coupon and component fatigue tests, that fatigue cracking in typical aircraft alloys initiates from small material discontinuities or surface defects. The size, shape and orientation of these natural material discontinuities usually follows a statistical distribution. In addition, the growth of a small crack is affected by local material properties, which also follows a statistical distribution. Therefore, over a low-Kt area, fatigue cracks often start from the worst discontinuities, and the crack that grows the fastest develops into the largest crack that dictates the fatigue life. This phenomenon is here referred as natural crack start.  The ASTM dog-bone coupon design [2] has been widely used in low-Kt fatigue tests. However, it is not an ideal coupon design to reproduce natural crack start. This can be understood by examining the stress distribution as well as the starting locations of the largest cracks observed in coupon tests. The plots given in Fig 1 relate to previous work completed at DSTO where 21 flat-plate dog-bone coupons were tested under a range of representative F/A-18 load spectra and stresses. The starting locations of the largest cracks were all confined within a local area associated with the radii run outs at either 
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Dog-bone Coupon: 
 Sample size: 21 coupons Material: AA 7050-T7451 Spectrum: Various combat aircraft spectra Reference stress: Various 

side of the gauge section. This is the same area where the peak of the maximum principal stress occurs; indicating that the stress concentration is significant enough to dictate the starting positions of the fatigue cracks. In confining the crack starting locations to the area of higher stress, fewer initial discontinuities and local material properties – the latter affecting small crack growth – are sampled. Thus, the largest crack that results in failure may start from a less severe discontinuity or grow at a slower rate. Also, when the largest crack starts from a location that is next to, but not exactly at, the peak stress location, the use of nominal peak stress over-estimates the actual fatigue driving force. Consequently, the fatigue test results from the dog-bone coupon will exhibit more scatter in total fatigue life and any distribution of life data would be skewed to a longer life, when compared to those on a real aircraft structure.  The purpose of this study is therefore to propose an alternative coupon design, referred to here as an optimal coupon shape, which eliminates the local stress concentrations inherent in the dog-bone coupon. The effectiveness of the optimal coupon design will be examined through experimental strain measurement as well as fatigue tests under spectrum loading.                    
Figure 1. Coincidence between the local stress concentration, and initiating 

locations of the largest fatigue cracks in twenty-one dog-bone coupons.   
2 DESIGN OF OPTIMAL COUPON  In this study, the optimal coupon was designed using a DSTO-developed Shape OPTimisation (SOPT) code. The code was initially developed for the design of optimal rework shapes that seek to minimise peak stresses around a local stress concentration feature. It has been successfully applied to airframe components to extend their fatigue lives [3]. The code works in conjunction with finite element (FE) analyses of stress. The reduction of peak stress is achieved via a gradientless technique [4], which analytically removes material at low-stress areas starting from a kick-off shape that has extra material. The SOPT code is able to consider multiple stress peaks, load uncertainties, and minimum radius of curvature and geometry constraints. In designing an optimal low-Kt coupon, only the minimum radius of curvature constraint needs to be considered. Thus the optimisation algorithm for material removal can be expressed using Eq (1): 
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 where di is the normal movement at a boundary location i, mimicking material removal, σi is the major principal stress at the same boundary location referenced by di, σth is a non-zero threshold stress, and s is a step-size scaling factor. The process of the boundary movement as described by Eq (1) is repeated iteratively, until a uniform σi stress distribution is reached along the gauge length, or when another convergence criterion is satisfied. Here, the uniformity of the σi distribution is the main feature of the SOPT code that has been relied on for the design of the optimal coupon presented here.  An initial optimal design that has a 160 mm total length is shown in Fig 2. The stresses used in the optimisation process were calculated using a 3-D Nastran FE analysis. The FE model was a half-symmetric one using 6 layers of 8-noded hexagonal elements through the thickness. The grip load was modelled as uniform surface tractions over the grip area. All nodes along the 70 mm notch region were chosen as being part of the movable boundary, and a minimum radius of curvature of 20 mm was enforced for the notch. In the optimisation process, a 2.5-D simplification was applied such that the nodes sharing the same in-plane (x-y) coordinates are treated as a group, and referred as a point. At each boundary point, the major principal stresses are retrieved at all through-thickness nodes and the maximum of these stress values was taken as σi for the calculation of boundary movement di at the point. After di was calculated, all through-thickness nodes related to this point were moved by the same amount. The optimised shape was finalised after 200 iterations as the stress variation was less than 0.01% per iteration. It is noted that the optimal shape is not a circular arc, but it can be easily manufactured using numerically-controlled machining methods. As designed, the coupon features a large uniform major principal stress region, and also this uniform stress is the maximum major principal stress within the coupon.  

 
Figure 2. (a) Geometry of the 160 mm optimal coupon (w = 25 mm, thickness = 
6.35 mm; kick-off in dashed lines); (b) Contours of major principal stress at a  

side face of the optimal shape.  To suppress potential effects of grip load uncertainty, a post-optimisation change was introduced to the coupon design such that: the total length of the coupon was increased from 160 mm to 200 mm, meanwhile the 70 mm notch length and the optimal notch shape remain the same. This change allows a longer buffer zone between the notch and the grip area. A sensitivity study using StressCheck [5] p-element analyses was performed to investigate the effects of grip length variation. The results are given in Fig 3, showing that the variation of grip length from 30 mm to 55 mm has insignificant effects on the major principal stress at the notch face of the optimal coupon. It is noted that the slight tail-up of stress at the mid-plane is of less concern as it occurs over an area of significant stress decay. Nevertheless, the effect of this tail-up stress will be monitored in the following experimental assessment.  

(a) (b) 
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Figure 3. Major principal stress distribution at notch surface of a 200mm optimal 

coupon.   
3 EXPERIMENTAL ASSESSMENT  Experimental assessment of the optimal coupon design was performed in two stages. Firstly, Thermoelastic Stress Analysis (TSA) was performed to assess the stress distribution in a 200 mm optimal coupon under a typical grip configuration. Cyclic loads were applied and the temperature change was measured and compared to FE results, as shown in Fig 4. When the heat dissipation is ignored, the measured temperature change is proportional to the sum of principal stresses [6], which is equivalent to the major principal stress along edge lines. The TSA image indicates that a uniform stress distribution was achieved along a large region of the edge lines, as it was designed to do.  

 
Figure 4. FE result of stress and TSA image of temperature in a 200 mm optimal 

coupon. 
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Fatigue tests were then performed using fifty-four 200 mm optimal coupons, tested under a range of representative F/A-18 airframe load spectra and stresses. The results are plotted in Fig 5, and they show that the starting locations of the largest cracks are distributed over a large region within the gauge length. This implies an increased likelihood for a crack to start from one of the worst discontinuities, and to also grow within a local material region that produces the fastest crack growth, i.e. an enhanced likelihood to achieve a natural crack start.  

 
Figure 5. Coincidence between the local stress concentration and the initiating 

locations of the largest fatigue cracks in twenty-one dog-bone coupons.   
4 FINAL REMARKS  A low-Kt coupon was designed using the DSTO-developed shape optimisation code. It features a large region of uniform peak stress at the notch surface. The effectiveness of the optimal coupon design was validated by thermo-elastic stress analysis measurement and 54 coupon fatigue tests. The optimal coupon design enhances the likelihood of achieving fastest crack growth starting from a larger discontinuity, i.e. natural crack start, thus providing a better representation of fatigue life for the low-Kt case.   
5 ACKNOWLEDGEMENT  The authors would like to thank R Evans for the StressCheck analyses, J Choi for the TSA measurements, and G Sykiotis for performing the fatigue tests and crack measurements.   
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200mm Optimal Coupon: 
 Sample size: 54 coupons Material: AA 7050-T7451 Spectrum: Various combat aircraft spectra Reference stress: Various 
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ABSTRACT  The aim of this paper was to clarify the initiation and small fatigue crack growth mechanisms of 304 austenitic stainless steel at room temperature. The two-part silicon based replica method, repliset, was employed for measuring surface small crack growth in this research. Results showed that grain boundaries were the crack initiation sites and played an important role on the propagation of small cracks. Once the surface small crack length reached the critical crack size of 0.2 mm, rapid growth of this crack occurred. Stress intensity factor range is not an appropriate parameter to correlate the small crack growth rate. 
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1 INTRODUCTION 
 In the past decades, small fatigue cracks have been extensively studied for the reason that most of the total fatigue life could be spent in the initiation and small crack growth stages. Various investigations [1-4] have showed that cracks imitated at the very beginning of fatigue life and the propagation of microstructurally small crack could be greatly influenced by the inherent microstructure, resulting in the abnormal propagating behaviour when compared to the long crack behaviour. Therefore, the precise measurement of small crack growth rate as well as the good understanding of small crack growth mechanism was very important in the reliable prediction of the fatigue life of materials. 
 304 austenitic stainless steel is an alloy that has been widely used in process and power generating industries as piping and structural material. Fatigue fracture is one of the main causes of failure for these components due to the dynamic or alternating stresses they are often subjected to. Despite the fact that there have been numerous investigations of long fatigue crack growth in 304 austenitic stainless steel [5-6], relatively few studies, however, have focused on small fatigue crack growth mechanisms. C.M.Suh et al. [7-9] had made a contribution to the understanding of the small crack growth behaviour of 304 austenitic stainless steel. They obtained quantitative information such as the initiation, growth and coalescence behavior of small cracks in 304 stainless steel via surface replicas and photomicrographs. The 
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results showed that the accurate determination of these parameters was critical for the application of fracture mechanics to fatigue life assessment. However, experimental photos or data showing a complete small crack propagation process have not yet been available in their researches. The reason was that small crack testing was more difficult to perform than long crack testing.  The aim of this paper was to clarify the initiation and small crack growth mechanisms of 304 austenitic stainless steel at room temperature. The two-part silicon based replica method, which was recently employed for measuring surface small crack growth with good success [10, 11], was used in this research. 
 
 
2 EXPERIMENTAL PROCEDURE  

 
Fig. 1 Shape and dimensions of single edge notch tension specimen  

used in fatigue tests.  The material used in this study was a 304 austenitic stainless steel supplied in the form of a rolled bar with a diameter of 30 mm, and with the chemical compositions in wt %: 0.015 C; 0.53 Si; 1.74 Mn; 0.0048 S; 0.03 P; 18.37 Cr; 8.16 Ni; 0.019 Mo; 0.059 N; balance Fe. The yield strength and ultimate tensile strength of the material were 297.55 MPa and 668.64MPa respectively. A single edge notch tensile (SENT) specimen, shown in Fig. 1, was used to produce naturally initiated cracks. The semicircular geometry provides easy access to the notch surfaces to allow monitoring of the cracks by replicas. In order to remove residual machining marks and burs, and to identify grain boundaries, the notch of the specimen was polished to a mirror finish and etched with oxalic acid. The microstructure of 304 stainless steel was shown in Fig. 2a. The initial grain structure consists of equiaxed austenitic grains with a few annealing twins. The probability density functions of the grain sizes were determined by Image-Pro Plus software and the results were shown in Fig. 2b. The average grain size of the steel was estimated to be 27μm. The direction of the surface crack growth is perpendicular to the rolling direction of the specimens. Fatigue test was performed under a stress-controlled sine wave loading mode on an Instron 8800 servo-hydraulic test machine at room temperature, air environment. The test was axial tensile fatigue test with the frequency of 8 Hz and the stress ratio of 0.1. A maximum stress of 370 MPa was loaded at the center of specimen. The test was terminated when a single continuous crack formed across the entire notch root. The cyclic test was interrupted sequentially at a given time interval while a tensile load of 80% of σmax was kept when the replica was applied on the specimen surface. A static tip mixing nozzle combined with dispensing gun was used to dispense the RepliSet material onto the notch. The detailed procedure of replicating process can be found in Ref. [11]. After the tests, the major crack that led to the final fracture could be identified 
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from the replicas and the crack initiation can be backtracked through observing the replicas at different time intervals.  
 

     
Fig. 2  (a) Optical micrograph of 304 austenitic stainless steel,  

(b) Probability density function of grain size. 

 

  

  
Fig. 3  Images from replicas showing the propagating process of crack 1 and crack 
2. Replicas after (a) 0 cycles, (b) 20000 cycles, (c) 25000 cycles, (d) 30000 cycles. 

 
 
3 RESULT AND DISCUSSION 
 
3.1  Crack initiation In order to characterize the fatigue crack initiation mechanism of 304 stainless steel, the replicas were observed at different time intervals for the specimen tested at 370MPa. It was found that there were eight major cracks initiated on the specimen. For all the eight cracks, the initiation sites were the grain boundaries. For instance, Fig. 3 showed the crack initiation site and propagating process of crack 1 and crack 2. The cracks followed a slip band path after nucleating at the grain boundaries, and then they propagated in a 
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way perpendicular to the loading axis. Researches by Zhang et al. showed that the intergranular fatigue cracking strongly depended on the interactions of persistent slip bands with grain boundaries [12]. Moreover, crack nucleation might be due to the forward and reverse plastic flow of a slip band [13]. The localization of plastic deformation into a shear band was considered as an instability of plastic flow and a precursor to rupture [14]. Hence, the initiation and propagation of small cracks depended on both the grain boundary and the localization of plastic deformation along the slip bands. 
 

 
Fig. 4 (a) Major crack lengths against the number of cycles,  

(b) Small fatigue crack growth rate against crack lengths 
 

 
Fig. 5  Comparison of small crack growth rates with  

long crack data at a stress ratio R = 0.1. 
 
3.2  Small crack propagation behavior On the basis of the measurement from the replicas, Fig. 4a showed the variation of the lengths of major crack, a, which may cause the ultimate fracture, along with the number of cycles, N. The slope of the major crack length curve almost did not changed too much when the crack length was lower than 0.2 mm. Once the surface small crack length reached around 0.2 mm, the crack will propagate rapidly. Connolley et al. [15] concluded that there was a period of stable crack growth for the fatigue small crack. When the length of the small crack reached a critical size, there would be a transition to rapid crack growth in which the crack growth rate increased with increasing the crack length. From Fig. 4a, it can be deduced that the critical small crack size for the transition to rapid crack growth was around 0.2 mm for 304 stainless steel. Figure 4b showed the variation of the small fatigue crack growth rates along with crack lengths. It was easy to be seen that there was not a general increase in crack growth rate with increasing crack 

145



length, as was normally observed for long cracks. Based on the observation of the replicas, the fluctuations of crack growth rate were due to the blocking effect of grain boundaries.In order to characterize the difference between small crack data and long crack data, the nominal stress intensity factor range, ∆K, were calculated by using the equations derived by Newman et al. [16] for the small cracks in the semi-circle notches. The calculation results are plotted in Fig. 5, where the long crack growth rate of the similar 304 material tested at room temperature was used for comparison [7]. Unlike the small crack growth data, the long crack data from different stress level coincide with each other and almost collapse onto a single curve. This indicates that the stress intensity factor range could not be used as an appropriate parameter to correlate the small crack growth rate. 
 
 
4 CONCLUSIONS  The small crack initiation and growth mechanisms of 304 austenitic stainless steel at room temperature were investigated. The following conclusions can be drawn from this work: 1. Grain boundaries are not only the initiation sites of cracks for austenitic 304 stainless steel, but also are the main factor that influence the growth rates of microstructurally small cracks.  2.  Once the surface small crack length reaches the critical crack size of 0.2 mm, rapid growth of this crack occurs, resulting in final specimen fracture. 
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ABSTRACT  The current paper demonstrates the usage of Z-parameter method in evaluating creep rupture property and the deterioration process. Symbol Zcr is used to represent the random deviation of creep rupture data from a “master curve” in stress σ–TTP plot to illustrate the random distribution of creep rupture property and provide a probability evaluation approach. Zs is used to illustrate the random deviation of operating parameters from the designed condition for a component, and a so-called SCRI interference model is proposed for reliability analysis by considering the intersection distributions of “operating conditions”(Zs) and “creep strength”(Zcr). Zd is proposed to represent the deviation of a “deterioration curve” from original “master curve”, and it demonstrates a systematically shift or degradation of creep rupture property from original one and can be used for quantitative degradation assessment of creep property. 
 
 
1 INTRODUCTION  There are generally two basic phenomena developed at components serviced at high temperature: creep rupture under loads by sustaining creep deformation and property deterioration because of microstructure degradation and creep damage [1]. It is seen that dispersion inevitably existed because of uncertainty factors in materials and experiment conditions. The experimental data distributes scattering around the “mean value curve” in stress σ-rupture time tr plot, as well as inσ-TTP plot. (TTP is abbreviation of time-temperature parameter, such as Larson-Miller and Manson-Haferd parameters [2-3]. The “mean value curve” in σ-TTP plot is called “master curve”.). Z parameter, which represents the deviation of creep rupture data from “master curve”, was proposed for statistically analysing the dispersion of creep rupture data.  On the other hand, for components serviced at high temperature where microstructural aging and creep damage occurs continuously, the rupture data band exhibits a deviation from “master curve”. In our former reports [6-7], we also use the Z-parameter to describe different degradation. Although deviation of data from “master curve” can be observed either from property scattering or from property degradation, it represents quite different characteristic of creep rupture behaviour. The former demonstrates the random distribution of data scattering while the latter is proposed to represent the magnitude of systematically shifting due to deterioration of creep rupture property. In order to distinguish the specific application using Z-parameter method, symbol Zcr is applied to illustrate the random distribution of creep rupture property, while symbol Zd is used to illustrate deviation of “deterioration curve” from original one. 
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Besides deviation caused by scattering of creep rupture data and deterioration process, scattering phenomenon also exists when there are fluctuations of serviced condition(temperature or/and load) from the design condition. In order to demonstrate the deviation resulting from operation conditions, symbol Zs is proposed to distinguish the application from Zcr and Zd. The purpose of current paper is to clearly describe the meaning and application of these three Z-parameters, and provide applicable method for high temperature property evaluation.   
2 ZCR FOR STATISTICS ANALYSIS OF CREEP RUPTURE DATA  Creep rupture data obtained at various stresses and temperatures is generally correlated by using a so-called time-temperature parameter (TTP) method to combine time and temperature into one expression. For example, Larson-Miller and Manson-Haferd parameters [2-3] are among the most common used methods. Figure 1 is an example of 5Cr-0.5Mo steel using NIMS data sheet[8], where all the data can be condensed to a narrow band and a so-called “master curve” is mathematically regressed to represent its creep rupture property.  
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Fig. 1. The master curve and deviation of experimental data from the master curve 

for 5Cr0.5Mo. a), the master curve; b), the distribution of Zcr parameter  For the “master curve” in Fig.1, stress σ is expressed as a function of TTP parameter P: 
0log ( )Z f Pσ = + . Where Z0 is a constant; f(P) is a function of TTP parameter P. The deviation of a data point from the “master curve” is supposed to be represented using symbol Zcr that can be expressed as: 0 ( ) logcri i iZ Z f P σ= + − , where Pi is the value of calculated TTP parameter for data i (Ti, tri), Zcri is corresponding to the deviation of data log(stress) to master curve. The distribution of parameter Zcr based on the data shown in Fig. 1(a) is plotted in Fig. 1(b) after probability evaluation. It is verified that the values of Zcr are mostly supported by normal distribution after using χ2 test. Therefore once the distribution characteristics is obtained, probability evaluation can be performed. The “master curve” in Fig. 1(a) can be extended to σ-TTP-R curves as shown in Fig. 2. The “master curve” is the curve with 50% reliability, and the curves with reliability of 95%, 99% are also plotted. It can be seen that almost all the experimental data are distributed on the right side of the 99% reliability curve.  From σ-TTP-R curves, it is convenient to deduce σ-tr-R curve for given temperatures. Fig.2(b) shows an example of σ-tr-R curves at various temperatures for 5Cr-0.5Mo steel. For each temperature range, the deduced curves at each probability show good tendency with the experimental data. It is supposed that optimum of TTP parameter and 
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appropriate estimation for data distribution can result in good correlation between the curves and experimental results. It is also possible to deduce allowable stress at required probability, i.e. [σ]-T-R curve as shown in Fig.2(c). It is clear that the allowable stress [σ] can be chosen according the selected probability and it provides more flexible choice for strength design of high temperature components.  
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Fig. 2. The reliability curves of 5Cr0.5Mo.  a)σ-TTP-R; b)σ-tr-R; c) [σ]-T-R  From σ-TTP-R curves, it is convenient to deduce σ-tr-R curve (Stress-Rupture time-Reliability curve) for given temperatures. Fig.2(b) shows an example of σ-tr-R curves at various temperatures for 5Cr-0.5Mo steel. For each temperature range, the deduced curves at each probability show good tendency with the experimental data. It is supposed that optimum of TTP parameter and appropriate estimation for data distribution can result in good correlation between the curves and experimental results. It is also possible to deduce allowable stress at required probability, i.e. [σ]-T-R curve (allowable stress-temperature-reliability curve) as shown in Fig.2(c). It is clear that the allowable stress [σ] can be chosen according the selected probability and it provides more flexible choice for strength design of high temperature components.   

3 ZS FOR DESCRIBING THE FLUCTUATION OF SERVICE CONDITIONS AND THE 
PROPOSAL OF SCRI INTERFERENCE MODEL   During evaluation of failure probability for components exposed to high temperature, two factors should be taken into account: one is the scattering of creep rupture property which can be analysed using symbol Zcr as former proposed; another is the fluctuation of operating conditions such as service temperature and service stress. In the case of fatigue fracture, a so-called “Stress-Strength interference model” (SSI model) has been utilized to evaluate fatigue failure probability. Refer to the idea in fatigue life evaluation, Zcr is supposed to be similar to “strength distribution” in SSI model and represents the scattering distribution of creep rupture strength. As for describing fluctuation of operation conditions, symbol Zs is expressed as: 0log( ) [ ( ( , ))]Si Si S SiZ S Z f P t T= − + , where Ssi is a value of operating stress and Tsi is a value of operating temperature, they are assumed to follow some kind of random distribution. ts is designed service life, it is a certain value (i.e.: 100,000hrs). It can be seen that Zs and Zcr are two independent random variables. Zs is similar to “stress distribution” in SSI model and its probability density function is expressed as: ( ) ( , , , , )S S S S S Sg Z g S S T T t= Δ Δ , where Ss is service stress, Ts is service temperature, ts is designed service time, ΔSs is the applied stress fluctuation and ΔTs represents service temperature fluctuation.  By employing symbol Zcr and Zs, a so-called SCRI model (“Service condition -Creep rupture property’’ interference model has been established to evaluate the failure possibility in component undergone creep deformation [9]. Fig.3 (a) illustrates the 

(a) (b) (c) 

149



 

schematic diagram of SCRI model. The interference area where Zs > Zcr indicates that the creep rupture property of material cannot offer enough capability for service and it reflects the failure probability corresponding to certain operating conditions and servicing time. Only in the interference area, creep fracture can occur.  It is possible to evaluate reliability of a component if the distributions of Zcr and Zs can be obtained. Generally, Monte-Carlo simulation method is implemented to evaluate the safety reliability in SCRI model. Fig. 3(b) takes 91 steel as an example using NIME data sheet to show the influence of fluctuation of operating conditions on the area of interference region. Fig. 3(c) plots the relationship between failure probability and fluctuating levels, and it is shown that failure probability increases rapidly at higher fluctuation condition.  
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Fig. 3. Illustration of SCRI model. (a) Schematic diagram; (b) Temperature 

fluctuation on interference region; (c) Influence of temperature fluctuations 
  

4 ZD FOR REPRESENTING THE DETERIORATION OF CREEP RUPTURE PROPERTY  Long-term exposure of components at high temperature inevitably leads to deterioration of creep rupture property because of microstructure aging and creep damage. Fig. 4(a) shows creep rupture data of 12Cr1MoV steel with different microstructural degradation (i.e. pearlite spheroidization level)[7]. It appears that the deviation of the “data band” from the master curve increases with microstructural degradation. Similar results has also been reported in a austenite steel HK40[6] after different exposure-time of 53,600, 73,000 and 131,000h at high temperature as shown in Fig. 4(b), it is obvious that the longer the service time, the greater the deviation from the original master curve.  

 
Fig. 4. Deterioration y after long-term exposure: a) 12Cr1MoV; b) HK40 steel 

(a) (b) (c)

(b)(a) 
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With the deterioration of creep rupture property, the tested data points exhibit systematically deviation from original master curve. This kind of deviations results from not only random scattering of property but also deterioration process. A regressive “deterioration curve” based on the data tested from deterioration samples represents its temporary creep rupture property, and the deviation from original curve exhibits the decrease of creep rupture property. For the purpose to describe the deterioration of creep rupture property after long-term exposure, symbol Zd is proposed to represent the deviation amplitude of a “deterioration curve” from original “master curve”.  By using symbol Zd, a linear relationship between the deterioration of creep rupture property and spheroidization level E in 12Cr1MoV steel is observed as shown in Fig. 5(a): Zd = 0.486(1-E). It is therefore possible to quantitatively assess creep property deterioration by analysing the microstructural degradation according to following equation. As for austenite steel HK40, the deterioration evolution using symbol Zd is demonstrated in Fig.5(b). It is seen that a obvious decrease of Zd value at initial stage, followed by a relatively stable stage where Zd develops gradually with service time, and a significant change in Zd value corresponds to the serious deterioration at the last stage.  

 
Fig. 5. Plot between deterioration and Zd values. a) 12Cr1MoV; b) HK40 steel 

 
 
5 CONCLUSIONS  Three kinds of symbols are proposed to distinguish the specific applications and are summarized below: (1) Symbol Zcr is used to represent the random deviation of creep rupture data from a “master curve” in stress σ–TTP plot, it illustrates the random distribution of creep rupture property resulting from uncertainty factors in materials and/or experiment conditions and provides a method for probability evaluation of creep rupture strength.  (2) Symbol Zs is used to illustrate the random deviation of operating condition from the designed one for a operating component, it represents the fluctuation of operating conditions and a so-called SCRI interference model is proposed for reliability analysis.  (3) Symbol Zd is proposed to represent the deviation of a “deterioration curve” from original “master curve”, and it demonstrates a systematically shifting or degradation of creep rupture property from original one and can be used for quantitative degradation assessment of creep property.  
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ABSTRACT  The aim of this paper was to propose a creep-fatigue life prediction model based on multiple regression analysis of the existing experimental data. Three different factors including temperature, hold time, and total strain range, were taken into consideration in this model. The prediction capacity of the present model was verified through comparison between predicted results and existing experimental data of different materials with different testing conditions. A good agreement was found between the predicted results and the experimental data. 
 
Keywords: Creep fatigue; Life prediction; Model 

 
 

1 INTRODUCTION 
 Creep-fatigue deformation is a dominant damage mechanism for a lot of high- temperature components, which is often depicted microstructurally as the combined effects of fatigue damage and creep damage. The creep-fatigue interaction behavior of materials is frequently simulated in the laboratory by high-temperature low-cycle fatigue tests with incorporation of hold time at constant strain or stress. These tests are often used to determine the effects of different factors, such as hold time, strain range, strain rate, and temperature, on the creep-fatigue resistance of materials and to develop the design codes for materials at some given conditions. In the past decades, more than one-hundred life prediction models have been proposed. Each has enjoyed some degree of success in dealing with a specific set of creep-fatigue data. For instance, the Coffin-Manson plot shows that there is a linear relationship between the number of cycles to failure, Nf, and the plastic strain range, ∆εp, in double logarithmic coordinate. However, the hold time used in the creep-fatigue experiments could have an obvious influence on the slop of the ∆εp − Nf curve [1].   In this paper, a life prediction model considering three variables, namely, temperature, hold time and total strain range was developed from a phenomenological consideration on the basis of the data from the open literature. For a given material, the constants used in the model could be evaluated by a multiple regression analyses on some experimental results.  
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2 FRAMEWORK OF PROPOSED MODEL  
2. 1  Consideration of temperature and total strain rage effects Zhang et al. derived a simple power relationship to describe the effect of temperature on fatigue life [2], i.e., Nf=f (γ, εሶ )(1- TTm )b                                                                                                                             (1) where f is a function of both strain range and temperature, b is the material constant, T and Tm are respectively the experimental temperature and the melting temperature, εሶ  denotes the strain rate, and the parameter γ, which is a function of total strain range, ∆εt, can be expressed as  γ = 1+ln(1 + ∆εt/∆ε0)                                                                                                                    (2) where ∆ε0 is the fatigue limit strain range. Additionally, according to the frequency-modified approach proposed by Coffin [3], the equivalent strain rate for one strain cycle with hold time, εሶ , can be expressed as 2∆εt ሺtf+thሻ⁄ , where th and tf denote respectively the hold time and the single continuous cycle time. When the wave shape used in fatigue test is given, the single cycle time, t, which is the sum of th and tf , is constant. Therefore, Eq. (1) can be rewritten as Nf=f (∆εt, t)(1- TTm )b                                                                                                                   (3). Figure 1 shows the variations of Nf of 304 stainless steel (SS) and grade 91 steel along with 1- T Tm⁄  with respect to different strain rates and total strain ranges. The data of 304 SS and grade 91 steel are respectively collected from Ref. [4] and Refs. [5-7]. It can be seen that the value for Nf linearly increases with increasing the value for 1- T Tm⁄  in double logarithmic coordinate. For 304 SS, the value of slope, b, can be determined to be 5.811 through regression analysis, which is almost independent of ∆εt and εሶ , as seen in Fig. 1a. The similar phenomenon can be found for grade 91 steel, as seen in Fig. 1b.  

 
Fig. 1  Effect of temperature on Nf of (a) 304 SS, and (b) grade 91 steel.  

2. 2  Consideration of hold-time effects Yoon et al. developed a correlation between hold time, th, and Nf [8], i.e., Nf=C*∙thβ                                                                                                                                             (4) where C* is a parameter which is related to the total strain range and temperature and β is material constant at a given test condition which is independent of temperature and hold time. The hold time, th, is assumed to be the sum of tensile and compression hold 
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times. Equation (4) represents a reasonable relationship between creep-fatigue life and hold time for 304 stainless steel, as shown in Fig. 2a. The data tested at three temperatures, i.e., 593 oC, 648 oC and 704 oC, and at different total strain in the range from 0.3% to 4%, are collected from Ref. [4]. In double logarithmic coordinate, a linear relationship between Nf  and th with a slop of -0.25 can be plotted. The linear relationship between creep-fatigue life and tensile hold time in double logarithmic coordinate can also be found for grade 91 steel, as seen in Fig. 2b. With increasing the temperature, the intercept C*decreases at a given total strain range, as seen in Figs. 2. In order to further identify the effects of total strain range and temperature on the magnitude of intercept C*, the experimental data of 304 stainless steels from Refs. [4,9-11] and those of grade 91 steel from Refs. [5-7] are fitted by using Eq. (4), as seen in Fig. 3. It is interesting to find that there is a liner relationship between ∆εt and C* in double logarithmic coordinate and the slop is independent of temperature. Hence, the effect of the total strain range on the intercept, C*, in Eq. (4) could be expressed as C*=C'(T)∙∆εtα                                                                                                                                   (5) where C'(T) is a parameter with is a function of temperature and α is amaterial constant.   

 
Fig. 2 Effect of th on number of Nf of (a) 304 SS, and (b) grade 91 steel.  

 
Fig. 3 Linear relationship between C* and  ∆εt of (a) 304 SS, and (b) grade 91 

steel. 
 
2. 3  Resulting life expression Combination of Eqs. (4) and (5), the relationship between the creep-fatigue life and total strain range as well as hold time can be obtained and expressed as Nf=C'(T)∙∆εtα∙tβ                                                                                                                             (6) 
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For 304 stainless steel and grade 91 steel, the values of C'(T) at different temperatures can be respectively obtained from Figs. 3a and 3b. Using the similar approach proposed by Zhang et al. [2], the linear relationship between C'(T) and (1- T T୫⁄ ) in double logarithmic coordinate can also be observed, as seen in Fig. 4. Moreover, it is interesting to find that the slopes of the lines in Fig. 1 and Fig. 4 are same for a given material. Hence, the creep-fatigue life prediction model can be obtained through combination of Eqs. (1) and (6) and can be expressed as Nf=K∙(1- TTm )b∆εtα∙tβ                                                                                                                     (7) where K is the parameter depending on the material. The values of K, b,  and for 304 stainless steel and grade 91 steel are listed in Table 1.   
Table 1 The constants used for life prediction of 304 stainless and grade 91 

steels. Material Tm (°C) β α b ln(K) 304 stainless steel 1400 -0.25 -1.644 5.811 10.71 Grade 91 steel 1500 -0.25 -2.012 6.020 10.92 
 
 
3 APPLICATION OF THE PROPOSED MODEL  The 304 stainless steel and grade 91 steel are used to illustrate the application of the present phenomenological model. The experimental data of 304 stainless steel and grade 91 steel are respectively collected from Refs. [4,8,10,12-14] and [5-7] to obtain the constants in Eq. (7) through regression analyses and logarithmic transformation. The comparison between the calculated lives obtained from the present approach and the experimental results of 304 stainless steel at total strain range 1.0% and at five different temperatures including hold period cases is shown in Fig. 5. The hold periods are 

 
Fig. 4 The relationship between C'(T) and  ࢀ for 304 SS and grade 91 steel. 

       
Fig. 5 Comparison between the predicted lives obtained from the present 

approach and the experimental results of (a) 304 SS and (b) grade 91 steel. 
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indicated by the number. It can be seen that most of the predicted data tend to fall inside the factor of 2 scatter band on life. The power-law relationship between creep-fatigue life and hold period is often observed for lots of materials. However, experimental results by Asayama [6] indicated that there was no strict linear relationship between th and Nf in double logarithmic coordinate for Mod.9Cr-1Mo steel when the hold period is very long. The creep-fatigue life decreased gradually with increasing the hold period. Hence, when the hold period is extremely long, the present model may lead a large error in life prediction. In such a case, Eq. (4) should be modified.    
4 CONCLUSIONS  A phenomenological model was proposed to predict the creep-fatigue life. In this model, three different factors, i.e., total strain range, hold time and temperature were included. The 304 stainless steel and grade 91 steel with different load conditions was used to verify the prediction capacity of the proposed model. The deviation of the predicted lives for the material was within a factor of two, indicting the present model is accepted as a more generalized expression. 
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ABSTRACT  Using tensile fracture stress testing, the effects of acid stripping, high temperature and high-temperature annealing on the tensile strength of silica optical fibers are investigated. The results confirm careful stripping by hot (~190 °C) concentrated sulfuric acid has a negligible effect on the strength. The statistical strength and scatter are reduced with an increase in temperature. A significant reduction in the strength of the fibers is found after annealing. Higher annealing temperature leads to a larger reduction in the strength. It is concluded that not only the temperature of testing, but also annealing treatment has marked effects on the strength of fibers.   
1. INTRODUCTION  Optical fiber sensors have several inherent advantages and provide attractive candidates for a wide range of industrial applications due to their small size, light weight, electrically passive operation, immunity to electromagnetic interference etc. (1). The implementation of optical fiber sensors requires a systematic study of the reliability of the optical fiber in such harsh environments where long-term reliability of critical industrial equipment should be guaranteed. With the increasing interest in optical fiber sensors in which the load is applied to fibers of a brittle material, it thus becomes more and more important to understand the factors which govern the strength of fibers.  The strength of silica optical fibers is known to be dependent on the atmosphere and moisture is a particularly important factor (2, 3). The strength of silica optical fibers has been studied for many years, but until quite recently most work was carried out at room temperature (RT) (4, 5). It has been shown that the effects of temperature on the strength of silica fibers are irreversible in a temperature range above 200 °C (2). Emphasis should be paid on the strength of silica optical fibers for sensing applications at high temperature.  In this paper, we investigate the effects of acid stripping, high temperature and high-temperature annealing on the tensile strength of silica optical fibers commonly used for fabrication of FBG by tensile fracture stress testing to present a clear account of the strength behavior. Some discussion of proposed mechanisms has been introduced for each effect to explain the results described in section 3, before conclusions. 
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2. EXPERIMENTAL DETAILS  Silica optical fibers used in this work are commercial single-mode fibers (Corning, SMF-28) with 125 μm in diameter and a ~60 μm thick dual acrylate coatings. The 350 mm coatings at the center of its gauge length were stripped by a hot concentrated sulfuric acid (98%) wash followed by a thorough acetone rinse. The coatings were removed by immersion bent optical fiber for 15–20 s in a sulfuric acid bath that was heated to ~190 °C by an oil bath. After acid stripping, acetone was used to clean the acid and residuals away from the surfaces of the fibers with which the stripped samples were suspended in the laboratory to avoid any contact, before tensile testing.  Uniaxial tensile fracture stress tests are used to obtain the tensile strength of optical fiber samples referring to an IEC standard (6). The tests were used a universal testing machine with a load cell of 200 N and two clamping devices which avoid damage and slipping of the sample, as shown in figure 1(a). The vertical tube furnace traversed with three calibrated K-type thermocouples indicated that the test section of the sample lay in a length of 100 mm soaking zone which is within ± 2 °C of the nominal temperature. The optical fiber sample was suspended vertically with a distance of 750 mm between the two axes of the gripping capstans with a diameter of 150 mm, as shown in figure 1(b). The fiber length to be tested was gripped at both ends and the fiber was subjected to tension until fracture occurs in the gauge length section of the fiber. The fiber fracture at the grip could be minimized by providing a surface friction that prevents excessive slippage. The section of the fiber that would not be tested around the capstan was wrapped two times without a crossover and it was secured at the end with an elastic band.   

  
 

Figure 1. Tensile test apparatus of optical fibers at high temperature.  In our experiment, a strain rate of 4% min-1 is selected for the speed control by applying the forces to the fiber via the movable clamp. A minimum of 15 specimens were tested and drop the lowest breaking fracture stress data point for each test condition. All specimens with the same length shall be pre-conditioned in the test environment for a minimum period of 30 min. The tensile tests should be carried out as soon as possible after acid stripping due to the time lapse between the acid stripping and the tensile testing has a major influence on the strength of stripped fibers (7). The ambient temperature is 26 °C with a tolerance of ± 1 °C and the relative humidity (RH) is 63% with a tolerance of 3% for the duration of the tensile tests. Strength measurements were taken in air. Great care was taken not to touch the fiber surfaces in any way before testing since the slightest mechanical abrasion was observed to weaken the silica. 
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3. RESULTS AND DISCUSSION  
3.1 Effects of acid stripping on the strength of silica optical fibers Optical fibers are almost always coated with a polymer during the draw process to protect their surfaces from mechanical damage introduced by subsequent handling. To investigate the strength of the fibers for high-temperature sensing applications, it is necessary to remove the coatings that allows the strength of the fibers to be obtained by direct contact with the test environment as the coatings would be burned off at high temperature and influence the mechanical behavior of the fibers (8). In this work, the coatings were stripped using hot concentrated sulfuric acid described in section 2. For comparison, the tensile fracture stress tests were performed on a set of as-received fiber samples and a set of stripped fiber samples in ambient conditions at room temperature.  Figure 2 shows the results of the tensile strengths for both as-received and acid stripped optical fiber samples, where a two-parameter Weibull model is employed to analyze the strength distribution of each set of experimental data. The Weibull modulus, m, is calculated using a linear regression method. The median fracture stress and the mean strength determined by statistical analyzes of the data for the stripped samples are 4.715 GPa and 4.568 
± 0.369 GPa respectively, corresponding to ~3% and ~6% smaller than those for the as-received samples. The strength distribution of the stripped samples is wider than that of the as-received. The results confirm that careful complete stripping has a negligible effect on the strengths of fibers but causes an increase in the scatter of the strength data, which are entirely consistent with those observed by Matthewson et al. (5). There is no evidence that the acid stripping does anything other than slightly change the environment on the fiber surface. A small number of low strengths shown in figure 2 probably indicate poor handling rather than degradation by the stripping process itself.  
3.2 Effects of high temperature on the strength of silica optical fibers For application in power plant, individual stripped fibers were suspended in the vertical tube furnace and tested at 300 °C and 540 °C in order to obtain strengths of fibers at high temperature in comparison with those at RT. Individual fiber strengths are plotted in figure 3 where the test temperatures are differentiated. It is apparent that the small scatter could be achieved with the fiber samples tested at RT. The scatter is much larger for the samples tested at 300 °C than that for the samples tested at RT, and the scatter is much reduced for the samples tested at 540 °C but still remained greater than that for the samples tested at RT. The strengths and Weibull modulus as a function of temperature are shown in figure 4. In general a statistical decrease in tensile strengths of the fibers is obtained with an increase in temperature even though the differences in upper and lower limit of the confidence interval, as well as Weibull modulus. The results above indicate that the strength decrease at high temperature may be accounted for specific flaws on the fiber surface which are formed and grew at high temperature.  

 
Figure 2. Weibull plot of the  

tensile strengths for the  
as-received and the acid stripped  

fibers tested at room temperature. 
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Figure 3. Weibull plot of tensile 

strengths for the stripped fibers tested 
at room temperature, 300 °C and 540 °C. 

Figure 4. Tensile strength and 
Weibull modulus for the stripped 

fibers as a function of temperature.  
3.3 Effects of high-temperature annealing on the strength of silica optical fibers Considering the fabrication process of regenerated fiber Bragg gratings, further investigation of strength was conducted on two sets of stripped optical fibers in air after annealing process described previously (9). Five stripped fiber samples were suspended vertically in the furnace and annealed at 500 °C or 900 °C at one time while mounted on the movable clamp. In order to prevent the fibers being damaged by moisture and accident these samples were subsequently tested at RT as rapidly as possible which occupied at most a further 10 min. Figure 5 shows the tensile strengths of the annealed fiber samples tested at RT, compared with those of the samples tested at RT, 300 °C and 540 °C without annealing. The experimental results demonstrate that annealing process leads to a significant reduction in strengths of the silica optical fibers. The variation of mean strength and Weibull modulus with test condition reveals that the strength of the annealed samples is much reduced and smaller than that of the samples tested at RT, even at 300 °C and 540 °C without annealing, as shown in figure 6. Thus, not only the high temperature introduces the irreversible reduction in the strengths of fibers heated at 300 or 540 °C, but a further weakening occurs on cooling (2). Figure 6 also demonstrates that Higher temperature of annealing could lead to a larger reduction in 

  
Figure 5. Weibull plot of the tensile 

strengths for the fibers tested at room 
temperature (26 °C) after annealing at 

500 °C and 900 °C respectively, compared 
with those for the fibers tested at room 

temperature, 300 °C and 540 °C. 

Figure 6. Tensile strengths and Weibull 
modulus for the fibers tested at room 
temperature after annealing at 500 °C 

and 900 °C respectively, compared 
with those for the fibers tested at room 
temperature (26 °C), 300 °C and 540 °C. 
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strength of the fibers. One possible explanation is that sufficient water is absorbed to give the stress-induced water reaction and lower strength during cooling to room temperature in air.   
4. CONCLUSIONS  Using tensile fracture stress testing, the effects of acid stripping, high temperature and high-temperature annealing on the tensile strength of silica optical fibers are investigated. Some conclusions obtained from the investigation are as follows:   (1) Stripping the acrylate polymer coatings from the fiber by immersion in hot (~190 

°C) concentrated sulfuric acid has a negligible effect on the tensile strength of the fibers, while leading to the relatively high scatter on the strengths, provided the process is conducted with sufficient care.  (2) The temperature of testing has a considerable effect on the strength of the fibers. The fibers tested at higher temperature are weaker than comparable fibers tested at lower temperature, as well as the larger scatter on the strengths.  (3) High-temperature annealing has a significant effect on the strength of the fibers. Higher temperature could lead to a larger reduction in the strength of the fibers.   Such research provides potentially useful experimental values for the design, fabrication and reliability evaluation of optical fiber sensors used at high temperature. Further investigations into the failure mechanisms of silica optical fibers for high-temperature sensing applications should be completed based on analysis of the fracture faces.   
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ABSTRACT     Numerically modelling the failure of aluminium foam sandwich panels with fibre metal laminate skins subjected to high velocity impact has not been adequately conducted.   A few papers reported the dynamic failure behaviour of aluminium foam sandwich panels subjected to impact, but the perforation of aluminium foam cored sandwich panels was rarely modelled. This paper reports a numerical model that models the perforation of an aluminium foam sandwich panel with fibre metal laminate skins subjected to high velocity impact using the commercial code LS-Dyna. The modelled results are compared to those from the experiment. The residual velocity from the modelling was found extremely close to the test result. The top fibre metal laminate was stuck to the wall of the perforated foam hole and the bottom fibre metal laminate was petaled, both of which matches very well with failure of the tested panel.   
 
 
1 INTRODUCTION  Sandwich panels with aluminium (AL) foam core and fibre metal laminate (FML) face sheets exhibit superior material properties, such as light weight, high energy absorption and high impact resistance (1). Hybrid sandwich panels of this sort have the potential to support the development of future military, marine and aerospace facilities (2). Impact response of the sandwich panels therefore becomes one of the top concerns and has attracted significant research interests in the past decade.    Finite element modelling as a robust and versatile numerical tool for the analysis and modelling of engineering structures, especially for complicated structures under complex loadings, has been used to model the impact performance of sandwich panels with aluminium foam core successfully. It has been demonstrated to be a very effective method for investigation of the impact response of aluminium foam cored sandwich panels subject to various impact loadings such as low velocity impact (3), bird strike (4), explosion (5) and high velocity impact up to 186 m/s (6). However, these literatures focus on numerical modelling of aluminium cored sandwich structures with monolithic metal skins rather than FML skins.    In this paper, a finite element model and analysis procedures are developed in the commercial finite element code LS-DYNA to model the high velocity impact response of a type of aluminium foam/FML hybrid sandwich panel. The impact response of the panel subjected to an impact from a steel ball bearing at an impact velocity of 210 m/s is modelled using the developed finite element model and procedures. The numerical results are compared to those obtained from experiment to validate the numerical model developed in this paper.  
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Figure 1 Compressive stress-strain curve of 

AL foam at 2 mm/min loading rate 
Figure 2 Geometric models of the 

panel and the projectile 
 

 
2 FINITE ELEMENT MODEL FOR IMPACT MODELLING  The impact response of an AL foam/FML hybrid sandwich panel fabricated and tested by the authors recently is modelled using the developed numerical model. The tested sandwich panel is of 120 mm × 120 mm × 23 mm and restrained at all the edges. It was seated on a platform with an 80-mm-diameter circular hole when testing. Thus only the circular part of the panel of 80 mm in diameter is modelled with fully fixed boundary conditions. The panel is of a combination of AA/GF/Foam/GF/AA, where 'GF' stands for one ply of plain woven E glass fibre (0°/ 90°) and ‘AA’ for one layer of AL alloy sheet 5005. The FML face sheets are comprised of a 1 mm thick AA layer and a 0.5 mm thick ply of GF and epoxy. The 20-mm-thick foam core is of 0.3 g/cm3, and the tested compressive stress strain curve of the AL foam is shown in Figure 1. The material property parameters of the AA, GF and AL foam are given in Table 1, 2 and 3 respectively. The panel was subjected to an impact from a 7.05-gram steel ball bearing of 12 mm in diameter fired from a gas gun facility at a velocity of 210 m/s. The geometry of the panel and the projectile is shown in Figure 2. As seen in Figure 2, the steel ball deviated from the centre of the panel because in the experiment the projectile deviated about 22 mm from the centre of the panel and the platform in the testing.  It should be noted that in gas gun test, it is hard to guarantee that the projectile will impact on the centre of the panel.   The finite element modelling is conducted utilizing the commercial code LS-DYNA. The projectile, the AAs and AL foam are meshed using the eight-node hexahedron  solid elements, in which transition and rotation are considered, while the two layers of glass fibre/epoxy prepregs are meshed using the Belytschko-Tsay shell elements with  four integration points through the thickness. Considering symmetry, a half of the model is built for computation efficiency.  
2.1 Material models  The foam material model used is the well-known crushable foam model (7), in which strain rate effect is considered. But in this paper, strain rate effect is not taken into account as rate dependence in low density AL foam is very limited (8, 9). The AA layers are modelled using the simplified Johnson Cook material model (7). Different from the full Johnson Cook material model, temperature and erosion is not considered in the simplified model. The GF plies are modelled using the Composite Damage model based on the Chang-Chang criterion (7). These material models exclude the erosion criteria inside, and the maximum principle strain and maximum shear strain principles based on the erosion criteria are employed to enable damage and fracture modelling. Since the projectile is of much higher level of stiffness than other materials of the sandwich panel, it is regarded as a rigid body.  
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Table 1: Parameters for the E glass/epoxy (10) Density ( 3/kg m ) Poisson’s ratio Young’s modulus(GPa) Shear Modulus(GPa) 
Prba Prca Prcb Ea Eb Ec Gab Gbc Gca 2000 0.0575 0.0575 0.33 54 9.4 9.4 5.6 5.6 5.6 Shear strength (MPa) Longitudinal tensile strength  (MPa) Transverse tensile strength (MPa) Transverse compressive strength ( MPa) Ultimate strain (%) 

76 1900 57 285 3.5 
 

Table 2: Parameters for Al 5005 (11) 
Density 
 
( 3/kg m ) 

Poisson’s 
ratio 

Young’s 
modulus 

Static yield 
limit 

Strain 
hardening 
modulus

Strain 
hardening 
exponent

Strain rate 
coefficient 

2700  0.33 65.04 GPa 369 MPa 684 MPa 0.73 0.0083 
 

Table 3: Parameters for the aluminium foam  
Density Young’s Modulus Poisson’s 

 Ratio (12) 
Tensile stress 

cut off (13) 
Damping 

coefficient 
300 kg/m3 0.037 GPa 0 0.012 GPa 0.1  

2.2 Contact algorithms  Three types of contact algorithms are employed to define different contact conditions in the model. The Erosion Contact type is selected to define the relation between the projectile and components of the sandwich panel, i.e. the AA layers, GF plies and AL foam. The Tie Break Contact type is adopted to define the bonding of the adjacent components in the sandwich panel. The general 3D contact type is used to define the location relationship of the components having no initial contact in the sandwich panel to correctly model the failure of the sandwich panel.    
3 FINITE ELEMENT MESH AND CONVERGENCE STUDY    For computation efficiency a dense mesh is employed in the vicinity of the impact area while the other areas are divided into several regions with each region discretized by 
n n  mesh as shown in Figure 3. For convergence study, four values of n are considered and tested, namely, 5, 10, 15 and 17, and the foam through the thickness is meshed using 25, 60, 60 and 60 elements respectively. The finite element model is employed to model the impact response of the panel subjected to the impact from the steel projectile and the residual velocity of the projectile is computed. It is found that the computed residual velocity of the projectile at n=17 is extremely close to that at n =15 (see Figure 4) and this means a converged result can be obtained when n =15. The finite element mesh when n=15 is shown in Figure 5.  

 
Figure 3 Mesh solution Figure 4 Convergence study 
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Figure 5 Finite element mesh Figure 6 The Computed residual 

velocity-time curve 
 

4 NUMERICAL RESULTS  The computed residual velocity versus time curve is shown in Figure 6. The computed residual velocity of the steel ball bearing is 106 m/s, and this agrees well with value from the testing of 110 m/s. Figure 7 compares the failure mode of the panel obtained from the numerical modelling and experiment, and it is found that they match each other well.  The modelling shows that the top FML skin is fully perforated and tightly stuck to the wall of the perforated foam hole, and this is coincident with that happens in the experiment. At the back face, the AA layer petals and the crack are well modelled and matches well with that in the testing. But the bottom GF layer failure in the test is not exactly the same as that presents in the modelling. This may result from the erosion principles employed. When the maximum principle strain reaches the set value, elements are eroded and deleted. As a result, no elements standing for GF prepreg ply are left in the central area while in the testing the GF prepreg is still in the impact area even though failure occurs.  Overall, the numerical model can simulate the failure of the hybrid panel subjected to high velocity steel ball bearing impact very well.  
 
 
 
 
Front 
Face 

 

 
 
 
 
Back 
Face 

 
 Testing                     Modelling 

Figure 7 Comparison of panel failure from testing and modelling  
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5 CONCLUSION  A finite element model and impact modelling procedures are developed to simulate the high velocity impact response of hybrid sandwich panels with AL foam core and FML skins. The developed numerical model is used to model the impact response of a sandwich panel with Al foam core and FML skins comprised of aluminium alloy sheets and E glass fibres. A convergence study is conducted and the finite element mesh can generate convergence result.  The computed residual velocity of the projectile and the failure mode of the sandwich panel obtained from the numerical modelling are compared to those obtained from experiment and numerical results agree very well with those obtained from the experiment. It is demonstrated that the developed numerical model can simulate the impact response of the sandwich panel accurately and effectively.    
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ABSTRACT  In order to reduce the risk of cargo leakage in case of ship-to-ship collision, in this paper, a novel bulbous bow is introduced. A numerical simulation by using FEM was conducted to validate its effectiveness compared with the conventional one. Collapse mechanism, force-time curves of the novel bulbous bow structure were investigated and compared with those of conventional bow structure. The computed results indicate that the novel bulbous bow structure is expected to be efficient to reduce the risk of cargo leakage, and the approach of modification on the bulbous bow structure in ship collision accidents protection is reasonable.   
1. INTRODUCTION  Bulbous bow can help to reduce a ship’s resistance and thus to save the fuel consumption up to 15%, however, it is also regarded as a threat to a struck ship in collision accidents because it may generally penetrate the side shell of the vessel, which may cause the leakage of hazardous goods. How to avoid the serious consequence of ship-to-ship collision accidents through the bulbous bow design have become a focus of ship design.  So far many investigators have studied the behavior of bulbous bow structure in collision accidents. Zhang (1) used analytical and numerical methods to analyze ship-ice collision, and summarized the regularity of the damage deformation of the ship, the collision force and the energy absorption under different working conditions. Yamada & Endo (2) investigated that the crashing mechanisms of the buffer bulbous bow with a transverse stiffening system and verified the effectiveness of a prototype buffer bulbous bow structure in ship-ship collisions as compared with that of standard bulbous bows by conducting a series of large-scale finite element analyses.  The aim of collision protection is to ensure the intact of cargo hold instead of bulbous bow. Therefore, many novel bulbous bow types concerning collision protection have also been proposed. Cheung(3) put forward the concept design of buffer bow. Endo et al. (4) raised a bulbous bow design by using low yield point steel to accelerate the bow bending process in oblique collision scenarios. Tautzet al. (5) estimated removing the longitudinal structural elements in foremost part of the bulbous bow, which would increase the bow’s energy absorption ability.  
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2. MECHANICAL PROPERTY FOR BULBOUS BOWS 
 
2.1  Material properties for steel High tensile steel like HT690 has a very high yield point and demonstrates a reduced plastic ductility and brittle fracture behavior as compared with mild steel (6). Figure 1 illustrates the engineering strain and stress for brittle steel (high tensile steel, e.g., HT690, HT460) and ductile steel (mild steel, e.g., MS235).  It is considered that from the right material curves, the higher a material’s strength, the lower the fracture strain. That is the source of the novel bulbous bow idea.  
2.2  Constitutive models for steel The true stress-strain relationship material models in the following form were used in this paper (Zhang et al. 2004): 

nC   Where ln(1 )
g

n A  ,  /
n

m
C R e n   

 Ag is the maximal uniform strain and Rm is the ultimate tensile stress. 
 
2.3  Failure criteria During the stimulation, when the effective plastic strain reaches the predefined failure stain, the element will be deleted from the FE model. Considering the mesh size effect, the following definition for failure strain was used in this paper. 
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t
l A
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 where Ag is the uniform strain and e is the necking strain, t is the plate thickness and Lc is the characteristic length for individual element.    
3． COLLISION SIMULATIONS  The collision scenario, as shown in figure 2, is assumed to be that the striking vessel with a bulbous bow collides perpendicularly with a double hull container vessel in full loaded condition, with main dimensions shown in table 1. 
 

Table 1 The principle dimension of two vessels Item Value Unite Length 230 m Breadth 32 m Depth 19 m Scantling draught 12 m Length of bulbous bow 7.5 m Displacement 5.7*107 kg 

 
Figure 1 Engineering strain and  

stress for brittle steel and ductile steel 
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The forward speeds of both vessels are taken into account in this simulation as it is assumed to be a more real collision scenario (see table 2).   
Table 2 The velocity of the vessels in this simulation 

 Description Velocity (m/s) Striking vessel Struck vessel case 1 Bow with HT690 4.5 6.5 case 2 Bow with MS235 4.5 6.5  Considering the fact that full structure modeling would spend plenty of time and make the computation almost impossible since a tremendous finite element exist, in other hand, the collision mostly occurred in the a specific, small areas compared to the whole structures, in this paper, the dimension of the plates, stiffeners and holes in this FE model are precisely modeled according to a conversional container vessel using GL Poseidon software (POSEIDON, 2003), as shown in figure 2. 
 The idea of novel bulbous bow is to use the brittle fracture behavior of high tensile steel to realize the quickly separation of the bulbous bow in a collision accident. When such a long and sharp bulbous bow collides with another vessel, the plate made of high tensile steel would break quickly under the combination of large compression force and shear force induced by collision. With the motion of the struck vessel, the bow tip can separate, which would keep the bow tip from penetration into another vessel’s cargo hold.   
4． RESULTS OF THE SIMULATION 
 
4.1  Overall structure deformation It can be seen in the simulation for both cases that the differences of the overall structure behaviors of the bow and double hull occurred at 0.619s in figure 3-4. Before the differences, the outer shell plate of the struck ship was penetrated at about 0.16s, whereas the bow structure had almost no deformation and damage for both cases.  

 
Figure 3-4 Deformation for side shell in case 1(L) and case 2 (R) at time 0.619s  

 
Figure 2 Overview of the collision 
model with beam elements visible 
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As shown in figure 3, a buckling failure of the strip plate of bulbous occurred at time 0.619, and then 0.2s later the plate ruptured rapidly. Therefore the quickly separation of the bulbous bow will prevent the inner shell plate from penetrating, as shown in figure 5.  In case 2, the bulbous bow is conventional one with mild steel, the inner plate of the struck ship began to break down at 0.619s as shown in Figure 4 and was penetrated seriously at 0.8s as indicated in figure 6. Through comparing the results of both cases, it can be seen that positive separating bulbous bow can be efficient to reduce the risk of cargo leakage in case of ship collisions.  
 

    
Figure 5-6 Deformation for side shell in case 1 (L) and case 2 (R) at time 0.8s  Through comparing the results of both cases, it can be seen that positive separating bulbous bow can be efficient to reduce the risk of cargo leakage in case of ship collisions. 

 
4.2  Time history of contact force For both cases, time history of resultant force is presented in figure 7. The contact force fluctuates indicates that the failure of the structure appeared during the collision and the collision was a complicated process.  The curves of resultant force for both cases were nearly the same in first 0.619s, and afterward varied respectively until the end of the simulation, as shown in Figure 7. 
 
4.3  Time history of energy transformation For both cases, time history of internal energy was almost the same in the whole simulation, as shown in the Figure 8.  
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Figure 8 Comparison of internal energy  Figure 9 Energy dissipating distribution 
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For case 1, prior to collision, the total energy storage in two vessels behave in form of kinetic energy, as indicated in the Figure 9. During the simulation, the kinetic energy of the structures transformed into internal energy, sliding energy and external energy until declined to 1617Mpa at t=0.8s. The dissipated energy accounted for 7.18% of the total energy.   
5. CONCLUSION  An integrated analysis of ship-to-ship collision was presented in this paper. A numerical simulation using FEM was conducted to produce computed results to be used as the reference for the effectiveness of the proposed bulbous bow.  Based on simulation analysis of ship-to-ship collision, it can be concluded that the outer shell plate ruptured quickly after the collision happened, and the proposed bulbous bow can avoid the inner shell plate to be penetrated, which would reduce the risk of cargo leakage. Collapse mechanism, force –time curves were also investigated to validate the availability of this kind of bulbous bow compared to a conventional one.  The finding of this paper can provide useful reference for the study the ship-to-ship collision, and also have a good effect on protecting environment. In the future, the proposed bulbous bow should be further developed to account for varying angles of collision.   
6.  REFERENCES 
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ABSTRACT  The energy absorptions of crashworthy structures composed of welded aluminium alloys were evaluated using finite element analysis (FEA). In the FEA, a damage-mechanics model was employed as a material model for the parent aluminium alloys and the welding materials. For the welded regions, several combinations of material parameters included in the damage-mechanics model were examined. Using the numerical results, sensitivity of the energy absorption to the material parameters was assessed. Results of the sensitivity study clarified which parameters had the largest effect on the energy absorption. 
 
 
1 INTRODUCTION 
 In railway systems, the integrity of areas occupied by passengers and crews, called a survival zone, must be preserved in the case of a collision accident. In order to secure the integrity of the survival zone, a structure for absorbing the collision energy, called a crashworthy structure, is deployed at the end portions of a railway’s rolling stock (1).   Numerical simulation using finite element analysis (FEA) plays an important role in evaluating the energy-absorbing ability of crashworthy structures and so many types of crashworthy structures have been designed using FEA (2, 3). For a crashworthy structure composed of welded aluminium alloys, the energy absorption can be accompanied by fractures at the welded regions. In FEA, it is therefore crucial to accurately predict these fractures and to properly evaluate their effect on the energy absorption because they lead to degradation of the structural energy absorption (4).  In this paper, numerical simulations applying FEA were performed to simulate the collapse of two types of crashworthy structures and to evaluate their energy-absorbing abilities. A damage-mechanics model was employed as a material model for the parent aluminium alloys and the welding materials. In the FEA, for the welded regions, a range of material parameters included in the damage-mechanics model was examined. The numerical results were then used for a sensitivity study to clarify which material parameter had the largest effect on the energy absorption.  
 
2 CRASHWORTHY STRUCTURE  Two types of crashworthy structures deployed at the end portions of intermediate vehicles were designed, the schematics of which are shown in Fig. 1. Both structures are composed of welded aluminum alloys. STRUCTURE A consists of a crushable zone in 
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which plastic deformation is allowable and a survival zone representing the part of the passenger’s area to be preserved. As shown in Fig. 1(a), it contains part of a door frame in the crushable zone, whereas the whole part of STRUCTURE B is a crushable zone, as indicated in Fig. 1(b). Beneath the floor of STURCTURE B, energy-absorbing blocks are attached by welding. The aluminium alloys used in the crashworthy structures and their static mechanical properties are listed in Table 1.                                          (a) STRUCTURE A                                                      (b) STRUCTURE B 
Figure 1 Overview and schematic of designed crashworthy structures.  

Table 1 Static mechanical properties of aluminium alloys used in crashworthy 
structures.  A5083P-O A6N01-T5 A7N01-T5 A6063-T5 Application Body panel, roof Floor Pillar, door frame Energy-absorbing block Young’s modulus [GPa] 70.0 69.0 70.4 67.5 Yielding stress [MPa] 164 235 315 110   

3 NUMERICAL SIMULATION  
3.1  Material model A damage-mechanics model was applied as a material model for the base aluminium alloys and the welding material. In this work, we used a Gurson-Tvergaard-Needleman (GTN) model in which ductile fractures are represented by the nucleation, growth, and coalescence of micro-voids (5).    In the GTN model, the yielding condition is provided as 
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where eqσ  and hσ are the equivalent and mean stresses of the material containing a void, respectively, and Mσ is the equivalent stress of the matrix. q1 and q2 are constants 

 

500mm 

x z 

y 

Floor 

Crushable zone 
Survival zone 

Collision 
pillar Body panel

Door frame

Roof 

Longitudinal 
direction 

Body panel 

 Longitudinal 
direction 

Crushable zone 

Body panel 

Roof 

Energy-absorbing 
block 

Floor

x z 

y 

500mm Body panel 

174



and set to central values of 1.5 and 1.0, respectively, as determined by Tvergaard (5). 
*f  is a function of the volume fraction of void f and defined as 
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where Cf  and Ff  are the void volume fractions at which the void coalescence starts and the final fracture occurs, respectively. Variations of f with respect to time are expressed as the summation of void nucleation and growth, 
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where p

Mε  and p
kkε  are effective plastic strain of the matrix and plastic volumetric strain, respectively, and Nf , Nε , and NS  are respectively the volume fraction of particles causing the void nucleation, the mean value of equivalent strain at which a void nucleates, and the standard deviation of Nε . At the right-hand side of Eq. (3), the first term represents the void nucleation and the second the void growth.   In the FEA, for the welded regions, several values of the material parameters relating to the fracturing, Nf , Nε , Cf , and Ff , were examined. As for A6N01-T5, A7N01-T5, and A6063-T5, whose yielding stresses degrade in the vicinity of the welded regions, several values of the yielding stress Yσ  were also examined.   

3.2  FE Modelling Overviews of the FE models for both structures are shown in Fig. 2(a) and (b). Since the designed crashworthy structure was in a plane-symmetrical conformation against the longitudinal axis, the simulation was of a 1/2 model. The crashworthy structure was collapsed by the movable rigid wall from one side while fixing the displacement at the other side. Similar to previous research (4), the normal element size was selected as 10 mm, and for the regions where deformations concentrate, the finer size of 3 mm was applied. Numerical conditions for the FEA are listed in Table 2. A commercially available FE code, LS-DYNA version 971®, was applied.              (a) STRUCTURE A                                                      (b) STRUCTURE B 
Figure 2 Overviews of FE modelling of crashworthy structures.   

Movable rigid wall Fix Symmetry plane Movable rigid wall Fix Symmetry plane 
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Table 2 Numerical conditions for FEA. Element size Number of elements Number of nodes Normal Fine STRUCTURE A STRUCTURE B STRUCTURE  A STRUCTURE B 10 mm 3.0 mm 3.9 × 105 3.0 × 105 3.7 × 105 2.4 × 105 
 
 
4 DISCUSSION  Typical results obtained from the FEA are shown in Fig. 3. Specifically, for the fractures at the welded regions for STRUCTURE A and the progressive plastic buckling of the energy-absorbing block for STRUCTURE B, experimental results obtained from compression tests using full-scale mock-ups of the crashworthy structures (4) are shown.               (a-1) Side view           (a-2) Fractures at welded region in lower side of door frame (a) STRUCTURE A             (b-1) Side view                     (b-2) Progressive buckling of energy-absorbing block (b) STRUCTURE B 
Figure 3 Numerical results obtained from FEA and experimental results obtained 

from compression test using full-scale mock-up (4).  As indicated in Fig. 3, the FEA using the GTN model can accurately predict both the fracture initiation and the plastic buckling behaviours. Therefore, using the results obtained from the FEA is a worthwhile means of evaluating the sensitivity of the energy absorption to the material parameters relating to the fractures.  In order to conduct the sensitivity study, a sensitivity index was calculated as follows: 
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where Ea is the absorbed energy obtained from the FEA and pi represents the material parameters in the welded regions normalized by those in the corresponding base aluminium alloys fN/fN0 etc. where the subscript 0 represents the parent aluminium alloy. In Eq. (4), aE and ip are the average values of Ea and pi, respectively. We approximated the relationship between pi and Ea with a method of least squares to calculate the differentiation in Eq. (4).   The sensitivity indices obtained from Eq. (4) are listed in Table 3. As shown, the sensitivity of the energy absorption to fN is the largest and the sensitivity to σY is smaller than the sensitivity to the parameters relating to the fractures for STRUCTURE A, whereas that to σY is the largest for STRUCTURE B. These results are related to the following phenomena occurring in the crashworthy structures: in STRUCTURE A, the fractures occurred at the welded regions and were measurable as indicated in Fig. 3, and in STRUCTURE B, the energy was mainly absorbed by the progressive plastic buckling of the energy-absorbing blocks and the fracture initiation was negligible (3, 4).  From the above, we conclude that the sensitivity study based on FEA using the GTN model is effective for quantitatively evaluating the effect of fractures on the energy absorption of crashworthy structures.   
5 CONCLUDING REMARKS  In this paper, the energy absorptions of two types of crashworthy structures were numerically evaluated using FEA. In the FEA, the GTN model was employed as a material model and several combinations of the material parameters included in this model were examined. Using the numerical results, sensitivity indices correlating the energy absorption to the material parameters were calculated. From the sensitivity study, the volume fraction of the particles causing the void nucleation was found to have the largest effect on the energy absorption for STRUCTURE A, whereas the yielding stress of the welded regions in the energy-absorbing blocks was the largest for STRUCTURE B.    
REFERENCES 
 [1] Scholes, A. & Lewis, J. H. (1993) Proceedings of the Institution of Mechanical Engineers, 
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Table 3 List of sensitivity indices. 
iα  

pi STRUCTURE A STRUCTURE B 
σY/σY0 0.0301 0.126 
fN/fN0 0.116 0.103 
εN/εN0 0.0334 0.0175 
fC/fC0 0.0601 0.0682 
fF/fF0 0.0568 0.0594  
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ABSTRACT  Due to its unmatchable advantages, the air cushion vehicle (ACV) was widely applied in the field of economy and military. So far, there is no specialized strength assessment of ship structures for the ACV. A reliable assessment method for structural strength is the key to ensure the ship safety. Therefore, it is necessary develop a suitable strength assessment method. One finite element model of a ACV is built in this paper. Then, the strength of ACV of the ship structure is assessed.   
1 INTRODUCTION  The ACV suspends on the water or land by the pressure of air cushion. This special theory makes the ACV used rapid widely, such as the cargo transportation on marsh area and island landing campaign (1). First of all, the air cushion makes a big difference between the ACV and general ships on the structure and loading characteristic. In the next place, in order to improve efficiency, the weight of the hull is tend to be reduced as far as possible with the maximum rigidity. The last, there is no specific rules and research about the strength assessment of ACV for the moment. Therefore, it is necessary to estimate the structure strength reasonably for the using and development the ACV.  In the first place, according to the ACV wave loading test results, the loading features of the ACV are analyzed. Then the main loading state was determined and the reasonable design values of loading component in every loading state were calculated and shown in the paper. After that, using the relevant rules for reference, the strength of the sample ship was assessed by the finite element method. So far, it has formed a set of complete and reasonable process of strength assessment of the ACV.   
2 TO ESTABLISH THE FINITE ELEMENT MODEL OF THE WHOLE SHIP  In order to estimate the ship’s structural strength, a finite element model is necessary to get the structural stress response. In this study, the finite element model of the ACV was modeled by MSC.Patran that is reliable to simulate structures properly proved by massive case histories.  
2.1 Mesh generation Due to the asymmetry of the ACV, the full width finite element model is used. The plate units are used to simulate deck, side shell, buoyancy tank roof, airway deck, bulkhead and bottom. The stiffeners, longitudinal girders, cross girder of suspended framing and webs perpendicular to the panels of main supporting components are represented by beam elements (2). 
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2.2 The finite element model The coordinate system of model adopted Cartesian coordinates and the origin located at the intersection of longitudinal section in the zero frame and baseline. The whole ship structure finite element model is shown in figure 1. 
 

 

Fig.1 The finite element model of ACV 
 
 
3  THE DETERMINATION OF LOAD  When navigating in the sea, ACV was supported off waves by high-pressure gas. While conventional ships are floating on the waves. Therefore, the ACV no longer suffers water pressures, instead of gas pressure. And a reasonable estimate on the effects of high-pressure is the key to ensure the strength assessment of the structure safely.  
3.1 The goods pressure According to relevant data, the pressure of goods was selected as following. There are five tracked vehicles on the deck of buoyancy tank, each of which full fighting weight is 13300 kg and the pressure is 51274.6 Pa. The ballast distribution is shown in figure 2.  
3.2 The static air cushion pressure According to the theoretical calculation of the simplified model, the static air-cushion pressure is 4447.4Pa (the front air chamber) and 5437.78Pa (the back air chamber).  
3.3 The wave impact pressure and dynamic air cushion pressure When waves impact on the bow and stern, there will be sagging bending moment lead by larger hydrodynamic impact, and the moment will cause the most dangerous state for the hull (3). The wave impact pressure is calculated according to the “Rules For Construction And Classification Of Sea-going High Speed Craft” (4).  When the wavelength is close to the length of the ship, the bow and stern are impacted by the waves at the same time, the wave trough is at the hull medium, wave crest is at the bow and stern, then the pitching could be regarded. Wave impact pressure at stern should be around 18000Pa. The wave loading test shows that the dynamic air cushion pressure of every gas chamber varies well-proportioned and synchronously. According to the test conclusion and d'Alembert principle, base on the rules calculation result, a group of reasonable dynamic pressure distribution was obtained.  

 

Fig.2 The good mass distribution 
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3.4  The torsion loading As the theoretical calculation is immature at this stage, the torsion loading method was referred to “Rules for the Classification of Trimarans” (5) and combined with the characteristics of hull structure. To take the torsion peak loading as an example. According to the rules, the torsion distribution was determined and shown in figure 3.  

 
Fig.3 The torsion distribution 

 According to loading principle by the rules given, combining with the hull structural characteristic, transverse bulkheads or transverse strong frames were selected to load on. The torsion loaded on frame was the torsion difference between the adjacent two sections (ΔMT=MT2-MT1). The forces in the same numerical value but opposite direction were loaded on both sides of the transverse bulkheads or transverse strong frames. The valley of torsion was to be loaded by the same method.  
3.5  The bending moment loading The loading method of bending moment on the longitudinal section in center plane was also referred to the rules (5) and combined with the characteristics of hull structure.  The bending moment was loaded on both sides of the bottom of buoyancy tank (the lower edge of buoyancy tank side shell), and distributed uniform along the longitudinal line, make sure that the bending moment would reach the design target.   
4 THE RESULT AND ANALYSIS OF STRESS CALCULATION  The calculation results are shown in figure 4-5:  

  

Fig.4 The stress cloud (hogging)     Fig.5 The deformation cloud (hogging)  In order to reduced weight, the aluminium-magnesium alloy is adopted on the main hull. According to the Rules For Construction And Classification Of Sea-going High Speed 
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Craft(3), the allowable stress is shown as follows: [σ]=0.85σsw, [σx]=0.75σsw, [τ]=0.36σsw. The stress and check results are shown in table 1-2: 
 

Table 1 The stress results in the case of hogging with ahead sea state Components σ σx τ Evaluation deck 54.9 53.7 41.0 Yes buoyancy tank roof 20.9 -13.1 20.5 yes airway deck 39.7 -38.3 -23.9 Yes buoyancy tank bottom 63.4 -38.9 -27.6 Yes side shell 103.0 59.4 -29.6 Yes longitudinal bulkhead 56.1 -47.2 -23.6 Yes 
 

Table 2 The stress results in the case of sagging with ahead sea state Components σ σx τ Evaluation deck 147.1 -140.7 56.7 Yes buoyancy tank roof 59.7 34.6 32.2 Yes airway deck 83.0 70.5 41.2 Yes buoyancy tank bottom 111.9 102.1 -50.5 Yes side shell 148.2 -151.2 60.2 Yes longitudinal bulkhead 206.8 -181.2 -98.4 no  By analyzing the results of stress, it is found that the stress of longitudinal bulkhead exceeded the allowable stress in lifting sagging condition. Therefore, it is necessary to refine the unqualified units and around. According to the Appendix II of (3), the allowable stress should be 1.45 times of the original. The stress results are shown in table 3:  
Table 3 The stress result after refined Refined part Unit size (mm*mm) Allowable stress (MPa) Actual stress (MPa) Evaluation longitudinal bulkhead 50*50 269.7 199.8 Yes  The refined model of longitudinal bulkhead is shown in figure 6 and the stress cloud of refined longitudinal bulkhead model is shown in figure 7:  

  

Fig.6 The refined model         Fig.7 The stress cloud of refined model 
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It can be known by the tables and figures that the maximum stress was 103MPa in the case of hogging with head sea state, which match the allowable stress of the hull plate. However, the maximum stress was 207MPa in the case of hogging with head sea state, which appeared on the hatch corners of longitudinal bulkhead. Therefore, the refined model was calculated, and it satisfied the rules.    
5 CONCLUSION   It can be seen through the above data analysis, the ACV meet the requirements of rules very well. The actual stress of the most structure is lower than the allowable stress relatively in the most conditions. It implied that, to a certain extent, the ship structure can be further optimized, so as to increase the economic benefit by improve the utilization rate of the material of the ship. In this paper, after assessing the strength of the sample ship, it has formed a set of complete and reasonable process of strength assessment of the ACV.   
REFERENCES 
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ABSTRACT  In Failure Assessment Diagram based on failure evaluation techniques, it is important to determine normalised stress intensity and load ratios accurately. In this paper, a new super element is developed and implemented into commercial FEA software ABAQUS® with user defined element for determining normalised stress intensity and load ratios simultaneously with one step linear analysis. The capacity of proposed super element has been assessed by the classic example of cylinder with circumferential through crack under axial tension and bending. The results obtained from the super element are quite consistent with predictions based on analytical models.  
 
 
1 INTRODUCTION 

 The concept of Failure assessment diagram (FAD) has been well accepted and has been implemented into failure assessment codes and standards such as BS 7910(1), CEGB R6 (2), API 579(3, 4) etc. At present, FAD has been widely used to perform failure assessment of engineering structures such as pressure vessels, pipes and joint etc (5-9).  A typical FAD is shown in Fig. 1. In this figure, the ordinate, fracture ratio Kr, which is ratio of linear elastic stress intensity factor KI to the material fracture toughness 
KIC, indicates the proximity to failure by brittle fracture while the abscissa, load ratio 
Lr, which is the ratio of reference stress refσ  to the material yield strength yσ , indicates the proximity to failure by plastic collapse. Therefore, determination of Kr and Lr is key issue to apply FAD. For simple component such as plate and cylinders, analytical formulae are available in regulations and standards above mentioned. For complex structures, finite element analysis (FEA) is 
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applied to obtain fracture ratio with singular elements around crack tip and to obtain load ratio under nonlinear elastic-plastic analysis with crack. Obviously, this process requires much time and effort.  To meet this challenge, the super element has been developed to obtain the Kr and Lr simultaneously in frame of one step linear elastic analysis in this paper. Cylinders with circumferential through crack under axial tension and bending are chosen to be typical examples to assess the capacity of the super element proposed. The results obtained from super element and analytical solutions are quite consistent. Therefore, this super element is expected to be very useful tool to perform failure assessment of offshore structures. 
 
 
2 METHODOLOGY  In order to determine coordinates (Lr, Kr) of FAP on FAD to assess the integrity, stress intensity factor and reference stress should be known.  
2.1  Calculation of stress intensity factors In this paper, the visual crack closure technique (VCCT) is used to calculate stress intensity factor. Xie and Biggers (10, 11) have introduced interface element with “dummy nodes” to accommodate VCCT into ABAQUS through its user subroutine UEL for 2-D plate element. For 3-D shell element, the computation of stress intensity factor can be shown in Fig. 2. As illustrated in Fig. 2, node 1 and node 2 are assumed to be located at the crack tip while node 3 and node 4 are the nodes next to the crack tip.  Therefore, the local coordinate system ( ZYX ,, ) could be easily established based the coordinates of those nodes in the global system (X, Y, Z).  For four nodes shell elements, the strain energy release rates could be computed based on VCCT in terms of local coordinate system by using following equations: 
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Where, 2,1yF is the component of nodal force between node 1 and 2, while, 2,1zM are the components of nodal moment between node 1 and 2; 4,3yuΔ is the component of opening displacement between node 3 and 4 in local coordinate system while 4,3zθΔ is the component of turn angle between node 3 and 4. B is the thickness of shell element at the crack tip. aΔ is virtual extension length of the crack.  Once, strain energy release rates are computed, it is pretty easy to obtain stress intensity factors by using the following relations:  
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2.2 Calculation of references stress Through observing the equations to calculate the reference stress in BS7910, the definition of reference stress is the global property of the ligament section. Therefore, the equations which can be summed up in two main kinds:  For tensile load, 
A
P

ref =σ                                                                               (3) 
For bending moment, 

d
I

M
ref =σ                                                                          (4) 

where, P is the tensile load acting on the ligament section, M is the bending moment acting on the ligament section, A is the effective area of the ligament section, I is the effective inertia of moment of the ligament section, d is the specified distance to the neutral axis of ligament section for special structure. 
 
2.3  Super Element As a natural extension of interface element with “dummy nodes”, super element has been developed to calculate stress intensity factors and the reference stresses simultaneously by one step linear elastic analysis. The typical super element is shown in Fig. 3.  The node pair (N3, N4) and node pair (N2N-3, N2N-2) corresponding to each initial crack tip, respectively.  In order to compute the nodal forces, very stiff spring is placed between node pairs excluding the first and the last node pairs. The first node pair (N1, N2) and the last node pair (N2N-1, N2N) next to each crack tip are included only for the purpose to extract the nodal displacements so as to compute strain energy release rates by VCCT. Once the nodal force and nodal displacements are obtained from FEA, stress intensity factors and the reference stresses could be computed simultaneously. When the fracture toughness and the yield strength of materials are known, the fracture ratio and the load ratio can be directly computed within the super element.  
 
3 CASE STUDY  To verify and to validate the new approach, two examples were studied (1) cylinder with circumferential crack under bending, (2) cylinder with circumferential crack under axial loading. As shown in Fig. 4 a cylinder with circumferential crack is under bending (M) and axial loading (P) with principal dimensions of external radius (Ro), internal radius(Ri), mean radius (R), and the thickness of wall (B). θ is the half crack angle.  
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Fig. 4. Cylinder with a circumferential crack. 
 The analytical solutions for stress intensity factor and reference can be found in Ref. 1 and 12. Fig. 5 show the comparisons between the numerical results obtained from the super element to the analytical solutions for non-dimensional stress intensity factor and non-dimensional reference stress, respectively. The range of half crack angle is taken from 18/π  to 4/π  with the interval of 72/π . The excellent agreement demonstrates the accuracy of the proposed super element to deal with such a problem with curved crack on cylindrical surface under different loading cases.  
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Fig. 5. Comparison of present results to analytical solution  
(cylinder with circumferential crack).   

4 CONCLUSIONS 

 This paper proposed a supper element to compute stress intensity factors and reference stresses.  With the proposed supper element, fracture ratio and load ratio can be obtained simultaneously with only one step elastic analysis. Two loading cases of cylinder with circumferential crack have been analyzed to demonstrate the accuracy and 
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efficiency of the new formulation. Therefore, the super element developed in this paper is computational efficient and has a great potential to perform failure assessment of offshore structures based on FAD.   
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ABSTRACT  An in-situ structural integrity monitoring (SIM) technique using guided waves has been developed and deployed through an online diagnosis system, which was recently implemented on a new high-speed train operated between Beijing and Shanghai. The system’s hardware and software features are briefly introduced. Focus is placed on real-time signal processing of waves acquired under various working conditions of the train, in order to gain practical insights of continuous SIM that may not be realized in laboratory. Mock-up damage affixed to the bogie was identified and visualized, demonstrating the feasibility and effectiveness of the technique and the system toward field applications. 
 
 
1 INTRODUCTION 
 The rapid development in high-speed train industry in the last 20 years has significantly improved the efficiency of public transportation. Yet, with increased operating speed, more intensive use, and more complicated structures, high-speed trains also raise safety concerns and sometimes leave painful lessons to engineers and the public. Defects and damage presented in wheel sets, axles, and bogies may lead to disastrous consequences.  To avoid such accidents, nondestructive testing (NDT) techniques have been widely employed, such as rail wheel inspection (1) and hollowed axle testing (2). However, NDT methods usually require interruptions of the normal operations of inspected structures, costing both time and money to a large extent. In addition, they are not condition-based in nature, rendering discontinuity in the inspection process.  Structural integrity monitoring (SIM), in contrast, is a condition-based method aimed at leveling up operating safety of structures while reducing their maintenance costs by achieving online, real-time inspection. An SIM system typically consists of a sensor network for data acquisition and a control unit for health evaluation and knowledge storage. Among a variety of SIM methods, guided waves (GW) have been considered one of the most effective and promising tools, due to their wave-guiding characteristics and sensitivity to damage. However, most investigations now are developed on simple structures in well-controlled laboratory environments. Real-world GW implementations, nevertheless, usually involve complicated structural geometries and ambient conditions.   
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Therefore, this paper aims to examine GW performance in real-world, continuous SIM. The developed diagnosis system was experimented on the bogie frame of a running high-speed train between Beijing and Shanghai, as reported in (3). While system features and experiment procedures have been accounted in detail there, this paper will briefly reiterate some important aspects for completeness, and will focus on some practical issues in signal acquisition and processing, including GW excitation, impacts of working conditions of the train, signal processing, and mock-up damage diagnosis and imaging.  
 
 
2 GUIDED WAVE-BASED SIM  Guided waves have a wide variety of superb properties, including fast propagation, strong penetration, omnidirectional dissemination, and most importantly, high sensitivity to damage small or inaccessible in structures. On the other hand, GWs are multimodal at any frequency. For example, for Lamb waves (a type of GWs in thin plates), there are symmetric modes S0, S1, S2, etc., and antisymmetric modes A0, A1, A2, 
etc. The dispersive nature of GWs also leads to different propagation velocities of different modes. These characteristics may create difficulties in extracting desired wave modes for damage detection, especially when the inspected structure varies in thickness and/or shape.  Even so, GWs have been well utilized for structural damage detection and integrity monitoring (3, 4). As a typical GW application, the basic principle of active Lamb wave-based damage detection is shown in Figure 1, where the inspected structure is a panel of a train bogie frame. First, a sensor network is installed for wave actuation and acquisition. Given the multimodal nature of Lamb waves, narrowband signals are usually preferred to excite a single dominant mode (to the extent possible) to simplify structural responses. Then, the structural condition can be evaluated by comparing current responses with stored benchmarks, exploiting various phenomena like wave transmission/reflection, energy intensity, signal nonlinearity, etc. In this process, many advanced signal processing techniques and tools, such as the theory of time reversal and phased arrays (5, 6), can be adopted and refined to quantitatively evaluate damage location, size, and severity.   
3 ONLINE DAMAGE DETECTION SYSTEM  To realize the guided wave technique, an active sensor network and an integrated online damage diagnosis system have been developed, as detailed in (3). This section recapitulates the important aspects of the system.  
3.1  Sensor network Lead zirconate titanate (PZT) elements have been widely used as actuators and sensors in GW-based SIM because of their easy manipulation, low cost, and lightweight feature. However, PZT elements are also fragile; their connecting wires can be disordered and unstable, or soldered onto each element inconsistently. Thus, in order to address issues like sensor packaging and performance consistence, the flexible printed circuit (FPC) technique is adopted. A polyimide film is used to embed each PZT element for protection, 

 
Figure 1. Basic principle of active Lamb  

wave-based damage detection. 
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which is connected to a printed circuit (also embedded) to provide uniform electric connection between individual PZT elements and the system, improving performance consistence of sensors.  Meanwhile, time division multiplexing is employed to control the network, so that any two of the sensors can be simultaneously selected (by a switch array) to act as the actuator and sensor respectively, setting up one monitoring path.  
3.2  Hardware and software The damage diagnosis system resides on the virtual instrument technique and the PXI platform (7). The hardware consists of four basic components: the switch controller of active sensor networks, wave generation, multi-channel data acquisition, and central control and signal processing. These four parts are integrated through one PXI Bus, and controlled by the in-house software. Commands to the hardware components are issued by the program planted into the central control unit, which fulfills all the major functions for real-time diagnosis, including management of hardware, man-machine interface (MMI), signal processing, damage detection, and presentation of diagnostic results.   
4 REAL-TIME SIGNAL PROCESSING  When the sensor network was installed on the bogie of a running train, several factors may come into play and affect the quality of acquired GW signals, including the choice of excitation frequency and frequency tuning, impacts of different working conditions and environmental noise, and temperature variation through continuous monitoring.   
4.1  Excitation frequency Consider the bogie frame’s side panel as a simple plate, a desired Lamb wave mode can be excited and collected using frequency tuning (6). First, the spectrum of a pure noise signal acquired by an arbitrary sensor attached to the panel (without actively generating GWs) was obtained as the train was running. As can be seen in Figure 2(a), a large amount of energy is present in the very low frequency band up to 200 kHz, which is attributed to train vibration. Above 800 kHz, on the other hand, random environmental noise becomes dominant. Thus, a preliminary working frequency band of 200–800 kHz was selected. Then, by comparing the responses at various frequencies within this band, it was found that at 300 kHz and 400 kHz the responses had reasonably large amplitudes and well separated wave modes, as shown in Figure 2(b). Therefore, later tests used these two candidate frequencies for GW excitation.  

                                             (a)                                                                                 (b) 
Figure 2. (a) Spectrum of a pure noise signal with a working frequency band  
from 200 to 800 kHz (red dashed circle); (b) A typical response at 300 kHz  

with well-separated wave modes (red dashed circles).  



4.2  Various working conditions and noise Train structures usually bear various loads, both static and dynamic, and their working conditions may change rapidly. At the same time, ambient noises in long-distance operation can also be significant. These facts would bring possible disturbances to the monitoring system and acquired signals. In this study, structural responses under several working conditions (e.g., startup, acceleration, full-speed operation, track change, emergency brake) were recorded and compared to evaluate their impacts. Typical signals are shown in Figure 3(a), and it is found that due to the carefully selected excitation frequency, the impacts from various train events are negligible. After averaging and a low pass digital filter, the signal-to-noise ratio of these signals are further improved, as shown in Figure 3(b). It can thus be concluded that the impacts of different working conditions and environmental noise on the system is negligible if the excitation frequency is carefully chosen and appropriate signal processing is performed.  
4.3  Temperature variation and baseline compensation Temperature variation in continuous measurement can create discrepancies between a current signal Y from its corresponding baseline signal X even when there is no damage in the bogie, manifested by time shifting and/or different amplitude scales, which leads to outdated benchmarking. This is because X is pre-acquired under specific environmental conditions, which may vary significantly from the current conditions when Y is recorded. In order to compensate for continuous changes in temperature, the compensated baseline Xcomp can be defined as:  

comp XX a X                                                                  (1) where    max Y XY X      
 E is the time shift at which the cross correlation of X and 

Y reaches its maximum, E signifies the expected value, μ is the mean value, and Xτ  hence denotes the lagged baseline signal.     2
X Y XXa Y X X

          E Ehere is a scaling ratio between the magnitudes of Y and Xτ, which is also utterly attributed to ambient effects, so that after such an adjustment, the rescaled, time-shifted baseline signal Xcomp eliminates discrepancies created by the changing temperature and is paired to its corresponding current signal Y as if it were measured under the current condition.  

                                                        (a)                                                                                (b) 
Figure 3. Structural responses under various working conditions: (a) before low-

pass filtering; and (b) after filtering, showing a higher signal-to-noise ratio. 
 



5 DAMAGE DETECTION RESULTS  Using the above mentioned techniques and tools for signal processing, continuous monitoring was able to be carried out, with a sensor network layout displayed in Figure 4(a). The mock-up damage attached to an arbitrary spot covered by the sensor network on the side panel of the bogie frame (during one suspension window of the train operation) was successfully identified and visualized as shown in Figure 4(b), using the in-house software in which a variety of detection algorithms were preprogrammed.     
 
 

 

 
      

                                            (a)                                                                             (b) 
Figure 4. (a) Layout of the sensor network and artificial damage on the side panel 

of the bogie frame; and (b) real-time damage diagnostic image.   
6 CONCLUSIONS  An SIM technique using active GWs is validated on a running high-speed train by monitoring its bogie frames in real time. Features of the diagnosis system are recapitulated. Some important aspects of the processing of wave signals acquired in real-world working conditions are described, and feasibility and effectiveness of GW-based SIM in field applications are demonstrated by producing real-time diagnostic images that accurately identified the mock-up damage on the bogie.   
REFERENCES  (1) Salzburger, H. J., Wang, L. & Gao, X. In-motion ultrasonic testing of the tread of high-speed railway wheels using the inspection system AUROPA III. In: 17th World Conference on Nondestructive Testing, 25–28 Oct 2008, Shanghai, China. (2) Rockstroh, B., Kappes, W., Walte, F. et al. Ultrasonic and eddy-current inspection of rail wheels and wheel set axles. In: 17th World Conference on Nondestructive Testing, 25–28 Oct 2008, Shanghai, China. (3) Hong, M., Wang, Q., Su, Z. & Cheng, L. (2014) In situ health monitoring for bogie systems of CRH380 train on Beijing–Shanghai high-speed railway. Mech. Syst. Signal Process. 45, 378-395. (4) Raghavan, A. & Cesnik, C. E. S. (2007) Review of guided-wave structural health monitoring. Shock Vib. Digest 39, 91-114. (5) Wang Q. & Yuan, S. (2009) Baseline-free imaging method based on new PZT sensor arrangements. J. Intell. Mater. Syst. Struct. 20, 1663-1673. (6) Yu, L. & Giurgiutiu, V. (2008) In situ 2-D piezoelectric wafer active sensors arrays for guided wave damage detection. Ultrasonics 48, 117-134. (7) Zhou, C., Su. Z. & Cheng, L. (2011) Probability-based diagnostic imaging using hybrid features extracted from ultrasonic Lamb wave signals. Smart Mater. Struct. 20, 125005. 
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ABSTRACT  Under the same amount of mistuning strength, different mistuning patterns may have different effects on the forced response amplification of the blades in a blisk. In this research, sensitivity analyses on the effects of different mistuning patterns on forced responses for a military blisk were carried out.  Additionally, only the modes with natural frequencies close to the modes of interest were considered, therefore, a relatively shorter computational time is required and also a much smaller model size than a full blisk model is used. The effects of different mistuning patterns on forced responses were examined with the worst case identified. 
 
 
1 INTRODUCTION 
 High Cycle Fatigue (HCF) failures have been increasingly considered as one of the major failure mechanisms for conventional aircraft engines, having a significant negative impact on safety, cost of ownership and engine availability. Small variations among blade sectors, termed as mistuning, usually increase the maximum blade amplitude (1) and may detrimentally affect blade HCF lives. The engine blades for modern aircraft, like the JSF, are manufactured as a one-piece integrally bladed disk – termed blisk.  As more blisks are used in modern aircraft engines like JSF, HCF related issues are becoming more dominant regarding airworthiness and safety. Therefore, it is essential to build up a capability to predict the forced response of a blisk due to mistuning in an accurate and efficient manner (2-3). 
 In recent years, there have been two main streams of methods developed to produce Reduced-Order Models (ROM) (2-10) for mistuning analyses: Component Model Synthesis (CMS) Methods and System-Model-Based methods. The CMS approach calculates the modes of each sub-component separately, and then the system model is synthesized by enforcing compatibility conditions at the interfaces between sub-components (4-5).  The System-Model-Based method was firstly introduced by Yang and Griffin in 2001 (6) based on their earlier observations. In this method, a new ROM technique was defined as the Subset of Nominal Modes (SNM) method, and the ROM was constructed by selecting a subset of tuned modes. Compared to the CMS methods, a key advantage of the SNM is that there is no need to use sub-component modes to introduce the mistuning to the system. Thus, with only fraction of computational costs, it retains high accuracy relative to the parent FE model.   

 It is well known that the different mistuning strength may have different effects on the blade response (7). Also it has been reported that even for the same amount of 
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mistuning strength, different mistuning patterns may affect the forced response amplification of the blades in a blisk in a different manner (8, 9). Under even a very small mistuning strength, a particular mistuning pattern may possibly have a very significant effect on blade response (10) and hence it is important to understand the effects of different mistuning patterns on the forced response. In this study, sensitivity analyses of the forced response of a blisk to different mistuning patterns, i.e. same amount of mistuning implemented on different blades were carried out using the SNM method. Because the mode shapes of the mistuned blisk were calculated using a weighted sum of the nominal tuned modes, and only the modes with natural frequencies close to the modes of interest were considered, a relatively shorter computational time,  with smaller model size, was used than those for a full blisk model. The various patterns of mistuning strength were examined and the worst case was identified for the studied blisk. 
 
 
2 THEORY FOR THE MISTUNING ANALYSIS   For a harmonic excitation, in implementing the SNM method (6), the steady-state response for a mistuned blisk assembly can be written as in a modal domain:  

2 2{[ ] [ ] [ ] ([ ] [ ])}{ } [ ] { }T
r K i C I M F+ Δ + − + Δ =ω ω ω η φ          (1) In Equation (1), [ ]KΔ and [ ]MΔ are the modification matrices of stiffness and mass for the mistuned system, [ ]C  is the viscous damping matrix and rω  is the natural frequency. { }η  is the modal displacement vector, {F} is the vector of external excitation force, ω is the excitation frequency, and i is the unit imaginary number. If only the elastic modulus for an individual sector is changed by a portion from the tuned sector, the modification matrix for thi  sector in modal domain can be written as: 
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In this equation, [ ]iφ is the mass normalised eigenvector matrix for the i-th nodal diameter modes and * is the Hermitian conjugate. Using Equation (2), ][ KΔ can be calculated. Therefore, if only the change of stiffness matrix is considered, the eigenvalue equation (1) for the mistuned system becomes: 
2 2{[ ] [ ] [ ]}{ } {0}r K Iω ω η+ Δ − =            (3) Solving Equation (3) gives the natural frequencies and mode shapes of the mistuned blisk.  The mode shapes of the mistuned blisk are calculated using a weighted sum of the nominal tuned modes. Furthermore, only the modes with natural frequencies close to the modes of interest are considered. Therefore, it uses relatively much shorter computational time and smaller model size than those for using a full blisk model.     

3   MISTUNING ANALYSIS   A full cyclic symmetric FE model with 20 identical sectors for a military engine was created in ANSYS (11), shown in Fig. 1, based on a sector model with1284 elements and 2294 nodes. A cyclic dynamic analysis was performed using the FE model and the 
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stiffness matrix and modal shape results were produced for the tuned blisk. The responses for the tuned blisk were calculated under the first engine order excitation.  The calculated results are displayed in Fig. 2.  

 
Figure 1. FE model for the blisk  After the modal analysis for the tuned blisk was carried out, these modal results and model information data were transferred into a mistuning analysis system developed in MATLAB (12).  The mistuning analysis system casts the data into the modal domain and adds the information of the mistuning pattern. It then solved an algebraic eigenvalue problem for the mistuned system. For the mistuning analysis, the mistuning patterns were assigned deterministically. A file containing the frequency ratios for each sector of the blisk was used as an input for the mistuning analysis. The frequency ratio is defined as the ratio of the frequency of the mistuned blisk sector to the frequency of the tuned blade sector.  For the first mistuned pattern, only one sector is mistuned, with a frequency ratio of 0.90 and all other sectors’ frequency ratios being 1. The calculated data under the first forward (1F) engine order excitation are displayed in Fig. 3. The analysis results show that the sectors in the mistuned assembly do not experience the same resonant amplitudes at the same frequency and a small amount of random mistuning significantly changes the response amplitudes. Under the studied condition, the results show that the maximum amplitude for the mistuned case is 19% higher than the one for the tuned system.  

      
                 Figure 2. The tuned case                                  Figure 3. The mistuned case 
 
 

Response for the tuned blisk
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4 MISTUNING PATTERN ANALYSIS AND THE DISCUSSION  Besides the above mentioned mistuning case, three other mistuning patterns were studied under the 1F, first backward (1B) and second forward (2F) engine order excitations. For these three patterns, the frequency ratio for the mistuned sectors is 0.90 (denoting 10% mistuning strength) with all other sectors’ frequency ratios being 1. For Pattern 1, only first sector is assumed mistuned with 10% mistuning strength. With the same mistuning strength, Patterns 2 has two mistuned sectors (Sectors 1 and 11, which was the best case selected from to a sensitivity study for only two mistuned blades),  Patten 3 has four mistuned sectors (Sectors 1, 5, 11, and 15) and Pattern 4 has 10 mistuned sectors (Sectors 1, 3, 5, 7, 9, 11, 13, 15, 17, 19). The response results for all the excitations were also obtained and depicted in Figure 4.  The analysis results show that the introduction of a mistuned sector changes both the frequencies and the responses of each individual blade; the maximum blade amplitude changes with different mistuning patterns. Pattern 1 with a single mistuned sector represents the worst effect for all the studied cases. There is a big difference between Pattern 1 and Pattern 2, where two particular sectors were mistuned. However, there are no significant differences among Patterns 2-4. This means that the blisk is not sensitive for the mistuning in other sectors with the same mistuning strength if the mistuning is introduced in Sectors 1 and 11.  
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Figure 4. The maximum blade amplitude change vs. mistuned  

patterns for various excitations  The development of modern methodologies for predicting the natural frequencies and mode shape of a tuned blisk has progressed well. What is still lacking now is the ability to predict the insensitivity of mode response to a specific design or a repaired blisk with some mistuning patterns, and the knowledge of how to design or to repair blisks to reduce response sensitivities to mistuning for a particular disk. The outcome from this work provides an insight on the relative sensitivities of mistuning to repair configurations. For example, from the results obtained in this study for this blisk, if one sector (e.g. Sector 1) in a blisk needs to be repaired, the repair of this sector might adversely introduce a mistuning effect. Such an effect may be significantly reduced if the modification with the same effect of the repair is conducted at another properly located sector, in this case Sector 11. The outcome from this work also offers a useful tool for accurate predictions of the dynamic response required for a realistic fatigue life prediction. This type of prediction is essential for the provision of engine structural integrity support to the ADF, particularly for modern engines with blisks, i.e. F35. 
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5 CONCLUSIONS 
 The mistuning analysis of a blisk has been studied using the Subset of Nominal Modes (SNM) method in order to understand the effect of different mistuning patterns on the blisk dynamic response. A perfectly tuned system has been used to create the baseline FE model.  Based on the analysis results of mistuning patterns studied, it is observed that the introduction of a mistuned sector changes both the frequencies and the responses of each individual blade. The mistuning pattern with one single mistuned sector represents the worst case; and the blisk is not sensitive for the mistuning in other sectors with the same mistuning strength if the same mistuning is introduced in two particular sectors (Sectors 1 and 11) for the studied case.   Most importantly, as the amplitude magnification exhibits a peak with respect to different mistuning patterns for the blisk, this result provides two important insights. Firstly to design engineers, it presents an idea of implementing intentional mistuning at some locations to keep the nominal design less sensitive to the mistuning. Secondly to maintenance engineers, it can be used as general guidance for blending repairs to avoid the sensitive mistuning patterns and to increase the safety margin during maintenance of engine components. The future work will include further evaluations of the sensitivity of mistuning patterns with different mistuning strengths and the correlations between the predictions and laboratory tests when results are available.   
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ABSTRACT  In this study, the dynamic buckling tests using cylindrical tubes with and without internal pellets were carried out to investigate the impact behaviour. Various materials of cylindrical tubes and pellets were used to examine the buckling mode and the maximum loads at several impact velocities. The tubes with low stiffness pellets behaved similarly to the empty tubes, but high stiffness pellets caused different behaviours of tubes. At low impact velocity buckling deformations were suppressed by the strengthening effect of the pellets, while at high impact velocity a fracture occurred due to the constraint effect of pellets on plastic deformations.   
1 INTRODUCTION  Cylindrical tubes are widely used as transport containers to protect internal products. The containers are required to prevent from collapsing even when they would fall to the ground and be impacted. It is known that buckling modes of a cylindrical tube depend on slenderness (length/diameter) ratio, wall thickness/diameter ratio and impact velocity. Impact velocity also influences impact loads (1)-(4). In addition, fillers such as honeycomb or form change buckling modes and increase impact loads (2), (5). These studies focused on low slenderness ratio and collapse behaviour because these tubes were designed for impact energy absorbers. However, few studies have been reported on tubes with high slenderness ratio regarding the effect of fillers on buckling modes and the maximum load. In this study, the dynamic buckling tests using slender cylindrical tubes with internal pellets were carried out to investigate the impact behaviour. Various materials of cylindrical tubes and pellets were used to examine the buckling mode and the maximum load. 
 
 
2 EXPERIMENTS  Impact tests of cylindrical tubes with and without pellets in the axial direction were conducted using a gas gun. A test apparatus is consisted of a specimen holder including a load cell transducer, an accelerating tube including trigger sensors for measuring the velocity of a weight, and an air chamber, as shown in Fig. 1. Axial load was applied to specimens by impact of the weight (3 kg) which was accelerated by compressed air in the air chamber. Load histories were measured by the load cell transducer attached at the opposite side of impact. Since the natural frequency of the load cell transducer was about 5 kHz, loads were evaluated by 3 kHz low-pass filtering. Deformation histories of 
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specimens were recorded at 5000 frame per second by two high-speed cameras controlled by a trigger. A 16 mm white circle with a 6 mm black dot was used as a marker. Markers were attached on specimens along axial direction at 20 mm spacing between centers, and their three-dimensional coordinates were calculated by image analyses. This apparatus can synchronize loads, deformation histories, and coordinates of markers by the trigger signal.  Cylindrical tubes (length: 485 mm, outer diameter: 9.5 mm, inner diameter: 8.4 mm) were made of zirconium alloy and SUS304. Young’s modulus and yield strength are 97 GPa and 590 MPa for zirconium alloy (6), and 193 GPa and 360 MPa for SUS304 from literature (7) and mill seat. Two types of pellets (length: 11 mm, diameter: 8.2 mm) were prepared as filler. One was lead as low Young’s modulus material and the other was aluminium oxide as high Young’s modulus material, compared to property of the tubes. The pellets were inserted in the tube, and both ends of the tube were plugged by the Swagelok. Strain gages were attached on specimens to measure longitudinal strain histories. Tests were carried out at room temperature and pressure. Impact velocities of the weight were set to be 6, 10, 16 m/s.           
Fig. 1 Test apparatus   

3 RESULTS AND DISCUSSION  
3.1  Deformation histories  
3.1.1 Low impact velocity At impact velocity of approximately 6 m/s, deformation histories of zirconium alloy tubes with and without pellets are shown in Fig. 2. Deformation history of the empty tube by impact of the weight showed axial compression initially (Fig. 2 (a) (1)) and subsequent overall bending (Fig. 2 (a) (2)). The shape of bending deformation indicated the 3rd order mode (“W” shape). When a tube was filled with lead pellets, deformation history and bending shape were similar to those of the empty tubes (Fig. 2 (b) (1), (2)). On the other hand, the bending deformation was little when the tube was filled with aluminium oxide pellets, and the mode shapes seemed to be the 2nd order mode (“S” shape) (Fig. 2 (c) (2)). Fig. 3 plots shapes of each tube obtained from image analyses and those of the Euler’s equation. Deformation and axial position are normalized by the maximum displacement and the initial length of each tube. Bending shapes for the empty tube and the tube with lead pellets are similar to the buckling shape in the 3rd order mode by the Euler’s equation under simply supported condition, as shown in Fig. 3 (a). Similar deformation between the experiment and the Euler’s equation was confirmed in the 2nd order mode for the tubes with aluminium pellets, as shown in Fig. 3 (b). We expected that the influence of such low stiffness as lead pellets was small on deformation, but that of such high stiffness as aluminium oxide pellets restricted the deformation of the tube and changed the mode shape.  

Acceleration tube Air chamber Specimen holder 
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Fig. 2 Deformation histories of zirconium alloy tube at low velocity             

Fig. 3 Comparison the shape of specimens with those of Euler’s equation  
3.1.2 High impact velocity At impact velocity of approximately 16 m/s, deformation histories of the zirconium alloy tube with and without pellets are shown in Fig. 4. For the empty tube, the tube locally indicated large bending deformation at the impact side and resulted in diametric collapse (Fig. 4 (a) (2)) after axial compression (Fig. 4 (a) (1)). On the other hand, a tube with aluminium oxide pellets caused bending deformation at impact side and fracture (Fig. 4 (b) (2)) after axial compression (Fig. 4 (b) (1)). High-order mode and local deformation at high impact velocity observed in this experiment was also reported on a rectangular bar (8). Shapes before buckling or failure obtained from image analyse were shown in Fig. 5. Shapes of deformation were normalized by the maximum displacement of the empty tube, and axial position was normalized by the same method of Fig. 3. Significant difference is observed in deformation at about 0.8 of normalized axial position between the tube with the aluminium oxide pellets and the empty tube. We considered that the aluminium pellets produced a strengthening effect, and then brittle like fracture occurred because of a constraint effect on plastic deformation due to the interaction between the tube and pellets. Such a local deformation cannot be expressed by the Euler’s equation, which assumes overall deformation along the tube’s axis. Therefore, FEM analyses are required to simulate the dynamic buckling phenomena, especially at high impact velocity to clarify the effect of pellets and the mechanism of the fracture. 

(a) Empty tube and tube with lead pellets (b) Tube with aluminium oxide pellets 

(a) Empty tube 

(c) Tube with aluminium oxide pellets 
(b) Tube with lead pellets 

(1) Axial compression (0.0216s) (2) 3rd order mode bending (0.0226s) 

(1) Axial compression (0.0212s) (2) 2nd order mode bending (0.0230s) 
(1) Axial compression (0.0220s) (2) 3rd order mode bending (0.0242s) 

Approx. 100 mm Approx. 100 mm 

Approx. 100 mm Approx. 100 mm 

Approx. 100 mm Approx. 100 mm 
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Fig. 6 Relation between maximum  

load ratio and impact velocity 

          
Fig. 4 Deformation histories of zirconium alloy tube at high velocity  

 
Fig. 5 Deformation shapes before buckling  

or failure obtained from image analyses  
3.2  Maximum impact load The maximum impact loads are summarized in Fig. 6. The loads are normalized by the measurement of the tube with aluminium oxide pellets at high impact velocity. For empty tubes made of zirconium alloy, the maximum loads slightly increased with higher impact velocity. Since estimated stress of the tubes caused by the impact is greater than yield strength, plastic deformation occurs at impact velocity higher than 6 m/s. The tubes with lead pellets showed almost the same maximum loads with empty tubes. It is confirmed that influence of the lead pellets was small. On the other hand, the tube with the aluminium oxide pellets showed fairly larger loads than empty tubes and those with lead pellets. It is expected that the strengthening effect of the pellets increases axial stiffness of the tubes, resulting in increase of impact load before failure occurs.   For SUS304 tubes with and without aluminium oxide pellets, the maximum impact loads were small because of low yield strength, and tendency of loads against impact velocities was similar to that of zirconium alloy tubes. However, no fracture in the tube with aluminium oxide pellets occurred at impact velocity of 16 m/s. Further investigation is required to clarify the occurrence of fracture by considering the stress field and failure strain.  

(a) Empty tube 
(b) Tube with aluminium oxide pellets (2) Local bending and failure (0.0106s) (1) Axial compression (0.0084s) 

(2) Local bending and collapse (0.0096s) (1) Axial compression (0.0082s) Approx. 100 mm Approx. 100 mm 

Approx. 100 mm Approx. 100 mm 
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4 CONCLUSION  Impact tests of cylindrical tubes with and without internal pellets in the axial direction were conducted. For zirconium alloy tubes, the tubes with lead pellets indicated almost the same behaviours as empty tubes. In the case of low stiffness pellets, the influence of pellets was small, so deformation shapes and the maximum impact loads were almost the same. On the other hand, the tubes with aluminium oxide pellets indicated different behaviours compared to empty tubes. At low impact velocity, pellets with high stiffness caused the strengthening effect and increased both axial and lateral stiffness for tubes. As a result, the pellets led to increase of impact load, decrease of deformation and change of buckling mode. At high velocity, the strengthening effect of pellets made the tubes stiffer, but led to fracture by the constraint effect of pellets on plastic deformation.  The deformation of tubes was compared to Euler’s equation, and it was confirmed that the Euler’s equation could be applied at the low impact velocity. However, it was not effective for the high velocity impact because of local deformation at the impact side. FEM analyses will be conducted to clarify the deformation shape and the mechanism of fracture at high impact velocity as a further study. 
 
 
REFERENCES  [1] K. R. F. Andrews, G. L. England and E. Ghani, Classification of the axial collapse of cylindrical tubes under quasi-static loading, International Journal of Mechanical Sciences, Vol.25, No.9-10, pp.687-696, 1983. [2] S. R. Guillow, G. Lu, R. H. Grzebieta, Quasi-static axial compression of thin-walled circular aluminium tubes, International Journal of Mechanical Sciences, 43, 2103-2123, 2001. [3] K. Murase, N. Jones, Experiments on the dynamic axial plastic buckling of circular tubes, Journal of the Society of Materials Science, Japan, Vol.42, No.483, 1420-1426, 1993. (in Japanese) [4] S. Haruyma, M. Takano, K. Ushijima, D. Chen, Effect of impact velocity on circular tubes subjected to axial loading, Transactions of the Japan Society of Mechanical Engineers, Series A, 71, 707 1030-1037, 2005. (in Japanese) [5] S. Santosa, T. Wierzbicki, Crash behaviour of box columns filled with aluminium honeycomb or form, Computers and Structures, 68, 343-367, 1998. [6] KEISUIRONENRYOUNOFURUMAI, Nuclear Safety Research Association, 1998. (in Japanese) [7] SUTENRESUKOUBINRAN –DAI3HAN-, NIKKANKOUGYOUSHINBUNSHA, 1995. (in Japanese)  [8] M. Oda, K. Hukatsu, The longitudinal impact of a bar accompanied by lateral deformation, Transactions of the Japan Society of Mechanical Engineers, Series A, 45, 397, 1098-1103, 1979. (in Japanese)  
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ABSTRACT  In the leak before break (LBB) concept, catastrophic pipe failure can be prevented if leak rate through a crack is more than the minimum detectable leak rate of a leak detection system before a crack grows to the critical crack size. Therefore accurate estimation of leak rate is important to evaluate the validity of LBB concept in pipe line design. Usually LOCA probability analysis is performed with constant crack morphology parameters. Since leak rate is affected by the crack morphology parameters, the LOCA probability may be affected by the parameters also. In this paper the effect of crack morphology parameters on LOCA probability was examined assuming the crack morphology parameters to be normally distributed random variables. A developed probabilistic fracture mechanics program, called P-PIE, was used in the analysis.  
 
 
1 INTRODUCTION 
 A probabilistic fracture mechanics program, called P-PIE, was developed for pipes in nuclear power plants. Using the program leak and LOCA (loss of coolant accident) probabilities of pipes can be calculated for initially existing cracks and initiated cracks during operation. Crack growth due to fatigue and SCC (stress corrosion cracking) can be simulated using adequate crack growth rate equations and the effects of residual stresses, inspection period and operation temperature also can be considered in the program.  In the program leak rate through a crack in a pipe is estimated using Henry-Fauske flow model (Henry and Fauske 1970a, 1970b, 1970c) or modified Henry-Fauske flow model (Rahman et al. 1995). It is known that the analytical leak model agrees relatively well with the mean value of the measured leak rate. However, significant scatter was observed in the experimental leak rate data (Collier et al. 1984).   From the study it is found that if crack morphology parameters are treated as random variables in leak rate analysis, scattering distribution characteristics of leak rate can be simulated using the developed program. And the crack morphology parameters give great effect on leak rate.  Usually LOCA probability analysis is performed with constant crack morphology parameters. In this paper the effect of crack morphology parameters on LOCA probability was examined assuming the crack morphology parameters to be normally distributed random variables. 
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2 THEORETICAL BACKGROUND 
 
2.1  Leak Models Henry and Fauske (1970a, 1970b, 1970c) proposed the following equation to estimate flow rate through a crack in a pipe.  
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0),(  oaakfaeccc ppppppppG .                                                (2)    Here ܩ is mass flux at crack exit plane;  and  are pressure values at crack exit and crack entrance plane respectively; ݒ and ݒ are specific volumes of saturated vapour and saturated liquid at exit pressure; γ୭ is the isentropic expansion coefficient. In Eq. (2) , , ,  and  are the pressure losses due to entrance effects, friction, bends and protrusions in the flow path, phase change acceleration and area change acceleration respectively. In Eqs. (1) and (2), ܩ and  are unknowns. After solving the equations leak rate through a crack can be obtained by multiplying ܩ by the crack opening area at crack exit plane, ܣ. The detail expression and definitions for variables and pressure loss terms in Eqs. (1) and (2) can be found in Harris et al. (1972).  The pressure loss due to friction,  is given by 
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where f is the friction factor, L is flow path length, ܦு is the hydraulic diameter, X is fluid quality and bar on the variable means the average value in the region. And based on the PRAISE program (Harris et al. 1972) the friction factor f is given by 
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where C1 and C2 are coefficients and  ߤ is the surface roughness and has the value of 0.0002441 in SCC growth and 0.0015748 in fatigue crack growth.   Rahman et al. (1995) proposed a flow model modifying Henry-Fauske flow model. In their model the surface roughness, number of turns and actual length of flow path are   assumed to be a function of COD at the crack center.   The surface roughness is assumed to be a function of COD, ߜ as follows (Rahman et al. 1995): 
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10 , 
where ߤ and ீߤ are the local and global surface roughness respectively and ߜ is COD at the crack center.   The number of 90-degree turns in flow path, ݊௧ is also assumed as a function of ߜ as follows:    tLt nn                                             for  1.00 
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10  ,  where ݊௧ is the local number of turns in flow path. Because one 90-degree turn corresponds to one velocity head loss.  Since the flow path is not perpendicular to the pipe surface and not straight, the real flow path length is longer than the wall thickness. The real flow path length, ܮ can be obtained by multiplying the wall thickness, ݐ by a correction factor ܭ as KtLa  . The correction factor ܭ is also given as a function of ߜ. Typical values of crack morphology parameters were given in Table 1 (PRO-LOCA 2009).  
2.2  Crack Growth Simulation and LOCA Criterion In the program fatigue and SCC crack growth simulation was performed based on suitable growth rate equation. When a crack becomes a through-thickness crack leak occurs. And if a growing surface or through-thickness crack satisfies a critical condition LOCA occurs. LOCA can be determined based on the tearing modulus or net-section yielding. When set-section yielding condition is used, the LOCA criterion is expressed as the following (Harris 1992):       ߪܣ > ܣ)ߪ −    . is the crack surface areaܣ  is the cross-sectional area of the pipe andܣ , is the flow stressߪ , is the load controlled component of the axial stressߪ )                                                                                                              (7)  Hereܣ
3 ANALYSIS RESULTS  
 
3.1  Leak Rate Leak rate was calculated using the modified Henry-Fauske model. In the analysis, pipe material is assumed to be ASME SA351 CF8M. Yield strength and ultimate strength of the material are 201.1 MPa, 529.2 MPa respectively and 2.22=ߙ, n=4.84, where α and n are parameters in the Ramberg-Osgood relationship. The outer diameter and thickness of the pipe are 878.8 mm and 71.1 mm respectively. Normal operating pressure is assumed to be 15.51 MPa. The applied axial stress from deadweight is 14.34 MPa and the stress from deadweight and restraint of thermal expansion is 59.2 MPa.  
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In the calculation crack morphology parameters are treated as random variables. The values of PWSCC-BASE in Table 1 are used in the analysis. The probability density functions of leak rate were given in Figure 1 when the half crack length is 50.8 mm and 101.6 mm.  Figure 2 shows leak rate values when 10 values were obtained for each half crack length.  
Table 1 Mean and standard deviation of crack morphology parameters  

(PRO-LOCA 2009) 

Crack 
Morphology 
Parameter 

Corrosion 
Fatigue IGSCC PWSCC – Base PWSCC – Weld 

Mean Stan. 
Dev Mean Stan. 

Dev. Mean Stan. 
Dev. Mean Stan. 

Dev. 

μL (μm) 8.814 2.972 4.70 3.937 10.62 9.870 16.86 13.57 

μG (μm) 40.51 17.65 80.0 39.01 92.67 65.26 113.9 90.97 

nL (mm-1) 6.730 8.070 28.2 18.90 8.043 2.043 5.940 4.540 

KG 1.017 0.0163 1.07 0.100 1.060 0.095 1.009 0.011 

KGL 1.060 0.0300 1.33 0.170 1.327 0.249 1.243 0.079  
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Figure 1 Probability density function of leak rate for crack morphology 

parameters of PWSCC base when the half crack length is  
(a) 50.8 mm and (b) 101.6 mm. 

 
3.2  LOCA Probability LOCA probability was calculated using the developed program, P-PIE and the effect of the crack morphology parameters on the LOCA probability was examined. It was found that the crack morphology parameters give very limited effects on the LOCA probability under usual operating condition. Because the critical crack length for LOCA is large, the leak rate at the critical crack length is much larger than the minimum detectable leak rate of a leak detection system even if large n value is used in the simulation.  
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However if the operating condition is changing the crack morphology parameters can give an effect on LOCA probability. For example if the applied axial stress is low and n value is very large, the leak rate remains very low until the crack length becomes long.  And if very large load is applied because of changing operating condition or earthquake LOCA can occur. In this study several cases were examined to consider the effects of crack morphology parameters on LOCA probability.   
4 CONCLUSIONS   1. Scattering characteristics in the measured leak rate data can be generated treating the crack morphology parameters as normal distributed random variables. 2. The crack morphology parameters give very limited effects on the LOCA probability under usual operating condition. 3.  Several cases were examined to consider the effects of crack morphology parameters on the LOCA probability.   
5 REFERENCES   [1] Collier, R.P., Stulen, F.B., Mayfield, M.E., Pape D.B.  & Scott P.M., (1984) EPRI Report, NP-3540-LD. [2] Henry, R. E. (1970a) Nuclear Science and Engineering, 41, 336-342.  [3] Henry, R. E., & Fauske, H. K. (1970b) Nuclear Science and Engineering, 41, 79-91.  [4] Henry, R. E.  & Fauske, H. K. (1970c)  Nuclear Science and Engineering, 41, 92-98. [5] Harris, D. O., Dedhia, D. D. & Lu, S. C.  (1992) Theoretical and User's Manual for pc-PRAISE,  USNRC Report NUREG/CR-5864. [6] PRO-LOCA-GUI/PRO-LOCA User's guide (Version 3.5.32), Battelle (2009). [7] Rahman, S., Ghadiali, N., Paul D. & Wilkowski, G. (1995) Probabilistic Pipe Fracture Evaluations for Leak-Rate-Detection Applications, USNRC Report NUREG/CR-6004.     
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ABSTRACT   Structural integrity of the safety class I piping with detected flaws shall be evaluated in accordance with FFS (fitness-for-service) assessment codes such as the ASME B&PV Code Sec.XI. Time history dynamic seismic analysis should be performed considering plastic deformation because the cyclic beyond-design-basis earthquake brings out considerable plastic deformation and cumulative damage.  Two acceleration methods, an effective force method (or inertia method) and a large mass method, have been applied in performing time history seismic analysis.  The acceleration methods for the no cracked structures have been verified via the previous studies. However, there is no study to identify validity of the acceleration methods for cracked piping.  In this study, the acceleration methods for through-wall cracked piping were validated via time history implicit dynamic seismic analysis.  As a result, it is found that two acceleration methods have the same results for cracked piping.    
1. INTRODUCTION  When flaws are detected on safety class I piping in nuclear power plants, structural integrity of the safety class I piping with the detected flaws shall be evaluated in accordance with FFS assessment codes such as the ASME B&PV Code Sec.XI (1). Level D events, which is assumed to occur once during the lifetime of a nuclear power plant, shall be considered at this assessment as one of DBAs.  After the Daiichi Fukushima earthquake, it was found that beyond-design-basis earthquake may occur repeatedly.  It is one of post-Fukushima safety issues to identify that structural integrity of the safety class I cracked piping is maintained under this cyclic beyond-design-basis earthquake (2).  Time history dynamic seismic analysis should be performed considering plastic deformation because the cyclic beyond-design-basis earthquake brings out considerable plastic deformation and cumulative damage.  Two acceleration methods, an effective force method (or inertia method) and a large mass method, have been applied in performing time history seismic analysis.  The acceleration methods for the no cracked structures have been verified via the previous studies (3, 4). However, there is no study to identify validity of the acceleration methods for cracked piping.   In this study, validity of the acceleration methods for the through-wall cracked piping was assessed via time history implicit dynamic seismic analysis using the commercial finite element analysis program, ABAQUS (5). And, effect of the analysis variables such as magnitude of added mass and maximum time increment on maximum stress intensity factor was investigated.   
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2. FINITE ELEMENT SEISMIC ANALYSIS   
2.1  Target model Figure 1 shows an analysis target pipe simplifying a surge line.  As shown in Fig. 1, the pipe was modeled as a 1/4 model because of symmetry of geometry and boundary conditions.  The pipe was made of austenitic stainless steel, TP347.  A through-wall circumferential crack was assumed to be located on center of the pipe.  Circumferential crack length considered was 150o.  Simplified time history data based on the El Centro seismic data (6) as depicted in Fig. 2, corresponding to maximum acceleration 0.3g, was applied to support nodes.    

 
Fig. 1 Configuration of a simplified 

surge line with the through-wall crack.      
Fig. 2 Time history for simplified  

seismic acceleration.  
2.2  Seismic crack analysis Time history dynamic seismic analysis for the through-wall cracked piping was performed using ABAQUS.  SIF (stress intensity factor) was calculated as average of the values at four integration paths selected near the crack tip.  Figure 3 depicts the variation of the SIF history vs. crack angle derived via large mass method (added mass ratio, RM=M/m=1011, maximum time increment, tmax=0.01sec).  M is added mass, m is mass of the target model.  As depicted in Fig. 3, it is found that maximum SIF increases with increasing crack angle.    

 
Fig. 3 Variation of SIF history vs. crack angle. 
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3. REVIEW OF THE ACCELERATION METHODS  Figure 4 compares SIF histories between two methods.  From Fig. 4, it is found that the SIF results by the effective force method are a bit larger than those by the large mass method, but difference between two methods are insignificant.  Figure 5 shows variations of maximum SIF by two methods vs. maximum time increment.  As shown in Fig. 5, for both the methods, it is identified that the maximum SIFs converge at the maximum time increment, 0.01sec.  Figure 6 depicts variation of a maximum SIF by the large mass method vs. the additional mass ratio, defined as a ratio of added mass to pipe mass.  As depicted in Fig. 6, it is found that constant maximum SIF is derived at the additional mass ratio of more than 107.  As a result, it is identified that both of two acceleration methods have same results for the cracked piping if the large mass magnitude and maximum time increment are adequately selected.  

  
Fig. 4 Comparison of SIF histories 

between the effective force method  
and the large mass method.   

Fig. 5 Variation of maximum SIF for 
each acceleration method with 

maximum time increment.  

 
Fig. 6 Variation of maximum SIF with additional  

mass ratio of the large mass method. 
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4. CONCLUSIONS  From the time history implicit dynamic seismic analysis for the through-wall cracked piping, the following findings were derived:  1) The SIF results by the effective force method are a bit larger than those by the large mass method, but difference between two methods are insignificant.   2) Constant maximum SIF is derived at the additional mass ratio of more than 107.   3) Both of two acceleration methods have same results for the cracked piping if the large mass magnitude and maximum time increment are adequately selected.   
ACKNOWLEDGEMENT  This research was supported by National Research Foundation of Korea(NRF) funded by the Ministry of Science, ICT and Future Planning. (NRF-2013M2A8A 1040924)   
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The Near Term Task Force Review of Insights from the Fukushima Dai-Ichi Accident. (3) Kim, Y.W., Jhung, M.J. (2011) Nuclear Engineering and Technology. 43(4), 361-374. (4) Kim, Y.W., Jhung, M.J. (2014) Journal of Mechanical Science and Technology. 28, 25-41. (5) Dassault Systems (2012) Simulia, User’s Manuals for ABAQUS, Ver.6.12. (6) http://www.vibrationdata.com/elcetro.htm.  
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ABSTRACT 
 Strain clamp (SC) is a kind of electric fittings compressed with conductor, clamp aluminum tube (CAT), steel strands and steel anchor. Good contact resistance (CR) between aluminum strands and CAT is the SC safety guarantee. Failure mechanism of SC caused by CR deterioration (CRD) was revealed by macro examination, metallograph and FEM through a failure example. Temperature and stress fields (TSFs) of SC with normal and deteriorated CR were compared in order to describe the failure characteristics of SC. Influenced by TSFs, the exposed steel strands fracture first, leading to fracture of conductor at the orifice of CAT.   
Keywords: strain clamp; contact resistance; temperature; stress  
 
 
1  INTRODUCTION  Strain clamp (SC) in high-voltage transmission line is a kind of electric power fittings, which is compressed with conductor, clamp aluminum tube (CAT), steel strands and steel anchor tube, meeting the transmission function of mechanical and electrical loading in stranded conductors across towers [1]. In order to enhance the electrical contact effect, an appropriate thickness of conductive paste (CP) must be coated on the surfaces of aluminum strands before the compression of CAT [2]. Contact resistance (CR) and joint temperature can be reduced effectively by the proper use of CP.   However, the CR may increase on the contrary if the conductive paste is coated uneven, too thick, or even there is no CP [3]. The contact effect between aluminum strands (AS) and CAT will reduce due to oxidation, corrosion, winds vibration loosening, during the long-term operation, leading to abnormal temperature elevation or even failure of SC [4].   In this paper, failure characteristics, morphology and microstructure of steel strands fractures were investigated by macro examination, metallographic and FEM through an example of SC failure accident. And the mechanism and characteristics of SC failure originated from CRD were obtained.  
 
 
2  STRUCTURE OF STRAIN CLAMP  The structure of strain clamp is shown in figure 1. Section AB is the compression area of conductor and CAT. Section BD is the non-compression area of CAT. Section DE is the 
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compression area of steel anchor grooves and CAT (SAGCAT). Section BC is the area of exposed steel strands (SS), and section CD is the compression area of steel strands and steel anchor tube (SSSAT). Section WA is the free conductor out of strain clamp [1]. The conductive paste is coated at the aluminum strands surfaces within section AB.  
 
 
3  FAILURE ANALYSIS OF STRAIN CLAMP  
3.1  Fracture location Failure analysis was performed through an example of stranded conductor fracture accident in strain clamp in a 220kV transmission line.   Two fracture spots, fracture of exposed steel strands at section BC, and fracture of conductor at the orifice of CAT (point A), were found after splitting the failed SC (Fig.2). The fracture at section BC should be prior to the fracture at point A. According to logic reasoning, the conductor will drop onto the floor as soon as the fracture of point A happens. The steel strands at section BC will not fracture with little tension and current loading within the SC if the conductor fracture at point A occurs first.   

 

Fig.1 Structure of strain clamp Fig.2 Failed strain clamp 
 
3.2  Experimental analysis 
 
3.2.1  Macro examination It’s found that in macro examination there are obvious neckings at all steel strands fractures and molten phenomenon in some steel strands fracture at point A. The fracture morphology of a steel strand at point B is shown in Fig.3. In order to further analyzing the fracture characteristics of the real fracture, several old steel strands specimen, gained from the free conductor out of the SC, were tensile broken at room temperature and compared with real fractures. The average area reduction of the fracture steel strands and the old steel strands are 42.23% and 32.38%, respectively. The average area reduction of the fracture steel strands is about ten percentages larger than that of the old steel strands. The failed steel strands are preliminarily judged to have suffered from a certain degree of high temperature before fracture.   The inside wall morphology of CAT (section AB) is shown in Fig.4. The CP is extremely uneven and most of the area is not coated by CP. The adherent conductive paste has already become black instead of original deep green. It suggests that the conductor and CAT within section AB also suffered a certain degree of high temperature [5].  

  
Fig.3 Fracture of steel strand Fig.4 Clamp aluminum tube with CP 
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3.2.2  Metallograph Longitudinal section samples from fracture steel strands and old steel strands of the free conductor out of the strain clamp were prepared for metallographic test (Fig.5).   Fig.5 shows that the old steel strand material still presents fibrous microstructure characteristics, while the failed steel strands change a lot and equiaxial crystal grains are found to form near the necking place. It gives powerful evidence that the steel strands suffered a certain degree of high temperature before fracture and recovery and recrystallization occurred under the influence of abnormal temperature elevation [6, 7]. 
 

  
(a) nearby the largest necking (b) old steel strand in free conductor 

Fig.5 Metallograph of steel strands  
3.3  Simulation analysis The current path changes when the CR between aluminum strands and CAT increases abnormally causing redistribution of TSFs. The TSFs were analyzed by finite element method (FEM) for investigating the failure mechanism of SC.  
 
3.3.1  Simulation model Simulation FEM model (Fig.6) were built according to the NY-240/40 type strain clamp in the accident example. Only a quarter model of strain clamp is shown in consideration of the symmetrical structure of SC. The steel strands, aluminum strands, CAT and steel anchor were considered as bulk material, respectively, ignoring the gap among the strands. Heat source of the FEM model is the current joule heat. And there is no joule heat at right side of point E without current passing through. The stress loading of the model is the conductor tensile force. The hanging tail of SC is negligible in the FEM model because the loading force by drainage line is much smaller than the conductor tensile force. Simulation of TSFs of SC influenced by CRD was performed.  
 
3.3.2  Simulation results Temperature field (TF, °C) distributions of SC under typical loading condition (500A of current, 25% of ultimate tensile strength [8]) are show in Fig.7~8. TF of strain clamp with normal CR is shown in Fig.7. And Fig.8 is the TF of SC with 50% of CRD.  Temperature within free conductor (section WA) is the highest when the CR is normal (Fig.7). And the temperature within SC (section A~E) is lower than that within free conductor. It is because that the cross section area of CAT within strain clamp, 540.5mm2, is larger than that of aluminum strands, 238.9mm2 [8, 9], meaning that the resistance per length of strain clamp is smaller than that of conductor.   The peak temperature transfers to the compression place (SSSAT) (section CD) when the CR deteriorates (Fig.8), because the current path is blocked in the CAT. And temperature in all section is higher with CRD than that with normal CR.  
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Fig.7 Temperature of SC with normal CR 
 

Fig.6 FEM model of 
strain clamp Fig.8 Temperature of SC with 50% deterioration of CR  The TSFs value along the steel strands (SS) axis path extracted under various deterioration degree of CR are shown in Fig.9~10. The origin point, positive axis and negative axis are the orifice of CAT (point A), steel anchor and free conductor, respectively.   Temperature in steel strands reduces from free conductor to steel anchor gradually with normal CR (deterioration degree λ=0). While the temperature in steel strands increases from free conductor to steel anchor gradually when CR deteriorates. There is a bump of steel temperature within section BD (in SS), and the peak temperature occurs at the spot 40mm inside of steel anchor tube orifice (Fig.9).   

 
Fig.9 Temperature of steel strands Fig.10 Von Mises stress of steel strands  Fig.10 shows that the ranking of average von Mises stress in various section (in SS) is as follows, section BC＞section WA＞section AB＞section CD. Stress in section WA is slightly higher than that in section BC when deterioration degree λ is 1.0. Stresses in both section WA and section AB increase as the CR deteriorates. Stresses in section WA and section AB increased from 220MPa to 330MPa, and from 139MPa to 298MPa, respectively. Stress in section CD decrease, from 110MPa to 91.5MPa, as the CR deteriorates. Stress in section BC keeps stable between 290MPa and 320MPa.    
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4  MECHANISM AND CHARACTERISTIC OF FRACTURE  The experimental results show that the failure characteristics of SC, two fracture spots, is caused by steel strands been suffered by abnormal temperature elevation. The simulation results show that the distribution of TSFs is greatly influenced by CRD.   When CR is normal, the majority part of current in aluminum strands (AS) flows through CP (section AB) to CAT, and through section BD (in CAT) to section DE (in CAT) finally. Only a small part of current in steel strands (in SS) flows through section WA (in SS), section AB (in SS), section BC (in SS) and section CD (in SSSAT) to section DE (in steel anchor, in SA) finally. The two parts of current join together at section DE (in SAGCAT) and flow to the next span through the drainage plate.   When the electrical contact effect decreases as CR deteriorates, the current in AS can not flow through compression area totally to the CAT. Thus, the current in section BD of CAT is described by formula (2). Where IBD is the current in section BD of CAT, λ is the deterioration degree of CR, IAL is the current in AS of free conductor.   
( )1

BD AL
I Iλ= − ×       (2)  The residual part of current, which can not flow to CAT caused by CRD, has to flow through steel section BC (in SS), CD (in SSSAT) to DE (in SA). Because the steel strand material is not a good conductor for heat, the influx of extra large current into steel strands will certainly cause the abnormal temperature elevation at steel section BC (in SS) and CD (in SSSAT). High stresses occur at steel section WA (in SS) and BC (in SS). And the stress at steel section CD (in SS) is low (Fig.9~10). It suggests that the steel strands at section BC (SS) will fracture first by comparing the TSFs in the three sections, where stress value is large and temperature is lowest in section WA (in SS), stress value is large and temperature is high in section BC (in SS), temperature is highest but stress value is smallest in section CD (in SS).   The fracture of exposed steel strands (section BC) causes the sharp decrease of bearing loading capacity of SC. The total tensile force of conductor transfers to compression portion, between AS and CAT once the steel strands fracture at section BC. Materials soften and stress level rises at the compression portion under the dual influence of CRD and steel strands fracture at section BC. And the AS at the orifice of CAT (point A) fracture fast, leading to steel strands temperature elevation rapidly, fracture and even molten.    

5  CONCLUSIONS   (1) The strain clamp failure accident is caused by the CRD. The typical characteristic of strain clamp failure caused by the CRD is the existence of two fracture spots. The first one is the fracture at the exposed steel strands (section BC, SS), the second one is the conductor fracture at the orifice of CAT (point A).   (2) Temperature in steel strands reduces from free conductor to steel anchor gradually with normal CR and the highest temperature is within the section WA. The temperature in steel strands increases from free conductor to the steel strands and steel anchor tube gradually as CR deteriorates and the highest temperature is within the section CD (in SS).  
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(3) The mechanism of strain clamp failure caused by the CRD is as follows. The redistribution of TSFs in strain clamp occurs when the CR deteriorates. Influenced by the combination influence of temperature and stress, the exposed steel strands (section BC, SS) fracture first, causes sharply decrease of bearing loading capacity. The total tensile force of conductor transfers to compression portion AB between AS and CAT (ASCAT) once steel strands fracture at section BC (SS). Materials soften and stress level rises at the compression portion AB under the dual influence of CRD and steel strands fracture at section BC (SS). And the aluminum strands at the orifice of CAT (point A) fracture fast, leading to temperature elevation, fracture and even molten of steel strands rapidly.    
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ABSTRACT  In this paper, an applicability of net section collapse load approach to assessment of pipes with multiple circumferential cracks was investigated. Ductile fracture simulations of pipes with two circumferential cracks are used for verification. The finite element damage analysis that are used for these simulations are based on the element-size-dependent critical damage concept with the stress-modified fracture strain model. Virtual testing for verification is performed on 4-inch diameter schedule 80 pipes with circumferential flaws that have several geometries. The assessment results of net section collapse load approach are in good agreement with virtual test results using finite element damage analysis.   
1 INTRODUCTION  Operating nuclear pressurized components often have a multiple cracks due to stress corrosion cracking. Assessment of pipes with multiple cracks can be complex, depending on the proximity of adjacent cracks. If the distance between adjacent clacks is short, these cracks can coalesce.  If the distance between adjacent clacks is larger than specific distance, these cracks can propagate without interaction. Due to such complexities, the development of assessment method of pipes with multiple cracks is a difficult task.  One practical method to assess pipes with multiple cracks is to provide crack re-characterization rules. These rules that are based on a proximity are given to decide whether two cracks should be combined or considered separately. In accordance with the ASME Code Section XI, in the case of multiple aligned planar surface cracks that are illustrated in Fig. 1, the distance S between the adjacent cracks is compared with the cracks depths. If distance S is smaller than a half of maximum depth, max(a1,a2), the cracks shall be replaced as a single crack. Re-characterization rules assume that two cracks can propagate without interaction when distance S is larger than maximum depth (1). However, these cracks are interacted in reality. 

 

 
Fig. 1 Two surface cracks. 
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Hasegawa et al have investigate the assessment method for pipes with multiple circumferential cracks based on net section collapse (NSC) load approach (2). Researchers at Hitachi then performed six pipe tests with two circumferential inner surface cracks (3). Those tests are four-point bending that was performed at pipes made of 304 stainless steels. Pipe test results illustrated in Fig. 2 are compared with theoretical results based on NSC load approach concept. Researchers at Hitachi failed to draw meaningful conclusions on applicability of NSC load approach due to a limited number of tests.  One effective way to covering all possible ranges of variables to draw conclusions is to use finite element (FE) damage analyses. A major concept of the FE analyses is a damage model of ductile fracture. In this paper, element-size-dependent critical damage concept with the stress-modified fracture strain model that was investigated by Kim et al (4) was used to simulate ductile failure. Simulated results illustrated in Fig. 3 are compared with pipe test results for verifying simulation method.  

  
Fig. 2 Comparison of pipe test results 
and theoretical results based on NSC 

load approach concept. 

Fig. 3 Comparison of Simulated  
results and pipe test results.   

2 LIMIT LOAD SOLUTION BASED ON NET SECTION COLLAPSE LOAD APPROACH 
CONCEPT  Fully plastic collapse moment for a pipe with multiple circumferential cracks is easily obtained from the limit load criteria and NSC load approach. β that is the angle to the neutral axis of the pipe cross section containing the flaw is was derived from equilibrium equation. For a pipe with multiple circumferential cracks, β is given by, 

1
2

a
t

m
f

σ
β π θ π

σ

⎡ ⎤
⎢ ⎥= − −
⎢ ⎥⎣ ⎦

              Eq. (1) 
 For the situation where β ≤ (π - θ - α), the external bending moment at incipient plastic collapse is given by, 

( )2 2sin sin sin2 a aM R t
t t

c fb σ β α α θ⎡ ⎤= + − +⎢ ⎥⎣ ⎦
        Eq. (2) 
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where σf is the flow stress of the pipe material, a is the flaw depth, t is the wall thickness of the pipe, θ is one-half of the angle of the circumferential extent of the flaw, α is one-half of the angle between two flaws and β is given by Eq(1).   
3 DUCTILE FRACTURE SIMULATIONS OF PIPES WITH TWO CIRCUMFERENTIAL 

CRACKS  Pipes with two aligned symmetrical circumferential surface cracks illustrated in Fig. 4(a) were simulated using finite element damage analysis based on element-size-dependent critical damage model. The damage model is based on the concept that fracture strain εf for dimple fracture depends on the triaxial stress states, which are quantified by the ratio of the mean stress σm and equivalent stress σe. Such a model is often referred to as the stress modified fracture strain model. The relationship between εf and the stress triaxiality is given, for instance, by, 
expA C Bmf

e
σ

ε
σ

⎛ ⎞
= − +⎜ ⎟

⎝ ⎠
               Eq. (3) 

where A, B and C are material constants. In previous works (4), each constants were determined based on test data.  

 

 
                        (a)                   (b) 

Fig. 4 (a) Schematic illustration and FE model of pipes with two aligned 
symmetrical circumferential surface cracks and (b) dependence of  

the critical accumulated damage with element size.  A concept of the element-size-dependent critical damage is use the calibrated value of the critical accumulated damage. The critical accumulated damage is a sum of incremental damage due to plastic deformation at rupture state. Incremental damage due to plastic deformation, ωΔ , is defined by the equivalent plastic strain increment, 
p
eεΔ  , and εf : 
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When the accumulated damage becomes unity, 1cω ωΔ = =∑ , generally, crack growth is simulated. In this paper, the calibrated value of the critical accumulated damage that depends on a mesh size is used. The dependence of the critical accumulated damage with element size is shown in Fig .4(b). Conventional 3-D elastic-plastic FE analysis was performed to simulate ductile fracture of pipes .The analyses were conducted by using ABAQUS Standard 6.13 (5).   
4 ASSESSMENT RESULTS AND CONCLUSION  In this paper, an applicability of net section collapse load approach to assessment of pipes with multiple circumferential cracks was investigated based on virtual testing using finite element damage analysis. Finite element damage analysis are validated by Hitachi’s full-scale pipe bending test (3). Hitachi test pipes (4-inch diameter schedule 80) were made by a 304 stainless steel and contained two circumferential surface cracks. The comparison of assessment results between NSC load approach and virtual testing is described in Fig. 5. A Collapse moment ratio is compared depending on angle between two flaws, each flaw angle, and flaw depth. The assessment results of NSC load approach are in good agreement with virtual test results. So, we can conclude that net section collapse load approach can be available to assessment of pipes with multiple cracks.  

 

 
Fig. 5 Collapse moments ratio.  
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ABSTRACT  The uniaxial tensile and the ratcheting-fatigue behaviors of the nuclear power pipeline steel (Z2CND18.12N) were studied with different thermal aging times (from 1 hour to 500 hours) at two thermal aging temperatures (500℃ and 700℃). The aged specimens conducted slight but consistent decrease of yield stress and Young’s modulus than those of the original specimen. The ultimate strength and the elongation were not strongly affected by any thermal aging conditions. The thermal aging process resulted in the apparent changes of the ratcheting behavior and the ratcheting-fatigue life.   
 
1 INTRODUCTION 
 The aging effect on the mechanical properties of stainless steels exposed to the elevated temperature range has been studied since several decades ago. For the duplex stainless steel (the amount of ferrite phase above 15wt% in the austenitic matrix) exposed to the intermediate temperature range, the thermal aging usually promotes an increase in hardness, yield stress and ultimate tensile stress, as well as a decrease in ductility, toughness and impact properties (Xue, 2009). The cyclic deformation is also influenced in the intermediate range and large range of the plastic strain (Llanes et al. 1996). The piping under bending, torsion and pressure loads in nuclear power plant will produce ratcheting effect which due to vibration and the ratcheting deformation will influence their lives. As the important significance of the ratcheting effect, there are large quantity of research on the ratcheting and ratcheting-fatigue behavior and the influence factors such as the mean stress, stress amplitude, stress rate, chemical composition, temperature, pre-strain/pre-corroded and etc. (Hassan et al. 1994, Kang et al. 2002, Chen et al. 2005, Wang et al. 2013).  In this study, the Z2CND8.12N austenitic stainless steel specimens with different thermal aging conditions (different aging times from 1 hour to 500 hours at two temperatures of 500℃ and 700℃) were tested under cyclic stress. The ratcheting behaviors were analyzed in detail on the hysteresis loop, ratcheting strain and the ratcheting strain rate. The ratcheting-fatigue lives under mean stress of 75MPa and stress amplitude of 275MPa were also obtained for the piping material of the nuclear power plant.   
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2 MATERIALS AND EXPERIMENTS  Nitrogen controlled austenitic stainless steel Z2CND18.12N was used as the test material with the chemical composition shown in Table 1. The original form of the material was a pipe with the outer and inner diameter of 76mm and 67mm, respectively. Specimens with the gauge length of 20mm and gauge width of 5mm were cut longitudinally from this pipe. Holding parts at both ends of the specimen were designed long enough to fit for the plate clamps. In the thermal aging process, the specimens were heat treated at 500℃ and 700℃ respectively for various time durations of 1 hour, 10 hours, 50 hours, 100 hours and 500 hours in the heating furnace. All the uniaxial tensile tests and cyclic tests were conducted on a 20-kN servohydraulic tension-compression fatigue testing machine with a closed-loop digital controller. The gauge length of the extensometer was 12.5mm. All the experimental equipment was developed by CARE lab, Tianjin University.  
Table 1 The chemical composition of Z2CND18.12N (in wt%). C Si Mn P S Ni Cr Mo N Cu Co 0.025 0.43 1.211 0.021 0.003 12.073 17.517 2.388 0.07 0.075 0.035  In this study, the uniaxial tensile tests were conducted under strain rate of 0.1%/s. A series of stress-cycling tests were conducted under stress amplitude of 275MPa and mean stress of 75MPa with the frequency of 0.2Hz. The cyclic test mode was stress-controlling with typical triangular waves.   The ratcheting strain is defined as: 
max min

2r
ε ε

ε
+

=                                                                                                                       (1) where maxε  and minε  are the maximum strain and the minimum strain respectively in a cycle.  The ratcheting strain rate is defined as: 
/r rd dNε ε=                                                                                                                         (2) where N  is the number of cycle.  

 
3 RESULTS AND DISCUSSION  
3.1 Uniaxial tensile properties The Young’s modulus, 0.2% yield strength (YS), ultimate tensile strength (UTS) and the elongation of both the original specimens and the thermal-aged specimens were obtained from the uniaxial tensile tests. The tensile properties, the Young’s modulus, yield strength, ultimate tensile strength and elongation, with different thermal aging time were listed in the Table 2. The results show that compared with the original specimens, there is a slight but consistent decrease in both Young’s modulus and the yield strength of the aged specimens. The decreases of the Young’s modulus and the yield strength of the specimens after aging at 700℃ are more apparently than that of 500℃.  
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Table 2  Tensile properties of specimens in different aged conditions. Aging condition Young’s modulus (GPa) YS (MPa) UTS (MPa) Elongation (%) Original 195.1 290.7 603 52.0 500℃/1h 175.7 254.3 612 47.0 500℃/10h 159.8 236.0 631 52.3 500℃/50h 177.2 247.0 614 51.7 500℃/100h 185.3 250.0 612 52.0 500℃/500h 181.9 241.3 612 51.2 700℃/1h 155.2 237.7 593 54.8 700℃/10h 160.3 221.9 600 54.2 700℃/50h 157.4 224.1 601 52.9 700℃/100h 154.7 222.7 593 53.2 700℃/500h 172.7 224.7 605 53.0  
3.2 Effect of thermal aging on the cyclic behavior Figure. 1 shows the evolutions of the initial 50 hysteresis loops and the ratcheting strain of the original specimen under mean stress of 75MPa and stress amplitude of 275MPa at room temperature. As shown in Fig. 1(a), the plastic strain accumulation was apparent in the initial several cycles, and then declined because of the cyclic hardening effect. The evolutions of the ratcheting strain defined by Eq. (1) with the increasing number of cycles for the original specimen under mean stress of 75MPa and stress amplitude of 275MPa are shown in Fig. 1(b). The curve of the ratcheting strain could be divided into three stages. In the primary stage, the ratcheting strain increased rapidly since the plastic strain accumulated fast. In the second stage, the ratcheting strain increased steadily with a constant rate. In the last stage, the ratcheting strain increased rapidly because of the crack initiation. Finally, the specimen failed as a result of crack propagation.   

       
Fig. 1. The evolutions of the (a) initial 50 hysteresis loops and (b) ratcheting strain 

of the typical ratcheting behavior of the Z2CND18.12N without thermal aging.  Figure 2 shows the first hysteresis loop of both original specimen and thermal-aged specimens under mean stress of 75MPa and stress amplitude of 275MPa with aging temperatures of 500℃ and 700℃ respectively. The yield stresses of the aged specimens 
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were lower than that of the original specimen, which was coincidence with the uniaxial tensile results. Since the decrease of the yield stress of the aged specimen, the plastic strains of the aged specimens in the first hysteresis loop were larger than that of the original specimen. The widths of the hysteresis loops increased with the increasing thermal aging time for both thermal aging temperatures. As shown in the Fig. 2(a) and Fig. 2(b), the ratcheting strains in the first cycle after aging at 700℃ were larger than the ratcheting strains after aging at 500℃. Figure 3 shows the evolutions of the ratcheting strains with cycles after thermal aging at both 500℃ and 700℃ under mean stress of 75MPa and stress amplitude of 275MPa in the initial 1000 cycles. All the ratcheting strains increased with the number of cycles since the plastic strain accumulation. After aging at 500℃, the ratcheting strains increased with the increasing thermal aging time. For the aging time of 50h, 100h and 500h, the ratcheting strains increased faster significantly than the aging time of 1h, 10h and the original specimen. After aging at 700℃, the ratcheting strain also increased with the increasing thermal aging time. The ratcheting strains after thermal aging increased faster apparently than the original specimen.  

  
(a)                                                   (b) 

Fig. 2. The hysteresis loops of the first cycle of both the original specimen and the 
thermal-aged specimens after thermal aging at (a) 500℃ and (b) 700℃.  

    
 (a) (b) 

Fig. 3. Ratcheting strains for both the original specimen and the thermal-aged 
specimens after thermal aging at (a) 500℃ and (b) 700℃. 
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3.3 Effect of thermal aging on the ratcheting-fatigue life Figure 4 shows the effect of thermal aging with different conditions on the ratcheting-fatigue life. Under the both aging temperatures of 500℃ and 700℃, the ratcheting-fatigue lives decreased with the increasing aging time apparently. The curve with 500℃shows the constant decreasing trend while the curve with 700℃ shows the rapid decrease at the point of 50h and then saturated trend at the point of 500h. As shown in Fig. 4, the ratcheting-fatigue lives also decreased with the increasing aging temperature with the same aging time. With the short aging time of 1h and 10h, the differences of the fatigue lives between two aging temperatures were small. With the aging time of 50h and 100h, the differences of the fatigue lives increased since the rapid decrease of the lives under 700℃. Generally, the ratcheting-fatigue life decreased with the increasing aging temperature and the increasing aging time.  

 
Fig. 4. Ratcheting-fatigue lives for original and thermal  

aged specimens with various aging time.   
4 CONCLUSIONS  In the present work, the thermal aging effect on the mechanical properties of Z2CND18.12 stainless steel was studied after aging for 1h, 10h, 50h, 100h and 500h at aging temperature of 500℃ and 700℃ respectively. The mechanical properties of the aged material were analyzed in uniaxial tensile properties, cyclic behaviors and the ratcheting-fatigue lives. The following conclusions can be drawn: (1) For the tensile properties, the aged specimens conducted slight but consistent decrease of yield stress and Young’s modulus than those of the original specimen. The ultimate strength and the elongation were not strongly affected by any thermal aging conditions. (2) For the cyclic behaviors, the widths of the first hysteresis loops increased with the thermal aging time for both aging temperatures, and all the widths of the aged specimens were larger than that of the original specimen. (3) The ratcheting strains in the initial 1000 cycles also increased with the thermal aging time for both aging temperatures. The ratcheting strain rates increased apparently after aging at 500℃ and almost unchanged after aging at 700℃. (4) Generally, the ratcheting-fatigue lives decreased with the increasing thermal aging time and the increasing thermal aging temperature. 
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ABSTRACT  The distribution of initial flaw sizes is one of the key inputs for the calculation of the probability of failure of aircraft structures. In practice, an equivalent flaw size is used instead of the physical flaw size, to avoid numerical difficulties and to provide consistencies. The equivalent flaw size is derived, ultimately, from crack-time data obtained from teardown inspections or purpose-conducted experiments, but different methods may be used to derive the distribution of the equivalent flaw size. In this paper, two such methods are examined, and their effects on probability of failure are assessed.  
 
 
1 INTRODUCTION 
 Aircraft structural integrity assessment is a major activity for aircraft owners and operators, during acquisition and the subsequent operation, and the analysis of probability of failure is an integral part of this assessment. MIL-STD 1530C [1] specifies that a probability of catastrophic failure at or below 10-7 per flight for aircraft structure is adequate to ensure safety for long term military operations. The standard also specifies that probabilities of catastrophic failure exceeding 10-5 per flight should be considered unacceptable, and mitigation measures should be taken if the risk is between 10-7 and 10-5, in order to ensure the safety of the personnel and the aircraft. The probability of failure as defined in MIL-STD1530C refers to the probability of happening within the next flight, referred to as single flight probability of failure (SFPoF).   To calculate SFPoF, a minimum of four categories of inputs are required, namely a) the distribution of the sizes of initial flaws that characterises the build condition; b) the crack growth curve that governs the evolution of these flaws under typical service load spectrum; c) the residual strength that indicates the load bearing capacity of the structure and d) the peak stress exceedance that characterises extreme loads experienced by the structure, in a probabilistic sense. In practice, an equivalent initial flaw size (EIFS [2]) is used instead of the physical flaw size, to avoid numerical difficulties and to provide consistencies. References [2, 3] show that the EIFS distribution has the most significant effect on the probability of failure. However, these studies did not investigate the sensitivity of the SFPoF values to the assumed distribution models for the EIFS and the methods used to derive them from crack-time data obtained from teardown inspections or purpose-conducted experiments.  
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In this paper, two methods used for EIFS distribution derivation are examined to evaluation their effect on SFPoF. The two methods are referred to as the Direct EIFS method and the Time to Crack Size (TTCS) [2, 4] method. For the TTCS method, different baseline crack sizes were assumed and their effects on the SFPoF values are compared. The outcome of this study will provide guideline on the selection of most suitable models and method of derivation for the EIFS distribution.   
2 SINGLE FLIGHT PROBABILITY OF FAILURE (SFPOF)  Probability of failure (PoF) is the likelihood that the applied stress, S , exceeds the residual strength, crS  based on fracture toughness of the material. )(aScr  is the load bearing capacity of the structure containing a crack of size .a  PoF,  therefore, is a function of crack size and is defined as, 

    aSSPaPoF cr (1) The probability that an aircraft will fail during the next flight, SFPoF, is given by [5, 6], 
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where  ta af  is the probability density function of crack size, and the subscript tindicates the dependence of crack size on time.  sfs  is the peak stress probability density function for a single flight. At t = 0, )( 0afa  refers to the EIFS distribution. In Equation (2), without the integral of  sf  term the equation would equal to 1 as the integral of any probability density function is a cumulative density function, but the integral of  sfs  reduces the integral at each da interval and therefore reduces the integral to a value less than one, the SFPoF.   
3 EIFS DISTRIBUTION DERIVATION METHODOLOGIES  For a given set of crack data ),( ii ta , the EIFS distribution may be derived using two methods, the Time to Crack Size (TTCS)  and the Direct EIFS methods.    
3.1 Time to Crack Size (TTCS) Method In the TTCS method, the EIFS distribution is derived by first projecting observed crack data to a specific crack size, referred to as the baseline crack size in this paper, using a master crack growth curve, and then determining a life distribution at that crack size. The life distribution is then back-extrapolated to time zero to get the EIFS distribution. The method is illustrated in Figure 1a. The steps are as follows: 1. Set the baseline crack size (aTTCS); 2. Use the crack growth curve to project each in-service crack size data to aTTCS and determine its corresponding fatigue life; 3. Determine the life distribution at aTTCS using an appropriate distribution model, e.g., Lognormal distribution or Weibull distribution; 4. Use the same crack growth curve to back-extrapolate each point in the life distribution to get the EIFS distribution. 
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Clearly the EIFS distribution is not directly derived from the crack data; rather, it is obtained by projecting a fatigue life distribution at a selected crack size. As such, the derived EIFS distribution is not unique; it depends on the assumed baseline crack size.   
3.2 Direct EIFS Method The Direct EIFS method is a simple approach in determining the EIFS distribution. The EIFS corresponding to each pair of crack data is directly regressed to time zero and a probabilistic distribution is constructed using the regressed data, see Figure 1b.   

 
Figure 1 Two most common EIFS derivation methods, a) TTCS Method and  

b) Direct EIFS Method  
3.3 Derived EIFS Distributions and Probabilistic Risk Analysis of Fracture A total of 145 crack data obtained from teardown inspection of C-130H aircraft were compiled to be used for EIFS distribution development. The number was reduced to 64 by excluding data relating to multi-site damage. Both the Direct EIFS method and the TTCS method were used to derive the EIFS distribution. In Direct EIFS method, the lognormal distribution model was used to fit the regressed flaw sizes. In the TTCS method, the lognormal distribution model was used to represent the life distribution at the baseline crack size. Three baseline crack sizes (i.e., 0.10, 0.20 and 0.30 inches) were assumed. The resulting EIFS distributions are shown in Figure 2a, and the right tails of the distributions are shown in the enlarged view in Figure 2b, as cumulative distribution functions (CDF). The mean EIFS values from the Direct method and the TTCS method with baseline sizes of 0.10, 0.20, 0.30 inches are 0.00111, 0.00211, 0.00161 and 0.00157 inches, respectively. The CDF of the EIFS distribution from the Direct EIFS method shows a curve extending indefinitely and asymptotes to F(x)=1.0. For the three distributions from the TTCS method, F(x)=1.0 is reached at x values corresponding to each baseline crack size. It should be noted that in Figure 2, the maximum horizontal coordinate is fixed at 0.08 inches to emphasize the differences in the right tail of the distributions. The derived EIFS distributions were used to analyse the SFPoF of C-130H using the risk input parameters from reference [6]. 
 



 
Figure 2 EIFS distributions derived using the Direct EIFS method and the TTCS 

method corresponding to baseline crack sizes of 0.10, 0.20 and 0.30 inches,  
a) showing CDF curve and b) showing the right tail of the distribution   

 
Figure 3 Comparison of SFPoF for different EIFS methods and baseline crack sizes   

4 RESULTS AND DISCUSSION  Comparison of SFPoF curves of the four EIFS distributions are shown in Figure 3. It can be seen that the Direct method gives the highest risk value for the data considered. This is an interesting observation because the mean of the EIFS distribution from the Direct method is the smallest yet the method leads to the highest probability of failure. The reason for this is that the right tail of the distribution is asymptotic to 1.0, which means that very high EIFS values are also possible. In the TTCS distributions, the EIFS has an upper bound limit which is the baseline crack size. Since the probability of failure is sensitive to the right tail of the EIFS distribution, the Direct EIFS method gives the highest risk values.   The SFPoF curves from the TTCS method also show significant differences for different baseline crack sizes. At acceptable SFPoF value of 10-7 [1], the difference in time between baseline crack size of 0.10 and 0.30 is about 2400 flight hours, which is a significant usage difference and involves huge operating cost savings if aircraft life can be safely extended. The result in this study showed that assumed baseline crack size has significant effect on the SFPoF. The results also show that unbounded distribution models such as the lognormal distribution may not be appropriate for the Direct EIFS 
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method, and the TTCS method may be a better option since the resulting EIFS distribution has an upper bound limit. However, when the TTCS method is used, an appropriate upper bound relevant to the structural location being analysed must be used.      
5 CONCLUSIONS AND RECOMMENDATION  The sensitivity of SFPoF to EIFS distribution models is presented in this paper. It has been shown that the risk analysis of aircraft structures may be refined by selecting the most appropriated EIFS distribution model and derivation methods. Based on the example presented here, the following may be concluded:  1) The EIFS distribution derived by the Direct Method may lead to very high probability of failure, especially when an unbounded distribution model is used.  2) The EIFS distribution derived by the TTCS Method give probability of failure which are sensitive to the assumed baseline crack size. The baseline size should correspond to the actual condition of the location being analysed so as not to produce unrealistic EIFS values.   3) The mean of the EIFS distribution has very little influence on the SFPoF values whereas the right tail of the EIFS distribution has the most significant influence.  4) More accurate and realistic assumption of the upper bound of the EIFS distribution is necessary in analysing the fatigue of aircraft structures.  The authors recommend that distribution models that have finite upper bound limit should be explored further, especially when Direct EIFS distribution is used.   
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ABSTRACT  A new concept named aircraft structure enveloping life surface (ASELS) is presented. The ASELS describes the interrelationships between stress level, fatigue life, and calendar life. This may be used to predict the residual life of aircraft structures. The development of the ASELS is described. Furthermore, by combining ASELS with Miner linear cumulative damage theory, a residual life prediction method for aircraft structures under typical environment is established.   
1 INTRODUCTION  The structural life of an aircraft is affected by its in-service environment, which relates specifically to issues of corrosion and cyclic loading. Some US Military Standards, such as MIL-A-8860B and MIL-STD-1573, incorporate corrosion into aircraft production and usage process protocols. In China, there are two indices to monitor aircraft structural life, which include fatigue life and calendar life.   Previous studies have presented the concept of an aircraft structure life enveloping curve (ASELC) based on an analysis of aircraft structural life indices and considering the interaction between fatigue life and calendar life (1-3). These studies also presented applications of this theory.   In this paper, a new concept named aircraft structure enveloping life surface (ASELS) is presented based on the ASELC. Furthermore, an approach to establishing the ASELS is developed and a residual life prediction method for aircraft structures is presented based on the ASELS. 
 
 
2 CONCEPT OF AIRCRAFT STRUCTURE ENVELOPING LIFE SURFACE  ASELS describes the safe and reliable life scope for aircraft structures in service. It reflects the interrelationships between stress level (S, in MPa), fatigue life (Nf, in flight hours), and calendar life (Ny, in years). When an aircraft is used so heavily that it exceeds the limits of ASELS, the structural state is considered to be unsafe. As shown in Fig. 1, the ASELS can be considered as an extension of the ASELC (Sight B) along the coordinate direction of stress level or an extension of the S-N curve (Sight A) along the coordinate direction of calendar life. 
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Fig. 1 Diagram of an aircraft structure enveloping life surface  Fig.1 shows the ASELS in a typical environment. This can be used to predict the structural residual life of an aircraft grounded in the environment. If an aircraft is grounded in different environments in full life circle (the corrosion properties relevant for high altitudes can be ignored), different ASELSs corresponding to these environments should be used for the prediction of residual life. In Fig.1, both directions of the abscissa axis (Ny) are positive; they are calendar lives under different states of protective coating. The abscissa of Tp1/Tp2 is the effective period of protective coating; structures can be considered to be suffering from pure fatigue damage within this period. The points Np1 and Np2 represent safety lives with high reliability under the stress levels S1 and S2, respectively. These parameters can be obtained through component or full-scale fatigue testing and through reliability analyses. The surface Np1-

D1-D2-Np2 reflects change laws of the fatigue lives of structures under different stress levels in the corrosive environment without protective coating. The surface D1-Nc1-Nc2-
D2 is a boundary limit designed to prevent unexpected fracture of a structure due to corrosion fatigue damage.   
3 ESTABLISHMENT OF AIRCRAFT STRUCTURE ENVELOPING LIFE SURFACE  To consider the effect of the corrosive environment on the life quality of an aircraft structure and following the approach to establishing the ASELC described in the literature (2, 4), the ASELS can be established as follows. A schematic diagram illustrating the establishment of the ASELS is shown in Fig.2. It shows the ASELS determined by only three stress levels. In reality, the more tests that are carried out under more stress levels, the more accuracy is achieved with the ASELS.  In Fig.2, the effective period of protective coating (the abscissa of Tpi) can be determined by equivalent corrosion testing of coating specimens in laboratory experiments with conditions simulating actual service environment. The Np1 to Np3, which are fatigue safe lives with high reliability, can be determined by performing fatigue tests under several stress levels (S1 to S3 in Fig.2). The Np1-Np3 curve is actually a p-S-N curve with a high reliability determined by reliability analysis.   

Fig. 2 Schematic diagram of the 
establishment of the ASELS 
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The C(T) curve, which is also called the corrosion effect coefficient curve (4, 5), represents the effect of corrosion on fatigue life. It can be determined by pre-corrosion fatigue tests or by alternative corrosion fatigue tests of unprotected specimens. Any point on the Ci(T) curve under the stress level Si can be determined using Eq. (1) 
= 99.9 ( )( ) i

i
pi

N T
C T

N
                                                             (1) 

where Npi is the fatigue safe life under stress level Si, N99.9i(T) is a fatigue safe life with a reliability of 0.999 and a confidence of 0.95 (when the fatigue lives follow a log-normal distribution) after an equivalent of T years of corrosion. The Ci(T) curve can be fitted as 
Ci(T)=1-aTb                                                                (2) where T is the equivalent calendar years and a and b are fitting parameters.  With an increase in service time, the life quality of an aircraft structure decreases. In order to prevent unexpected fractures, the boundary limit (the surface D1-Nc1-Nc3-D3 in Fig.2) must be determined. It relates to parameters such as the demands of static strength and fracture characteristics in corrosive environment, the financial demands associated with the repair of structures, and to the tactical capabilities of the aircraft.  The right part of the ASELS can be fitted by multiplying the fatigue safe lives (Npi) by the 

Ci(T) curves and by cutting off the curve at the boundary limit. Finally, the whole ASELS of a typical environment is produced.   
4 APPLICATION OF AIRCRAFT STRUCTURE ENVELOPING LIFE SURFACE  The ASELS can be used to predict the residual life of an aircraft structure. Aircraft structural life is a dynamic variable in actual service processes, due to dynamic changes in loading and in the service environment. In the prediction process of aircraft structures, damage quantity is a bridge between the consumed life and the residual life. Combining with flight damage and Miner cumulative damage theory, when the overall damage reaches 1, the structure has reached its life limit and it should retire. The life prediction method for aircraft structures based on the ASELS is described below.  When the protective coating is in the effective period (the abscissa of Tpi), the structure may be considered to be suffering from fatigue damage only. The cumulative fatigue damage of a structure is related to the flight strength, which includes flight load level and flight density. The flight load level can be calculated using data obtained from the flight data recorder and the critical structure sensors. The flight density relates to flight hours per year. According to the Miner theory, the cumulative damage of an aircraft structure in the effective period of coating (dA) can be calculated as 
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where i is the sequence number of the stress level, n is the total number of stress levels, 
T is the calendar time of the aircraft, Tpi is the effective period of the protective coating, 
Npi is the fatigue safe life under the ith stress level, Si, and TTi is the total flight time under the Si. 
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Fig. 3 Schematic diagram of an application of the ASELS  

 Since the protective coating loses integrity, the base material of the aircraft structure suffers interactive damage of fatigue and corrosion. The right side of the ASELS can be used to calculate the cumulative damage in this period. Any position on the ASELS corresponds to a state of flight strength. As shown in Fig.3, point B (Nc,αi, Si, Np,αi) on the surface Nc1-Nc3-D3-D1 corresponds to a stress level Si and flight density Iαi (Iαi=Np,αi/Nc,αi=tanα). This indicates that an aircraft can be used for at most Nc,αi years if it is in service for Iαi hours per year under the flight load level Si without the protection of coating. Consequently, if a structure is used in Iαi hours per year under the flight load level Si, since the protective coating loses integrity with service time, the structural damage per year (dB) can be calculated as 
    α

α α
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where Iαi is the flight density and Np,αi and Nc,αi are the fatigue life limit and calendar life limit of point B, respectively. The Np,αi and Nc,αi can be calculated using the following equation 
α α α α= × = ×, , ,( )p i i c i i c i piN I N C N N                                               (5) where Npi is the fatigue safe life under stress level Si and Ci(Nc,αi) can be determined using Eq. (2).  If an aircraft is only grounded in a typical environment, the residual life of the aircraft structure can be predicated using the ASELS corresponding to these service conditions. For instance, the service conditions of an aircraft are shown in Table 1.  

Table 1 Service conditions of an aircraft Conditions of protective coating Stress level Flight density Service time 
S1 I1 T1 Effective 
S2 I2 T2 
S1 I3 T3 Loses integrity 
S3 I4 T4  The cumulative damage of the aircraft structure (dC) can therefore be calculated as follows 
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In Eq. (6), Np1 and Np2 can be determined using the ASELS according to the stress levels 
Np,1 and Np,3, which can be calculated using Eq. (5). The residual damage of the structure (dR) is 

= −1R Cd d                                                               (7) If the aircraft will services in I5 hours per year under the flight load level S4, the residual fatigue life (Np,R) is 
= ×, ,5p R R pN d N                                                          (8) where Np,5 can be calculated using Eq. (5). The residual calendar life (Nc,R) is 

   = × =, ,5 , 5/c R R c p RN d N N I                                                (9) Due to the space limitations, the test and application results are not presented in the present paper. Some correlative examples can be found in the literature (4).   
5 SUMMARY  A concept named aircraft structure enveloping life surface (ASELS) is presented and its development is described. The C(T) curve is used to simulate the interactive processes of corrosion and fatigue on the aircraft structure in actual service environment and the Miner theory is used to predict the residual life of the aircraft structure based on the ASELS. The establishment of ASELS will pave the way for supervision of structural life for individual aircraft. It also can be used to predict residual lives of other mechanical equipment and structures.   
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ABSTRACT 
 In this research work, predicting of titanium nitride (TiN) coating adhesion on AL7075-T6 is presented. First TiN was coated on Al7075-T6 in different conditions and the surfaces adhesion of TiN coated specimens were measured using micro scratch force machine. Second a fuzzy logic model was established to predict the TiN coating adhesion with respect to changes in input process parameters, DC power, DC bias voltage, and nitrogen flow rate. Finally, new five experimental tests were carried out to verify the predicted results achieved via fuzzy model. The result indicated settlement between the fuzzy model and experimental results with 95.534% accuracy. 
 
Keywords: AL7075-T6 alloy, TiN coating, PVD, Adhesion, fuzzy logic model 
 
 
1.  INTRODUCTION 

 Aerospace applications and energy saving strategies in general raised the interest and study in the field of lightweight materials, especially on aluminum alloys. Aluminum 7075-T6 alloy which is used in this research work is widely used in industry and in particular in aircraft structure [1]. This alloy has low specific weight and high strength to weight ratio but itself does not have suitable wear resistance. Therefore, improvements of surface properties are required in practical applications [1].  With the advent of new technologies, such as vacuum processing and advances in materials, such as ceramics and composites, the surface modification techniques based on new technologies have attracted more attention with respect to the traditional surface modifications ranging from glazing and painting to gas carburizing and electroplating over past decade [2].  Physical Vapor Deposition (PVD) is one of the vacuum coating processes in which the film of coating material is usually deposited atom by atom on a substrate by condensation from the vapor phase to the solid phase. This technology improved durability, higher surface hardness and increased service temperatures can be achieved from less expensive [3]. In this research work, TiN ceramic PVD-coating is used to improve the surface properties of Al7075-T6 for higher wear resistance [4]. The most critical issue in application of coated elements is the adhesion between a coating and a substrate. Adhesion is usually evaluated by scratch test technique [5]. The critical load, the load at which the coated film is removed from the substrate, is influenced by many different coating parameters that can be setup in advance, such as; DC power, temperature, nitrogen flow rate, and substrate DC bias voltage. Hence, a reliable systematic approach to investigate and predict the surface adhesion strength at different TiN coating parameters is thus required.  
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Table 1. Factors and levels Control factors Experimental levels 1 2 3 4 A DC Power (w) 300 350 400 500 B Temperature(˚C) 150 180 200 220 C Ni flow rate (%) 3 4 5 6 D Biases voltage (v) 25 50 75 100 

Soft computing techniques are useful when exact mathematical information is not available. Fuzzy logic is one of the soft computing techniques that play an important role in input-output parameter relationship modeling [6]. Fuzzy logic is preferred in predicting coating adhesion based on the input variables due to nonlinear condition in coating process [7].   In this present work, TiN was coated on Al7075-T6 substrate in different parameters conditions. Each parameter has four levels which, these parameters include; the DC power, substrate temperature, the nitrogen flow rate and DC substrate biases voltage. Fuzzy modelling was proposed to predict adhesion of TiN coating on AL7075-T6 alloy.  
 
 
2.  DESIGN OF EXPERIMENTS 
 The most important stage in the design of an experiment lies in the selection of parameters and identifying the experimental array. In this experiment with four parameters and four levels each, the experimental array used is L16 (44). The parameters and levels are shown in Table 1.  
 
 
3.  TEST SPECIMENS AND COATING PREPARATION 
  Aluminum alloy 7075-T6 was used in this research work. The surface of all samples were polished with SiC papers grit 800-2000, after that all samples were surface mirroring by diamond liquid and the substrate were ultrasonically cleaned in acetone for 14 min, thoroughly rinsed with distil water and dried using nitrogen gas to avoid contamination. A SG Control Engineering Pte Ltd series magnetron sputtering system was used to experimentally deposit thin films of metal. This system contained 600W RF and 1200 W DC generators with 4" × 12" electrodes 15 cm away from the target. To easily sputter metals we designed DC generators. The substrate carrier was circular and was rotatable at various speeds for required co-sputtering deposition. The chamber was evacuated to below 2 × 10-5 Torr before the argon gas for sputtering was introduced. Here, we used constant sputtering pressure 5.2 ×10-3 Torr. The substrate temperature, DC bias voltage, nitrogen flow rate and DC power as coating parameters are arranged according to the experimental array shown in Table 1 to learn how to improve the adhesion of the sputtered TiN thin film. A pure titanium 99.995% target was selected for investigating the sputtering conditions for Al 7075-T6 alloy. The layers were characterized using scanning electron microscopy (FE/SEM-FEG), focused ion beam techniques (Quanta FEG250). Adhesion of surfaces was determined using micro scratch force equipment (Micro Material Ltd, Wrexham, U.K.). 
 
 
4.  EXPERIMENTAL RESULT 
 Figure 1, shows a typical example of a TiN coating, it can be seen under SEM that the coating structure is Laminar. Figure 1 is also shown the diffusion rate of Ti and Nitrogen, chemical composition of AL 7075-T6, the interfacial layer of Titanium, TiN and Aluminum. The adhesion of TiN coating was measured using micro scratch force 
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Table 2. Fuzzy linguistic 

equipment. Each measurement repeated three times and the averages are calculated. A diamond indenter (Rockwell type) of 25 µm radius applied an initial load zero onto a sample. The sliding velocity was 5µm/sec. The load was increased gradually by 9.2mN/sec. The scratch's length during scratch test was 1000µm. In the scratch test, critical load, Lc, is used to calculate the adhesion strength. In order to obtain the magnitude of the critical load, acoustic signal, friction curve and microscope observation were utilized. Figure 2 shows an example of TiN coating failure on AL7075-T6. The selection of the deposition conditions is essential for fabricating composite thin films. 
 

     
 

Figure 1. A typical example of a TiN coating 
   
 

 

       

   
Figure 2. Scratch adhesion testing on a coated sample and the critical load  

 
 
5.  FUZZY LOGIC MODELLING  
       Fuzzy linguistic variables and fuzzy expression for input and output parameters are shown in Table 2. For each variable, four membership functions were used which are Low (L), Medium (M), High (H), and Very High (VH) for inputs. The output variable (Adhesion) also used four membership functions, ranging from Bad (B), Average (A), Good (G), and Excellent (E), shown in Table 2.  
5.1.  Membership functions and fuzzy rules structure  In choosing the membership functions for fuzzification, the event and type of membership functions are mainly dependent upon the relevant event. In this model, 
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Gauss shape of membership function was employed to describe the fuzzy sets for input variables, while triangular shape of membership function is used for the output variable. These membership functions are generally used and have gradually increasing and decreasing characteristics with only one definite value [6, 8]. As for the fuzzy rules structure, a set of 16 rules have been constructed based on the actual experimental surface adhesion of TiN coating on AL7075-T6. Experimental results were simulated in the Matlab software on the basis of Mamdani Fuzzy Logic. 
 
5.2.  Defuzzification Defuzzification is the conversion of a fuzzy quantity to a precise value. In this method, the resultant membership functions are developed by considering the union of the output of each rule, which means that the overlapping area of fuzzy output set is counted as one, providing more result. Figure 3 (a) and (b) shows the predicted surface adhesion by fuzzy logic in relation to parameters change.   As can be seen in Fig.3, the surface adhesion of TiN coated specimens is increased significantly with the increasing of DC power from 300 to 500 (w). It could be attributed to that with increasing the DC power the sputtering rate is also increases [9]. For the nitrogen flow rate, it can be seen that the nitrogen gas mixture can significantly enhance the TiN-AL7075-T6 adhesion, with 5%. With more increasing in nitrogen flow rate up to 6% the adhesion of surface is decreased slightly. This might be happen because of the brittleness of the surface at higher nitrogen flow rate.  Figure 3 also shows that the DC bias voltage is another important factor affecting the adhesion of TiN coating. The adhesion of coated samples is increased with increasing substrate bias voltage from 25 to 85 (v), while it decreases with the further increase of bias voltage from 85 to 100 (v). It is happening because at higher substrate bias the incoming ions onto the substrate obtained excessive energy to damage the bounding between atoms in the film and substrate, leading to weakening the adhesion of the film to the substrate. In addition, temperature parameter does not have significant affect on adhesion of TiN coating [10].   

 
(a) (b)  

Figure 3. The predicted surface adhesion by fuzzy logic in relation to parameters 
change 

 
5.3.  Investigate the fuzzy model error New five experimental tests were carried out. Surface adhesions are measured and compared with the predicted values obtained using the proposed fuzzy model, shown in Fig. 4.  As can be seen in Fig.4, the close assent between the measured and predicted surface adhesion obviously display that the fuzzy logic model can be used to predict adhesion of TiN coating. The average prediction error is found to be 6.729%. 
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Figure 4. Comparison of measured and predicted adhesion   

6.  CONCLUSION 
 In this research work, predicting of TiN coating surface adhesion on aerospace AL7075-T6 alloy using fuzzy system was carried out. The combination parameters of 500(w) DC power, 200 (˚C), 5% nitrogen flow rate, and 85(v) substrate DC bias voltage are recommended to obtain the highest surface adhesion. In addition, the fuzzy model prediction error were found to be 6.729% indicating that the fuzzy logic prediction model could be used to predict the surface adhesion of the coated thin film of TiN on AL7075-T6 alloy in a very accurate manner. 
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ABSTRACT 
 We analyzed the solidification process and microstructure of a copper-iron alloy by using the phase-field method and found that the crystal grain size of the iron is significantly affected by the cooling rate and composition of the alloy system. By using this method, we can easily understand the formation process of the alloy microstructure and evaluate various process conditions. 
 
 
1 INTRODUCTION  Copper alloys are generally used as lead-frame material because of their high electronic conductivity, thermal transfer property, and corrosion resistance. During the manufacturing process of lead frame, copper alloys are bent, coated, and etched. Therefore, precipitates included in copper alloys should be fine enough not to disturb uniform treated surfaces.   One of the candidate materials for this type of alloy is the copper-iron alloy. For this type of alloy, however, care must be taken to prevent iron crystal grains, which have a harmful effect on lead frame quality. The market is currently demanding an etching process for lead frame manufacturing and a high quality copper alloy strip for LED use, so we need to find out how to reduce inclusions such as crystal grains, precipitates, and oxides formed during the casting process.   Directly observing what happens in the microstructure during the casting process is very difficult. Therefore, when we try to find the best casting process via experimentation, we have to observe a microstructure made under a certain condition, and then repeat the same experiment under a different condition. This style of trial and error investigation has never been regarded as an efficient process.   Our response to this issue is to attempt an analysis of the solidification process and microstructure of copper-iron alloy in order to suppress the coarsening of iron grains by using a numerical simulation technique. In this study, we used a phase-field method(1) that can treat the time-dependent concentration distribution of alloy elements and the specific morphology of each phase. We examined how alloy composition, cooling rate and the mechanism behind iron grain formation affect the solidification microstructure of copper-iron alloy, with a particular focus on the size of iron grains. 
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2 ANALYSIS OBJECT 
 We treated copper-iron alloy C194, a type of alloy often used for lead frame, as an analysis object. The alloy composition of C194 is shown in Table 1. In this study, our target is the major components of the copper-iron binary system.   
3 SIMULATION RESULTS 
 We used Thermo-Calc software(2) as the numerical simulation technique to calculate a  copper-iron system phase diagram. The multi-phase multi-component phase-field code MICRESS(3) was used to simulate the microstructure formation of the non-equilibrium solidification process.  
3.1  Equilibrium diagram The copper-iron system phase diagram is shown in Fig. 1. In this calculation, we used SSOL4(4) as a thermodynamic database. Figure 1(b) shows an expanded view of the region around the range of the C194 iron composition. As shown, in the cooling process fcc Fe phase is precipitated from the fcc Cu phase when the iron composition is lower than 2.8 wt%. In contrast, under an iron rich condition, iron grain is crystallized directly from the liquid phase. Generally speaking, crystallized grains tend to get bigger than precipitated grains, and so we conclude that the iron grain coarsening is due to crystallization. However, we cannot determine how much iron grains grow in the practical cooling process only from the phase diagram. We therefore tried to calculate the iron grain formation process by using a phase-field method to analyze solidification microstructure.  

Table 1 Chemical composition of C194 (wt%). 

 
 

 
Fig. 1 Copper-iron equilibrium phase diagram.  

3.2  Precipitation of iron grains First, we examined the case of the formation of iron grains as precipitates. In our calculation, we considered liquid phase, fcc Fe phase, bcc Fe phase, and fcc Cu phase. Because precipitated iron grains are expected to be very small compared to fcc Cu grains, 
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we have to set the grid cell size of the analysis model small enough, which leads to a long computation time.   In this study, we shortened the calculation time by introducing a larger iron diffusion coefficient. That is why the qualitative evaluation of iron grain size toward alloy compositions and cooling conditions is possible. The microscopic simulation domain was 300 phase-field grid cells high and the same number of cells wide. The grid size was Δx = 0.5 μm. Figure 2 shows the solidification process of the copper-iron alloy when the iron composition was 2.7 wt%, heat extraction rate was –2 J/(s･cm3), and the initial temperature was 1370 K. We found that copper grain formation, fcc Fe phase precipitation, phase transformation, and Ostwald growth of precipitates were all visible by using the phase field method.  

 
Fig. 2 Solidification process of copper-iron alloy 

(concentration: 2.7 wt%Fe, heat extraction rate: –2 J/( s･cm3)).  The distribution of iron precipitates under different heat extraction rates from –20 to –1 J/( s･cm3) are shown in Fig. 3. In the case of a rapid cooling condition like that in Fig. 3(a), each iron precipitate is very small and its number is large. However, with a decreasing heat extraction rate, iron precipitates get bigger and their numbers decline.  

 
Fig. 3 Solidification microstructure of copper-iron alloy of each heat  
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(concentration: 2.7 wt%Fe, temperature: 800 K). 
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Reproducing the various cooling conditions in experiments is very costly in all aspects, and using phase field method to calculate material microstructure is therefore a very attractive approach.  
3.3  Crystallization of iron grains Next, we studied the case of iron grain formation as crystal from the liquid phase. Iron composition was 3.5 wt% and initial temperature was 1410K. The iron diffusion coefficient in this alloy was set on the basis of previously reported values(5-8). Three iron grain nuclei were randomly distributed in the calculation domain and the heat extraction rate was set to –20 J/( s･cm3). The solidification process under this condition is shown in Fig. 4. The crystallization of the fcc Fe phase is identified from distributed nuclei at the beginning, after which copper grains were formed. We found that the iron component of the fcc Cu phase was supplied both directly from the liquid phase and from the iron crystal grains via liquid phase. This is why iron crystal grains in the liquid phase start shrinking with time.  

 
Fig. 4 Solidification process of copper-iron alloy 

(concentration: 3.5 wt%Fe, heat extraction rate: –20 J/( s･cm3)).  The surviving iron grains in the copper phase had a maximum size of 7.5 μm. As discussed in section 3.2, iron precipitates had at most a size of 2μm under the same heat extraction rate of –20 J/( s･cm3).   This indicates that the different processes of iron grain formation due to iron composition value have a significant effect on the final iron grain size. Using a numerical simulation of the phase field method, we can get an accurate picture of the microstructure formation process.   
4 CONCLUSION 
 We took a phase field method approach to calculating the solidification process of copper-iron alloy for lead frame and drew the following conclusions.   (1) Different iron grain distribution patterns of the solidification microstructure are obtained from different cooling conditions. 
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(2) Simulation by the phase-field method showed that the different iron grain formation mechanism, precipitation, and crystallization due to iron composition significantly affect the iron grain size after complete solidification (2 μm for precipitation, 7.5 μm for crystallization). (3) We found that we can visualize how the microstructure of the copper-iron alloy changing during the solidification process, which is difficult to directly observe. In particular, by using a numerical simulation such as the phase-field method, we can experiment with many different cooling conditions and alloy compositions economically. This approach is expected to accelerate the process of searching for the appropriate manufacturing condition.    
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ABSTRACT 
 The assumption of an associative flow rule in the classical elastoplastic models generates a plastic stretch which is not influenced by the tangential component of the stress rate. As a consequence, a significant underestimation of the inelastic strains is predicted whenever a non-proportional loading is take into account. The work presented in this paper aims to correct the excessive stiffness estimated by the traditional elastoplastic theories using the formulation proposed by [1] and at the same time it combines the subloading surface model constitutive equations with the return mapping technique ([2], [3]) for a faster but more accurate computation.    
1 THE CONSTITUTIVE EQUATIONS  The plasticity model adopted in the current work defines an additional surface (i.e. subloading surface) within the conventional yield one with the purpose of driving the stress and realizing a smooth transition from elastic to the elastoplastic regime. Since the model has been widely developed and explained, here it will be briefly introduced, referring the reader to [4] for a more detailed explanation. According to [1] the stretch is decomposed into an elastic and inelastic part, where the latter is further subdivided in plastic and tangential as shown in the following equation:  
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  is the deviatoric tangential stress rate, which can be defined starting from the corotational stress rate, N is the vector normal to the yield surface and T is a stress function that will be explained later: 
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Through some mathematical passages, and introducing some simplifications proper of plastically-incompressible materials, is possible to invert Eq.  (1) obtaining the stress rate as function of the strain rate (i.e. symmetric part of the velocity gradient L).  
         1 2 2

(1 2 ) 3 p
p p

GA
GA M

GA M tr M tr

  
     

    

EN EN EN Nσ E E I D
NEN NEN

                 (3) 
250



where A is an arbitrary function which depends on the stress state. Since the tangential inelastic strain rate does not affect the hardening behaviour it is possible to consider separately the return mapping algorithm and the tangential relaxation in the computation of the stress rate by using a specific form for the function A, that allows to separate the two contributes of Eq. (3).  
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      (4) 
 and b are material parameters regulating the percentage of tangential relaxation, whereas R is the similarity ratio introduced in the subloading surface model [4], which allows a smooth development of irreversible deformations for every change of the stress state (i.e. [3]).  The starting point for the evaluation of the plastic strain is that of freezing all the internal variables (i.e. isotropic hardening, back-stress) between a generic n step and the subsequent n+1, and perform a so called ‘elastic trial’, assuming a perfect elastic material. This can be an admissible stress state only if it satisfies the first condition of Eq. (5), in the second case it must be corrected as shown by Hashiguchi in [3] and [5]. 
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Figure 1 – a) Schematic representation of the cutting plane return mapping 

algorithm. b) Correction method for the tangential stress rate contribute.  Briefly, the plastic relaxation is carried out by computing the correct amount of plastic deformation  through an iterative procedure, which ends when the stress is brought back to lay on the correct updated plastic surface (the magnitude of the tolerance toll in Eq. (7) should be defined by the user for the numerical algorithm): 
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N is the vector normal to the plastic surface (i.e. associative flow rule), F is the isotropic hardening function exhibiting the size of the yield surface and E is the tensor of the elastic constants.  Once the correct elastoplastic stress is computed it is possible to subtract the tangential one, evaluated by means of the last of Eq. (4), updating Eq. (6) as follows: 
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     σ σ E N σ                                  (8) The problem of computing a n+1 step using two separate procedures lays on the fact that, when the elastoplastic equilibrium is fulfilled, a unique set of values for R and F is possible.  The subtraction of the tangential stress rate will bring the point to lay outside the correct plastic surface, with a loss of local equilibrium. This aspect is enhanced whenever a large step simulation is carried out, since the entity of the deviation is directly proportional to the magnitude of the deviatoric tangential stress rate. A simple solution adopted is that of performing a further correction of the stress state after the tangential relaxation has been counted. In detail, looking at Figure 1b, once estimated the ( 1),2
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                          (9) 
To prove the validity of this assumption the numerical model has been compared with the results carried out solving Eq. (3), without splitting it, using an explicit Euler formulation (i.e.  named ‘Direct Method’ D.M. in the following graphs).   
2 NUMERICAL RESULTS  A simple two steps test, under plain strain hypothesis, has been analysed for a four node plate element (CPE4) using a user subroutines in ABAQUS v13.4. During the first step the plate is pulled from the top (the base has been constrained to give symmetrical boundaries condition respect the pulling axis) up to 10%, whereas in the second one a pure shear test, with 20% angular distortion, is realized. A similar numerical example has also been investigated by Yu and Yuan [6] for a granular material with a rounded Hyperbolic Mohr-Coulomb surface.  
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Figure 2 – Tangential effect during the pull up step. 

 

 
Figure 3 – Tangential effect during the shear step  

(DM – direct method; RM – return mapping).  As it can be seen in Figure 2 the effect of the tangential reduction becomes not negligible during the transition between the elastic and fully plastic state due to the non-constant ratio of the stress components under the plane strain assumption.    After the plate has reached 10% deformation along the vertical axis it is subjected to a simple shear test which causes a sudden change in the direction of the stress rate along the yield surface, inducing a strong non-coaxiality between principal plastic stress and strain axes. Figure 3 shows the decrease of the shear component xy for different percentages of the tangential reduction. This effect tends to disappear around 5% of angular distortion, when large strains lead the axes to coincide once again, as experimentally confirmed by Roscoe [7].  The influence of the tangential relaxation is pointed out tracing the evolution of the shear modulus computed at the beginning of the second step of test for different value of 
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the T function. It has to be noticed that, even with 0% reduction, the shear stiffness (G) appears slightly affected by the elastoplastic deformation developed in the first part of the analysis.  

 
Figure 4 – Tangential effect during the shear step. 

 
 
CONCLUSIONS  The present work introduced a new approach for the evaluation of the inelastic behaviour of metals when non-proportional loading is involved. The innovative aspect lays on the use of the return mapping technique, with an associative plastic flow rule, in combination with the tangential relaxation. Preliminary results have been compared with the solution carried out adopting an Explicit Euler method, proving the reliability of the implementation. 
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ABSTRACT  In this study, an active structural health monitoring (SHM) system is developed for non-destructive defect identification in steel pipes, which is based on guided waves generated and collected using piezoelectric ceramics patches. Finite element models of the elastic wave propagation in steel pipes are devised to determine their characteristics and used to optimise wave mode and frequency. An experimental study is also conducted for the validation of the proposed structural health monitoring system and the numerical modelling. The obtained results can be employed to optimally design the online structural health monitoring system with an integrated piezoelectric actuator-sensor network for steel pipes. 
 
 
1 INTRODUCTION 
 Guided wave-based structural health monitoring (SHM) technique, which is a process of implementing an in-situ damage identification and detection, has been developed in several decades and it brings significant influences on non-destructive defect detection of engineering structures (1). Many researchers contributed to this field of research for the applications of the guided waves which can propagate for a long distance in an engineering structure and detect defects of small sizes in the structure based on the collected wave signals. However, there are several technical problems on developing such an SHM system for pipes, which are typical shell-like structures, including dispersion relations, wave mode selection, wave propagation characteristics and wave mode conversion in complex structures [3], etc. When piezoelectric materials are used to act as actuators and/or sensors to generate and collect signals of elastic waves in pipes, their performances need to be evaluated too. As the most useful and powerful numerical tool, finite element method-based dynamic analysis has been widely employed to capture guide waves’ characteristics in complex engineering structures. To develop robust and cost-effective finite element-based models, researchers (2-4) have developed effective or equivalent models for piezoelectric actuators and/or sensors using different theories.   In this study, the evaluation of elastic wave propagation in steel pipes is conducted both numerically and experimentally. In the finite element models of the pipes, the enhanced effective PZT actuator model [4] developed in the authors’ previous work is further 
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applied and the performance of piezoelectric actuators used including the shape effect is investigated. For validation purpose a steel pipe is tested using a 16-actuator/sensor network to understand the elastic wave propagations. Furthermore, the relationship between the defects and the elastic wave propagation is identified.   
2 FUNDAMENTALS OF ELASTIC WAVE PROPAGATION IN CYLINDRICAL 

STRUCTURES  Considering a solid medium, the governing equation for the propagation of free harmonic waves along a hollow circular cylinder is the Navier’s equation of motion which can be given in a vector form as (6), 
( ) ( )2 2 2/ tμ λ μ ρ∇ + + ∇∇ ⋅ = ∂ ∂u u u              (1) where u is the displacement vector, ρ is the density, μ and λ are Lame’s constants, and ∇ is the three-dimensional Laplace operator, respectively. For an anisotropic cylinder hollow pipe, the roots of Eq. (1) can be assumed as follows: 
( ) ( ) ( )cos cosr ru U r n t zθ ω ς= +                 (2) 
( ) ( ) ( )sin cosu U r n t zθ θ θ ω ς= +                (3) 
( ) ( ) ( )cos sinz zu U r n t zθ ω ς= +                (4) where ur, uθ, and uz are radial, circumferential and axial displacements, and Ur, Uθ and Uz are amplitudes described using Bessel functions, respectively. There are three modes for guided wave propagation in pipes: longitudinal mode L(0, m), torsional mode T(0, m) and flexural mode F(n, m). Only the dispersion characteristics of the elastic waves are of research interests and hereby the characteristic or dispersion equation is listed without reproducing its complicated algebraic expressions for the sake of brevity,   
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where Cij are constants, and i, j = 1, 2, 3, 4, 5, and 6. Considering guided waves have a zero wave number, ς = 0, Eq. (5) can be broken into the product of two sub determinants as 

1 2 0D D =                           (6) Hence, either D1 or D2 is equal to zero to satisfy Eq. (5). The case of D1 = 0 corresponds to plane-strain vibrations L(0, m) whereas the case of D2 = 0 is for longitudinal shear vibrations T(0, m) (6). The dispersion curves of a steel pipe with an outer diameter 323mm and a wall thickness 6.4 mm based on Eq. (7) can be obtained as given in Fig. 1.   As can be seen from Fig. 1, it is clear that the group velocity and phase velocity will change when the frequency increases. It is necessary to select a suitable wave mode and frequency for appropriate guided waves used in the proposed structural health monitoring system and in current study, and the longitudinal L(0, 2) wave mode at 20 kHz was chosen due to a low attenuation (5).   
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Figure 1 Disperse curves of a pipe with an outer diameter of 323mm and a wall 

thickness of 6.4 mm 
 
 
3 FINITE ELEMENT MODELLING AND EXPERIMENTAL SETUP  
3.1  Finite element modelling In this study, both numerical modelling and experimental test were conducted for steel pipes, which are of 1500 mm in length, 323 mm in outer radius and 6.4 mm in wall thickness and are widely used for both liquid transport and piling in reality. The steel has a Young’s modulus of 210 GPa and a Poisson’s ratio of 0.27. A sensor network with 16 PZT actuators/sensors was devised. Eight actuators/sensors were installed at each end of the pipe and they functioned as either generating or collecting the signals of elastic waves. The waveform used for the testing was selected as 40 kHz toneburst in a 5-cycle Hanning window and the Hilbert-transform (HT) was utilised to decompose collected signal into different frequency bands, thereby making the useful wave components appeared after screening broadband noise.  As for the finite element modelling, the steel pipes were treated as a 3D deformable solid and meshed with 684,512 C3D8R solid elements. Since piezoelectric materials are used to act as actuators and/or sensors to generate and collect signals of elastic waves, the enhanced effective PZT actuators model [4] was applied in the finite element models of steel pipes. In the FE models, A1 to A8 are standing for actuators while S1 to S8 are for sensors, as shown in Fig. 2. The defects added to the pipe model are a hole of diameter 12 mm and depth 5 mm, a crack of length 120 mm and width 2 mm and a notch of length 120 mm, width 12 mm and depth 5 mm as shown in Fig. 2. Those defects were designed to locate at the middle of the pipeline and kept aligned with the actuator-sensor pair: A1 and S1.   

 
Figure 2 FE models of pipes with/without defect: A) no defect; B) hole; C) crack; 

and D) notch 3D solid model 
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3.2 Experimental setup Being similar to the FE modelling, in the experimental study, two identical pipes were employed using two types of PZT patches. Both PZT patches were glued to the pipes using LOCTIGHT 401 and distributed evenly around the pipes’ circumference, ensuring that each actuator was in line with a sensor. The experiment followed the same setups used in the FE modelling in both pipes which were tested one by one in a four-stage procedure for four cases: a) no defect; b) a hole defect; c) a crack defect; and d) a notch defect as shown in Fig. 3. As the same as designed in the FE modelling, eight PZT actuators were installed at the related positions as actuators at one end of the pipe and the other eight PZTs were installed as sensors on the other end to collect data. The defects were added to the pipes right in their middle at different stages.   

     
Figure 3 the pipe with piezoelectric actuators/sensors with a defect  

in forms of B) hole C) crack and D) notch 
 
 
4 RESULTS AND DISCUSSION  Fig. 4 shows guided wave propagations along the pipes, which is without any defect for benchmarking. It can be clearly seen that there are two kinds of wave modes generated in pipes - L(0, m) wave modes and F(n, m) wave modes, respectively.  

 
Figure 4 Displacement outputs from FE dynamic simulations along the 

longitudinal direction of the pipe 
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To investigate the relationship between the guided wave propagation and defects, wave modes were identified based on their group velocities. According to Fig. 1 (b), the group velocity for L(0, m) mode is the fastest. Then, the wave packet I in Fig. 5 (b) should be longitudinal axial symmetric modes L(0, m). According to simulation results, the group velocity was calculated as 5278 m/s. According to Fig. 1 (b) (Cg = 5400 m/s), it is evident that wave packet I is L(0, 2). The result is consistent with the experimental result of 5300 m/s. The group velocity which we calculated for wave packet II is 2107.90 m/s. This value is very closed to the group velocity of L(0, 1) at 20 kHz in Fig. 1 (a). Then, the wave packet II is L(0, 1). In addition, the wave packet III in Fig. 5 (b) must be F(n, m) modes. For the wave packet IV, it could be an F(n, m) mode combined with L(0, m) mode. This is because the amplitude of VI wave packet is the largest one. Therefore the basic relationship between the guided wave propagation and defects can be determined. First of all, L(0, 2) mode is hard to detect the longitudinal defects, which means the results from the crack structure are almost identical to the benchmark ones in wave packet I. Rose [7] had the same opinion in his works. L(0,1) can be used to detect the circumferential cracks because there are differences between the results from the model with a notch defect and those from the benchmark model in the time instants of 0.0006 s to 0.0008 s. Moreover, the F(n, m) is useful to detect some large defects. According to wave packet III depicted in Fig. 5 (b), it is clearly indicated that the results from the model with a hole defect show there is no F(n, m) mode compared to those from the benchmark model. Lastly, according to the comparison on the results from the model with a notch defect and the ones from the benchmark, it can be found that the notch can lead to waveform transformation, especially for the period between 0.0008 s to 0.001 s. 
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Figure 5 Displacement signals from FE dynamic simulations of steel pipes with  

and without a defect, a) Before HT-processed and b) after HT-processed  
 
 
5 CONCLUDING REMARKS  Guide wave propagation in steel pipes and the relationship between the guided wave propagation and defects have been evaluated and investigated mainly using finite element modelling and simulations in the present study. The enhanced effective piezoelectric actuator model has been further applied in the FE models and the results show their effectiveness for generating elastic waves although a shape effect has been observed. Experimental results have primarily been used for verification on wave modes only at this stage and the on-going experimental work will be conducted considering the complexity of the elastic wave propagation in steel pipes. Based on the numerical results, the longitudinal axially symmetric modes L(0, m) cannot be used on the detection of longitudinal defects while the non-axially symmetric modes F(n, m) are sensitive to different kinds of defects, which can be focused in future research for more comprehensive understanding on them. 
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ABSTRACT  The nonlinear interaction of Lamb waves with a closed subsurface defect lying parallel in a thin elastic plate is studied numerically. The closed defect is modelled as a nonlinear spring interface with quadratic nonlinearity. Assuming weak nonlinearity, the governing equations are linearized using a perturbation technique and solved by the hybrid finite element method in the frequency domain. As a numerical example, the second-harmonic generation at the defect for the lowest-order antisymmetric Lamb mode incidence is examined. It is demonstrated that the generation of the second-harmonic Lamb mode is most significant at the lowest resonant frequency of the defect. 
 
 
1 INTRODUCTION 
 Understanding the interaction of ultrasound with different types of defects in structural members is of paramount importance for advanced non-destructive testing and structural health monitoring. Traditional linear ultrasonic methods are often difficult to apply when defects are closed and their surfaces are in partial contact since the reflection or scattering of ultrasound can be significantly reduced. As an alternative and more sensitive measure of the state of defects and interfaces, their nonlinear ultrasonic responses, often manifested as higher harmonic generation, have been attracting increasing attention.(1,2) In plate structures, ultrasonic waves propagate as Lamb modes, and their interaction with closed defects is a subject of high interest from both fundamental and practical points of view.(3) Experimentally, Solodov et al.(4) recently demonstrated an interesting idea of enhancing the nonlinear response of a defect due to its local resonance.   In this study, the nonlinear response of a closed subsurface defect lying parallel in a thin elastic plate to Lamb waves is studied numerically. The closed defect with contacting surfaces is modeled as a nonlinear spring interface with quadratic nonlinearity. Assuming weak nonlinearity, the governing equations are linearized using a perturbation technique(5) and solved by the hybrid finite element method in the frequency domain.(6) Linear resonance characteristics of the defect as well as second-harmonic generation behaviour to the incidence of the lowest-order antisymmetric Lamb wave are demonstrated as a numerical example. 
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2 FORMULATION 
 The two-dimensional plane-strain motion of a thin isotropic linearly elastic plate of thickness d is considered in the x1-x2 plane as shown in Fig. 1. In the frequency domain, the governing equations for the displace components ua (α = 1, 2) are 
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where ω =2πf is the angular frequency (f is the frequency), and cL and cT are the longitudinal and shear wave speeds. The two-dimensional summation convention is adopted here. The plate has a parallel crack-like defect with length a and is subjected to the incidence of a Lamb mode with frequency f. The upper and lower surfaces of the plate are assumed to be traction-free, and the defect is modelled as a nonlinear spring interface where the stress components obey 
11t22ntt12nnn22 ,,,)1( −+−+ −=−==−= uuuuuuuKuuK σβσ ,      (2) where Kn and Kt are the normal and tangential linear stiffnesses of the closed defect, and 

β is a parameter representing its quadratic nonlinearity. It is noted that the above model of the defect only incorporates the nonlinearity in the normal direction to the defect, which represents the variation of the normal stiffness due to its opening/closure.   In the present analysis, the solution to the above problem is decomposed into two contributions. One is the linear (fundamental) response )(xαu  with frequency f which is solved for Eq. (1) with the linearized condition  
11t22ntt12nn22 ,,, −+−+ −=−=== uuuuuuuKuK σσ ,       (3) instead of Eq. (2). The other is the perturbation contribution due to the nonlinearity consisting of the zero-frequency component as well as the double-frequency component 

)(~ xαu . The latter is solved for Eq. (1) but with 2ω instead of ω, and  
11t22ntt12nnn22

~~~,~~~,~~)},(~{~ −+−+ −=−==+= uuuuuuuKuFuK σβσ ,    (4) instead of Eq. (2). The function )( nuF  represents the wave excitation source for the second-harmonic component due to the quadratic nonlinearity of the defect. Due to the limit of space the details of the formulation will be presented elsewhere. 
 

 

Fig. 1  A thin plate with a closed defect 
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3 NUMERICAL ANALYSIS 
 The fundamental as well as the double-frequency responses are solved using the hybrid finite element method. Namely, a central region of the plate –L/2 < x1 < L/2 containing the defect is divided by finite elements with nodal displacements as unknown variables. For the fundamental response, the displacement fields in the outer semi-infinite regions are expressed as the modal expansion of Lamb waves  
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 where RSn (TSn) and RAn (TAn) are the coefficients of the nth-order symmetric (Sn) and antisymmetric (An) Lamb modes for the left (right) regions, and the corresponding modal displacement functions are denoted by e.g. )()( x−Snuα , where the superscripts (+) and (-) distinguish the propagation direction of each mode. The continuity of the displacements and tractions at the boundaries of the inner and outer regions is applied to build up a set of linear equations for the unknown modal expansion coefficients of the outer regions and the nodal displacements of the inner region, which are solved numerically. The double-frequency wave field is solved in a similar fashion, in the absence of the incident field but with the wave excitation by the quadratic nonlinearity of the defect. 
 
 
4 RESULTS AND DISCUSSION 
 Numerical results are shown for the case when a crack-like defect of length a = 4d lies parallel in an aluminium plate at distance 0.1d from the lower surface. The incident mode is assumed to be the lowest-order antisymmetric (flexural) Lamb mode (A0 mode). The linear stiffnesses of the defect are set as KN d/(ρ cT2) = 0.01 and KT/KN = 0.4, where ρ is the density of the solid.  The amplitude U0 of the incident A0 mode is chosen so that β 
U0 = 0.01. The inner region is taken for the length L = 6d and is divided into 2,400 finite elements. In the outer regions, only four Lamb modes (A0 to A3 and S0 to S3) are considered in the modal expansion. For the frequency range 0 < f d/cT < 0.2 considered here, only the lowest-order Lamb modes (A0 and S0) are the propagating modes which travel away from the defect: the other modes are localized near the defect.  As the linear response, the reflection and transmission coefficients of the A0 and S0 modes are shown as functions of the normalized fundamental frequency in Fig. 2. In Fig. 2, the coefficients for the S0 mode remain small for the entire frequency range. The reflection coefficient of the A0 mode takes a high value at certain discrete frequencies, where the corresponding transmission coefficient shows sharp drops. This phenomenon is due to the resonance of the defect to the incident Lamb wave. The resonant frequencies of the defect depends on its interfacial stiffnesses in addition to its length and location. When KN = KT = 0, the present solution procedure accurately reproduces the resonance spectrum of a traction-free crack in a plate as analyzed by Rokhlin.(7)  The nonlinear response of the defect leads to the generation of second-harmonic Lamb modes. In Fig. 3, the coefficients of the double-frequency A0 and S0 Lamb modes (MA0 and MS0 for the left region and PA0 and PS0 for the right region) are shown as functions of the normalized frequency of the incident wave. The second-harmonic A0 mode is 
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generated significantly at the frequencies of linear resonance of the defect. This is due to the feature that the opening displacement of the defect, which gives the source for second-harmonic generation, is amplified at resonance. The coefficient of the second-harmonic A0 mode is particularly high at the lowest resonant frequency of the defect.  
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5 SUMMARY 
 The resonance of the lowest-order antisymmetric Lamb mode as well as the second-harmonic generation at a closed defect in a thin plate has been demonstrated by numerical analysis based on a perturbation technique and the hybrid finite element method. The second-harmonic Lamb mode can be generated significantly when the frequency of the incident Lamb mode matches the resonant frequency of the defect. The resonant frequency and the second-harmonic mode amplitude can thus be used to characterize the state of closed defects. 
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ABSTRACT  Laser shock peening simulation method especially for Alloy 600 penetration nozzles in pressurized water reactor is proposed. In order to simulate multiple laser peening process, the strain rate dependent stress-strain relationship with isotropic hardening model was considered. In this paper, we present analytical results about the effect of multiple laser peening on mitigation of tensile residual stress in Alloy 600. 
 
 
1 INTRODUCTION 
 In recent years, primary water stress corrosion cracking (PWSCC) on Alloy 600 penetration nozzles has been reported in worldwide pressurized water reactors (PWR). To solve these problem, various mitigation technologies for PWSCC are also developed (1-2). Laser shock peening (LSP) process, which is one of the techniques, produce compressive residual stress on the surface of target metal using laser-induced shock wave (3). LSP process has been applied to eliminate welding residual stress in Alloy 600 nozzles at reactor vessel head penetrations and bottom-mounted instruments in Japan (4).  In this study we carried out a numerical simulation of the LSP process for Alloy 600 penetration nozzles. By comparing the analytical results with experimental data, we could confirm the validity of the simulation. And we present results of mitigation on welding residual stresses by LSP process. 
 
 
2 ALLOY 600 LSP SIMULATION  The finite element analysis was performed using the commercial FEM code ABAQUS v6.12. To simulate generation and propagation of laser-induced pressure wave in function of time, the analysis was carried out using the ABAQUS/Explicit code, which is efficient for the analysis of relative short dynamic event.  The analysis model and input variables are shown in Figure 1. The model consisted of finite elements for calculating residual stresses induced by laser shock and infinite elements for removing the influence of the reflected wave.  
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Figure 1. Finite element model for LSP simulation and input variables  

2.1  Material variables In order to consider the strain rate dependent stress-strain relationship, a Johnson-Cook plastic law with isotropic hardening was used (5). Neglecting temperature effects in this study, the stress is given as a function of plastic strain and strain rate as follows: 
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where ɛpleq is the equivalent plastic strain, ὲ is the plastic strain rate and ὲo is a reference strain rate. The parameter A, B, and n are material constant to be determined by tensile test at low strain rate. The parameter C represents strain rate effect to be determined by Hopkinson bar test.   The hydrodynamic behaviour in material was considered by a Mie – Gruneisen equation of state in which the material’s volumetric strength (6).  
2.2  Laser variables The laser system used for the Alloy 600 penetration nozzles consists of a Q-switched Nd:YAG laser with wavelength of 532nm (4). The laser variables such as maximum pulse pressure, pulse duration and laser geometry are determined based on the properties of the Nd:YAG laser shown in Table 1. The maximum pulse pressure generated by laser is given by the following equation (3): 
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where α is the efficiency of the interaction, Io is the laser power density and Z is the reduced shock impedance between the target metal and the confining water.  
Table 1. Q-switched Nd:YAG laser properties Pulse energy Spot Size Pulse duration Pulse Interval time 40~250 (mJ) ߶ 0.4~1 (mm) 4~10 (ns) 2~5 (ms) 
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2.3  Initial residual stress In order to evaluate the effect of welding residual stress in the Alloy 600 penetration nozzles, the initial condition option is used in the simulation. Corresponding to the general welding residual stress in Alloy 600 penetration nozzle, initial residual stresses is assumed to be about σxx=0~200MPa when σyy=0MPa.   
3 VERIFICATION OF SIMULATION  To verify the LSP simulation method, the analytical results were compared with the experimental data on Alloy 600 flat plate performed by Toshiba (1). The Nd:YAG laser was used in the experiment. The laser pulses were irradiated in zigzags with pulse energy of 60mJ, focal spot diameter of 0.7mm, and pulse density of 4500 pulses/cm2. And residual stress measurements were performed by EPRI and Toshiba using X-ray diffraction.   Figure 2 shows the depth profile for the residual stress after LSP process. A comparison between the square symbols representing test data and line representing FE result shows that the simulation can predict well the residual stress generated by LSP.  

 
Figure 2. Verification with LSP test on Alloy 600 flat plate    

4 SIMULATION RESULTS  When the laser is irradiated 1~10 times at same place in Alloy 600, a variation of the residual stresses is shown Figure 3. Figure 3(a) shows a mitigation on initial residual stress, σi =200MPa with increasing the number of laser shots in multiple laser peening process. And Figure 3(b) shows a change in compressive stress applied depth, Do with increasing the number of laser shots at σi=0MPa, 100MPa, 200MPa.  The results show that the mitigation on initial residual stress converges gradually as the number of laser shots is increased. And the final compressive stress applied depth by LSP process deceases as the initial residual stress increase.  
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   (a) Mitigation of residual stress as number of laser shots increases (b) Variation of Compressive stress applied depth as number of laser shots increases 
Figure 3. Effect of multiple laser peening   
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ABSTRACT  Large deformation and contact simulations were performed to study deformation behaviour and stresses of membrane structure at conditions of snow weight by using a large scale simulator ADVENTUREClusterⓇ which was based on Finite Element Method (FEM). The initial state of the membrane structure was reproduced by loading gravity on membrane. Pressure was applied on surface of membrane as snow weight. In this study, it is suggested that applying gravity on membrane is reasonable method for reproducing initial state of membrane structure. Deformation, stresses and behaviour of membrane were quantitatively discussed at condition of snow weight. 
 
 
1 INTRODUCTION  Recently, membrane structure is extensively studied (1)-(6) and used as permanent structure because of improvement of endurance and resistance fire. It has advantages that large space is easily and economically constructed due to that membrane materials are light and thin sheet materials. On the other hand, membrane materials have low resistance to compressive force, out-of-plane shearing force and out-of-plane bending moment. Irregular tensional force makes wrinkle and warp on membrane materials. Shapes of membrane structure would be limited due to above reasons and it has possibility that expected curvature of membrane could not be suitable curvature. Generally, larger curvature would be formed in membrane and sheet materials in a construction because that the materials have low stiffness for out-of-plane force and moment. In case of discussion and analysis for membrane materials, geometric non-linearity, large deformation, should be considered. If shape of membrane materials in completed products is understood at the planning or the design phases, much cost of products will be reduced.  In this study, we performed large deformation and contact simulation by using finite element method (FEM) to quantitatively discuss deformation, stresses and behaviour membrane at condition of snow weight.  
 
2          SIMULATION MODEL AND DIMENSIONS  Configuration of membrane structure was shown in Fig. 1. The membrane structure was constructed by Al alloy member and membrane. Only Al alloy members were shown in Fig. 2. The membrane was made of polyester foundation cloth and of vinyl chloride resin. The members were common Al alloy material. The dimensions of whole member 
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structure were 2486.6 mm and 2836.6 mm, and height was 313.5 mm. The dimensions of membrane were 2700 mm and 2836.6 mm, and thickness is 0.52 mm. Aluminium alloy is used as structural members, and Young’s modulus, Poisson’s ratio and mass density were assumed to be 70.0 GPa, 0.350 and 2,700 kg/m3, respectively. Young’s modulus, Poisson’s ratio and mass density of membrane were assumed to be 0.719 GPa, 0.141 and 1,330 kg/m3, respectively. Material properties in this study were shown in Table 1. Both materials were assumed to be isotropic.           
Fig. 1  Membrane Structure                           Fig. 2  Aluminium Alloy Members  

Table 1 Material Properties        
 
3          FEM MODEL  FEM model at starting state was shown in Fig. 3. Detail shapes of Al alloy member where were not concerned about analysis were modeled as simplified shapes. However, curvatures and corner shapes of Al alloy member were modeled in truly because that the above factors were influential on results of our simulation. Primary hexahedral elements were adopted and the elements were generated by mesh generator Hyper Mesh (7). The areas where were expected to be contacted between membrane and Al alloy member were divided by sufficiently small size elements to estimate accurate displacements and stresses. Almost uniformly-sized elements were adopted on areas where were not expected to be contacted between the membrane and the member. Small size elements provided accurate displacements and stresses. Number of elements and degree of freedom were 106,763 and 597,723, respectively.  In this study, FEM simulator of ADVENTURECluster (ver. 4. 8) (8) is adopted to perform large deformation and contact simulation. The simulator is for a large scale and parallel computing.   
4          BOUNDARY CONDITION  Large deformation and contact simulation were performed by assumption under the condition of snow weight. In our study, initial state of membrane structure was created by gravity process and tension process. Gravity process means the process that gravity was applied to planar configuration of membrane to fit between membrane and the 

  Young’s Modulus [GPa] Poisson’s Ratio [-] Mass Density [kg/m3] Al alloy 70.0 0.350 2,700 Membrane 0.719 0.141 1,330 

313.5 mm2836.6 mm2486.6 mm
Membrane 
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member. Gravity process was shown in Fig. 4. Starting state of membrane structure was shown in Fig. 4(a). After applying gravity, terminal of the membrane were lie down on Al alloy plates which were built as a part of member structure as shown in Fig. 4(b). The plate is not a part of actual product, but the plate was modeled to avoid spread of calculation due to fluttering motion of the terminal of membrane. After then, initial tension, 1kN/m, was applied to terminal of membrane as shown in Fig. 4(c) to create initial state of membrane structure.                         
 Fig. 3 FEM Model at Starting State Fig. 4 Gravity Process for Reproducing  
  Initial State of Membrane   
5          SIMULATION RESULTS  Deformation behaviours of membrane structure were compared between initial state before snow loading and after snow loading. Initial state before snow loading was shown in Fig. 5. Initial tensions have been already applied on the terminal of membrane. Alphabet and arrows in the figure showed origin of data sampling and direction of data sampling, respectively. Relationships between distance from the origin and displacement to membrane thickness direction were shown in Fig. 6. Zero level of displacement means the positions on the top of the curved Al alloy member. In both cases along direction of arrow from A and B, maximum displacements along thickness direction were about 20 mm.   Deformation behaviour of membrane structure under snow weight loading was shown in Fig. 7. Pressure, 600 Pa, has been applied on the surface of membrane as snow weight. Relationships between distance from the origin and displacement to membrane thickness direction were shown in Fig. 8. Origin and direction along data sampling were same in case of initial state. Zero level of displacement was also same meaning. In the cases along direction of arrow from point A, maximum displacements were about 33 mm. In the cases along direction of arrow from point B, maximum displacements were about 56 mm. Equivalent stresses of membrane at initial state and snow weight condition were shown in Fig. 9.  

(b) 
Plate Plate 

(a) Gravity 
Member 

(c) 
Initial tension Initial tension 

Membrane 
Member Plate 

271



          
Fig. 5 Deformation Behaviour at Initial State             

Fig. 6 Relationship between Distance from Origin and Displacement at Initial State            
Fig. 7 Deformation Behaviour at Snow Weight              

Fig. 8 Relationship between Distance from Origin and Displacement at Snow 
Weight 
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Initial State                                                           Snow Weight                
Fig. 9 Equivalent Stress at Conditions of Initial State and Snow Weight    

6          CONCLUSIONS  In this study, large deformation and contact simulation were performed to discuss on deformation, stresses and behaviour of membrane structure of membrane and aluminium alloy members. at conditions of initial state and snow weight. It is suggested that applying gravity on membrane is reasonable method for contacting between membrane and aluminium alloy members, and also reasonable method for reproducing initial state of membrane structure.  In case at initial state of membrane, maximum displacement was estimated about 20 mm and higher equivalent stress were generated at the membrane where has been contacted on aluminium alloy member. In case at snow weight condition, displacement was increased up to 60 mm and higher equivalent stresses were generated at membrane where has been contacted on the member and where has been shown maximum displacement of membrane. It insisted that it had possibility of fracture of membrane where has been contacted on the member, and also insisted surface ponding at position of maximum displacement of the membrane.   
REFERENCES  [1] E. Jeong, S. Yasutake & M. Kawabata (2012) Research Report on Membrane Structures 2012. 26, 1-12. [2] T. Muranaka, I. Shinohara, R. Takaki, O. Mori, R. Funase, Y. Shirasawa & G. Ono (2014) Trans. JSASS Aerospace Tech. Japan. 12, 33-38. [3] K. Kawaguchi, W. Ke & M. Miki (2008) J. Struct. Constr. Eng. 73, 1773-1777. [4] T. Ogawa, T. Kumagai, Y. Kurokawa, K. Tabuchi, M. Nakayama & K. Masuda (2012) J. Struct. Constr. Eng. 77, 585-591. [5] Y. Nagai, A. Okada, M. Kanda, N. Miyasato & M. Saitoh (2012) J. Struct. Constr. Eng. 

77, 211-219. [6] T. Yamashita, T. Kumagai, T. Ogawa, T. Miyamura & M. Ohsaki (2009) J. Struct. Constr. Eng. 74, 297-304. [7] Altair Engineering Corporation, (http://www.altairjp.co.jp/Default.aspx) [8] Allied Engineering Corporation, (http://www.alde.co.jp/) 
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ABSTRACT  This paper compares FE analysis results with burst test data using Alloy 690TT tube specimens. The tube specimens (the outer diameter of 19.05 mm and the thickness of 1.07 mm), commonly used in steam generator (SG) of nuclear power plants, were tested. To obtain material properties of Alloy 690TT, tensile tests were conducted, according to ASTM standard, using the tube specimens. Burst tests were also performed using tube specimens with single axial crack at outer surface of tubes. Through-wall cracks and surface cracks with several depths and lengths were considered in the tests. Burst pressures for single cracked tube specimens were predicted using finite element (FE) analyses. FE analysis method to simulate ductile failure is based on ‘the multi-axial fracture strain model’, recently proposed by the authors. Predicted results were compared with test data. Crack propagation behaviours were observed from the FE results. 
 
 
1 INTRODUCTION  The steam generator (SG) is one of the most important part in the pressurized water reactor (PWR). Heat from the primary reactor coolant system is transferred to the secondary non-radioactive water to produce steam. The steam generator tubes are the barrier between the primary system and the secondary system. Thus, the steam generator tube has to be within enough safety margin to avoid leakage of radioactive water to the secondary system. For this reason, the defects in the steam generator tubes should be assessed by proper evaluation methods.   Several researches to assess the defects in the steam generator tube have been carried out by both of experiments and FE analyses. The experimental ways have limitation of cost and time. For this reason, FE analysis methods have been used to consider various cases that might be occur in the actual steam generator tubes. There are FE analysis results using damage mechanics in the simulations by the authors (1-2). The damage mechanics can be applied to FE analysis to describe ductile fracture. Yuuki Miyajima et. al. (1) used the GTN model and Xaver Schuler et. al. (2) used Rousselier model as damage mechanics model in their studies. For using these models, several material constants should be determined by a number of tests.  In this paper, burst simulations of steam generator tubes with single axial cracks were conducted using the damage mechanics model that is relatively simple but shows accurate results. Simulated results were compared with test data and were observed in detail. 
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2 EXPERIMENT 
 
2.1  Material and Tube Tensile Test Alloy 690TT steam generator tubes (the outer diameter (Do) of 19.05mm and the thickness (t) of 1.07mm), commonly used in pressurized water nuclear reactors, were tested. To measure tensile properties, tests were conducted at room temperature using tube specimens according to ASTM E08-09 (3). The displacement rate was 0.5mm/min, and the axial displacement of specimen was measured using extensometer with the gage length of 25mm. Yield (0.2% proof) strength and tensile strength of the material were about 306.9MPa and 691.9MPa, respectively.  Resulting engineering and true stress-strain curves are shown in Fig. 1.  

        (a)                 (b) 
Fig. 1  (a) Tube tensile test result and (b) true stress-strain curves of Alloy690TT   

2.2  Burst Test of Axial Cracked Tubes Burst tests were performed for Alloy690TT tubes with single axial through-wall cracks and surface cracks.  For the single axial surface crack, six tubes with different notch lengths (L) and depths (a) were tested. Tested tubes with axial surface crack are schematically shown in Fig. 2.  

         
Fig. 2  Geometry of single axial cracked tube specimen   

3 FINITE ELEMENT DAMAGE ANALYSIS 
 
3.1  Multi-Axial Fracture Strain In this study, the damage model used to simulate ductile failure that lead to crack propagation is well known ‘the multi-axial fracture strain’ model.  This model based on the theory that fracture strain of ductile materials depends on triaxial stress states.  The dependence of the multi-axial fracture strain, εf, on the stress triaxiality (defined by the ratio of the mean normal stress σm and equivalent stress σe) can be represented by the formula below (4). 
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ε
σ  (1) where A, B and C are material constants that can be determined from notched bar tensile tests data with different notch radii (5-7).  The test specimens used in this study to obtain material properties were only Alloy690TT tube specimens. Unlike notched bar, these types of thin-walled specimens could not be tested under high triaxial stress states. For this reason, Eq. (1) is simplified as follows. According to Rice and Tracey (4), the constant C in Eq. (1) can be assumed to be 1.5. Furthermore the multi-axial fracture strain can be conservatively estimated by assuming B=0 in Eq. (1), leading to simplified form 
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σ  (2) where A can be determined from the tube tensile test data. By the same process with Ref. (5-7), the constant A for Alloy690TT studied in this paper was determined to be 1.402. Resulting fracture strain as a function of the stress triaxiality is shown in Fig. 3 (one point indicated as ‘tube tensile specimen’).  

3.2  Burst Simulation and Comparison with Experimental data To simulate ductile failure and crack propagation using FE analysis, damage accumulation and ductility exhaustion concept was introduced. In FE analysis, incremental damage, Δω, defined by the ratio of the equivalent plastic strain increment to the multi-axial fracture strain is calculated. When accumulated incremental damage becomes unity, ω=ΣΔω=1, ductile failure is assumed at the gauss point and all stress components are reduced forcibly using user-subroutine USDFLD and UHARD in ABAQUS (8). More detailed information about crack propagation simulation technique can be found in Ref. (5-7).  
p
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Δε
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ε
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Using the ductile failure simulation technique, bursting of single cracked Alloy690TT tubes were simulated. All of the tested cases were simulated by FE analyses, and additionally the short crack cases (crack length, L, is 3mm) were also simulated without testing. FE mesh used in the simulations is shown in Fig. 4. FE mesh was modelled by first order solid element (C3D8 within ABAQUS) 

 
Fig. 3  Multi-axial fracture strain for 

Alloy690TT 

 
Fig. 4  FE mesh used in the simulation 
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and the FE analyses were conducted with large geometry (nonlinear) change option. Element size in the crack tip region is arranged to 0.1mm that was found to be proper in the previous study. Internal pressure and axial-tension load were applied to inner surface and end-cap of the tube, respectively. To consider non-linear behaviour after bursting, RIKS (8) option supported by ABAQUS was applied.   

          (a)                     (b) 
Fig. 5  Comparison of burst test data with simulated one using FE analysis:  

(a) for all cases and (b) for only short crack cases   Predicted burst pressures are compared with each test data in Fig. 5. In the figure, closed symbols and open symbols represent FE results and test data, respectively. Figure 5 also includes burst pressure prediction for tubes with through-wall crack and surface crack (suggested by EPRI (9)) by solid and dotted lines. FE results agree well with test data within 7% of error range. Both of the FE results and test data are slightly higher than EPRI predictions. The square dotted box in Fig. 5(a) is expanded in Fig. 5(b). In the figure, the short and deep cracked tubes have a same burst pressures with the values for through-wall cracked tubes. To study about this phenomenon, internal pressure variations followed by increasing crack mouth displacement (δ) are shown in Fig. 6. In the short crack case (as shown in Fig. 6(a)), internal pressure increases even after the crack penetration, and decreases by plastic collapse. In contrast with Fig. 6(a), relatively long crack case (see Fig. 6(b)) shows bursting before showing crack penetration. Therefore, a burst pressures for short cracked tubes are affected by plastic collapse rather than crack penetration. For this reason, short and deep cracked tubes behave like a through-wall cracked tube.  

      (a)                 (b) 
Fig. 6  Observed crack behaviour with increasing of crack mouth displacement 
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4 CONCLUSIONS  In this study, bursting of single axial cracked Alloy690TT tubes were tested experimentally and simulated using FE damage analysis. To consider the material properties of Alloy690TT in the simulations, tensile tests were performed using the tube specimens and the tensile property was obtained from the test data. Within the multi-axial fracture strain model in the FE damage analysis, ductile fracture and crack propagations were implemented. In the simulation, tested cases and additional cases could be considered with low cost, and the behaviours of the cracks in the tubes could be observed in detail. In the future, burst pressures and crack behaviours of various cracks (position, direction and length) might be existed in actual steam generator tubes could be considered using the FE method suggested in this paper.   
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ABSTRACT  In this study, the numerical simulation of fatigue crack propagation in plane strain state was conducted using the discrete dislocations method and the effect of pile-ups of edge dislocations in this method is discussed. In the numerical simulation, the nucleation and the motion of dislocations are constrained by the pile-ups of dislocations which are nucleated in the past cycles, thus, the crack propagation rate after the second cycle is decreased compared with the first cycle. 
 
 
1 INTRODUCTION 
 A fatigue crack in metal forms a plastic zone and a stress field in front and it propagates in the stress field formed by itself. The fatigue crack propagation behavior is affected by the stress field significantly. From the microscopic viewpoint, a stress field in front of a crack is attributed to the pile-ups of dislocations after a number of fatigue cycles. Thus the dislocations behavior, such as the nucleation, the motion and the annihilation, and the stress field formed by the dislocations are required to be considered to evaluate the fatigue crack propagation. The discrete dislocations method is one of the methods to consider the discrete dislocations behavior in which the stress field is represented by the superposition of that by the external load, which is solved by the equations of continuum body, and that formed by the discrete dislocations. The problems on the crack have been discussed using this method (1) – (5).  In this study, the numerical simulation of fatigue crack propagation in plane strain state is conducted using the discrete dislocations method in which the fatigue crack propagation is modeled by the motion of dislocations near the crack tip and the effect of pile-ups of edge dislocations on the fatigue crack propagation in the early stage of fatigue crack propagation in this method is discussed.  
 
2 ANALYTICAL PROCEDURE  
2.1  Model of analytical target Fig. 1 shows the analytical target, which is a Mode I crack in a plate. The sizes of a plate are W = 400 μm, a/W = 0.5 and L/W = 2. A crack is modeled as a slit of 10 nm clearance 
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with a round tip of 5 nm radius. The coordinate system is constructed as the the origin is set at the crack tip, the x-axis is the macroscopic crack propagation direction and the y-axis is the vertical direction to the x-axis as shown in Fig. 1.  

  The applied fatigue stress σ, which is depending on time t, is given in the following equation (1) at the upper and the lower side, y = ±L/2: 
0

21.1 cos t
T
πσ σ ⎛ ⎞= −⎜ ⎟

⎝ ⎠
   (1) 

where the time period of cycle T = 480 ns and σ0 = 33.8, 56.3 and 78.8 MPa, which corresponds to the stress intensity factor range ΔK = 4.8, 8.0 and 11.1 MPa√m, respectively.  The material is assumed to be a bcc-structured iron with two preferred slip planes of ±54.7 ° to the x-axis, which is the macroscopic crack propagation direction. The elastic moduli are the Young’s modulus E = 210 GPa and the Poisson’s ratio ν = 0.3. In the analysis, the plane strain state is assumed and the edge dislocation, which is nucleated and moves in the preferred slip planes whose Burgers vector is also parallel to them, is considered. The absolute value of a Burgers vector is b = 0.25 nm. Fig. 2 shows the schematic illustration of dislocation and slip. A dislocation which has a Burgers vector in the direction away from the crack surface is denoted as a “positive” dislocation and that which has a Burgers vector in the opposite direction is denoted as a “negative” dislocation. The motion of a positive dislocation away from the crack surface and that of a negative dislocation close to the crack surface is denoted as a “forward” slip and the motion in the opposite direction is denoted as a “reverse” slip. It is modeled that a negative dislocation disappeared when it approaches to the crack surface within a given range in a positive slip. The disappearance of a negative dislocation near the crack tip is regarded as the crack propagation. The stress field, which is represented by the superposition of that formed by the external load and that formed by the dislocations, affect the behavior of dislocations and the crack propagation. In the numerical simulation, a set of dislocations are distributed in the state of equilibrium as the initial condition.   

(a) Model (b) Mesh (c) Mesh near crack tip 
Fig. 1 Model of analysis. 
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2.2  Motion of dislocation It is modeled that a dislocation moves according to the speed law in the following equation (2) as a function of the resolved shear stress τrss, which is the shear stress component in the direction of the preferred slip planes, 

rss p
0

0

m

v v
τ τ
τ
−⎛ ⎞

= ⎜ ⎟
⎝ ⎠

   (2) 
when τrss exceeds τp, which is corresponding Peierls stress. The constants are τp = 75 MPa, m = 35, v0 = 0.01 m/s and τ0 = 200 MPa (6), (7).  
2.3  Nucleation and annihilation of dislocation dipole A dipole of dislocations, which is a set of a positive and a negative dislocation in the distance of 15.625 nm, is nucleated when τrss exceeds a critical value τnuc = 800 MPa over the time period tnuc = 1 ns, while a new dipole is not nucleated when the evaluation point is within the distance of 25 nm (= 100 b) from the other dislocations or the crack tip (8). A set of a positive and a negative dislocation is annihilated when they approaches close to each other. In addition, a dislocation disappeared when it passes cross the crack or free surface.  
2.4  Crack propagation It is considered that a small step is formed when a dislocation goes through a surface and the motion of a dislocation to the crack tip is attributed to the mechanism of crack propagation. In this study, it is modeled that a crack propagates when a negative dislocation approaches near the crack tip by a forward slip and the dislocation disappears with the crack propagation. The amount of crack propagation is evaluated based on the number of negative dislocations which disappear near the crack tip and the Burgers vector. In this study, the coordinate system is moved to the negative direction of the x-axis when a crack propagates to represent the crack propagation, i.e., a crack tip is moved relatively forward and the pile-ups of dislocations are moved relatively backward along the crack wake.    

Fig. 2 Schematic illustration of dislocation and slip.

x-axis (crack propagation  direction) 
(b) reverse slips 

negative dislocation
positive dislocationy-axis (loading  direction) +54.7°−54.7°

(a) forward slips 

slip plane
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3 RESULTS AND DISCUSSION  Fig. 3 shows the number of dislocations which are nucleated and disappeared. The number of nucleated and disappeared dislocations is increased with the increase of ΔK. The number of dislocations is the largest in the first cycle and it decreased in the second cycle regardless of ΔK. However the change of number is small after the second cycle. It is considered that the change of number of dislocations is attributed to the stress field by the pile-ups of the residual dislocations.  
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Fig. 3 Change of number of dislocations.  Fig. 4 shows the crack propagation rate da/dN. The dependence of da/dN on ΔK is clearly distinguished. da/dN is also dependent on the number of cycle as is the same with the number of dislocations, which is attributed to the pile-ups of the dislocations.  
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Fig. 4 Relationship between da/dN-ΔK.  Fig. 5 shows the distribution of dislocations in the condition of ΔK = 4.8 MPa√m. ((a):  after 1cycle, (b): after 50 cycles). Dislocations indicated by the pink symbols are newly nucleated in the last cycle and dislocations indicated by the black symbols are nucleated in the past cycles except for the last cycle and left in the crack wake. In the end of the 
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first cycle, the negative dislocations are piled up near the crack tip and the positive dislocations are piled up in the distance. The piled-up dislocations produce the negative shear stress field toward the crack tip direction, which relaxes the positive shear stress field by the external stress. As a result, the forward slip and the nucleation of dislocations are constrained. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
4 CONCLUSION  In this study, the numerical simulation of fatigue crack propagation in plane strain state was conducted using the discrete dislocations method and the effect of pile-ups of edge dislocations in this method is discussed. In the numerical simulation, the piled-up dislocations produce the negative shear stress field toward the crack tip direction, which relaxes the positive shear stress field by the external stress. As a result, the forward slip and the nucleation of dislocations are constrained and the crack propagation rate after the second cycle is decreased compared with the first cycle. 
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ABSTRACT  This work simulates the ductile fracture behaviour of metals by GTN model. The GTN model has a few issues need to be resolved in practical application of these methods. The first one is that depend on mesh size. For confirmation, the simulations has been tested with three different sizes of 0.05, 0.1, 0.2 mm characteristic length. The second issue is that, results vary according to the type of specimen configuration. So, simulated results using the GTN model are compared with experimental data for CT tests and SET tests.   
1 INTRODUCTION  A number of works have been reported in the literature up to present on finite element ductile failure analysis. Depending on the model employed for damage simulating, the Gurson-Tvergaard-Needleman model can be broadly used. That model is using a micro-mechanical model for ductile fracture, incorporating void nucleation, growth and coalescence.  As many researchers have already published a number of papers using these methods, applicability and validity of these methods have been well discussed in the literature. From the author’s point of view, it is felt that a few issues need to be resolved in practical application of these methods. The first one is that depend on mesh size. For instance, finite element analysis using by GTN model is hard to resolve of large and complex geometry. Because GTN model has a small mesh size. So, an alteration in model’s mesh size require to change of GTN analysis parameters. The second issue is that, Results varies according to the type of specimen configuration. This paper identify that effects of mesh size and specimen configuration in simulating ductile fracture of Metals by GTN model.   
2 GURSON-TVERGAARD-NEEDLEMAN (GTN) MODEL   The GTN model to simulate ductile damage and failure is given by [1, 2, 3] 
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where σe is the equivalent stress, p the hydrostatic pressure and σ0 the yield stress of void-free material. The material parameters q1 and q2 depend on the hardening exponent n and on the ratio E/σ0, where E is the Young’s modulus.  The void growth rate can be expressed in terms of the current value of f (the void volume fraction) and the plastic strain rate tensor pε  as 
(1 ) : Ip

grf f ε= −  (2) where I is the second order unit tensor.   
3 NUMERICAL SIMULATION OF DUCTILE FRACTURE   
3.1  Effect of mesh size The material data compiled in this paper were obtained from tests conducted on weld samples.[4] The values of E and Poisson’s ratio v were taken as 210 GPa and 0.3, respectively. And yield stress is 462 MPa. The fracture tests have been conducted on standard CT specimens with thickness of 25 mm and initial crack length/specimen width ratio of a0/W=0.5. Values for the void growth parameters in the Gurson model, q1=1.44 and q2=0.94. The magnitude of f 0, f c and f f were taken as 0.003, 0.11 and 0.16. The length of mesh sizes were 0.05, 0.1 and 0.2 mm. ABAQUS explicit was used for the analyses, with the standard porous plasticity model, without void nucleation. A typical mesh used in the computations is shown in Fig. 1. Plane strain conditions and finite deformations were assumed in the analyses.  

 
Fig. 1 Finite element mesh for the CT specimens  The computational predictions obtained with different values of mesh sizes are shown in Fig. 2-(a). These results show that a mesh size 0.05 mm best describes the experimental trend. Increasing mesh sizes predict conservative of J-resistance curves. To accurate describes the experimental trend from mesh sizes 0.1 and 0.2 mm need to change values of f c and f f. For example, FE results obtained with different values of f c and f f are shown in Fig. 2-(b).  
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        (a)                                                                                (b) 

Fig. 2 J-resistance curves (a) for various mesh sizes and (b) for various f c and f f 
 
3.2  Effect of specimen configuration The material data compiled in this paper were obtained from tests conducted on API X60 steel.[5] The values of E and Poisson’s ratio v were taken as 210 GPa and 0.3, respectively. And yield stress is 483 MPa. The fracture tests have been conducted on standard CT specimens with thickness of 13 mm and initial crack length/specimen width ratio of a0/W=0.5 and SET specimens with thickness of 12.5 mm and initial crack length/specimen width ratio of a0/W=0.2. Values for the void growth parameters in the Gurson model, q1=1.43 and q2=0.83. The magnitude of f 0, f c and f f were taken as 0.008, 0.04 and 0.20. The length of mesh size was 0.1 mm. ABAQUS standard was used for the analyses, with subroutine, without void nucleation. A typical mesh used in the computations is shown in Fig. 1. Plane strain conditions and finite deformations were assumed in the analyses.  The computational predictions obtained with different type of tests are shown in Fig. 4-(a). These results show that simulation of CT test best describes the experimental trend. Simulations of SET test best describes the Load-CMOD and Load-Δa curves in Fig. 3. However, simulation of SET test predict non-conservative of J-resistance curves in Fig. 4-(b). In case of SET tests, the determination of J values by tests is not clear.  

       
          (a)                                                                            (b) 

Fig. 3 (a) Load-CMOD (b) Load-Δa curves 
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(a)                                                                                    (b) 

Fig. 4 J-resistance curves for (a) CT tests, (b) SET tests 
 
 

4 CONCLUSIONS 
 In this paper, confirm that effect of mesh size, specimen configuration in GTN model. The simulations has been tested with three different sizes of 0.05, 0.1, 0.2 mm characteristic length. They do show different J-resistance curves.  To accurate descrives the experimental trend from different mesh sizes need to change values of f c and f f. Also GTN model parameters of specific material predict well various type of tests. 
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ABSTRACT  It is well known that classical constitutive models fail to capture the post-peak material behaviour, due to localisation of deformation. In such cases the concept of Representative Volume Element (RVE) on which classical continuum models rest ceases to exist and hence the smearing out of local inhomogeneities over the whole RVE is no longer correct. This paper presents a new approach to capturing localised failure in quasi-brittle materials, focusing on the kinematic enrichment of the constitutive model to describe correctly the behaviour of a volume element with an embedded localisation band. The resulting models possess an intrinsic length scale which in this case is the width of the embedded localisation band. The behaviour therefore scales with both the width of the localisation band and the size of the volume on which the model is defined. As a consequence, size effects are automatically captured in addition to the model capability in capturing behaviour at the scale of the localisation zone.  
 
 
1 INTRODUCTION  It is well known that failure in several engineering materials starts from a diffuse deformation process and gradually transforms to a localised deformation stage followed by material separation. Fracture Process Zone (FPZ) in quasi-brittle failure, shear bands in metals, and shear/compaction bands in soils are typical examples of localised failure. Constitutive models therefore have to correctly describe both diffuse and localised stages of failure. While it is straightforward to assume homogeneous deformation in diffuse stage of failure, such an assumption is no longer valid for a volume of material with an embedded localisation zone. In such cases, the homogeneity might be valid only at different scales of behaviour: homogenous deformation inside the localisation band, and in the region outside this band. In the literature, several different regularisation approaches have been proposed to tackle the modelling of localised failure. They range from simple (e.g. smeared crack/deformation [1]) to more complicated (nonlocal/ gradient regularisation; [2, 3]), or focus on enriching the spatial discretisation schemes (e.g. eXtended Finite Element (XFEM [4]) and Enhanced Assumed Strain (EAS [5, 6]) to capture the kinematics of localised deformation.  Despite the success in describing localised failure, the above regularisations are either too simple to correctly capture the kinematics of localised deformation (smeared deformation), too complicated and computationally expensive to be practical applicable 
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(nonlocal/gradient) or dependent on the discretisations (XFEM, EAS). In this study, the focus is on the constitutive modelling aspects of localised failure. This brings adequate enhancements to the kinematics of localised deformation while not making the proposed approach complicated or expensive and also facilitating its implementation in any spatial discretisation schemes.  The paper starts with a numerical illustration of failure in quasi-brittle materials. This shows the evolution of failure from diffuse to localised, and addresses associated issues in continuum modelling to capture this evolution. It is then followed by the introduction of a kinematically enriched continuum framework with different constitutive behaviour for the material inside and outside the localisation zone and their connections. Key features will be addressed, together with a numerical example to illustrate the potentials of the new approach.   
2 LOCALISED FAILURE IN QUASI-BRITTLE MATERIALS  The development of micro-cracks together with the diffuse to localized failure of a RVE made of cement matrix composite is illustrated here. The RVE size is 25mm; plane stress condition (thickness 10mm) is assumed and the uniform mesh sizes are 0.25mm and 0.125mm for the coarser and finer meshes, respectively. The generation of sample is facilitated by the use of the Material Point Method (MPM [7]) and all three phases of the composite material including cement matrix (Young modulus E=45000MPa; uniaxial tensile strength ft’=2MPa, fracture energy GF=1.51Nmm/mm2), inclusions (E=45000MPa, ft’=3.0MPa, GF=3.71Nmm/mm2) and their weak interfacial transition zones (E=30000MPa, ft’=1.5MPa, GF=0.65Nmm/mm2) can be generated using material points (Fig. 1). Further details on the modelling and constitutive models can be found in [8].   
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Figure 1: RVE made of cement matrix 

composite. 
Figure 2: Mesh independent stress 

strain response.  The response of the RVE, in terms of macroscopic stress-strain relationship is plotted in Fig. 2, showing the softening branch associated with localised deformation inside the RVE. The micromechanical analysis in this case provides us with details on the distributions of stresses and strains during the failure process. For illustration purpose, only tensile loading in the vertical direction is considered.  In relation to the loading condition, the distribution of strain εyy and Von Mises stress during failure are plotted in Figs. 3 & 4. It is clear that the distributions of both stress and strain are strongly localised towards the end of the failure process where macro crack and separation are expected. In this case continuum assumption breaks down as soon as the localisation of deformation is clearly visible, e.g. close to macro peak stress. 
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Figure 3: Contour of strain εyy corresponding to points A, B, C in Fig. 2.  

 

     
Figure 4: Contour of Von Mises stress corresponding to points A, B, C in Fig. 2.   

3 ENRICHING THE CONTINUUM KINEMATICS   From the above micromechanical analysis, it is clear that only a very small fraction of the RVE undergoes inelastic deformation during loading, while the rest just remain elastic all the time, or unloads elastically after peak. It is then desirable to capture as much as possible the micromechanical details and their evolution, while maintaining a balance between accuracy and practicality. In this sense a mechanism should be devised for mapping essential micromechanical details to a continuum model.   
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Figure 5: Strain and stress profiles on line X-X at different stages  

of failure in Figure 2.  Given the spatial distribution of elastic and inelastic behaviour associated with different material points, two separate regions corresponding to elastic and inelastic behaviours in the RVE are needed in the continuum models. For illustration purpose, the Von Mises stresses, strains εyy on the line X-X (Fig. 1) are sorted in ascending orders to give an indication of the evolution from diffuse to localised failure. This is presented in Fig. 5.  Due to the strong localisation of deformation, the use of a single-stress strain relationship is not appropriate, as an average strain profile is not a good representation of the observed behaviour (Fig. 6). A mechanism of localised failure is therefore needed, 
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with the introduction of both stress σi and strain εi inside the localisation band to represent inelastic behaviour (Fig. 6). The elastic behaviour outside the localisation band is represented by a different stress-strain relationship σo-εo.  

 
Figure 6: Strain profiles and approximation.  Homogeneity assumption is therefore valid only in each region (inside or outside the band; Fig. 6), and the macroscopic strain tensor is obtained from a simple homogenisation: 

( ) o1kf f= + −ε ε ε� � �   (1) where f is the volume fraction of the inelastic region [9]. Given the above strain, the macroscopic stress is obtained from the virtual work equation, so that: 
( )i i o o1f f= + −σ : ε σ : ε σ : ε� � �  (2) For a narrow localisation band, e.g. h<<H (Figs. 5 & 6), the localisation strain εi can be assumed to take the following form (Kolymbas, 2009): 

( ) ( )sym1 1
i 2h h= ⊗ = ⊗ + ⊗⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦ε n u n u u n� � � �  (3) where ⎡ ⎤⎣ ⎦u�  is the relative velocity between opposite sides of the localisation band. In this case, (1-3) lead to σ ≡ σo [9], and the constitutive equation describing the RVE behaviour becomes: 

( )1
o o o o i1 f f−= = = −σ σ a : ε a : ε ε� � � � �  (4) in which ao is the elastic stiffness of the elastic region. Denoting ai the tangent stiffness, the inelastic behaviour inside the localisation band is therefore: 

( )sym1
i i i ih= = ⊗⎡ ⎤⎣ ⎦σ a : ε a : n u� � �  (5) The internal equilibrium across the localisation band with normal vector n then completes the model definition: 

( )i 0− =σ σ n� � i  (6) Equations (4-6) are generic structures of the constitutive equations describing the behaviour of a RVE crossed by a localisation band. The computational, energetic aspects, numerical implementation and examples demonstrating promising features of the kinematic enrichment of this type have been documented in some recent papers [9].  
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4 ONE-DIMENSIONAL NUMERICAL EXAMPLE  This numerical example shows the response of a bar of length H, with unit cross sectional area and an embedded localisation zone of size h. The material is assumed to be elastic-softening with linear softening law and specific fracture energy gF is taken as 20 times the elastic strain energy at peak, ( )220 2F tg f E′= . The critical bar length Lc at which snap back starts to occur (e.g. H>Lc for snap back) is therefore Lc=20h. Fig. 7a shows the effects of varying the bar length H on the overall response, while keeping the size h of the localisation band fixed. The scaling of response with respect to size H can be seen, while the energy dissipation produced by inelastic behaviour inside the localisation zone is insensitive to H, indicated by the same area under all three curves corresponding to three values of H. In all three cases, the constitutive response inside the localisation zone (Fig. 7b) is independent of the structural size H, thanks to the use of two separate constitutive laws for the localisation band and elastic region outside that band. In contrast, the single stress-strain law in the traditional smeared crack approach requires the variation of the constitutive behaviour with respect to the discretisation to meet the requirement on the dissipation (Fig. 7c).   
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Figure 7: (a) normalised stress-normalised displacement; (b) normalised  
stress-strain response in the localisation zone of the proposed approach,  

(c) normalised stress-strain response of a smeared crack model.  The coupled stresses in the proposed constitutive modelling framework allow us to keep a meaningful constitutive response inside the localisation zone that is invariant with the discretisation (Fig. 7b). Essentially, all parameters of the model remain unchanged with respect to the resolution of the discretisation, a property that is missing in traditional smeared crack approach.    
5 CONCLUSIONS   We used micromechanical analysis to identify key issues in constitutive modelling of materials that exhibit localised failure. An approach to enhance the constitutive kinematics was therefore proposed to capture correctly the material failure in both diffuse and localised stages. The resulting structure of constitutive models possesses both sizes and behaviours of the elastic and inelastic regions of a RVE crossed by a localisation band. The response of such models then scales with both the RVE size H, and the width h of localisation band, while dissipation is dependent on h and its associated inelastic behaviour only. Further work is on-going to apply this approach to the modelling of localised failure in geomaterials.  
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ABSTRACT  Rat whiskers, and their associated neural substrate, comprise a highly evolved bio-sensory system used to perceive the world with an acuity that matches human vision or hearing. Study of the whisker sensory system is becoming an attractive research topic due to its fundamental importance as a fine sensor in neuroscience and due to the potential to develop biomimetic robotics. In this paper, a truncated conical beam model is used to study the natural frequency of a rat whisker. In addition to the proof of two generic natural frequency relationships for a truncated conical beam, our numerical results show that there exists a window where the natural frequencies of a rat whisker are very sensitive to the change of the rotational constraint at the base. This has significance for the function of the sensor since the rat follicle constraints can be manipulated by a behaving rat, thereby altering the natural frequencies of the whisker. 
 
 
1 INTRODUCTION 
 A Chinese idiom says that “the eyes of a rat can see only an inch of light”, which vividly describes rat’s poor sight. However, rats, as a ubiquitous and highly successful mammalian species that carry out most of their activities in nocturnal poor-light conditions, use their smell and their large face whiskers (also called macrovibrissae or vibrissae) to perceive the world. The vibrissae are long and thick hairs on the side of the rat’s snout, arranged in a characteristic pattern of rows and columns (arcs) that is consistent between rats (Fig. 1)(1). Each hair arises from a follicle with sensory receptors innervated by some 100 myelinated fibres and a number of unmyelinated fibres, travelling in the vibrissal nerve. The region around the follicle, the whisker pad, is innervated by striated muscles that the rat can contract to actively move the whiskers. The rat whiskers have discrimination acuity that easily matches that of human hearing and vision (2).  During a typical exploration, rats sweep the large face whiskers against and over an object to obtain information such as its position, shape and surface properties, and identity. Mechanical interactions between the moving whiskers and objects can cause whisker vibration or even resonance which multiplies motion amplitude at the whisker’s natural frequency (3, 4). The whiskers vary systematically in length and thickness across the face (long and thin at the back, short and stubby at the front, see Fig. 1) and in turn whisker natural frequency varies systematically with whisker position across the face, allowing for encoding of a range of different textures (3, 4). Whisker resonance theory is considered as one of three existing theories to explain how a rat discriminates surface texture, i.e., to distinguish a rough surface from a smooth 
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surface (5). Therefore, study of whisker resonance and the natural frequencies of whiskers can assist the understanding of this exquisite tactile sensory system.  In this paper, we report our recent theoretical study on the natural frequency analysis of rat whiskers (6) and then outline our thoughts on the future work. Based on experimental measurements, a truncated cone is applied to simulate the geometry of rat whiskers. Considering that the base of the rat whisker is attached underneath the skin in a follicle-sinus complex in an animal, a more realistic constraint of a transverse and a rotational spring is applied in our model to simulate such an elastic body support at the base.  To cover all real situations for the rat whisker tip, similar constraints are applied to the tip in our model.  

 
Figure 1 Morphological designation of facial whiskers (1).  

 
2 THEORETICAL MODEL  As noted above, a truncated conical beam illustrated in Fig. 2 is used to simulate a rat whisker. The radius of the beam cross-section evolves linearly along the axial direction. All possible boundary conditions at the two ends of the whisker are represented by spring elements with translational springs to constrain the transverse deflection and rotational springs to constrain the angular movement. kt and Tt are the stiffness constants for the translational and rotational springs at the whisker tip, and kb and Tb are the stiffness constants at the whisker base (see Fig. 2b). The classical free, pinned, sliding and fixed conditions can be considered as special cases from this generic treatment.  

   (a)               (b)   
Figure 2 (a) The truncated cone for modelling rat whiskers with specified 

geometrical parameters and (b) illustration of the boundary conditions  
at the two ends of the truncated beam model to simulate ex vivo or in  

vivo rat whisker vibration (6). 
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Under the assumption of small deformation and small rotation for a Bernoulli-Euler beam, applying the dynamic equilibrium condition for the forces and the moment equilibrium equation, the following partial differential equation can be obtained, 
 2 2 2

2 2 2

( , ) ( , )( ) ( ) 0v x t v x tEI x A x
x x t

ρ
⎡ ⎤∂ ∂ ∂

+ =⎢ ⎥∂ ∂ ∂⎣ ⎦
  (1) 

where ( )I x  and ( )A x  are the moment of inertia and the cross-section area at location x, respectively. ( , )v x t  is the transverse displacement. E and ρ  are the elastic modulus and mass density of the rat whisker material, respectively. Here, the rat whisker material is assumed as isotropic and homogenous. When the rat whisker vibrates transversely in one of its natural modes n, the transverse displacement at any location ( , )v x t  varies harmonically with time, i.e., 
 ( , ) ( )sin( )nv x t y x t= ω + φ  (2) where nω  is the circular (angular) frequency for natural mode n. The natural frequency 
f is related to its circular frequency ω  by,   

π
ω

=
2

f  (3) 
Substituting Eq. (2) into Eq. (1) results in 
 0)()()()( 2
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2
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dx
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dx
d  (4) 

The general solution of Eq. (4) can be expressed in terms of Bessel functions [7], 
 ( ) ( ) ( ) ( )[ ]xKCxICxYCxJC

x
xy λ+λ+λ+λ= 24232221

1)(  (5) 
where C1, C2, C3 and C4 are constant coefficients. 2J  and 2Y  are Bessel functions of the first and second kind, respectively, of order 2. 2I  and 2K are the modified Bessel functions of the first and second kind, respectively, of order 2. The numerical values of Bessel functions can be obtained easily from mathematical software such as Matlab. Parameter λ  in Eq. (5) is defined as 
 

2

22
14 64

bEr
L ωρλ =  (6) 

Under the assumption of small deformation and small rotation (since such fine movements appear to be more than adequate for the rat to be able to discriminate fine detail such as texture [2], the slope ( )xθ of the transverse displacement curve, bending moment ( )M x and shear force ( )S x  at any location can be derived as 
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The spring constraints illustrated in Fig. 1(b) can be described as follows:  At the tip, 2x L=  and 
 ( )tS k y x= −    and   tM Tθ=  (8) At the base, 1x L= and  ( )bS k y x= −    and   bM T θ=  (9) Applying boundary conditions (8) and (9) to Eqs. (5) and (7) results in a set of simultaneous equations with respect to 1C , 2C , 3C and 4C  

( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ]

( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ]

( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ]

( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ] ( ) ( )[ ]⎪
⎪
⎪
⎪
⎪
⎪

⎩

⎪⎪
⎪
⎪
⎪
⎪

⎨

⎧

=++−++++

=−−+++++

=++−++++

=−−+++++

0

0

0

0

413144313144213144113144

41213
3

331213
3

321213
3

311213
3

3

423242323242223242123242

42223
3

132223
3

122223
3

112223
3

1

CLKLKCLILICLYLYCLJLJ

CLKLKCLILICLYLYCLJLJ

CLKLKCLILICLYLYCLJLJ

CLKLKCLILICLYLYCLJLJ

λλλελλλελλλελλλε

λλλελλλελλλελλλε

λλλελλλελλλελλλε

λλλελλλελλλελλλε

(10) 
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According to mathematics, to have non-zero solutions for 1C , 2C , 3C and 4C , the determinant consisted of the coefficients of Eq. (10) must be zero, i.e., 
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(12) 
For a given problem, λ  can be numerically obtained from Eq. (12). Then, by applying Eqs (3) and (6), the natural frequency f can be determined.  
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3 RESULTS  Our dimensional analysis proves that the natural frequency f can be expressed by the dimensionless function fΠ  as [6] 
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Eq. (13) shows that the natural frequency f of the rat whisker is always inversely proportional to the square root of the density of the whisker material because the dimensionless function fΠ  is independent of the density.  Under any classical free, pinned, fixed or sliding constraints at the ends of a truncated conical beam, it has been proved that the natural frequency can be expressed as [6] 
 2

br Ef
L

α
ρ

=  (14) 
where α  only depends on /t br r .  Applying general constraints at the whisker ends, a prototypical rat whisker was generated by taking the mean values of the 18 macrovibrissae of a Sprague Dawley rat measured by [3]. These values are: 34.1L = mm, 0.062br = mm, 0.007tr =  mm and 

1.4ρ = mg/mm3. The elastic modulus of the rat whisker material was taken as 3 GPa, which is within the range of reported data from 1.4 GPa to 7.8 GPa (3,4,8). Figures 3(a) and 3(b) shows numerical results of the first natural frequency when freely whisking in air and pinned at the tip, respectively.  
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 (a)              (b) 
Figure 3 The first natural frequency of a representative rat whisker (a) freely 
whisking in air and (b) with the tip touching an object under different elastic 

constraining stiffness bk  and bT  at the base (6).  The most interesting finding from Fig. 3 is that the first natural frequencies in both situations are very sensitive to the rotational stiffness Tb within a certain range. The sensitive ranges of Tb in both situations are almost the same, which is 75 10−× ~ 510− Nm. Within this range, the corresponding natural frequency decreases quickly with the increase in Tb and the frequency is generally insensitive to the change of kb. This means that the rat could easily adjust the natural frequency of individual whiskers by 
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increasing or decreasing the rotational constraint at the whisker base. According to the physiology, the whiskers are supported by the follicle sinus complexes which act as controllable bearing through control by surrounding intrinsic muscles [9]. Therefore, it is practically feasible for the rat to control the natural frequency of individual whiskers over a wide range by adjusting the rotational constraint at the base. This finding provides support for the theory that whisker resonance could be used to discriminate textures [3, 4]. 
 Current studies of the mechanics of rat whiskers treats them as straight beams with a single phase elastic material in the same way as we have done here.. Future work to construct more realistic beam models with curved shape, a three-layered structure and incorporating viso-elasticity will be carried out to further confirm that current finding can be applied to real rat whiskers.   
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ABSTRACT  This study examined the bone mechanical properties of α-klotho-deficient mice using a series of nanoindentation tests, to obtain novel findings on age-related bone degradation at the material level. Similar extents of elastic moduli were found in cortical bone regions of wild-type and α-klotho-deficient mice using depth-dependent nanoindentation tests. Despite the reduced viscoelasticity, normal calvarial bone exhibited instantaneously enhanced moduli against higher stain-rate indentations. Such strain-rate stiffening against large deformation is of particular importance for maintenance of tissue integrity, and hence the reduced stiffening behavior of aged bone under large strain might result in unexpected fractures.   
1.  INTRODUCTION 
 Bone degradation becomes more common with age, and is related to increased porosity and excessive local mineralization at the macroscale and microscale, respectively [1, 2]. Owing to the structural complexity of bone, namely its intrinsic inhomogeneity and multiscale tissue structures, the age-related changes in bone mechanical properties have not been fully elucidated at the material level. In this respect, nanoscale mechanical testing technologies, such as nanoindentation, may resolve specific features of bone mechanical properties through precise measurement protocols [3]. In addition to the difficulties associated with the bone hierarchical structure, the development of representative aging animal models needs to be addressed. Although age-related changes have often been considered in young-to-old animal models, inherent deviation along with aging is an unavoidable event. The α-klotho mutant (α-kl) mouse has been expected to serve as a “representative” aging model. The α-kl mice were originally described as a short-lived model that displays a variety of aging-related phenotypes, including (i) arteriosclerosis, (ii) ectopic calcification in various soft tissues such as the lung, kidney, stomach, heart, and skin, (iii) decreased bone mineral density, (iv) emphysema, (v) uncoordinated movement, (vi) atrophy of the skin, and (vii) severe hyperphosphatemia in association with increased concentrations of 1,25(OH)2D3 [4]. Thus, nanoindentation tests on bone obtained from α-kl mice comprise an attractive alternative protocol to illustrate age-related bone degradation at the material level.  
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Bone mineralization is considered to be responsible for the bone stiffness, whereas the bone durability partially associated with the time-dependent viscoelasticity of matrix proteins remains poorly elucidated. The present nanoindentation experiments invariably and simultaneously captured both the elastic and viscoelastic properties of bone using quasi-static and dynamic nanoindentation tests at varied frequencies (strain-rates). The partition of the corrected elastic modulus (storage modulus) and viscoelastic response (loss modulus) needs to be clarified, so that strain-rate-dependent moduli and viscoelastic energy dissipation with time can be discussed in parallel. We anticipate that such strain-rate responses of bone will be highly appreciated for bone durability at the material level.   
2.  MATERIALS AND METHODS 
 
2.1  Sample preparation Male wild-type (n=4)and α-kl (n=4) mice (Japan Clea, Tokyo, Japan) at 5 weeks of age were used in this study. The animal care and protocol followed the Guiding Principles for the Care and Use of Animals, as approved by Showa University (Tokyo, Japan; ref. #1372). The calvarial bone and tibia were harvested, and the surrounding soft tissue was removed. The bones were then cross-sectioned in the longitudinal direction using a cryostat, so that a fine surface could be obtained without manual polishing. The samples were ultrasonically cleaned with distilled water for 10 s between each step.   
2.2  Nanoindentation  The samples were briefly submerged in Hanks’ balanced salt solution prior to testing. Nanoindentation experiments were performed on the cortical regions of the bone samples (Fig. 1) using a diamond Berkovich tip and a quantitative nanomechanical test instrument interfaced with a scanning probe microscope (TI950; Hysitron, Minneapolis, MN).   A B

 
Figure 1- Light microscopy images of cross-sectioned normal mouse calvarial (A) 

and tibia bone (B) (scale bars=20 μm). Nanoindentation mechanical testing 
regions are marked with arrows.  A high bandwidth transducer (nano-DMA III; Hysitron) that enables nanoscale dynamic testing was used throughout the study. Fused quartz was used as the standard calibration material to determine the indenter area function [5]. The measured indentation data for each sample in the contact depth range of 20–200 nm were used to ensure that the effective contact area of the Berkovich indenter always dominated the contribution to the measured mechanical properties of the samples. To determine the effective range of nanoindentation depths for each sample, the elastic moduli of all 
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samples were measured as a function of depth using a partial unloading technique [6] with a load function containing a total of 33 partial unloading cycles, each comprising a 1-s loading segment, a 1-s hold segment, and a 1-s unloading segment. For the current tests, each loading portion was followed by a 1-s hold period to minimize the effect of creep on the unloading stiffness. The elastic moduli of biological tissues may also vary as a function of the unloading strain-rate [3]. Material homogeneity of the specimens was confirmed by the observation of near-constant elastic moduli within the effective measurement area. The following dynamic or quasi-static nanoindentation tests were performed within the range of the constant elastic moduli for each sample.  
2.2.1  Dynamic mechanical analysis  Dynamic oscillations were superimposed at a maximum loading force of 500 μN on a force-displacement curve. The applied strain amplitudes for the oscillations were approximately 2 nm at frequencies of 0.1–200 Hz. During superimposed dynamic indentations, a phase lag between the applied stress and measured strain signal reveals viscoelastic behaviors. The tangent of the phase lag (tan δ) is defined as the ratio of the storage modulus (E’) to the loss modulus (E”) as described below:  

 tanߜ = ′ܧ′′ܧ  (1) 
′ܧ  = ܵe√ܣ√2ߨ  

(2) 
ܵe = 0ߝ0ߪ cosߜ (3)  where A is the projected contact area obtained by manual curve fitting of the slope at the onset of unloading following sinusoidal indentation, 0 is the stress amplitude, 0 is the strain amplitude, and δ is the phase lag. A correction for elastic modulus determination can be made by equation (2) with the effective contact stiffness, Se, defined as equation (3).   

2.2.2  Displacement control Force-displacement curves were recorded using a 20-nm/s loading rate to a maximum depth of 200 nm determined by the effective tip contact area (see section 2.2). The loading slope was followed by a 60-s hold at 200-nm contact depth. During this period, the force decreased as expected because of the stress relaxation associated with the viscoelastic (and/or poroelastic) response. The stress relaxation ratio (%) to the maximum loading force was calculated.   
2.3  Statistical analysis Three indentations were performed in the preliminary loading/partial unloading tests. At least five regions for each sample with five indentations were evaluated. The results are expressed as the mean ± standard deviation for each experiment. The normal distribution of each dataset was confirmed using the Kolmogorov–Smirnov test. The validity of the homogeneous variances assumption was investigated by Bartlett’s test. Data were analyzed by ANOVA followed by a post-hoc t-test. A P-value of less than 0.05 was considered significant. The P-value less than significance level rejected the null hypothesis as we expect to see the observed outcome only 5% of the time if the null hypothesis was true. 
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3.  RESULTS AND DISCUSSION 
 The elastic moduli of all bone samples were approximately constant at 15 GPa (P>0.05) between 50–200 nm in indenter contact depth. Bone is a complex hierarchical tissue with different structural levels, namely cortical and trabecular bone at the macroscale, haversian osteons and lamellae at the microscale, and hydroxyapatite crystals and collagen fibers at the nanoscale. Using the estimated tip contact area and the constant elastic modulus of each bone sample (contact depth: 50–200 nm), a series of nanoindentation tests within this target measurement range revealed homogeneous bone nanomechanical properties. Similar extents of elastic moduli (P>0.05) were found in cortical bone regions of normal (wild-type) and α-kl bones. The loss tangents of calvarial bone in the α-kl samples revealed an estimated higher viscoelasticity (P<0.05) compared with normal bone. In particular, the normal bone enabled extremely lower loss tangents (P<0.05) at higher frequencies. The loss tangents of tibial bones were higher than those of calvarial bones.   An enhanced storage modulus at 10 Hz compared with 0.1 Hz revealed a strain-rate stiffening that was only observed for normal calvarial bone. Despite the intrinsically lower viscoelasticity, normal calvarial bones enabled large time-dependent stress relaxation responses as well as the α-kl bone samples during constant strain. Bone is often considered to be a fluid-saturated porous network [7]. Based on a poroelastic theory [8], the strain-rate stiffening of normal bone seemed to be an intrinsic pileup response against rapid load indentation, while surface softening was dominant during time-dependent stress relaxation without large viscoelasticity that corresponded to a theoretically zero strain-rate during constant displacement indentation. As a consequence of the pileup response against higher strain-rate dynamic indentation, it can be assumed that normal calvarial bone enabled extremely lower loss tangents regardless of the viscoelastic responses.   Such strain responses are highly dependent on the physical contacts in each apatite crystal within a collagen matrix. The estimated porosity and collagen polymerization linearity content of α-kl calvarial bone and tibial bones in all samples rendered them less able to generate sufficient resistance to rapid strain than normal bone at least at the material level. Besides the given macrostructural and microstructural disorders, age-related degradation might result in a great reduction of the nanomechanical durability of calvarial cortical bone on the basis of its lower mineral homeostasis partially related to α-klotho gene deficiency. Strain-rate stiffening and following stress relaxation may be vital responses of normal bone to excessive deformation during the initial application of large stresses. A series of nanoindentation experiments can provide a precise protocol for measuring the mechanical properties of mineralized tissues, as reported here.  
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ABSTRACT 
 To mechanically elucidate the influence of the difference in the height of gravitational center on postural balance, we analyzed the body sway while standing in both young and elderly subjects. Body sway of young subjects was evaluated with and without weights of 50N attached to the knees and shoulder regions respectively. Although the body sway was not influenced by the difference in the height of gravitational center in young subjects, it increased significantly when loaded with weights. In elderly subjects, however, it became clear that the body sway was affected by the height of gravitational center even without any load.         
 
 
1  INTRODUCTION 
 If we anatomically observe our posture when we are standing erect, we can see that it is brought about by a complex framework of numerous bones connected at the joints by countless muscles, ligaments, soft tissues and cartilage attached in a specific way so that such posture is sustained when the muscles are tensed.  At a glance, our upright posture which is affected only by gravity looks stationary.  However, our body is actually swaying constantly to keep our balance and maintain such posture. If such system to maintain our balance and posture is impaired even in the slightest way, it will be detected and determined as an abnormality and affect our body sway and balance.  In the past, there were many attempts to check for such abnormalities in body sway and balance and detect symptoms of diseases for clinical diagnosis and medical treatment (1-2). A time sequential tracing of the gravity line moving along with the body sway, we believe, may enable us to monitor the parameter of equilibrium and the apparatus to visually record such parameter is the stabilometer.  This device is composed of a pressure sensory board attached with numerous pressure sensors and a computerized calculating apparatus and is presently being widely used in the fields such as neurology, otolaryngology, orthopedics, rehabilitation and psychiatrics as well as sports medicine.  However, there are yet many unknown facts about our ability to maintain our equilibrium as it is complicated and intricately evolving, adapting to various external elements such as environment, age, etc.  Therefore, it is necessary that we identify the various elements affecting our postural stability and the character of our body sway.   
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It is also thought that the height of gravitational center greatly affects the body sway as well.  The gravitational center in humans is located way above the leg joints and it is thought that this difference in the height of gravitational center affects the body sway but no study has been done on the matter yet. The first persons to record the height of gravitational center were M.I. Croskey, et al (3) and the first in Japan were Y. Akita (4) and E. Isomae (5). However, the effect of gravitational center on body sway has yet to be clarified.  Thus we have embarked on this study to clarify the effect of the height of gravitational center on body sway from a mechanical point of view by investigating the change in body sway when the center of gravity was intentionally moved up and down the body along the body center by attaching weighted cuffs on the shoulders and patellae of the subjects.   
2  MATERIALS AND METHOD  
2.1  Subjects We have studied 20 healthy university students between the ages of 20-21 (20.5±0.5).  The average height was 163.7±7.5cm and the average weight was 540±108N.  Furthermore, we have studied elderly people between the ages of 68-80 (74.1±3.8).  Their average height was 156.3±6.9cm and their average weight was 553±63N.  We have conducted this study upon informing the subjects thoroughly about the details of this study and receiving the subjects’ written consent and upon approval of the board of ethics of the Toyohashi SOZO University.  
2.2  Measurement of the height of gravitational center  We have measured the height of gravitational center using an apparatus of our own creation shown in Fig. 1. We have taken a flat board (length 200 cm×width 50 cm×depth 3 cm) and have attached one end of the board by hinge to a support so as to establish a free edge on the sides and attached the other end to a spring scale which can measure up to 500N so as the board is parallel to the base.  The subjects were asked to lie down on the board in a supine position and measurements were taken and recorded.  The formula to find the height of gravitational center was:  

h = R1L/W    ………. (1)    
h=height of gravitational center, R1=total weight applied on spring scale, W=body weight, 
L=distance between the point of load. In order to test the accuracy of our apparatus, we placed a 100N weight in the middle of the board so that the gravitational center was precisely known and gradually moved the weight on the board away from the gravitational center and measured the values.  A linear relationship could be found between the 2 values and when tested using the least –square method applying the linear regression equation, the coefficient of determination (R2) was found to be close to 0.999 or 1 which indicated the appropriate accuracy was high.  Next, two 25N weighted cuffs (total of 50N) were attached around the subjects’ shoulders and patellae to change the gravitational center vertically along the body axis as shown in Fig. 2.  

 
Fig. 1 Measuring device of height 

of gravitational center using 
principle of leverage 
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In Fig. 3 we have plotted the height of gravitational center without any load as abscissa and the height of gravitational center with a load of 50N on the shoulders and patellae as ordinate to show the relationship between the height of gravitational center with and without weights using the least-square method applying the linear regression equation.  The line in the middle indicates the measurement taken without loading. The 3 lines show some dispersion but their inclination show a similar tendency proving that the displacement in the Y direction is similar and that the weighted cuffs have been placed on the subjects correctly.  

 
Patellar region       Shoulder region

Fig. 2 Measuring body sway when 
weights were attached on patellar 

and shoulder regions 

Fig. 3 Relationship between the height of 
gravitational center with weights loaded on 
patellar and shoulder regions as compared  
to the height of gravitational center when  

the subjects were unloaded  
2.3  Analysis of body sway using force platform For our study, we have utilized a gravicoder manufactured by Anima Corp. and as shown in Fig. 4, our apparatus is a thick triangular board with load cells attached under it in 3 places. When the subjects stood in the middle of the plate, the electronic wave from the load cells picked up the body sway. Such electronic data was then recorded and processed by a computer so that we could understand the center of foot pressure displacement following the movement of the gravitational center on an x-y plane. We calculated the center of plantar pressure as follows:  

x = m(R1 -R3)/( R1 +R2+R3 )     ….(2)  
y = {R1l-(R2+R3)l0 }/(R1+R2+R3)  …(3)  

R1, R2, R3 =load on load cells, m= distance between the points of loads in both left and right directions from the center coordinate, l and l0= the distance between the center coordinates and the point of load in both fore and aft directions.  In measuring the actual body sway, the subjects were asked to take the Romberg position and stand on both feet. We put a visual marker at a point 2m in front of them and a stabilometric recording of their body sway was plotted at a sampling frequency of 20 Hz.  

 
Fig. 4 Force platform measuring  

apparatus to visualize body sway by 
transforming the displacement of  

plantar pressure center on an x-y plane 
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Taking into consideration the influence of visual information on the result, we have also done the test with the eyes closed.  We have evaluated the parameters of the body sway by calculating the TSL (total sway length) and TSA (total sway area) from the stabilometric recording of body sway using exclusive analysis software developed by a certain manufacturer.   
3  RESULTS AND DISCUSSION 
 
3.1  Relationship between stature and height of gravitational center We have been unable to correctly assess the height of gravitational center as there is a great difference in body size between children and adults. Therefore in our study, we have divided the height of gravitational center (h) by stature (H) and multiplied it by 100 to standardize the values and have stipulated this value as proportional height of gravity center (ρ). We have obtained the value by the following formula 4:  

ρ= h/H×100(%)   ……… (4)  Fig. 5 shows the relationship between the stature and the height of gravitational center and ρ of 20 subjects.  As the height, indicated horizontally in the figure, increased, the height of gravitational center also gradually increased, but on the other hand, the ρ value remained stable proving that the value is not related to stature.  
3.2  Effect of the change in the height of  

gravitational center on body sway 
by loading with weighted cuffs We have placed weighted cuffs on the shoulders and patellae of the young subjects and have recorded both the TSA values of when the height of gravitational center was shifted vertically along the body axis by loading with the subjects’ eyes open and closed in Fig. 6.  The TSA value when the subjects’ eyes were open and weights were loaded on the patellae was 3.1±1.1 cm2; the TSA value of when the subjects’ eyes were open and no weights were loaded was 3.3±1.2 cm2; and the TSA value when the subjects’ eyes were open and weights were loaded on the shoulder region was 3.9±1.3 cm2 and the TSA value when weights were loaded on the shoulder region, 3.9 cm2, was the highest. The TSA value when the subjects’ eyes were closed and weights were loaded 

 
Fig. 5 Relationship between stature  

and height of gravitational center and 
proportional height of gravitational 

center (ρ) 

 
Fig. 6 Comparison between the TSA 
values with weights on patellar and 

shoulder regions and with no weights 
when eyes were open and closed 
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onto the patellae was 4.3±1.9 cm2; 3.7±1.6 cm2  when there were no weights; and 5.6
±1.8cm2  when weights were loaded on the shoulder area.  As in the closed-eye test, the TSA value when weights were loaded onto the shoulder region was the highest.  Also in the open-eye test, there was a tendency for the TSA value to increase gradually according to the height of the gravitational center, but in the closed-eye test, the TSA value without any weights was lower than that when weights were loaded onto the shoulder region and the TSA value when weights were loaded on the patellae, 5.6 cm2, was significantly higher than the other 2 TSA values (P<0.05).  With the eyes open, there was no prominent change in both the TSL and TSA values when the height of gravitational center was intentionally changed. However, when the eyes were closed, there was change in both values as the height of gravitational center was changed and the highest value was seen when weights were loaded onto the shoulder region of the subjects, which was the highest point of gravitational center.    
3.3  Association of body sway and height of gravitational center in elderly persons We elucidated the relationship between body sway and the height of gravitational center in elderly persons by asking them to stand erect for 30 seconds with their eyes open and closed. Fig. 7 shows the relationship of the traces of the centers of pressure (COP) and the proportional height of gravitational center with eyes closed. The body sway increased according to the increase in proportional height of gravitational center when the eyes were open and closed. In particular, a significant correlation between the traces of COP and the height of gravitational center (r=0.521, p<0.05) could be seen indicating that as the height of gravitational center was elevated, their body sway increased and the postural balance became unstable. Therefore when assessing postural balance in elderly persons, it would be better if we take into consideration the height of gravitational center.     
4 CONCLUSIONS  We conclude from this study as follows: 1) there was no relationship between the proportional height of gravitational center and body sway when the young subjects were not loaded with weights. 2) When the young subjects’ height of gravitational center was moved vertically along the body axis by loading with weights and their eyes were open, there was no effect on body sway because visual information acted as a compensational function for postural control. 3) When the young subjects’ eyes were closed, the change in the height of gravitational center affected the body sway and the body sway increased the most when weights were loaded on the shoulder region, which was the highest point of gravitational center. 4) Finally, it was found that the height of gravitational center greatly affects postural stability in elderly persons and that it is necessary to consider the height of gravitational center when assessing their postural ability.   
  

 
Fig. 7 Correlation between proportional 

height of gravitational center and TSL 
values in elderly people without  

weights on body 
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ABSTRACT  Scleral buckling surgery is a common procedure in the management of rhegmatogenous retinal detachments. However, this method requires extensive experiences and advanced techniques of the surgeons. To support to have these experiences and techniques, mechanical behaviour analysis of the eyeball and studies of the relevant numerical simulation have been advanced. However, evaluation methods of the mechanical properties of the sclera have not been established yet. In this study, the effects on the mechanical properties of porcine sclera were evaluated for specimen shape as well as the location and direction in which the specimen was harvested.   
1 INTRODUCTION  Rhegmatogenous retinal detachment is an ophthalmologic disease caused by various factors such as aging and external injuries (1). Recently, scleral buckling surgery is utilised as a common procedure in the management of rhegmatogenous retinal detachments due to the low risk of intraocular infection and the relatively smaller burden on the patients. However, this method requires extensive experiences and advanced techniques of the surgeons (2). To support to have these experiences and techniques, mechanical behaviour analysis of the eyeball and studies of the relevant numerical simulation have been advanced (3-6). Evaluation methods of the mechanical properties of the sclera have not been standardized yet because of various issues such as standardizing the preparation of the desired shape of specimens as well as the handling of the specimens (7). In this study, the effects of various specimen shapes on the mechanical properties of the porcine sclera are examined in order to propose the most appropriate tensile testing method for the porcine sclera. The location and direction of the porcine sclera in which the specimen was harvested were evaluated for their effects on the mechanical properties.   
2 MATERIAL AND EXPERIMENTAL PROCEDURE  
2.1  Material and specimens Porcine scleras with an average age of 180 days were harvested within 24 hours of the death of the test animal. Each sclera was detached from the cornea, the muscle tissue, the retina and the choroid of the eye and then immediately stored in normal saline at 4 °C until performing experiments. Four types of specimens - temporal-meridian, temporal-equator, nasal-meridian and nasal-equator directions - were harvested as shown in Fig. 1. These specimens were designated as “TM”, “TE”, “NM”, and “NE”, respectively (T=temporal, N=nasal, M=meridian, and E=equator). These specimens were 
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harvested using a cutting tool as shown in Fig. 2. The dimensions of the scleras were measured with an optical microscope. Polyester thin film as shown in Fig. 3 was used for a tab. The porcine sclera was fixed to the tab by using carbon tape and adhesive glue (cyanoacrylate system) as shown in Fig. 4.  

 
Fig. 1 Harvested location and direction  

  
Fig. 2 Shape of cutting tool  

                 
 Fig. 3 Tab made of polyester thin film Fig. 4 The fixation method of the sclera  
2.2  Experimental procedure Tensile tests were conducted at room temperature by a universal testing machine equipped with a 100 N load cell with displacement rate of 0.17 mm/sec. Both sides of the tab were cut after the specimen was fixed to the testing machine. To evaluate the effect of specimen shape on the mechanical properties, two types of specimens - rectangular specimens and dumbbell-shaped specimens as shown in Fig. 5 - were harvested for NE specimens. Only dumbbell-shaped specimens were used to evaluate the effects of location and direction on the mechanical properties of porcine sclera. 

 (a) Specimens cut in meridian direction (b) Specimens cut in equator direction 

Nasal Temporal Nasal Temporal 

NM TM
NE TE 

5mm 

(a) Rectangle shape (b) Dumbbell shape 
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 (a) Rectangle shape (b) Dumbbell shape 

Fig. 5 Specimen shape   
3 RESULT AND DISCUSSION  
3.1  Effects of specimen shape Figure 6 shows typical tensile fractured specimens just after tensile tests. Typical load-displacement curves and tensile strengths for the two types of specimens are shown in Figs. 7 and 8, respectively. The rectangular specimen was fractured at the end of the gripping jig, while the dumbbell-shaped specimen was fractured within the straight parallel part of the specimen. Tensile strengths of the rectangular specimen and dumbbell-shaped specimen were 2.38±0.48 MPa and 4.59±0.26 MPa, respectively. The dumbbell-shaped specimens had higher tensile strength (by 51.8 %) than the rectangular specimens. For the dumbbell-shaped specimens, fracture occurred within the centre parallel part instead of the stress concentration point at the end of the R as shown in Fig. 9. According to the above result, the dumbbell-shaped specimen should be used to evaluate the mechanical properties of porcine sclera.  

     
 (a) Rectangle shape (b) Dumbbell shape 

Fig. 6 Tensile fractured specimen 
 

0 1 2
0

10

20

Lo
ad

(N
)

Displacement(mm)    

0

1

2

3

4

5

Specimen shape
Rectangular Dumbbell

Te
ns

ile
 s

tre
ng

th
(M

P
a)

 
 Fig. 7 Load-displacement curves Fig. 8 Tensile strength 
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Fig. 9 Dumbbell-shape specimen  

3.2  Effects of location and direction of specimens The load-displacement curves and tensile strengths for the four types of specimens with different harvested locations and directions are shown in Figs. 10 and 11, respectively. Comparing the tensile strength of specimens for the meridian direction and the equator direction, the tensile strength of the equator direction specimen was reduced by 27% as compared to the tensile strength of the meridian direction specimen in the nasal side. Similarly, in the temporal side, it was reduced by 30%. Several studies have reported that the porcine sclera has isotropic property (8), however, the results of this study indicate the anisotropy of the porcine sclera in both the nasal and temporal side, and the tensile strength of the meridian direction was higher than that of the equator direction regardless of the harvested locations.  
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 Fig. 10 Load-displacement curves Fig. 11 Tensile strength   
4 CONCLUSION  The effects on the mechanical properties of the porcine sclera were clarified for specimen shape as well as the location and direction in which the specimen was harvested. The following conclusions can be drawn from the conducted study: 1. The use of the dumbbell-shaped specimen is appropriate for the tensile test of the sclera. 2. The tensile strength of the meridian direction was higher than that of the equator direction regardless of the harvested locations. This result suggests that the porcine sclera has anisotropy. 
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ABSTRACT  In this paper the tensile and cracking behaviour of a newly developed green cementitious composite containing high volume fly ash and 0.7% steel fibre by volume and 3% bagasse fibres by volume is investigated experimentally. Direct tensile test of dog-bone specimens under different strain rates of 10-6/s, 10-4/s and 10-2/s were conducted so as to determine the different mechanical behaviour of the new material under different loading situations, such as creep, static loading and earthquake. The influence of the stain rate on the tensile behaviour of the new composite is investigated, analysed and reported in this paper. The cracking behaviour of the fibre reinforced cementitious composite under tension is also studied and analysed.   
 
1 INTRODUCTION 
 Fibre reinforced cementitious composites (FRCC) are of a number of superior material properties which make them attractive for use in structural applications, such as high tensile strength and significantly enhanced ductility compared to the conventional concrete. In order to achieve the distinct ductility characteristics, a large proportion of cement has to be utilized in the manufacturing of FRCC. As a result, the manufacturing of the FRCC is hazardous to the environment due to the emission of large amount of CO2 from the process of manufacturing of cement (1). Therefore, partly replacing cement with other industrial by-products provides a possible prospect for developing of sustainable, green and environment friendly fibre reinforced cementitious composites.   As a by-product of coal fired power station, fly ash has been proved to be an effective pozzolanic material that could be used together with cement as a component of concrete matrix. Experimental studies found that fibre reinforced cementitious composite containing high volume fraction of fly ash could exhibit outstanding short and long term mechanical behavior with reduced material cost (1, 2). Another promising way to improve the sustainability of the fibre reinforced composite is to use natural fibres (3, 4). Bagasse fibre, which is the by-product of the cane sugar industry, has been found to be able to change the setting behavior and improve the basic mechanical properties of the cementitious composites (5, 6). However, the influence of bagasse fibre and fly ash on the mechanical behaviour is of uncertainty when they are used together since the existence of each component may affect the hydration environment and the mechanical properties of the matrix. In fact, the combined influence of high volume of fly ash and natural fibre on the tensile behavior of cementitious composite has not been studied systematically yet and need to be further investigated. Strain rate is an important factor 
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that influences the mechanical behaviour of the composites. It is recognized that material deformation and failure processes are greatly influenced by loading conditions. Furthermore, as a construction material, it is supposed to be confronted with different loading conditions of different strain rates, such as creep (strain rate below 10-6/s), static loading (strain rate about 10-5/s) and earthquake (strain rate between 10-3/s and 10-2/s). Therefore, researches on the influence of strain rate on the tensile behaviour may reflect diverse mechanical behavior of the material under different loading conditions.  In this paper, direct tensile tests were conducted to study the tensile behavior of a newly developed green hybrid bagasse fibre (3% by volume) and steel fibre (0.7% by volume) reinforced cementitious composite by the authors (7, 8). Direct tensile test of dog-bone specimens with fibre volume ratio of 3% under different strain rates of 10-6/s, 10-4/s and 10-2/s were conducted. The influence of the stain rate on the tensile behaviour of the composite is investigated and reported in this paper. The cracking behaviour of the fibre reinforced cementitious composite under tension is studied and analysed.    
2 A GREEN FIBRE REINFORCED CEMENTITIOUS COMPOSITE   A green fibre reinforced cementitious composite with cement, fly ash, sand, water, reduce agent, bagasse fibre and steel fibre was recently developed by the authors (7, 8).The composite with a sand to cement ratio of 0.9 by mass, a fly ash to cement ratio of 1.6, 3% bagasse fibre by volume and 0.7% steel fibre by volume was tested in this paper to investigate the tensile and crack behaviour of the material. ASTM Type I OPC and a low-calcium Class F fly ash were used. The high-range water reduce agent (HRWR) used was Grace ADVA 142. The average size of sand used was 250 µm, with the maximum size of 300 µm. The steel fibre used was coppered micro straight steel fibre with a length of 13 mm, and a diameter of 0.2 mm, and the tensile strength and Young’s modulus of the steel fibre is 2.2 GPa and 180 GPa, respectively. Original bagasse fibres were provided by Australian Prime Fibre Company, and they were modified with surface treatment to improve its mechanical and chemical properties before the mixing. After the modification, the bagasse fibre had a mean length of 10.1 mm, and mean diameter of 0.39 mm. The tensile strength of the bagasse fibre is around 290 MPa and the Young’s modulus is about 17 GPa (9). The mix design of the composite is listed in Table 1. The compressive strength, Young’s modules, and modulus of rupture of the composite were determined experimentally to be 36.67 MPa, 15.25 GPa and 5.22 MPa, respectively. (8). In this paper, direct tensile tests under different strain rate, i.e. 10-6/s, 10-4/s and 10-2/s, were conducted on the dog-bone specimen of the composite to study the effect of strain rate on the tensile mechanical behavior.    

Table 1 Mixture proportions of the new composite with different bagasse fibre 
content (by volume) 

Cement 
[kg/m3] 

Fly ash 
[kg/m3] 

Sand 
[kg/m3] 

Water 
[kg/m3] 

Reduce agent 
[kg/m3] 

 487.78  780.45  439  329  6.34    
3 TENSION TESTING AND RESULTS ANALYSIS  Dog-bone shaped specimens as shown in Fig. 1 were prepared in the same way as described in previous research (8). As there is not a definite standard for the direct 
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tensile test of fibre reinforced concrete, the dog-bone shaped specimens and tensile test set up from literature (10) (shown in Fig. 2) are utilized herein. Three specimens were tested to get a mean value of the material behavior.   
42 42 13

85 80 85

6532

Side view

Front view                       
    Fig. 1 Dog-bone shaped tensile specimen (mm)       Fig. 2 Direct tensile test setup          Direct tensile tests for the specimens were conducted on the 100 kN Shimadzu AG-X testing machine at the age of 28 days under various strain rates of 10-6/s, 10-4/s, and  10-2/s, and the experimental data was recorded every 20 ms.  Non-contact extensometer was used to detect the displacement of the gauge. The obtained tensile strength is listed in Table 2. It is found that the tensile strength of the cementitious composite increases with the increase of the strain rate significantly. When the strain rate was 10-6/s, the tensile strength was 3.58 MPa. As strain rate increased to 10-4/s and 10-2/s, the tensile strength increased to 4.32 MPa and 5.07 MPa, which are 120.7% and 141.6% of the tensile strength under the strain rate of 10-6/s.   

Table 2 Direct tensile strength of the composite under different strain rate Mechanical Properties Strain Rate10-6/s 10-4/s 10-2/s Tensile Strength (MPa) 2.95 3.82 5.06 Standard Deviations (MPa) 0.12 0.15 0.08  The tensile stress-strain behavior of the composite tested under different strain rate is shown in Fig. 3. When the strain rate was 10-2/s, the tensile stress of the composite dropped suddenly to around 1.3 MPa from 5.1 MPa as crack happened. Then the tensile stress decreased slightly until the specimen fractured completely. For the tensile tests under the strain rate of 10-4/s, although the tensile stress decreased suddenly when cracks occurred, the residual tensile stress dropped to around 2 MPa from 4.3 MPa. After that, the tensile stress increased slightly with the increase of the strain, and declined Fig. 3 Direct tensile stress-strain curves of  
3% bagasse fibre reinforced composite  

under different strain rates 
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gradually as the strain was over 0.6%. The increase in ductility could be found more obviously from the curve of the composite specimen tested under the strain rate of 10-6/s. Although the tensile strength of the composite under this strain rate (3.4 MPa) was much lower than that of the composite tested under the strain rates of 10-4/s and 10-2/s, the residual tensile stress declined much slowly after the specimen cracked and there was no sudden drop of the tensile stress. 
  
 
4 FRACTURE MECHANISM OF THE DOG-BONE SPECIMENS   It could be observed from the test result that the uniaxial tensile behaviour of the developed composite containing hybrid 3% bagasse fibre and 0.7% steel fibre exhibited increase in tensile strength and ductility as strain rate increased. A general trend of strength enhancement with strain rates was very similar as demonstrated in the literature (11).   

 
                           (a) 10-6/s                              (b) 10-4/s                            (c) 10-2/s 

Fig. 4 Fracture surface of composites under different strain rates  The difference of the tensile behaviour of the composites under different strain rates could be explained with the fracture mechanism associated with the fracture surfaces under specific strain rate. For the tensile tests with the strain rate of 10-6/s, as crack developed slowly and the specimen undertook a long-term and slow cracking progress before specimen fractured, the energy released from the broken cementitious matrix could be reasonably distributed to the fibres which bridged across the cracks. Therefore, the pulled-out bagasse fibres on the fracture surface under the low strain rate tensile test (10-6/s) were long and thick (shown in Fig. 4a), and they could play a role in improving the tensile ductility that reflected from the larger area under the tensile stress-strain curve of strain rate 10-6/s. As the strain rate increased to 10-4/s, the uniaxial tensile strength increased, and this meant more energy released from the broken cementitious matrix was passed to the bridging fibres. In this process, the bridging bagasse fibres had to be subjected to more bridging stress than those in the specimens under a lower strain rate of 10-6/s. As a result, the bridging bagasse fibres began to break from the surface during pull-out process and the pulled-out fibres (shown in Fig. 4b) from the fractured specimen were much thinner and shorter than the ones from the tensile test under strain rate of 10-6/s. Due to the breaking behavior of the bridging fibres during the pull-out process, the reinforcing role of bridging bagasse fibre became partially or completed unsuccessful, and the ductility of the tensile test was not as good as that under the  strain rate of 10-4, which was associated with the smaller area under the stress-strain curve. As the strain rate went up to 10-2/s, most bagasse fibres got fractured and very less pulled-out bagasse fibres could found on the fracture surface (shown in Fig. 4c). Therefore, the ductility of the composite showed a further decrease since the broken bagasse fibres could not reinforce the composite effectively. It is imperative to state that the developed cementitious composite shows comparative tensile strength with conventional concrete but much better ductility since the bridging fibres constrained the development of crack after crack happened and, therefore, improved the loading capacity of the tested specimen.   
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5 CONCLUSIONS  Direct tensile behaviour and the influence of strain rate on the direct tensile behavior of the newly developed hybrid bagasse fibre and steel fibre reinforced cementitious composite are studied in this paper. The cracking and fracture mechanism of the fibre reinforced composites are also explained in the paper.  The tensile strength of the composites under direct tensile test increases with the increase of strain rate. However, the residual tensile strength through the tensile tests ascends with the increase of the strain rate. The tensile strength of the composite with  3% bagasse fibre increases from 2.95 MPa to 3.82 MPa and 5.06 MPa as strain rate increases from 10-6/s to 10-4/s and 10-2/s.  Fracture mechanism of the tensile tests under different strain rates is studied associated with the analysis of fractured fibre from the fracture surface.     
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ABSTRACT 
 The tensile deformation behavior of polytetrafluoroethylene (PTFE) hollow fiber membranes is studied. The present PTFE membrane has sub-micron pores with open cell structure, which plays a critical role of water purification. Using uniaxial tension experiments, we established a fundamental discrete model to describe the deformation behavior of porous structure using finite element method (FEM). The present model enables the prediction of the macroscopic deformation behavior of the membrane, by taking into account the changes of pore structure. The insight may be useful for porous membrane fabrication and provide insights for reliable operation of water purification.   
1. INTRODUCTION 
 With the advance of high packing density, hollow fiber membrane is often used for a water purification process (1). The major drawback of the membrane filtration is membrane fouling. In practice, membrane fouling is mitigated by physical cleaning. The physical cleaning including air scrubbing or backwashing is routinely applied in place and removes the contaminants accumulating on the surface of membrane. Although thin and slim fiber is easy to be swung widely and frequently, such fiber is easily fractured, where the repeated physical cleaning leads to shorten the membrane lifetime. To achieve both physical strength and cleaning efficiency, we need to optimize the macroscopic and microscopic dimensions of fiber on the basis of the deeper understanding of the mechanical properties of hollow fiber membrane. However, there is still lack of information on the relationship between porous structure and mechanical characteristics (i.e. macroscopic deformation and fracture strength of entire fiber membrane). To improve the physical property of the PTFE membrane, this study investigated the deformation behavior of PTFE hollow fiber membrane under uniaxial tensile loading. Based on the experimental results, we proposed the fundamental mechanics of deformation behavior using finite element method (FEM) with porous structure. The predictive model may be useful for designing material structure for a given polymer and porosity. The present study shed some lights on pore-structural design for physical cleaning as well as the reliability for water purification. 
 
 
2. MATERIAL AND EXPERIMENTAL SETUP 
 
2.1 Materials The materials used in this study are Polytetrafluoroethylene (PTFE) hollow fiber membrane for water purification. PTFE of crystalline polymer is stretched to create a 

321



sub-micron pore structure. For the sample configuration in Fig.1(a), the outer diameter is 2.43 mm and inner one is 1.14 mm. As shown in Fig.1(b), the outer surface of the membrane was observed by atomic force microscope (AFM). We also used a scanning electron microscope (SEM). It is found that the present membrane has an open-cell porous structure. The pore shape is stretched elliptical and the direction of longer axis coincides with the longitudinal direction of the hollow membrane. From the observations of Figs.1, the pore size and shape were measured. The pore size as true circle shape was roughly estimated to be range from 0.1 to 1 μm, and the averaged value is 0.5 μm (Figs.2(a)). Subsequently, we measured the pore shape, i.e. elliptical pore axis ratio (the length ratio of short and long axes). This ranges between 1.5 and 4 with an average value of 3 (Figs.2(b)). The overall porosity is estimated to be 75% based on the density measurement.   

 
Fig.2 Distribution of pore size and aspect ratio in porous polymer  

2.2 Experimental setup Uniaxial tensile tests were performed using a universal testing machine. The membrane fiber was winded on the testing fixture, so that it applies uniform tensile stress to the fiber membrane. The clamps distance, corresponding to a gage length, is about 195 mm. The tests were conducted under displacement control with the different strain rate of 8.55 x 10-5, 4.27 x 10-4, and 2.56 x 10-3 1/s at room temperature. For each test, the average data of at least three measurements was taken.   
3. EXPERIMENTAL RESULTS  Fig.3 shows the nominal stress-strain curve of each test with different strain rate. With the increase in tensile strain, the nominal stress increases gradually and reaches the maximum stress. Subsequently, the stress value was almost constant. This is called “plateau” region. The maximum peek stress (plateau stress) strongly depended on the strain rate εሶ  . Finally, it reaches the final fracture. We next conducted the loading and unloading test to investigate how the fiber membrane deforms elastically and plastically. Fig.4(a) shows the nominal stress-strain curve of loading and unloading test. At a certain 
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tensile load, the loading was stopped and released down to zero. Several tests with different peak loads were conducted. For all tests, the strain rate was set to 4.27 x 10-4 1/s. The peak loads were chosen to be (A) (σ=1.51 MPa, ε=0.034), (B) (σ=9.99 MPa, ε=0.13), (C) (σ=15.0 MPa, ε=0.15), (D) (σ=18.0 MPa, ε=0.29) and (E) (σ=18.2 MPa, ε =0.45). After the completely unloading, we carefully observed the changes in the total strain as shown in Fig.4(b). The test of (A),(B) and (C) showed no plastic strain, suggesting the complete deformation recovery. However, (D) and (E) tests remained the plastic strain. This means that the specimen (D) and (E) underwent the plastic deformation, remaining the plastic strain.  

       (a) (b) 
Fig.4 Nominal stress-strain curve of repeated loading-unloading test (a),  

and changes in total strain as a function of time after unloading (b)   
4. DISCUSSION  
4.1 Finite element simulation In order to establish the computational approach to describe macroscopic deformation of the present membrane, finite element method (FEM) incorporating pore structure was employed. Fig.5 shows the FEM model of the present hollow fiber membrane. As mentioned above, the porosity of the present membrane was 75%. For the representative element of pore structure, the effective pore diameter (as if the pore is circular) was 0.5 μm (the area was about 0.15 μm2), and the aspect ratio was about 3. The representative element structure of FEM model was given in Fig.5. For simplicity, the pore shape was assumed to semi-periodic along the longitudinal direction. The plane stress condition was assumed for the present 2D model. The present study conducted 1) elastic analysis and 2) elastoplastic analysis, respectively. We employed the elastic parameters where the Young’s modulus of PTFE matrix E was 580 MPa and Poisson’s 
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ratio ν was 0.4 (2). For the plastic property, there were several constitutive equations for polymers developed in the previous studies. Among them, the following simple phenomenological equation can be applied for large tensile strain (3).    σ= σY + K(ε)m Eq. (1)  Here, σ  is the yield stress. K and m are the materials constant to describe the non-linear plastic deformation and ε is the plastic strain. Nunes et al. reported that when the tensile load was applied to PTFE solid material, σ was dependent on the strain rate εሶ , while K and m were independent of εሶ  (3). Note that the material constants (σ, K and m in Eq. (1) for the present PTFE matrix) were unclear in this study. This is due to the changes of the property in matrix microstructure (such as aligned molecular chains), since the present PTFE matrix was significantly stretched in order to create porous structure. Such a fabrication method seems to induce work hardening nature. In order to estimate the properties, the computed stress – strain curve is matched with the experimental one by repeatedly changing the materials constant (σ, K and m) of the constituent material in Eq. (1).  
4.2 Deformation behavior 
Fig.6 shows the stress - strain curve of experiment and computational one. The computed result (as shown by open circle marks) was obtained by elastic analysis. Similar to the experimental data, the FEM result also showed nonlinear deformation in the first portion, owing to the structural deformation of pore geometry. After the non-linear deformation, the stress linearly increased up to the maximum stress. The stress increasing part showed relatively good agreement with experimental curves.   We next investigated the plastic deformation with elastoplastic analysis, using Eq. (1) to describe the plastic deformation. We calibrated the material 
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parameters in the FEM model, such that they may deduce the similar strain rate effect measured in experimental stress-strain curves. In order to match the FEM analysis with experimental ones, the materials constants (σ, K and m in Eq. (1)) were optimized at given strain rates through error minimization. As shown in triangle marks (in Fig.6), all tests indicated a good agreement, when the proper material constants were selected. Table 1 shows the material constants of the mechanical property of PTFE matrix. Similar to the experimental data, the computed result showed that the nominal stress became nonlinear with the increase of strain, and developed the plateau region. From these parametric FEM study, the material constants of Eq. (1) were obtained as shown in Table 1. The yield stress Y is dependent on εሶ . On the contrary, the constants of 
K and m are 330 MPa and 1.4, which is independent of εሶ . Their constants (σ, K and m) correspond to the parameter of PTFE fiber matrix. This result is similar to that of PTFE solid material (3).   
5. CONCLUSION  This study proposed a simple model to predict the tensile deformation behavior of polytetrafluoroethylene (PTFE) hollow fiber membranes. First, we investigated the deformation behavior of entire fiber membrane using uniaxial tensile experiments. The specimen deformed elastically and plastically, at small and large strains, respectively. During the plastic deformation, a plateau region in the stress – strain curve was observed, which corresponded to the maximum nominal stress (i.e. tensile strength), and also strongly depending on the strain rate. Based on the experimental results, we established a mechanical model and simulated the overall behavior using finite element method (FEM), incorporating the pore structure measured by SEM and AFM. A parametric FEM study was conducted to extract the rate-dependent material constants of constitutive equation of the PTFE matrix. This model enables the prediction of the macroscopic tensile deformation behavior at different strain rates. However, more advanced model may be required such as accurate discrete FEM structure and constitutive equation (i.e. visco elastoplastic phenomena). Such an issue will be addressed in the future.   This work is supported by JSPS KAKENHI (Grant No. 26420025) and JGC-S Scholarship Foundation.   
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Table 1 Mechanical property of PTFE  
matrix which is identified by FEM 

 
K, m : const. 

Strain rate，1/s σy，MPa K，MPa m

8.55×10-5 65 330 1.4

4.27×10-4 85 330 1.4

2.56×10-3 115 330 1.4
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ABSTRACT 
 Non-Crimp Fabric (NCF) has attracted much attention in the composite industry and its usage is growing rapidly. As NCF are deformed mainly due to shear deformation, they are difficult to be formed in three dimensional shapes. One of methods of formability improvement of metals and fabrics is to introduce in-plane tension to blank. Although the effect of in-plane tension to blank on formability of woven fabrics has been clarified in previous studies, that of NCF has not been clarified yet. In this study, effect of in-plane tension to blank on formability of carbon fiber non-crimp fabric is clarified.   
1 INTRODUCTION  For intermediate materials, Non crimp Fabric, which consists of unidirectional plies that are kept together by stitching yarns arranged in a number of different orientations relative to the fabric production direction (1), has attracted much attention due to the high material properties compared to woven fabrics. As NCF are deformed mainly due to shear deformation, they are difficult to be formed in three dimensional shapes (2). One of methods of formability improvement of metals and fabrics is to induce in-plane tension to blank. Although the effect of in-plane tension to blank on formability of woven fabrics has been clarified in previous studies (3), that of NCF has not been clarified yet. In this study, effect of in-plane tension to blank on formability of carbon fiber non-crimp fabric is evaluated by using non-contact 3D deformation measurement system. 
 
 
2 EXPERIMENTAL PROCEDURE  
2.1  Materials  Non-crimp fabric (NCF, 300g/m2, [0°/90°]), using PAN-based carbon fibers, being stitched together by polyester sewing thread, was used in this study. Stitch type of NCF used was tricot stitch (Fig.1). Table 1 shows the condition of the NCF. The size of the specimen is 300 mm×300 mm.  
2.2  Experimental procedure Drape test by hemisphere punch (Fig.2) of 100 mm in diameter was conducted by universal testing machine (Autograph AG-100kNX, Shimadzu Co. Ltd.) with the displacement rate of 10mm/min and shear distribution during drape test was measured by non-contact 3D deformation measurement system (ARAMIS®, GOM mbH). In-plane tension to blank in the direction of ±45° of NCF was applied by using springs and clips as 
326



shown in Fig.3. Three different springs, test A, test B, and test C, as shown in Table 2 were used to apply three different magnitudes of in-plane tension. Test free means the drape test without any in-plane tension to blank. Fig.4 shows the definition of the position for the hemisphere punch and NCF. Fig.4 (a) shows the distance from the top of the punch before and after the drape test.  
Table 1 Specimens condition 

 
 

Table 2 Condition of in-plane tension 

  

  
Fig.1 NCF with tricot stitch  

   
 Fig.2 Schematic drawing of drape test 

 
Fig.3 Top view of the blank with in-plane 

tension applied by using springs and clips 
during drape test 
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(a)Side view of the hemisphere punch (b)Top view of the hemisphere punch 

Fig.4 Definition of the position for hemisphere punch and NCF 
 Non-contact 3D deformation measurement system is a measuring device which can evaluate non-uniform deformation of the measured object by using a principle of the digital image correlation. In this study, deformation of facets was measured as shown in Fig.5. Shear angle  is calculated from equation (1). Here,  is the angle [deg] between two directional fiber bundles after deformation as shown in Fig.5.  

・・・(1)  
 

Fig.5 Schematic drawing of facet deformation 
 
 
3 RESULT AND DISCUSSION  Fig.6 shows a shear deformation of NCF obtained by drape test at the punch displacement of 25mm for four different conditions. Shear deformation was observed in ±45° directions to the fiber direction. 0°/90° directions to the fiber directions are difficult to be deformed because fibers are oriented to circumferential direction at 0°/90° directions. On the other hand, ±45° directions is deformed due to the shear deformation of fiber bundles at ±45° directions. Comparing the results of test free and test A, shear deformation became larger when in-plane tension to blank was induced. Fig.7 shows the relationship between the shear angle of NCF at the position of 40mm and punch displacement during the drape test for test B. The shear angle at the point where the slope of the line changed is defined as the angle of shear deformable limit, the indicator of the formability: locking angle. Fig.8 shows the locking angles obtained by the drape test for four different conditions. The locking angle became larger when in-plane tension to blank was induced. However, no significant difference of locking angle between the test B and the test C was observed.   
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Fig.6 Shear deformation of NCF  
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Thickness reduction rate was reported to become the indicator of the formability of metal sheets (4). Fig.9 shows the distribution of thickness reduction rate of NCF obtained by drape test at the punch displacement of 25mm. Thickness reduction was observed in 0°/90° directions to the fiber direction. Comparing the results of test free and test C, the area with large thickness reduction late became more wide when in-plane tension to blank was induced. Fig.10 shows the thickness reduction rate at the position of 40mm from the top of punch in 0°/90° direction of NCF for four different conditions. The thickness reduction rate became larger when in-plane tension to blank was induced.   
4 CONCLUSION  Drape test by hemisphere punch was conducted to evaluate the effect of in-plane tension to blank on formability of carbon fiber non-crimp fabric and deformation was measured by non-contact 3D strain measurement system. The investigation yielded the following conclusion: (1) The locking angle was improved when the in-plane tension force to NCF was applied. To obtain better formability of NCF, in-plane tension force to NCF was revealed to be an important factor. (2) Excessive in-plan tension force enhances thickness reduction.   
5 REFERENCES  [1] Bibo, G. A., Hogg, J. P., Kemp, M., (1997) Composite Science and Technology. 57 1221-1241.  [2] Boisse, P. H., Deluycker, E., Vanclooster, K., Morestin, F., Lomov, S. V., Verpoest, I., Vandepitte, D. (2008) Composites. Part A. 39, 1232-1244. [3] Harrison, P., Gomes, R., Curado-Corrreia, N. (2013) Composites. Part A. 54, 56-69.  [4] Hatanaka, N., Iizuka, T., Takakura, N., Yamaguchi, K., and Hassan, M. A. (2010) Journal of Japan Institute of Light Metals. 60, 315-320.  
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ABSTRACT 
 Non-Crimp Fabrics (NCF), whose structure leads to a synergetic effect of high material properties and excellent drape performance, has received much attention over recent years. Up to now, several researchers have reported that the influence of stitch parameters has exerted on the drape characteristic of dry NCF. However, the influence of stitch tension on the mechanical properties of carbon fiber reinforced plastics (CFRTP) has not been clarified yet. In this study, the effect of stitch tension on the mechanical properties of CFRTP laminates using NCF is clarified.   
1 INTRODUCTION  Non-Crimp Fabrics (NCF, Fig.1) consists of unidirectional plies which are kept together by stitching yarns arranged in a number of different orientations relative to the fabric production direction (1). The structure of NCF leads to a synergetic effect of high material properties and excellent drape performance, thus it is also suitable for molding three-dimensional-shaped composite component (2). Due to the upsurge in use of textile preform in manufacturing of composites parts, the draping of textile preform like NCF onto surfaces of varying geometry has received much attention over recent years (3). Up to now, several researchers have reported that the influence of stitching parameters has exerted on the drape characteristic of dry fabrics (2, 3). However, the influence of stitchparameters, such as stitch type, stitch tension and so on, on the mechanical properties of carbon fiber reinforced plastics (CFRTP) has not been clarified yet. In this study, CFRP laminates based on three different stitch tension (Normal, Tight and Loose) of NCF were molded and the influence of stitch tension on shear deformation and mechanical properties were evaluated. 
 

 

Fig.1 Non Crimp Fabrics (NCF) with tricot stitch. 

5mm
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(b) 45° specimen Camera 
(a) 0° specimen 

2 EXPERIMENTAL PROCEDURE  
2.1  Materials  Stitch type used in this study was tricot stitch. Non-crimp stitched carbon fabric (NCF, 300g/m2 [0°/90°]), using PAN-based carbon fibers, being stitched together by polyester sewing thread, was used as the reinforcing fabric. Non-woven fabric (45g/m2, Prototype, Kuraray Co., Japan) for Polyamide 12 (3014U, PA12, UBE Ltd., Japan) was used as the matrix. NCFs using polyester sewing thread of three different stitch tensions (Normal, Loose, Tight) were used. The fiber volume content of the specimen is set to 50%.  Laminated composites plates were molded by using a high-speed compression molding process (4). Molding pressure, molding temperatures, and maximum temperature holding time were set to 5MPa, 220°C, and 180s, respectively.  Cross sections of the laminated composite plates were observed by confocal microscope (OPTELICS H1200 Lasertec Ltd. Japan) for evaluating resin impregnation.   Although the fiber volume content of the specimen was set to 50% in this study, considering the possibility that it could be varied depending on molding conditions, fiber volume contents were measured by following the recommended testing procedures as described in JIS-K7075. Specimens were burned in the electric furnace (MMF-2, AS ONE Ltd., Japan) and the fiber volume fraction, Vf, was calculated by using the density of resin(ρm =1.02) and fiber(ρf =1.75).  
2.2  Tensile test Specimens for tensile tests were cut out in fiber direction (0° specimen) and 45° direction to fiber direction (45° specimen) as shown in Fig.2. The dimension of the specimen is 200 mm × 10 mm × 2 mm for 0° specimens and 130mm × 40mm × 2mm for 45° specimen. The tensile tests (Fig.3) were conducted by following the recommended testing procedures as described in JIS-K7164 using a universal testing machine (Autograph AG-100kNX, Shimadzu Co., Japan) with a constant displacement rate of 2mm/min and the extension of specimen was measured by non-contact 3D deformation analysis system (ARAMIS®, GOM mbH).  
 

 
 
 
 
 
 
 
 
 
 
 
 Fig.2 Cutting direction of specimen. Fig.3 Tensile test setup. 
 
 
3 RESULT AND DISCUSSION  
3.1  Observation of the cross sections of the laminated composite plates A typical cross section of the laminated composite plate observed by confocal microscope is shown in Fig.4. Regardless of the difference of stitch tension, good resin impregnation was observed from the cross section observation of the laminated 

Specimen 

 

50mm 
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composite plates. Fig.5 shows the surface of the laminated composite plates. Stitching yarns were observed on the surface of the laminated composite plates. While the melting point of the stitching yarn of the polyester used in this study was 256°C, molding with a high-speed press molding machine was conducted at 220°C, therefore stitch yarn was not dissolved and remained after molding. While, carbon fiber and stitching yarn are remained straight for the laminated composite plate of Tight specimens, waved stitching yarns are observed for those of Normal and Loose specimens. 

0.5mm
 

Fig.4 Observation of CF/PA12 cross section of Tight specimen. 

 

 
Fig.5 Surface observation of molded laminated composite plates. 

 
3.2  Measurement of fiber volume fraction Measured fiber volume fraction of CFRTP laminates for Tight, Normal and Loose specimens were 56%, 55% and 56% respectively, and had no significant difference. All specimens showed a higher value than the designed fiber volume fraction. During the press molding process, the resin was considered to flow out from the edge of the laminated composites plates.  
3.3  Tensile properties  Tensile strengths for 0° specimens of Tight, Normal and Loose were 751±49MPa, 776±21MPa and 763±21MPa respectively. The tensile strengths for 0° specimens had no significant difference. Fig.6 shows the typical stress-strain curves for 45° specimens. The strain calculated from crosshead displacement (CH) was calculated as dividing crosshead displacement by length of the parallel part between chucking jig. Fig. 7 shows the typical strain distribution measured by non-contact 3D deformation analysis system. The strain measured by this system (ARAMIS) was obtained from the displacement between two points (50mm in distance), which are plotted in Fig.6. Tensile strength for 45° specimens are shown in Fig.8. Tensile strengths of 45° specimens of Tight, Normal and Loose were 219±4MPa, 180±5MPa and 184±15MPa respectively. The 45° specimens with Tight stitch tension had highest tensile strength. The tensile modulus of 45° specimens of Tight, Normal and Loose were 6.4±0.3Gpa, 6.0±0.4Gpa, and 6.1±0.1GPa respectively as shown in Fig.9. The tensile modulus of 45° specimens had no significant difference. Fig.10 shows the tensile fractured specimens of Tight, Normal and Loose specimens. The rotation angle of 45° fibers was measured by using image software. Angles of the fiber to tensile direction of Tight, Normal and Loose were 22°, 26° and 28° 

(a) Tight (b) Normal (c) Loose 

10mm 10mm 10mm 
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respectively. Tight specimen has the smallest angle, showing the largest shear deformation. According to a previous study, in the bias extension tests of NCF performed on tensile direction to 45°, typical three different shear deformation areas were reported as shown in Fig.11: Areas C exhibits pure shear, Areas A very little or no shear and Areas B with partial shear(5). As shown in Fig.10, the Tight specimen had largest shear deformation in Area C. In the tensile test of 45° specimens, the slope of the stress-strain curves becomes steeper where the strain reaches around 0.3 as shown in Fig.5. Because of the steepest slope of the stress-strain curve for Tight specimens after reaching strain of 0.3, the tensile strength for specimen of Tight had the highest tensile strength.   
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 Fig.6 Stress-strain curve of 45˚specimens.  Fig.7 Contour of strain of Tight 
  specimen. 
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 Fig.8 Tensile strength of 45˚specimens.  Fig.9 Tensile modulus of 45°specimens.  

 
Fig.10 Rotation of fiber for each specimen. 

(a) Tight (b) Normal (c) Loose 
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Fig.11 Schematic drawing of 45˚ specimen (5).   

4 CONCLUSION  CFRTP laminates based on three different types of stitch tension (Normal, Tight and Loose) of NCF were molded and mechanical properties were evaluated. The investigation yielded the following conclusion. (1) 0° specimens had almost same tensile strength regardless to the stitch tension.  (2) Because of the larger shear deformation of 45° fibers to the tensile direction, 45° specimens with Tight stitch tension had highest tensile strength.   
5 REFERENCES  [1] Bibo, G. A., Hogg, J. P., Kemp, M. (1997) Composite Science and Technology 57, 1221-1241.  [2] Kong, H., Mouritz, P. A., (2004) Composites Structures. 66, 249-259.  [3] Kanazawa, K., Tanaka, K., Enoki, S., Katayama, T., (2013) Key Engineering Materials. 
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ABSTRACT 
 Aluminum (Al) based composites containing vapor-growth carbon fibers (VGCFs) and carbon nanotubes (CNTs) has been developed by authors for a decade using spark plasma sintering (SPS). Temperature dependences of both thermal conductivities and strength properties of the composite are investigated in this paper. Pure tensile tests and measurements of thermal conductivity are conducted at high temperatures.  
 
 
1 INTRODUCTION 

 Carbon nanotubes (CNTs) (1) are one of effective materials to increase the thermal conductivity of materials used in radiators and fins, because CNTs have characteristics such as high thermal conductivity, high electrical conductivity, and high strength. The thermal conductivity and the strength of composites containing CNTs have been widely reported (2-4). For example, Li et al. (2) fabricated titanium metal matrix composites reinforced by CNTs and graphite. They showed the effect of the CNTs reinforcement on the strength of the composites. Liu et al. (3) fabricated CNTs/Al composites using friction stir processing. They discussed the relationship between strength properties and aspect ratio of CNTs. Tsai et al. (4) described strength properties of CNTs/Cu composite using both experiments and molecular dynamics. They obtained the relationship between the length of CNTs and local buckling of CNTs in the composite.   The authors have fabricated Al matrix composites containing CNTs and vapor-growth carbon fibers (VGCFs) using spark plasma sintering (SPS). They showed that the composites had high thermal conductivities and further suggested that the high thermal conductivities arise from VGCF-CNT networks in the composite (5, 6). In this paper, temperature dependences of both thermal conductivities and strength properties of the composite are investigated. Pure tensile tests and measurements of thermal conductivity by laser flash methods are conducted at several high temperatures.  
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2 ALUMINUM BASED VGCF-CNT COMPOSITES (5)  The VGCF-CNT/Al composites were fabricated by powder metallurgy using a spark plasma sintering (SPS) machine. VGCFs used in this work have a thermal conductivity of 2000W/mK and a tensile strength of 7GPa. Figure 1 shows the procedure for fabrication of the composites. The composites were fabricated with the aligned VGCFs. The composites were manufactured by interbedding the aligned VGCF, matrix powder, and foils. For the pilling up VGCFs, matrix powder and foils are used to obtain good alignment of VGCFs in the composite. The CNTs are dispersed into aligned VGCF fillers and the fillers are piled up with the matrix powder and foils alternately. Pure Al containing 10vol% of Al/12Si was used as a matrix. The mean sizes of the powder of pure Al and Al/12Si are 35μm. The foil thickness is 10um.  Figure 2 shows the SEM observation of the VGCF filler sheet dispersed CNTs. It can be seen that the VGCFs align, the VGCFs and CNTs are blended, and there are the VGCF-CNT networks. Lestriez et al. (7) studied the network between carbon fibers and CNTs to improve the electric conductivity of electrode for lithium batteries. They showed that the network between carbon fibers and CNTs is effective to improve the electric conductivity. Figure 3 shows the coordinate system of the composites. X is the VGCFs direction, Y the radial direction of VGCFs, and Z the sintering direction, respectively. The coordinate is used to explain the following experiments.  
VGCF Filler

Matrix powder

Piling up filler and matrix powder

Sintering

Composites

Dispersion

Alignment

Drying

SWCNT

 
Figure 1 Procedure for the fabrication  

of the composite   
3 EXPERIMENTAL METHODS  Figure 4 shows the geometry of specimens to measure the strength. Fig. 4(a) shows the geometry of the test specimens to measure the strength of X and Y directions of the composite, and Fig. 4(b) Z direction. The specimen for the measurement of Z direction has the composite at the center area, whose length is 2mm of the specimen. This is because that the strength of Z direction is expected to be quite low and brake under the low stress. The volume fractions of VGCF of the specimens are 0, 30, and 60% and that of CNT is 0.2%, respectively. Five specimens for each test condition were prepared. The tensile tests were conducted at five temperatures of 295K, 373K, 473K, 573K, and 673K using an electrical furnace.  

 

CNT 

 
Figure 2 SEM image of VGCF filler 
(volume fraction of VGCF: 60%) 

 

 
Figure 3 Coordinate of composites 
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 (a) X and Y direction specimen              (b) Z direction specimen 

Figure 4 Coordinate of composites  The thermal conductivity was measured by the laser-flash method using ULVAC, TC-7000 at five temperatures of 295K, 373K, 473K, 573K, and 673K. The geometry of sample for the measurements of X and Y direction are 25mm square and thickness of 3mm, and the measurements of Z direction a disc of diameter of 10mm and thickness of 3mm, respectively. The thermal conductivity was measured five times at each temperature.   
4 RESULTS AND DISCUSSIONS  Figure 5 shows the relationship between the tensile strength and the volume fraction of VGCF at 295K. In Fig. 5, each plot shows the mean value of each property. The tensile strength in X direction, the axial direction of VGCF, is larger than those of Y and Z directions, which were along the radial directions of the VGCF. There are also differences in the tensile strength between the Y and Z directions. The tensile strength in the Z direction is smaller than that in the Y direction. Z direction was the buildup direction of VGCF-CNT filler and the matrix layer exists between the filler parts. Therefore, the interfacial strength between fiber and matrix is weakness. This is a reason why the strength in Z direction is significantly weak. It can be also seen from Fig. 5 that the volume fraction of VGCF hugely affects the tensile strength.  Figure 6 shows the thermal conductivity of each direction of the composites. The composites have thermal anisotropy though the matrix does not have the thermal anisotropy, i.e. the thermal conductivity of X direction is much higher than those of Y and Z directions. There is also the difference in thermal conductivity between Y and Z directions. The thermal conductivity of Z direction is smaller than that of Y direction. The thermal conductivity of Z direction is especially smaller than that of the aluminum matrix. This is because that Z direction is the buildup direction of the VGCF-CNT filers and the aluminum layer exists between the filers.  

     
Figure 5 Tensile strength of the 

composites in each direction and 
volume fraction of VGCF at 295K  

Figure 6 Thermal conductivity of the 
composite: effect of volume fraction  

and axial direction of VGCF 
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Figure 7 shows the relationship between the testing temperature and the tensile strength in X, Y, and Z direction of the composite. In Fig. 7, solid line shows the tensile strength of Al matrix without fibers, and broken lines are the tensile strength of composites. It can be seen from Fig. 7(a) that the tensile strength linearly decreases with increase in the testing temperature. However, the decrease ratios of tensile strength of the composites are smaller than that of Al matrix. It can be also found that the tensile strength of the composite including 30% VGCF in X direction is almost the same as the value of Al matrix at 673K. Figure 7(b) shows the tensile strength of Y direction. The effect of temperature on tensile strength of the composite in Y direction is smaller than that of Al matrix. However the value of tensile strength of the composite of 30% VGCF at 673K becomes near to the Al matrix. Figure 7(c) shows the tensile strength of Z direction. In Z direction, the tensile strength is dramatically small and the temperature dependency of tensile strength cannot be confirmed. 

 

 
(a) X direction 

 
(b) Y direction 

 
(c) Z direction 

Figure 8 Relationship between  
thermal conductivity and temperature 

 
(a) X direction 

 
(b) Y direction 

 
(c) Z direction 

Figure 7 Relationship between tensile 
strength and temperature 
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Figure 8 shows the relationship between the testing temperature and the thermal conductivity in X, Y, and Z direction of the composite. In Fig. 8, the solid line shows the thermal conductivity of Al matrix without VGCF, and the broken lines the thermal conductivities of composites. It can be seen from Fig. 8(a) that the effect of testing temperature on thermal conductivity of Al matrix is a little. The thermal conductivity of the Al matrix is about 200 W/mK at the all temperatures. On the other hand, the thermal conductivities of the composites decrease with increase in temperature. Especially, the larger decrease in the thermal conductivity can be seen in X direction. The reason of the decrease in the thermal conductivity is that the thermal conductivity of CF (carbon fiber) including CNT has lower thermal conductivity at high temperature. However, it should be notified that the thermal conductivity of the composite in X direction at 673K is still higher than that of Al matrix. Figures 8(b) and (c) show the thermal conductivity of Y and Z directions, i.e., radial direction of VGCF and sintering direction. The thermal conductivities in both Y and Z direction decrease with increase in temperature as well as X direction. However, the thermal conductivities at the all temperatures in Y direction are a little higher than that in Z direction because Z direction is the piled up direction.    
5 CONCLUSIONS  This paper treated the temperature dependency of the thermal and strength properties of the VGCF-CNT/Al composite having the high thermal conductivity. The results suggested the following conclusions; 1) The composite has the strength anisotropy. The tensile strength in VGCF axial direction is the highest; 2) The tensile strength decreases with increase in the volume fraction of VGCF;  3) The temperature dependency of tensile strength in each direction is clarified. The effect of the temperature on tensile strength of the composite is smaller than Al matrix. At 673K, the tensile strength of the composite in X direction is almost same as Al matrix; 4) The temperature dependency of thermal conductivities in each direction is clarified. The effect of the temperature on thermal conductivities of the composite is larger than that of Al matrix. However, at 673K the thermal conductivities of the composite in X direction are higher than that of Al matrix.   
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REFERENCES 
 (1) Iijima, S. (1991) Nature, 354, 56-58. (2) Li, S., Sun, B., Imai, H., Mimoto, T. & Kondoh, K.  (2013) Composites Part A, 48, 57–66. (3) Liu, Z. Y., Xiao, B. L., Wang, W. G. & Ma, Z. Y. (2014) Carbon, 69, 264-274. (4) Tsai, P. C. & Jeng, Y. R. (2013) Composites Science and Technology, 79, 28-34. (5) Imanishi, T., Sasaki, K., Katagiri, K. & Kakitsuji, A. (2008) Trans. JSME, 74, 651-655. (6) Fukuchi, K., Sasaki, K., Imanishi, T., Katagiri, K., Kakitsuji, A. & Shimizu, A. (2010) Journal of Solid Mechanics and Materials Engineering, 4, 1273-1281. (7) Lestriez, B., Desaever, S., Danet, J., Moreau, P., Plée, D. & Guyomard D., (2009) Electrochemical and Solid-State Letters, 12, A76-A80. 
340



_________________________________________ 
© The author(s) and/or their employer(s), 2014 

Mesoscale analysis of CFRP pressure vessel 
 
N. Yoshikawa, K. Hariya 
Institute of Industrial Science, The University of Tokyo, Japan 
 
 
 
 
 
 
 
ABSTRACT  Carbon fiber reinforced plastic (CFRP) pressure vessels have been intensely developed as crucial components for both fuel cell vehicles and hydrogen gas stations. A mesoscopic simulation methodology is promising for accurate strength evaluation by taking account of local stress concentrations caused by the mesostructure of a fiber bundle/resin system. A high-performance computer infrastructure represented by “K” has enabled mesoscale finite element analysis in which the fiber bundle/resin structure is explicitly handled. We demonstrate the validity of this analysis, focusing on the fiber bundle stress enhancement caused by using a large tow. 
 
 
1 INTRODUCTION 
 The commercial introduction of fuel cell vehicles in Japan will begin in 2015. Reliable and economical high-pressure hydrogen management technology is indispensable for its popularization. Carbon fiber reinforced plastic (CFRP) pressure vessels for both automobile tanks and hydrogen station accumulators are key components of the management technology. The CFRP pressure vessels are manufactured by the filament winding method with a complicated stacking sequence of winding angles and thicknesses. The design methodology of the vessel is not sophisticated enough to establish a stress criterion defined by material tests. In the track of conventional metallic pressure vessel design, finite element analysis based on anisotropic continuum modeling of CFRP has been performed, but it is not reliable enough to evaluate the actual strength of the vessel. Therefore, all CFRP pressure vessels are designed by trial and error, which requires laborious and destructive examinations using actual vessels.  The reason for the lack of confidence in the finite element analysis comes from the local stress concentration caused by the fiber bundle/resin structure. Macroscopic stress evaluated by the rule of mixtures(1) is not able to indicate the real stress state of the carbon fiber and resin system, which is decisive for the failure of CFRP. We have investigated a strength evaluation methodology based on the mesoscopic modeling of the CFRP vessel and developed simulation software(2) for the finite element modeling and analysis. The filament winding path is determined by following a geodesic line(3). A three-dimensional model of the fiber bundle/resin structure with a liner is constituted by accounting for the fiber bundle crossover topology. We can analyze the stress in the fiber bundle accurately.   We established a demonstration problem concerning the production efficiency. The use of a large tow(4) has been attempted with the aim of reducing the filament winding time and effort, that is, the number of winding revolutions. At the same time, we are 
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apprehensive about burst pressure reduction due to the large tow. Setting three types of mesomodels with different fiber bundle widths, we examine the stress state in the fiber bundle and investigate the mechanism of stress enhancement at the crossover. The proposed methodology based on mesoscopic modeling seems promising for a quantitative discussion on the trade-off between strength and production efficiency.  
 
2 MESOSCALE MODELING OF CFRP PRESSURE VESSEL  The analyzed vessel consists of two layers: an aluminum liner and a CFRP helical layer. The liner dimensions are indicated in Figure 1. We set three types of helical windings, as shown in Figure 2. The numbers of windings are (a) 36, (b) 18, and (c) 12. The widths of the fiber bundles are set as (a) 5.0 mm, (b) 10.0 mm, and (c) 15.0 mm to maintain a constant amount of carbon fiber. The helical winding paths are set as geodesic lines successively overlapped with a regular difference in longitude of (a) 110 deg, (b) 100 deg, and (c) 150 deg. The paths round at the boss neck. Near the crossover position, a sine curve undulation is added to the upper path. The volume data of the bundle are constructed by setting a rectangular cross-section of 0.25 mm thickness.  

 
Figure 1 Aluminum liner 

 

 

Figure 2 Mesoscale model of pressure vessel 
 The liner, fiber bundle, and resin are characterized by a linear-elastic body with Young’s moduli of 68.3, 230, and 3.0 GPa and Poisson’s ratios of 0.3, 0.28, and 0.35, respectively. Tetrahedral elements with four nodes are employed for discretization. The total number of nodes is about 2.5 million. The use of high-performance computers represented by “K”(5) is necessary to handle the enormous amount of data.  
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(a) 36 windings of 5.0 mm bundle width (b) 18 windings of 10.0 mm bundle width (c) 12 windings of 15.0 mm bundle width 
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3 STRESS CONCENTRATION IN FIBER BUNDLE   The first principal stress distributions in the bundles are indicated in Figure 3. The internal pressure is set to 1.0 MPa. Local stress concentrations caused by crossover are expected. The maximum first principal stresses increase with the fiber bundle width as (a) 60.4 MPa, (b) 70.4 MPa, and (c) 77.7 MPa, even though the total amounts of carbon fiber are equivalent. The locations of the maximum stresses are marked by solid circles in the figures. An increase in width induces an increase in stress at the crossover on the cylinder part.   Details of the stress enhancement are indicated with a finite element mesh in Figure 4. The stresses at the nodes are indicated by small colored points. The color legend is identical to that in Figure 3. The node location is shifted by a displacement of a hundredfold. The maximum stress regions marked by blank squares are located beside the crossovers for all three cases. The direction of the first principal stress is evaluated at the maximum stress nodes. The direction deviates from the fiber direction. The deviation angles are (a) 28 deg, (b) 39 deg, and (c) 44 deg. The increase in bundle width increases the deviation angle and the maximum stress, accordingly.  In the cylinder part of the thin-walled metal pressure vessel, the hoop stress is twice the axial stress. It is legitimate that the dominant deformation in the hoop direction affects the deviation of the first principal stress. The mechanical constraint caused by the crossover of a wider bundle seems stronger. Therefore, higher stress occurs in a wider bundle. This result implies a burst pressure reduction in large tows together with a high possibility of transverse fracture of the bundle.  

 
Figure 3 First principal stress distribution in fiber bundle           

(a) Max. 60.4 MPa  (b) Max. 70.4 MPa  (b) Max. 77.7 MPa  0 80.0 40.0 [MPa] 
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 (b) 
 

 (c) 
 

Figure 4 Detailed inspection of maximum stress region beside crossover 
 
 
4 CONCLUSIONS 
 We have developed a mesoscopic simulation based methodology for the strength evaluation of CFRP pressure vessels, which are indispensable for high-pressure hydrogen management in a fuel cell vehicle system. The fiber bundle and resin are strictly separated in the modeling of the vessel. Complicated stress concentrations can be revealed through finite element analysis. A sample demonstration was performed by employing three types of CFRP pressure vessel models in which the bundle width and number of windings were systematically changed. We demonstrated the potential of the 
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proposed methodology for quantitatively solving the trade-off problem between strength and production efficiency.    
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ABSTRACT 
 The tungsten fiber reinforced titanium composite was produced by the spot welding method. The internal stress alteration of W/Ti composite was measured by the neutron diffractometer, DN1, which had been installed at neutron beamport #6 of Indonesian multipurpose reactor RSG-GAS in Serpong. The residual stress alterations were measured by the in-situ neutron stress measurement technique under the cooling cycles from 300K to 10K. Both residual stresses in titanium-matrix and tungsten-fiber were investigated at several temperatures. Furthermore, residual stress alterations were estimated by x-ray stress measurement after cyclic thermal shock testing from 77K to 373K generated by liquid nitrogen and boiling water.   
 
 
1    INTRODUCTION  Fiber reinforced materials have a large difference in thermal expansion coefficients between the matrix and the fiber. This mismatch causes the thermo-reduce residual stresses in every composite system (1, 2, 3). In this study, the tungsten fiber reinforced titanium composite (W/Ti) was prepared to investigate the residual stresses. This W/Ti composite consisted of the continuous tungsten fiber and the pure titanium matrix. Thermal residual stresses in the composite were examined by the neutron stress measurement method and the x-ray stress measurement. Stress alterations during cryogenic cycling were estimated by the combination of the neutron diffraction and the cryostat cooling systems (4). Temperature was changed from 300K to 10K periodically, and thermal stresses in the tungsten-fiber and the titanium-matrix were measured at each temperature. On the other hand, residual stress alterations were estimated by x-ray stress measurement after cyclic thermal shock testing from 77K to 373K generated by liquid nitrogen and boiling water.   
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Fig.2 Coordinate system of the 
W/Ti composite. 

Fig.1 Photographs of the W/Ti 
composite; (a) a microphotograph 

of the cross section of the W/Ti 
composite, (b) the specimen 

surface polished by emery paper. 

2    PREPARATION OF FIBER REINFORCED MATERIAL  The W/Ti composite was produced for the present investigation. In this W/Ti composite, 99.99 % purity tungsten fiber with 100 μm diameter and 99.9 % purity titanium plate of thickness 0.5mm and 0.2mm were used for the fiber phase and the matrix phase, respectively. In this study, the W/Ti composite was produced by the spot welding method (5). Fig.1 (a) and (b) show the photographs of the W/Ti composite. The final dimension of the W/Ti sample for the thermal stress measurement was 12mm × 12mm, thickness 7.0mm. The volume fraction of the tungsten fiber is about 5 % in this sample. 
 
 

3    IN-SITU THERMAL STRESS MEASUREMENT  The long-fiber reinforced composite considered in this investigation is schematically shown in Fig.2. The x1 axis is defined as parallel to the longitudinal direction of the tungsten-fiber. The x2 and x3 axes are normal to the fiber direction. When stresses are calculated by the neutron stress measurement, the strains in the three directions of x1, x2 and x3 are required. The thermal residual stresses σ1 parallel to the longitudinal direction and σ2 normal to the longitudinal direction were calculated by the following Hooke's equation;                                            (1)      In this study, stress alterations caused from low temperature cycling were measured by the in-situ neutron stress measurement technique. The cryostat cooling system was mounted on the neutron diffractometer DN1 with the two-dimensional detector system. Controls of the diffractometer, the two-dimensional detector and the temperature in the cryostat system were managed by the main computer system.  
 Fig.3 shows the schematic diagram of the temperature vs. time program for the in-situ neutron stress measurement of the W/Ti composite. The rate of temperature change is about 2K/min. in the cool down stage and 1.5K/min. in the heat up stage. When the temperature came to a target position, it held for about 20 minutes in order to stabilize, and after that the stress measurement started in every temperature case. One cycle consists of the cool down stage and the heat up stage, and three cycles were repeated in 
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Fig.3 Time program of the in-situ thermal 

stress measurement. 

 
Fig.4 Time program of the  

thermal shock testing. 

this measurement. Table 1 shows the conditions of the in-situ neutron stress measurement. Young’s modulus: E and Poisson’s ratio: ν depending on the hkl diffraction plane were calculated from Kroener model. In this measurement, E, 
ν and thermal expansion coefficient α were considered the temperature dependency (6). The measurement time for one diffraction profile was 90 minutes for the titanium-matrix and 75 minutes for the tungsten-fiber. Finally, the measuring time of one cycle in this measurement became about 30 hours.       

Table 1 Conditions of neutron stress measurement. Wave length  λ = 0.18301 nm Detector 2D detector, 256x256 pixel Resolution 0.0365 deg./pix. Reactor power 15 MW Measurement material W/Ti composite 

h k l  plane, diffraction angle Ti 103, 2θ= 86.5° W211, 2θ= 91.0°, W 220, 2θ= 111.0° Young's modulus E, at R.T. Poisson's ratio ν, at R.T. Coefficient of thermal expansion α, at R.T. Ti: E=120.7GPa, ν=0.31, α=8.04x10-6 /K W: E=409.2GPa, ν=0.28, α=4.43 x10-6/K Slit system Incident slit : 3mm x 10 mm Receiving slit : radial collimator Measurement time Ti: 90 min./profile W: 60 min./profile   
4    THERMAL SHOCK TESTING 
 Residual stress alterations in the W/Ti composite were estimated by the x-ray stress measurement after the cyclic thermal shock testing. The sample was dipped alternately in the liquid nitrogen and the boiling water. The temperature change was from 77K to 373K. The residual stresses σ1 parallel to the longitudinal direction and σ2 normal to the σ1 direction were measured by the x-ray stress measurement with the sin2ψ method (7). Fig.4 shows the schematic diagram of the temperature vs. time program for the cyclic thermal shock testing. The thermal sock from 77K to 375K were repeated 20 times. After that, residual stresses were measured by x-ray measurement and compared with initial stress values. Table 2 shows conditions of the x-ray stress measurement. 
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(b) Tungsten-fiber 

(a) Titanium-matrix 

σ1 

σ2 

Fig.5 Results of the in-situ neutron  
stress measurement;  

(a) titanium-matrix, (b) tungsten-fiber. 

Table 2 Conditions of x-ray stress measurement. Characteristic  x-rays CuKα hkl plane & Diffraction angle W 321, 2θ=131.1° Ti 213, 2θ=139.3° Method Ω-diffractometer method 2θ step angle & fixed time W: 0.1°, 30sec. Ti: 0.1°, 60sec.  X-ray optics Parallel beam Filter Nickel Tube power 40 kV, 25 mA Irradiated area 10×5 mm sin2ψ 0 ~ 0.5, 6 points Peak deciding method FWHM method   
5    RESULTS AND DISCUSSIONS  Fig.5 (a) and (b) show results of the in-situ thermal stress measurement by the neutron diffraction. In this figure, the up side region in Fig.5 (a) shows the results of the titanium-matrix, and the down side region in Fig.5 (b) is the tungsten-fiber results. The longitudinal direction stress σ1, the normal direction stress σ2 are plotted in these figures. These measurement results are assembled as the average in the each temperature. From Fig.5 (a), in the case of the titanium-matrix, the initial stress 
σ1 in the fiber longitudinal direction was a tensile state of about 75MPa. It is assumed that this initial small tensile residual stress was caused during the manufacturing process. This initial stress was changed from 75MPa to a tensile state of 150MPa at 10K with the temperature down. In the heat up stage, thermal stresses gradually return to 75MPa with the temperature rise. Furthermore, stress σ2 in the normal of the fiber direction showed the almost the same tendency of the stress σ1. However, these stress alterations were relatively small. Therefore, it needs a lot of data to improve the reliability of the measurement results. From the result of tungsten-fiber in Fig.5 (b), the initial residual stress in the fiber longitudinal direction σ1 increased gradually with the temperature down, and it changed from -780MPa to about -1000MPa in 10K. In the heat up stage, thermal stresses return to -780MPa with the temperature rise. On the other hand, in the case of stresses σ2 in the normal of the fiber direction, stress values of the σ2 were close to 0MPa, and this initial stress was changed 100MPa at 10K with the temperature down. These alterations of the thermal residual stress were generated form the thermal expansion mismatch between the tungsten-fiber and titanium-matrix. Furthermore, it is assumed that the stresses in the fiber longitudinal direction σ1 are the dominant stresses in the stress condition of the W/Ti composite. Table 3 shows results of the thermal shock testing. From these results, the initial stresses generated in the manufacturing process were relaxed by the annealing treatment. Especially, residual stresses σ1 in the titanium-matrix changed 
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from a compressive residual stress state to a tensile state. Residual stress values after the cooling quench and after the cyclic thermal shock show little change in all cases. It is seemed from these results that residual stresses in the W/Ti composite have not yet led to induce the plastic deformation by the thermal shock testing.  
Table 3 Results of the thermal shock testing. Residual stresses, MPa Material & direction Initial stresses by manufacturing After annealing Cooling quench Cyclic thermal shock Ti-matrix, σ1 -155 28 55 36 Ti-matrix, σ2 -174 -102 -47 -64 W-fiber, σ1 -894 -829 -876 -777 W-fiber, σ2 -553 -124 -171 -153  

 
6    CONCLUSIONS  1) Regarding to the W/Ti composite, it was success to measure the inside thermal residual stresses alterations under the cryogenic temperature cycling by the in-situ neutron stress measurement technique. 2) Thermal residual stresses in tungsten fiber and titanium matrix were changed to other states depending on temperature changes. 3) The main factor of thermal stress alteration is the difference of thermal expansion between tungsten-fiber and titanium-matrix. 4) In the thermal shock testing, residual stresses in the W/Ti composite have not yet led to induce the plastic deformation by the thermal shock testing.   
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ABSTRACT  The failure behaviour of unidirectional plies tested under off-axis loading is studied. The stress distribution occurring in standard off-axis tests is briefly discussed. The different failure modes, this is, pure fiber breakage, pure inter fiber failure as well as a superposition of both is analysed based on test data and fracture patterns. The large difference of the failure load depending on the failure mode at small off-axis angles is studied by comparison of a short and a long 3° off-axis angle specimen. 
 
 
1 INTRODUCTION  In structural applications of fiber reinforced materials the composite plies inside a laminate are loaded by complex stress distributions. Composites are very sensible against the loading transverse to the fiber direction because of their highly anisotropic mechanical properties. Even small off-axis angles lead to a significant reduction of the mechanical properties such as stiffness and strength. Especially the resistance against failure strongly depends on the loading angle. The strength parallel to the fiber direction is several times higher than the strength perpendicular to the fibers.  The off-axis test is regarded as the anisotropic pendant to the standard uniaxial tensile test for isotropic materials. However, this is true only at first glance. Off-axis tests suffer from some inherent drawbacks. They usually are performed using standard testing machines equipped with fixed, this is, non rotating clamps. Since the material is anisotropic a non-homogeneous stress state develops due to a superposition of tension and bending. Near the clamps the bending effect leads to a notable disturbance of the stress field. This was first studied by Pagano and Halpin using reinforced rubber strips (1). Additional stresses emerge due to the usual clamping effects, this is, the constraining of the lateral contraction an compressive stresses perpendicular to the plane of the specimen. As a result the likelihood of failure starting near the clamps is enlarged. The specific problems of measuring strength and stiffness of anisotropic materials was studied by several authors, e. g. (2-4).  The longitudinal stresses (stresses in loading direction) exhibit a significant variation along the specimen length. The longitudinal stresses for the cross section at various positions along the specimen length are calculated by a finite element analysis for a 15° off-axis specimen. The specimen has a thickness of 1mm. It is 12mm in width and 70mm long (between the tabs).  High maxima occur along the edges in the vicinity of the clamps (fig. 1, path 5). The disturbance due to the clamping decreases with growing distance to the clamps (path 6, path 8). But even in the middle of the specimen (path 10) 
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the stresses differ by about 13% along the width. The bending effect varies with the off-axis angle. For small off-axis angles it increases with growing angle. After a maximum around 30° it decreases again at vanishes almost completely at 60°. For lager angles it changes its direction and reaches a small maximum before it finally vanishes for 90°. This means that the disturbance of the stress field varies with off-axis angle.   

      
Fig. 1: Longitudinal stresses in 15° off-axis specimen 

at different positions along the specimen length  In off-axis tests two different failure modes can appear depending on the specimen geometry and the off-axis angle, this is, fiber breakage and inter fiber failure. If the geometry is such that a crack path parallel to the fibers can develop connecting the two edges of the specimen inter fiber failure occurs. If any crack path starting at on edge runs into the clamped ends of the specimen fiber breakage occurs. The fiber breakage may take place at the ends of the tabs or, depending on local imperfections, anywhere in between. Fiber breakage is finally accompanied by additional inter fiber failure.   Except of the two limit cases, this is, pure fiber fracture or pure inter fiber failure the question arises which failure mode takes place in a structural composite part. A single ply inside a laminate cannot fail without delamination or simultaneous failure of the neighbouring plies. This means that the failure of a single ply is constrained by the adherent neighbouring plies. In an off-axis test of an unidirectional ply, on the other hand, the ply is only constrained at the ends of the specimen where it is clamped. As a matter of fact the failure mode taking place within a laminate cannot be perfectly mapped by off-axis tests. However, the measured failure stresses must be related to the same failure mode. Strictly speaking all specimens except of the 0° specimen must be long enough to enable inter fiber failure without fiber breakage.   A further factor decreasing the failure load is the machining of the specimens. If the edges are not polished after cutting significant damage on microscale is present, e. g. debonding of the fiber ends. The fiber ends itself cause stress concentration on microscale due to the mismatch of the elastic constants. It may, however, be doubted that this is a substantial factor in comparison with the others mentioned above. As a result, the strength measured by off axis tests can be regarded as an lower limit of the actual strength as long as the specimen fails by inter fiber failure. 
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2       EXPERIMENTAL  A series of off-axis tests is performed for a carbon fiber reinforced epoxy resin with a fiber volume fraction of 55%. The specimens are cut out of  50x50mm plates under the respective angles. The plates are manufactured by an RTM process using five layers of non crimp carbon fabrics. The thickness of the plates is 1mm. The ends of the specimens  are reinforced by multiaxial glass fiber tabs of 1mm in thickness.  The pure axial fiber loading (off-axis angle 0°) and pure transverse loading, (off-axis angle 90°) define the limits of the strength. Since at small off-axis angles the failure stress strongly depends on the angle small steps of 3° are chosen between off-axis angles between 0° and 15°. Between 15° and 30° steps of 5° are taken and between 30° and 90° the step size is 15°. The specimen geometry and the off-axis angle are chosen in order to enable inter fiber failure, except of the 3° and 0° off-axis angle. In order to show the influence of the different failure mechanisms a second batch of specimens was used which allow inter fiber failure even at an off-axis angle of 3°.  
2.1 Off-axis test for off-axis angle 0° If the fibers are aligned in loading direction the failure occurs by instantaneous fiber fracture followed by additional inter fiber failure. No significant damage occurs before the limit load is reached. The load/displacement curves show only very little indication of damage. Except of one specimen which exhibits a slight drop of the load at an early phase small load drops occur just before final failure (fig. 2a). One specimen fails without any premature failure. A large amount of fibers break directly at the ends of the tabs. Due to the high amount of energy stored the specimens are completely damaged in the moment of final failure (fig. 2b). During this highly dynamic process a large number of inter fiber cracks develops.   

     
 Fig. 2a: Load/displacement curves for 0° specimens Fig. 2b: 0° specimens  

 – fiber breakage after failure  
2.2 Off-axis test for 3° off-axis angle  In case of a short specimen with an off-axis angle of 3° the failure stress is significantly decreased and reaches only less than one half of the respective failure stress of the 0° specimen. This is due to the fact that the failure processes are completely different. The first difference is the course of failure during the loading process. While for the 0° specimen the failure occurs almost instantaneously the failure in case of a small off-axis 
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angle accumulates during loading. This is indicated by several load drops occurring over a large range during the loading process (fig. 3a). The load drops are either caused by inter fiber cracks or by breakage of a number of fiber bundles. The second difference is that in case of a longitudinal fiber orientation necessarily all fibers have to break. In case of a 3° off-axis angle about 30% of the fibers remain unbroken because they are shielded by in an inter fiber crack (fig. 3b). This means that a combination of two failure modes takes place. As a result the values are not directly comparable.   

       
 Fig. 3a: Load/displacement curves for 3° specimens  Fig. 3b: 3° specimens
  after failure  If the specimen length to width ratio allows an inter fiber crack to run from one edge to the other without meeting the clamps (fig. 5) the failure load is significantly decreased compared to the short specimen. The failure occurs instantaneously without any drop of the load, this is, without any previous failure (fig. 4). This means that the results of different failure modes must not be mixed. The strength values should be separated into pure fiber breakage and pure inter fiber failure. Otherwise they are no actual material properties but they are geometry dependent.    

 
Fig. 4: Load/displacement curves for long 3° off-axis angle specimens 

 – inter fiber failure 
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Fig. 5: Long 3° off-axis specimens  

2.3 Strength versus off-axis angle The strong decrease of the strength at small angles (fig. 6) is caused by the weakness of unidirectional plies against stresses perpendicular to the fibers. In an ideal 0° specimen the fibers carry the load and the interface is loaded only by secondary loads. With the inclination of the fibers the interface is loaded directly by the external load even though the stresses are small due to the large fracture surface. In fig. 6 the failure stresses for both failure modes – fiber fracture and pure inter fiber failure – are shown. The change of the failure mode results in a decrease of the failure stress by almost 30%. For an off-axis angle of 30° only 5% of the the maximum failure stress are left. The strength perpendicular to the fibers is only about 2% of the strength in fiber direction.   
CONCLUSIONS 
 Off-axis tests especially when performed with non-rotating clamps suffer from several drawbacks. The measured failure stresses must be divided into two categories: pure fiber breakage and inter fiber failure. This means that the specimens for all off-axis angles except of 0° must be long enough to allow pure inter fiber failure. 
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Fig. 6: Strength vs off-axis angle; error  

bars (small for off-axis angles above 3°) 
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ABSTRACT  This work aims to predict the properties of clay-polymer nanocomposites by a combination of molecular modelling and micromechanical model. The interface between clay and polymer matrix is considered when determining the effective size of clay clusters. The effective size of different clusters in nylon 6 and their Young’s moduli are determined from molecular dynamics simulation. Then, the clay-nylon 6 nanocomposite is considered as a multiphase composite and its Young’s modulus is predicted by the rule-of-mixture method. Finally, it is demonstrated that the Young’s moduli of nanocomposites with different fractions of effective clay clusters can be predicted.   
1  INTRODUCTION  Polymers reinforced with nanoparticles have received extensive attention in the past two decades. Clay minerals have a unique layered structure and properties (e.g., cationic exchangeability), which makes them an ideal reinforcing nanofillers for polymer matrix.[1] Clay clusters (e.g., single-layer clay platelet or partially exfoliated clay cluster) have a high aspect ratio and equivalent length scale to polymer chain structure. Yet, the reinforcement effect depends largely on the degree of clay exfoliation and the dispersion of clay clusters in polymer matrix. Although significant work has been done, the full potential of structural design and property prediction of clay-based polymer nanocomposites has yet to be achieved.[2] The present work aims to extend our capability toward the prediction of Young’s modulus of such polymer nanocomposites.   
2  SIMULATION METHODS 
 
2.1  Model construction Molecular dynamics (MD) models were constructed for some representative clay (i.e., montmorillonite)  clusters, e.g., fully exfoliated single-layer clay platelet and partially exfoliated two-layer or three-layer clay platelet embedded into surfactants and polymer chains. The MD unit (Figure 1) consists of a clay cluster, ten surfactants of octadecyltrimethyl ammonium (ODTMA) and ninety nylon 6 chains. It has a dimension of a = 25.959 Å, b = 27.0459 Å, c = 175 Å (single clay platelet), 130 Å (two-layer clay 
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cluster), and 150 Å (three-layer clay cluster), α = β = γ = 90°, and a basal spacing of 22.3 Å. The clay model is based on experimental structure and has a formula of Na0.333 [Si4O8][Al1.667Mg0.333O2(OH)2] and cationic exchangeable capacity (CEC) of 90 mmol/100 g. The polymer used is nylon 6, and the surfactant is octadecyltrimethyl ammonium (ODTMA). Figure 2 shows a schematic structure that consists of randomly-oriented effective clay clusters with different size in polymer matrix.   

 
Figure 1. Molecular models of representative clay clusters surrounded by 

surfactants and polymer matrix: (a) a single-layer clay platelet (N=1);  
(b) a two-layer clay cluster (N=2); and (c) a three-layer clay cluster (N=3).  

 
Figure 2. Schematic structures of randomly dispersed effective clay clusters in 

polymer matrix, where (a) represents fully exfoliated single-layer effective clay 
cluster, (b) is a partially exfoliated two-layer effective clay cluster, (c) a partially 

exfoliated three-layer effective clay cluster, and (d) polymer matrix.  
2.2  MD Simulation MD simulations were carried out by Discover module and Forcite module in MATERIALS STUDIO 4.3 (Accelrys Co.). A modified CVFF (Consistent Valence Force Field) force field was employed. For each representative clay cluster, a canonical (constant atom number, volume and temperature (NVT)) MD simulation was initially performed at elevated temperature of 513 K for 10 ps, and then 50 ps at 298 K. The equilibrium state has then been achieved and data were collected to estimate the effective interface thickness and size of clay clusters. Then, using MD simulation, the Young’s moduli for pure single-layer clay platelet and effective clay clusters were obtained from stress-strain curves by applying an external tensile stress along one axis direction. Further MD simulations were performed to determine the Young’s moduli of effective clay clusters along the longitudinal (z) direction.  
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2.3  Prediction of Young’s modulus of polymer nanocomposites The Young’s moduli of the effective clay clusters obtained above were then used to predict the overall Young’s modulus of clay-based polymer nanocomposites by a traditional micromechanical model (i.e., the rules-of-mixtures).                                             ܧ = ܧ ݂ + ܧ ݂                                                  (1)  where ܧ is the Young’s modulus of effective clay clusters. ܧ  is the Young’s modulus of polymer matrix (e.g., nylon 6 of 2.3 GPa). ݂ and ݂ are the volume fractions of effective clay clusters and polymer matrix, respectively.  Upon the validation, predictions of Young’s moduli were made to polymer nanocomposites with either one type of effective clay clusters or a mixture of different types of effective clay clusters under randomly orientation. When a tensile stress is applied to the polymer nanocomposites with an angle θ between the applied force and effective clay clusters. According to the classical Newtonian mechanics, the Young’s modulus of effective clay clusters along the direction of applied force E(θ) can be determined by classical Newtonian mechanics as follows: (ߠ)ܧ = ߠݏଵଵܿܧ + (ߠ)ܧ :ଷଷ is the Young’s modulus of both fully exfoliated and partially exfoliated effective clay clusters along longitudinal direction.  Under a random distribution of the orientation, Young’s moduli of fully and partially exfoliated effective clay clusters can be calculated by the following equationܧ ଵଵ is the modulus of fully exfoliated single-layer effective clay cluster along lateral direction, andܧ where (2)                                     ߠ݊݅ݏଷଷܧ =  ߠݏଵଵܿܧ) + ഏమߠ݀(ߠ)݃(ߠ݊݅ݏଷଷܧ                   (3) where, ݃(ߠ) is the distribution function of angle θ which can be obtained from experimental data and is usually between 0 and 90o.   
3.  RESULTS AND DISCUSSION 
 
3.1  Effective thickness of the interface  The effective thickness of clay-polymer interface is defined as the distance from which the atomic properties (e.g., atomic density profile, atomic mobility) are different from those in bulk polymer.[3] Based on the atomic concentration profiles of surfactant, polymer and all molecules as well as the mean squared displacement at equilibrium structures, the interface is estimated to be 3 nm on both sides of a clay platelet.  
3.2  Young’s moduli of clay platelet and effective clay clusters Based on the MD simulation, the resulting Young’s moduli of pure single-layer clay platelet along three directions are E11=277.0 GPa, E22=277.8 GPa, and E33=271.4 GPa (E11and E22 are the Young’s moduli in the lateral directions perpendicular to z axis, E33 is the Young’s modulus along z axis), respectively. Moreover, for the effective clay clusters with single-layer, two-layer, and three-layer clay platelets, the calculated Young’s moduli along the longitudinal direction E33 are 36.8±3.22 GPa, 51.7±2.26 GPa, and 60±0.98 GPa, respectively.   
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3.3  Young’s moduli of polymer nanocomposites with one type of clay clusters In the present calculation, we assumed that there is only one type of effective clusters in the polymer nanocomposites, that is, either fully exfoliated single-layer effective clay cluster (N=1), partially exfoliated two-layer effective clay cluster (N=2), or partially exfoliated three-layer effective clay cluster (N=3). It was shown (Figure 3) that there is a good agreement between the calculated and measured results by Anoukou et al.[4] The Young’s modulus increases with the volume fraction of silicate (i.e., montmorillonite). Moreover, the calculated Young’s modili of polymer with partially exfoliated clay clusters are closer to the measurements.   

 
Figure 3. Calculated and measured Young’s moduli of clay-nylon 6 

nanocomposites with one type of clay cluster under the experimentally observed 
orientation distribution of angle θ. N=1: fully exfoliated single-layer effective clay 
clusters; N=2: partially exfoliated two-layer effective clay cluster; N=3: partially 

exfoliated three-layer effective clay cluster. 
 

 
Figure 4. Young’s moduli of clay-nylon 6 nanocomposites with 3 types of effective 

clay clusters and a volume fraction of (from left to right): 1.2%, 2.5%, 3.7%. 
 
3.4  Young’s moduli of polymer nanocomposites with a mixture of different 

effective clay clusters Furthermore, we assume both fully exfoliated and partially exfoliated morphologies exist with a total volume fraction of clay as 1.2%, 2.5% or 3.7%. The overall Young’s moduli of clay-nylon 6 nanocomposites are different under different proportions of these three effective clay clusters. From Figure 4, we can draw the conclusion that the Young’s moduli increase with the clay volume fractions from 1.2 vol%, 2.5 vol% to 3.7 vol%. It is also observed that with the increase in fully exfoliated single-layer effective clay clusters, the Young’s moduli of nanocomposites increase and reach a maximum 
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value if the polymer nanocomposites consist of fully exfoliated clay clusters, which is in well agreement with many studies.[5, 6]   
4  CONCLUSIONS  We have reported herein the use of molecular dynamics simulation to determine the effective size of some representative clay clusters in polymer nanocomposites and their corresponding Young’s moduli, and the resulting information is further used to calculate the overall Young’s moduli of clay-based polymer nanocomposites. The effective thickness of the interface between clay platelet and polymer matrix in nylon 6 nanocomposites is 3 nm. The calculated Young’s moduli of single-layer clay platelet along lateral directions are 277.0 GPa and 277.8 GPa. The Young’s moduli along the longitudinal direction are 271.4 GPa, 36.8 GPa, 51.7 GPa, and 60.0 GPa for the single-layer clay platelet, fully exfoliated effective clay cluster, partially exfoliated effective clay clusters with two-layer and three-layer clay platelets, respectively. Such Young’s moduli are used to predict the overall Young’s moduli of clay-based polymer nanocomposites by the rule-of-mixture method. The predicted Young’s moduli of the nanocomposites with randomly dispersed effective clay clusters agree well with the measured ones. This approach can be applied to predict the mechanical properties of other types of nanoparticle-polymer nanocomposites.   
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ABSTRACT  An investigation was conducted to characterize the toughening effects of nano-sized rubber particles on epoxies under three temperatures and two loading rates. The results obtained showed that addition of nano-rubber particles significantly toughened epoxies at 200C and -500C under quasistatic loading (1 mm/min), but this effect was diminished at 800C. With a higher loading rate at 4 m/s, the toughness of rubber modified epoxies was even lower than that of neat epoxy, contrary to what was obtained from the low loading rate tests (at 1 mm/min). 
 
Keywords:  Impact fracture, Single edge-notched beam (SENB), Temperature effect, Nano -rubber particles   
1 INTRODUCTION  As a widely used thermosetting polymer, epoxy resins have continuously attracted great attention and are broadly used in many fields of engineering due to their high modulus and strength. However, because of their three-dimensional molecular network structure, most epoxies display poor fracture resistances for crack initiation and growth. For many years, an effective technology for toughening epoxies has been the addition of a second phase particle [1-3]. Among these, micro-/nano-sized rubber particles have been proven effective tougheners through different established toughening mechanisms [4]. Owing to the increasing applications of epoxies under some extreme conditions, the influences of temperature and impact loading for particle modified epoxies become important. Low and Mai [5] examined the failure mechanisms of micro-sized rubber particles modified epoxy over a wide range of strain rates (10-6 s-1 -10-2 s-1) and temperatures (-80 to 60 0C) and indicted that thermal blunting accounted for toughness improvement under high strain rate (113 s-1). Cardwell and Yee [6] studied temperature effects on the fracture toughness of epoxies modified by 300 nm rubber particles at a given low testing rate. Their results showed that both α-relaxation andβ-relaxation processes can significantly affect the fracture toughness enhancement. Recently, Brown 
et al. [7] also investigated different contents of 250 nm CSR (core-shell rubber) on the increase of Charpy fracture strength under cryogenic and room temperatures. They found that 5 wt% CSR improved the Charpy impact strength of epoxy; however, the Charpy impact strength was reduced by adding only 1 and 3 wt% CSR. Nonetheless, they did not address the issue of nano- rubber toughening of epoxies owing to different loading rates and temperatures. Hence, in this work, we chose 100 nm rubber particles as a toughener for epoxy to examine its effects on fracture toughness under three different temperatures and two loading rates. 
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2 EXPERIMENTAL METHOD  
2.1        Specimen preparation  The materials for the samples were based on a single-part epoxy formulation. The epoxy resin was standard diglycidyl ether of bisphenol A (DGEBA) with an epoxide equivalent weight (EEW) of 185g/mol, Araldite-F, supplied by Sigma-Aldrich Australia. The curing agent used was the cycloaliphatic secondary amine piperidine from Sigm-Aldrich. The spherical rubber particles averaged ~100 nm in diameter and 25 wt% concentration in bisphenol A resin was supplied in master batch by Kaneka Corporation, Japan. The nano- rubber modified epoxy resin was prepared by mixing plain DGEBA resin with 6 wt% nano-rubber. The prepared materials were heated to 60 0C and mixed continuously by magnetic stirring until a clear mixture was obtained, which was then degassed at 100 0C by evacuating for 1 h to ensure no bubble was trapped in the solution. Subsequently, a stoichiometric curing agent with a ratio of 100:5 was added and gently stirred. The final mixture was poured into the preheated mould for curing at 120 0C for 16 h. Following ASTM D5045-99 [8] single edge-notched beams (SENB) measuring 62(length) x 12.5(width) x 5.5(thickness) mm3 were used for the fracture toughness tests. A natural crack was introduced to each SENB specimen by tapping a razor blade to minimize the effects of residual stress and plastic deformation around the crack tip. Before testing, all specimens were annealed at 1000C for 3 h to remove any residual stress which might be introduced during the fabrication process.  
2.2        Fracture toughness measurements To study temperature effects (at -500C, 200C and 80 0C) on the fracture toughness of nano- rubber/epoxies, an environmental chamber was used. Two loading rates of 1 mm/min (using an Instron 5567) and 4m/s (using an impact tester ITR-2000) at 200C were also studied. These loading rates correspond to equivalent strain rates of 5x10-4s-1 and 120s-1 respectively, based on the SENB dimensions [9]. KQ can be determined from [8]: 
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where P is maximum load at crack initiation, W width of specimen, a initial crack length and f (α) is non-dimensional shape factor. If both specimen thickness and crack length satisfy the required plane strain conditions [8], KQ = KIC. Otherwise, KQ stands. In the test results presented below, only those at 800C are KQ values; all others are valid KIC values. After testing, the fracture surfaces were also examined with optical microscopy.   
3 RESULTS AND DISCUSSION  The effect of two loading rates on toughness and relevant typical load-displacement curves of E and R6 at 20 0C are shown in Fig. 2(b) and Fig.1 respectively. The opposite trends observed are interesting. For E, the toughness increases, but for R6 it decreases, from 5x10-4 s-1 to 120s-1. The high rate induced temperature rise [5] is insufficient to cause crack-tip thermal blunting (e.g., 20 0C in E) and the rate effect becomes dominant. In neat epoxy, both Young’s modulus and yield strength increase with loading rate, which explains why the toughness is increased (by ~30%) using a critical crack opening 
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displacement fracture criterion. However, there is little difference in the fracture surfaces shown in Fig. 3(a) and 3(c). In rubber-modified epoxy, the distinctly different failure mechanisms are displayed in Fig. 3(d) and 3(f). At 5x10-4 s-1, a stress-whitened fracture surface owing to rubber cavitations and matrix shear bands is displayed yielding a high toughness; but at 120 s-1, the fracture surface is brittle because the high strain rate has suppressed these deformation mechanisms.  

 
Figure 1. Typical load-displacement curves under two loading speeds of  

1mm/min (strain rate: 5x10-4 s-1) and 4m/s (strain rate:120 s-1)  

        
 (a) Effect of temperature  (b) Effect of strain rate 

Figure 2. Effect of temperature and strain rate on fracture toughness 
 The temperature effect on the fracture toughness of neat epoxy (E) and rubber modified epoxy (R6) tested at 5x10-4 s-1 is shown in Fig. 2(a). It can be seen that the toughness of E increases slightly when the temperature changes from -50 0C to 200C but it rises sharply at 800C. In contrast, R6 displays higher toughness values at -500C and 200C compared to E. A very high toughness (2.6-fold increase of E) is achieved at 200C, which is consistent with our early work using compact tension samples [1]. At 800C, the toughness of R6, however, drops substantially and is even less than that of E.   At -500C and 200C, the fracture surfaces of E (Fig. 3(a)) are smooth and brittle with many short ridges at the initial crack-tip. But at 800C, obvious river pattern formed from these ridges is widespread on the fracture surface (Fig. 3(b)) with a distinct thickness reduction. These fractographs are consistent with the toughness results given in Fig. 2(a). For R6 with 6 wt% nano-rubber in epoxy, stress-whitening (indicative of high 
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toughness) occurs at 200C (Fig. 3(d)) but it disappears at 800C and is replaced by the river lines (Fig. 3(e)). Again, there is a thickness reduction in R6 but its toughness is lower than at 200C.      

 
Figure 3. The overall fracture surface morphology of tested specimens   

4 SUMMARY AND CONCLUSIONS  The toughening effect of nano-rubber particles under different temperature and loading rate were examined in terms of fracture toughness. Two major conclusions can be made below:  (a)  Nano-rubber toughens neat epoxy at a low strain rate of 5x10-4/s, but it deteriorates the toughness of epoxy at the high strain rate of 120 s-1of 4m/s.   (b)  Nano-rubber offers significant toughness increase to epoxy at 200C and -500C; however, it deteriorates the toughness of epoxy at 800C. 
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ABSTRACT  Interface modification of carbon fiber reinforced polyphenylene sulphide (PPS) composites was studied by microbond test. The effects of silane coupling agent treatment and atmospheric plasma treatment on the interfacial adhesion and micromechanics of PPS/CF composites were investigated. The results showed that the apparent interfacial shear strength (τapp) of CF/PPS with coupling agent treated carbon fiber was increased by 13.2% compared to the untreated samples. Meanwhile, the corresponding macro tensile and bending strength and modulus of PPS/CF composites were also increased. The τapp of samples with plasma treated carbon fiber reduced from 40.9±3.9 to 35.3±5.0MPa, however, which of the micro-composites with plasma treated PPS increased by 17.1%.  
 
1 INTRODUCTION 
 Polyphenylene sulfide (PPS) is a kind of semi-crystalline engineering thermoplastic with high chemical resistance, excellent thermal stability, flame retardance and good mechanical properties, etc.  Therefore, PPS is an ideal high performance matrix for thermoplastic composite [1]. Carbon fiber (CF) has been widely used as a reinforcement of PPS due to its excellent comprehensive performance. However, the strength of CF reinforced PPS composite is always much lower than the theoretically predicted value due to the weak interface [2]. Thus, the research on interface modification of carbon fiber reinforced PPS composites is very important in the composites applications.   Plasma and silane coupling agent treatments are widely used in surface modification of reinforcing fiber and resin fiber to improve the interfacial adhesion. However, the quantitative research on what content the plasma and silane treatment can improve is still limited.  In this paper, we present our recent work on the interfacial adhesion behaviour of PPS/CF composites. Either air dielectric barrier discharge (DBD) plasma or silane coupling agent treatment was employed to modify the PPS/CF interface adhesion. 
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2 EXPERIMENTAL  Poly(phenylene sulfide) resin, injection grade for silane coupling agent modification (Philip Petroleum Co., USA) and fiber grade for plasma modification (Poly Plastics, Japan), and commercial carbon  fiber (T700SC-12000, Toray Co, ltd, diameter of 7μm) were employed in this study. Microbond test was used to measure the interfacial adhesion between carbon fiber and PPS resin. A novel, simple and efficient microdroplet preparation procedure has been established for thermoplastic composite (As shown in Figure 1) [3, 4]. Variations of surface morphology and chemical composition were analysed by scanning electron microscopy (SEM) and X-ray photoelectron spectroscopy (XPS).  

 
Figure 1. Forming procedure of thermoplastic resin droplet on carbon fiber 
monofilament and an optical microscope photograph of one microdroplet 

 The apparent interfacial shear strength (τapp), calculated from Equation 1[5], was traditionally used to estimate the efficiency of matrix and/or fiber surface modification.  
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 Where df is the fiber diameter, le is the embedded length.   

3 EXPERIMENTAL RESULTS AND DISCUSSION  Generally, there are three main factors in determining adhesion between fiber and matrix: (1) covalent bonds between the fiber and the matrix (chemical bonding), (2) wettability of the fiber by the matrix (physical bonding), and (3) micro-mechanical interlocking [6]. For thermoplastic polymer composite, there may often be little or no covalent bonds formed across the interface, physical bonding and micromechanical interlocking are the primary factors influenced the interfacial strength of fiber/matrix.  
3.1 Effect of coupling agent on τapp Silane coupling agent bears alkoxysilane groups and a large number of functional groups which ensure a good compatibility between the reinforcing element and the polymer matrix.  There are only a few articles relating to the influences of silane coupling agent on the interfacial shear strength and mechanical performance of carbon fiber reinforced polymer composites, especially for the CF/PPS composites. In this study, CF was first modified by surface coating of silane coupling agent to improve the interfacial adhesion between carbon fiber and PPS resin. Microbond, tensile and flexural tests were conducted to verify the effects of silane coupling agent on the CF/PPS interfacial adhesion and mechanical properties.  The effect of silane coupling agent on τapp values of the CF/PPS composites is presented in Figure 2. The average shear strength ( appτ

— ) of CF/PPS with coupling agent treated carbon fiber is 35.6±4.9MPa, which is 13.2% higher than that of the untreated samples 
366



which illustrates that the positive effect of the coupling agent on the interface bonding between carbon fiber and PPS resin. Meanwhile, the corresponding tensile and flextural properties of PPS/CF composites were tested by a universal testing machine (AG-10TA, Seiko), according to Chinese Standard GB/T1040-1992 and GB/T9341-2000, respectively, at 20°C. As shown in figure 3(a), for the 20wt% CF reinforced composites, the tensile strength was improved from 129.1MPa to 174.7 MPa when 3% coupling agent was added. Meanwhile, the tensile modulus was also increased from 3.4GPa to 4.3GPa. Figure 3(b) shows that the flexural strength and modulus were also increases by 23.2% and 15.7%, respectively, at the presence of the coupling agent.   

 
Figure 2. Microbond test results of CF/PPS composites with carbon fiber  

with (a) and without (b) KH560 coating 
 

 
Figure 3. Tensile(a) and flexural properties(b) of PPS/CF composite 

with/without KH560 
 As shown in figure 4, coupling agent could form chemical bonding interface layer (as white arrows marked) between fiber and matrix which may be a reason for the modification of interfacial strength and improvement of the mechanical properties.  

3.2 Effect of plasma treatment on τapp For many types of fibres, such as organic fibers and glass fiber, plasma treatment improves fiber–matrix adhesion largely by introducing polar, excited groups, and even a new polymer layer. In some cases, plasma treatment can roughen the surface of fiber to increase mechanical interlocks between the fiber and the matrix. Nevertheless, for the case of CF, the 
 

Figure 4. SEM photographs of tensile  
fractured surfaces of CF/PPS  

composites (a),(b)-original PPS,  
(c),(d)-PPS with KH560 
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situation is more complicated [7]. CF and PPS fiber were treated by air dielectric barrier discharge (DBD) plasma at atmospheric pressure in this study. The discharge voltage and discharge time for CF and PPS fiber were 1kW/60s and 1kW/ 30s, respectively.  Comparative tests of PPS/CF with treated carbon fiber and treated PPS fiber samples were made to investigate the influence of plasma treatment on the interfacial shear strength of CF/PPS micro-composite.  

 
Figure 5. Comparison of maximum pull-out force(Fmax) and the corresponding 

interfacial shear strength (τapp) as a function of embedding length(le) for 
microbond specimens with different materials plasma treated 
(a)-untreated; (b)-plasma treated CF; (c)-plasma treated PPS 

 The values of appτ
—  of three groups are given by Figure 5 (a)-(c), which are 40.9±3.9, 35.3±5.0 and 47.9±6.7MPa, respectively. It is clear that composites reinforced by plasma treated fibers exhibited lower values of interfacial shear strength compared to that reinforced by untreated fibers. This result is different from most previous studies, in which some possible reasons for the enhancement of interfacial shear strength by plasma treatment were summarized, such as high surface roughness of fiber, introduction of chemical composition on the fiber surface, modification of fiber surface wettability. To figure out the reason of this reduction in interface strength, SEM and XPS were conducted to obtain the variations of morphology and chemical composition on the surface of carbon fiber before and after plasma treatment.   The XPS results of C1s spectra of CF with or without plasma treated were shown in Table 1. The O/C atomic ratio on the surface of CF was increased from 20.2% to 28.5% after plasma treatment.  Some reactive oxygen groups, ester for example, were increased obviously. All of these lead to an increase of specific surface area and surface wettability.  However, PPS is a kind of nonpolar thermoplastic polymer with an ordered alternating arrangement of phenylene and sulfide atoms. There is little chemical bonding between the matrix and CF with reactive groups after plasma treated, which leads to worse compatibility and the decrease of τapp. In addition, part of sizing agent coated on the surface of CF, which is benefit to the interfacial bonding between CF and PPS, was removed by plasma etch, which may be another reason for the decrease of τapp.   

Table 1. XPS C1s spectra of carbon fiber surface with and without plasma 
treatment and correlative carbon-containing groups on carbon fiber surface Content of functional group (%) and O/C ratio CF C-C,C-H (284.8eV) -C-OH,-C-O-C (286.5eV) -C=O (286.9-287.3eV) -COOH,-COOR (289.4eV) O/C Un-treated 56.9 39.3 3.8 ------ 20.2 Plasma-treated 57.8 31.2 12.6 8.4 28.5 
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However, the average interfacial shear strength of samples with plasma treated PPS fiber increased by 17.1% (as shown in Figure 5). From XPS analysis (Table 2) we can see that the plasma treatment successfully increased the concentration of sulfide oxides (S=O and O=S=O) on the surface of polyphenylene sulfide fiber, which could change the wettability of the resin on the carbon fiber surface and finally improve interfacial mechanical properties of the system.  Contrast with the research mentioned above, it can be concluded that the nonpolarity of PPS molecular structure is the reason responsible to the poor wettability and poor interfacial adhesion between carbon fiber and PPS. In light of this finding, some new methods for the modification of CF/PPS composites could be put forward.  
Table 2. Concentration of different sulphur-containing groups of PPS fiber surface 

before and after plasma treatment sulfur-containing groups(%) PPS -S-(163.5eV) S=O(165.6eV) O=S=O(168.9eV) Un-treated 100 0 0 Plasma-treated 44.7 8.9 46.4   
4 CONCLUSIONS  Interface modification by air plasma treatment and coating silane coupling agent was carried out to improve the interfacial adhesion between carbon fiber and PPS resin. The existence of coupling agent can improve the interface bonding performance between carbon fiber and the PPS resin and improve tensile and bending performance of PPS/CF composites as well. It was found that the interfacial shear strength of samples with carbon fiber plasma treated reduced by 13.7%, due to the remove of the size layer coated on the surface of CF, though the surface roughness and O/C atomic ratio of carbon fiber were increased after plasma treatment. However, the interfacial shear strength of samples with plasma treated PPS fiber increased by 17.1%. The nonpolarity of PPS molecular structure should be responsible for the poor interfacial adhesion between carbon fiber and PPS.    
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ABSTRACT 
 In this work we demonstrated how to utilise graphene platelets by melt compounding and solution mixing to develop polymer composites based on a commercial elastomer, styrene-butadiene rubber (SBR) which has inherently low stiffness and strength. The electrical volume resistivity decreased abruptly by several orders of magnitude at ~5.3 vol% in the case of composites made by solution mixing and at ~17 vol% for the melt-compounding composites, confirming the formation of conductive networks in the matrices. Nearly all the mechanical measurements for the solution-mixing composites except the fracture strain demonstrated higher improvements than those for the melt-compounding composites.    
1. INTRODUCTION  Polymers have witnessed the most rapid increase in industrial applications over the past decades due to their high specific strength and low manufacturing cost. Elastomers (rubbers) are a type of polymers that can elongate 1000%, but they are inherently limited by low tensile strength and Young’s modulus and lack of electrical and thermal conductivity. Conducting elastomers are vital for aerospace and biomedical, micro-electromechanical systems [1]. Compounding elastomers with fillers is a widely used method to improve the mechanical and physical properties and also to provide new functionalities such as electrical and thermal conductivity.  Graphene—a flat sheet of carbon just one atom thick—shows promise for functional nanocomposites: it is the stiffest and strongest materials measured to-date (Young’s modulus 1 TPa and intrinsic strength 130 GPa) while upon loading it can elongate 25% of its original length. Graphene carries higher electrical/thermal conductivity and provides higher reinforcement [2-5] than multi-walled carbon nanotubes; it also carries non-toxicity, isotropic electrical/thermal conductivity on the graphene plane, and low viscosity when compounded with a polymer.  There are three methods for compounding nanofillers with elastomers including in-situ polymerisation, solution mixing and melt compounding. Because the 1st method does not suit well industrial applications, we focus on the other two processes in this study. Most of the work in this field used graphene oxide as a precursor, which takes much time to produce large amount, produces much acids and solutions as side products impacting on the environment while adding more costs to the fabrication process. Our group has developed a facile route to fabricate graphene platelets (GnPs, each platelet comprising 2–4 graphene layers), by thermal shocking a graphite intercalation compound and then sonicating the expanded product in solvent such as acetone.  
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In this article, we will study the effect of fabrication methods on the structure and properties of the SBR composites, which includes: (i) employing a common furnace with an ultrasonication bath to produce GnPs, (ii) fabricating SBR/GnP composites by melt compounding and solution mixing, and (iii) investigating the effect of fabrication on the morphology and the structure–property relations of the composites.    
2. EXPERIMENTAL SECTION 

 
2.1. Materials  Styrene-butadiene rubber (SBR 1502, 23.5% styrene and 76.5% butadiene) was provided by Jilin Petrochemical Limited, China, with a Mooney viscosity of ML(1+4) at 100 °C= 52. A commercial graphite intercalation compound (GIC, Asbury 3494) was kindly provided by Asbury Carbons (Asbury, NJ). Curing chemicals were purchased from market, for the vulcanization process. Tetrahydrofuran was purchased from Sigma-Aldrich (Australia).   
2.2.  Preparations  
Graphene platelets (GnPs). 1 g of a graphite intercalation compound (GIC) was carefully moved into a crucible preheated in a common furnace at 700 °C, and treated for 1 min, followed by cooling. Safety procedures, such as placing the furnace in a fume cupboard to prevent nanoparticle inhaling hazard and wearing safety glasses, respirator, and heat resistant gloves, are required in this process. The expanded product was immersed in tetrahydrofuran (THF, 1 wt %) in a metallic container and treated in an ultrasonication bath (200 W at 42 kHz) for 1 hr below 30 °C. Upon sonication, the expanded product in suspension was able to split into platelets of 2–4 nm in thickness, as reported in our previous works [6, 7]. This suspension would be used for the following preparation by solution mixing. For melt compounding, GnPs have been filtered, collected and then dried in a ventilated oven at 120 °C overnight.  
 
Elastomer/GnP nanocomposites: To produce a solution-mixed composites, a given weight of SBR was dissolved in THF (4 wt %) and heated to 90 °C by an oil bath and a round-bottom flask equipped with a condenser. To prevent SBR sticking to the flask bottom, we split it into many small pieces, which were added one by one with magnetic stirring. The SBR solution was mixed with the aforementioned suspension under mechanical stirring at 200 rpm, followed by one-hour sonication below 30 °C. Then ~60% THF was evaporated by heating up to 60 °C with mechanical stirring. Using ethanol, the mixture was precipitated, collected, washed and dried at 60 °C using a ventilated oven for 12 hrs.   Melt compounding was conducted by a two-roll mill. GnPs were added to SBR sheet gradually to avoid loss. Curing agents were mixed with the blend using a compounding formula, where 100 g of SBR is mixed with 2 g sulfur, 0.5 g of Dibensothiazole disulfide (DM), 0.5 g of Diphenylguanidine (D) and 0.2 g of Tetramethylthiuram disulfide (TT). Vulcanization was carried out at 150 °C for 23 min under 3 MPa. In this study, the nanocomposites prepared by solution mixing are denoted s-nanocomposites and those by melt compounding are named m-nanocomposites. The density of graphene was taken as that of graphite, 2.26 g/cm3, and the matrix density was assumed to be 1.043 g/cm3; thus we were able to convert wt% to vol% using eq.1: 

ܸ = ߩ ܹߩ(1 − ܹ) + ߩ ܹ                    (Eq.1) 
 

2.3. Characterization The characterization techniques are presented elsewhere [8]. 
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3. RESULTS AND DISCUSSION  
 

3.1.  Morphology  Figure 1 shows X-ray diffraction patterns of the graphite intercalated compound (GIC), expanded product, neat SBR and its composites at 2.4 vol%. SBR is amorphous and thus shows no diffraction. All other materials show a diffraction at 2θ=26.5° corresponding to the graphitic structure at (002) plane. It also identifies the discrepancy of internal structure of the composites prepared by both methods. Although a diffraction at 2θ = 26.5° is seen for both composites, a higher diffraction intensity is seen for the composite fabricated by solution mixing  (s-nanocomposites). We attribute it to the change of coherence of the layered structure of GnPs in the matrix as shown in Figure 1 inset. Solution mixing retained the lateral dimension of GnPs, but they broke into smaller GnPs in melt compounding. It is known that larger lateral dimension of nanolayers should have more coherence and hence higher diffraction intensity.   Figure 2 contains representative TEM micrographs of the 2.4 vol% SBR/GnP nanocomposite prepared by solution mixing (Figure 2a) and melt compounding (Figure 2b). In Figure 2a, many sites are lightly grey in color as pointed out by blue arrows, and we can also see dark sites by red arrows. The grey areas could be monolayer or few-layer graphene exfoliated in the matrix during preparation. The dark sites may refer to stacked graphene platelets during preparation. On the other hand, graphene stacks can be readily found from the matrix in Figure 2b. In brief, GnPs exfoliate better in the solution-prepared nanocomposites, corresponding to the following analysis on the functional and mechanical properties.   

  
Figure 2. TEM micrographs of 2.4 vol% nanocomposite prepared by:  

(a) solution mixing [9] and (b) melt compounding [10]. 

(a) (b) 

 
Figure 1. XRD patterns of neat SBR, 

graphene platelets and their 
nanocomposites. 
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3.2. Electrical conductivity  Figure 3 shows the electrical volume conductivity of these two groups of composites. The electrical volume conductivity values increase abruptly by several orders of magnitude at ~5.3 vol% in the case of solution mixing and ~17 vol% for melt compounding composites, confirming the formation of a conductive network inside the elastomer matrix. The divergence of percolation thresholds between the two methods is mainly because solution mixing is more effective to exfoliate GnPs and also retain their aspect ratio.   
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Figure 3. Electrical volume conductivity of SBR nanocomposites  

prepared by solution mixing and melt compounding. 
 

3.3. Mechanical properties  Figure 4 contains the mechanical properties of neat SBR and its composites prepared by the two methods. Nearly all the measurements except fracture strain demonstrate higher improvements than m-nanocomposites; at 10.5 vol%, tensile strength, Young’s modulus and tear strength for s-nanocomposite are respectively improved 390%, 580% and 500%, compared to 137%, 145% and 193% for m-nanocomposite.   The improvements in mechanical performance are attributed to the exceptionally high mechanical performance of graphene — Young’s modulus ~1 TPa, ultimate tensile strength ~130 GPa and an ability to elongate a quarter of its original length upon loading, which are far higher than those of elastomers (~1 MPa in Young’s modulus).   The key factors for reinforcement include a uniform dispersion of fillers and their possible orientation in the matrix, a large interfacial area and strong interactions between different phases, and a high aspect ratio (or the shape factor). These conditions are met better via solution mixing, since solution mixing provides more interlayer spacing for intercalation of macromolecules.   
4. CONCLUSIONS  Layered materials, such as clay and graphite, have attracted increasing interest over the past decades. Elastomers can be deformed to large deformations and then elastically spring back to their original form, but they have inherently low stiffness and strength and thus are in need of reinforcement for practical applications. In this work we demonstrated how to utilise graphene platelets by melt compounding and solution mixing to develop polymer composites based on a commercial elastomer, styrene-
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butadiene rubber (SBR).The comparison between the two processes demonstrated that solution mixing is more effective in promoting the reinforcing effect of GnPs, since it provides more interlayer spacing for elastomer molecules to intercalate and retains the high aspect ratio of GnPs leading to filler–filler network at a low volume fraction. It shows that the structure and various properties elastomer/graphene composites are overwhelmingly dependent upon the processing history and morphology.  
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Figure 4. Solution mixing versus melt compounding: (a) tensile strength,  

(b) Young’s modulus, (c) tear strength and (d) strain at break. 
 
 
5.  REFERENCES 
 1. Yang J, Tian M, et al. Acta Materialia 2007;55(18):6372-6382. 2. Paul Podsiadlo AKK, Ellen M. Arruda, et al.  Science 2007;318 (5847):80-83. 3. Paul DR and Robeson LM. Polymer 2008;49(15):3187-3204. 4. Goettler LA, Lee KY, and Thakkar H. Polymer Reviews 2007;47(2):291-317. 5. Zeng QH, Yu AB, et al. Journal of Nanoscience and Nanotechnology 2005;5(10): 1574-1592. 6. Zaman I, Ma J. et al. Advanced Functional Materials 2012;22(13):2735-2743. 7. Zaman I, Ma J. et al. Polymer 2011;52(7):1603-1611. 8. Sherif A, Jun M, et al. Nanotechnology 2013;24(16):165601. 9. Araby S, Ma J., et al. Polymer 2014;55(1):201-210. 10. Araby S, Ma J., et al.  Polymer 2013;54(14):3663-3670.   

(a) 
(c) 

(b) (d) 

374



_________________________________________ 

© The author(s) and/or their employer(s), 2014 

Effect of rare earth on the characterization of 
corrosion of low carbon steel in CSP 
 
T. Li 

1,2, M. Qin 
1  

1 Key Lab of Integrated Exploitation of Bayan Obo Multi-Metal Resources,  
Inner Mongolia University of Science & Technology, P.R. China 

2 School of Material and Metallurgy, Inner Mongolia University of Science & 
Technology, P.R. China 

 
 
 
 
 
 
 
ABSTRACT  The periodic immersion corrosion test of low carbon steel in CSP with and without RE was carried out in simulated marine environment. The surface morphology, corrosion dynamic law and components of the corrosion products and electrochemical properties of samples were investigated by digital camera, XRD, Raman and electrochemical station. The results show that the corrosion of low carbon steel in CSP is mitigated after 240 hours immersion with RE, the corrosion resistance increases too. Compared with the sample without RE, RE promotes the formation of compact α-FeOOH and Fe3O4 within the rust layer, thereby mitigates the corrosion of the low carbon steel in CSP.   
1  INTRODUCTION  Low carbon CSP steels, as important structural materials, are widely used in buildings, bridges, pressure vessels, etc [1]. With the increase of application, the economic loss caused by the atmospheric corrosion is becoming more and more serious, especially in the marine atmosphere with high humidity and chloride ion [2].  So, the investigation of atmospheric corrosion behavior of low carbon steels is essential to ensure integrity and safety of structural materials. Previous studies[3-5] have shown that RE can improve the corrosion resistance of steels. Due to rich reserves of RE in China, it is significant to carry out the research on the effects of RE on corrosion behavior of low carbon steels in CSP to the development of new RE steels with Chinese characteristics.   
2  EXPERIMENTAL  
 
2.1  Experimental material The experimental materials were both processed in one of the iron and steel companies in China. During the continuous casting process, the rare earth wires were fed into the mold of CC slab. The compositions of two types of steels in CSP were shown in table 1. Sample 1# and sample 2# are low carbon steels without RE and with RE, respectively. 
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Table 1 The alloying elements of the experimental steels / (mass%) Number C Si Mn P S Ca RE 1# 0.044 0.013 0.14 0.008 0.007 0.0018 0 2# 0.037 0.014 0.14 0.014 0.005 0.0018 0.009 
 

2.2  Accelerated corrosion test An EA-08 type equipment of cyclic wet-dry immersion was used to simulate the corrosion process in marine atmosphere environments, and 3.5% NaCl was used as immersion agents. All experiments were performed at the ambient temperature 45±2℃ and the solution temperature 35℃ as long as 480h. Each wet/dry cycle consists of 10 min immersing period and 50 min a drying period. The specimens for weight loss measured with a dimension of 30mm×20mm×5mm, were degreased by acetone and grounded with SiC papers sequentially to No. 800 grit, then followed by cleaning in ethanol. After drying and weighting, the specimens were hang up in the cyclic wet-dry immersion equipment. Similarly, the electrochemical samples with a dimension 10mm×10mm were polished by abrasive papers from No. 400 to No. 1000, and were inlaid with epoxy resin, then, were hanged up in the equipment.   
2.3  Surface analysis and electrochemical measurement The samples were taken out after 72h, 120h, 240h, 360h, 480h. Right after that, corrosion-section morphologies of corrosion products on the surfaces of samples were examined by a digital camera. The phase analysis of corrosion products were characterized by XRD and Raman. The Potentiodynamic polarization measurements of the samples corroded for different time were carried out by 273A electrochemical station in 3.5 wt.% NaCl electrolyte. During the test, the applied potential ranged from -0.25 to +0.5 V SCE, the scan rate was 0.5 mV/s.  
 
3  RESULTS AND DISCUSSION 
 
3.1  Surface Morphologies of Corrosion Product The surface morphologies of corrosion production on the low carbon steel with and without RE after different wet-dry immersion time were shown in figure 1. As can be seen that the corrosion products covered all over the substrate after 72h immersion and both samples were most heavily corroded after 240h.  

 
Fig. 1 Surface morphologies of samples after 72h, 120h, 240h and 480h 

a, b, c, d-1#;   e, f, g, h-2# 
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Obviously difference between two types steels is that the rust layer of 1# samples was quite rough and uneven. Without RE, the corrosion product was cluster and bump in some area in initial stage, such as sites 1,2,3 and 4 mark in Fig. 1. With the increase of immersion time, local corrosion products drop from the substrate easily, just as sites 5 and 6 marked in Fig1. In contrast, it is flat, uniform of rust layer on low carbon steels with RE, which has stronger adhesion with substrates. As the chemical characteristics of RE elements was very active, La and Ce reacted preferentially with oxygen and sulphur to produce stable oxides and sulphides. The dispersion spherical RE oxides and/or oxy-sulfides inclusions were niform distributed into substrate and might act as corrosion active sites, hindered the cluster and bump of corrosion product, resulting in flat morphology and uniform corrosion. 
 
3.2  Rust composition and structure Figure 2 shows the XRD pattern of rust layer formed on two type samples after 72h, and 480h wet-dry immersion. In marine atmosphere, Crystallization effect of corrosion product on low carbon steels is poorer. We can see from fig.2 that both rust layers are mainly made up of Fe3O4 and γ-Fe2O3, with a small amount α-FeOOH and γ-FeOOH in the early stage. Corrosion reaction and formation process of the initial corrosion products progressed very rapidly and those initial corrosion products were subsequently transformed to α-FeOOH, γ-FeOOH. Correspondingly, the percentage composition of Fe3O4 and γ-Fe2O3 decreased gradually, as shown in table 2.  
               
 
 
 
 
 
 
 
 

Fig. 2 The XRD of corroded sample after 72h, 240h, 480h  a, b -1#; c, d -2# 
 

Table 2 XRD analysis Results/% Sample Corrosion time/h Fe3O4, γ-Fe2O3 α-FeOOH γ-FeOOH 1# 72 63 17 18 480 43 23 30 2# 72 64 17 16 480 40.6 27.2 30.6  Some researchers[6-8] suggested that α-FeOOH is the stable insulators and the most stable hydroxyl iron oxide. It provides better protection to the substrate. But γ-FeOOH has much less protection than α-FeOOH [9]. It is easy to fall off from the surface. In some cases, reaction of the Fe2+ with γ-FeOOH forms the Fe4O3. It is more stable than oxyhydroxide and therefore more protective to steel. The Raman results of phase composition of rust layer on two type steels after 360h test also evidenced the transformation from γ-FeOOH to Fe4O3, as shown in figure 3. So, It is reasonably accepted that the initial corrosion product of the steel mainly transforms to the mixtures of α-FeOOH and Fe3O4.  

               
 
 
 
 
 
 
 
 

                                                          



According to the value in Table 2, the content of α-FeOOH increased much slower and γ-FeOOH increased much faster of 1# samples than that of 2# samples. Therefore, we can deduce that RE could promote the formation of compact phases Fe3O4 and could transformate from amorphous ferric oxyhydroxide into the more stable α-FeOOH. Consequently, RE enhanced the formation of uniform, compact rust layer and further improved the protection of the low carbon steel substrate.  
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Fig. 3 The Raman results of rust composition of samples after 360h wet-dry 

immersion (a)-1#; (b)-2#  
3.3  Weight loss and Corrosion rate Fig. 4a shows weight loss with immersion time of two types of samples. It can be seen that corrosion weight losses of both materials increased monotonically with the prolonging of time. Compared to 1# sample, the weight loss of 2# samples was distinctly smaller after 240h immersion. From 240h to 480h, corrosion weight loss of 2# samples was about 5-12 percent lower than that of 1#samples. From Fig.4, it can be seen that the corrosion rate of both steels increased onset and then decreased gradually, as well as the study result of Yuantai Ma[10]. Compared to 1# samples, the corrosion rate of 2# samples was slightly higher on early phase but became very lower in the late stage. After 480h test, the corrosion rate of 2# samples was 1.2 (gm-2h-1), about 28% percentage lower than that of 1# sample which was 1.67(gm-2h-1).   In the initial stage, corrosion active point increased by the addition of RE, promoting the electrochemical reaction occurred on the surface of electrode. As a result, the corrosion rate of 2# samples was higher than that of 1# samples. Meanwhile, rust layers were thin and loose, have no obvious effect on electrochemical reaction of both steels.   
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Fig. 4 Fitting curves of Corrosion weight loss and corrosion rate varying with time 

a- corrosion weight loss: b- corrosion rate  With the increase of time, corrosion products played an important role in the atmospheric corrosion of steels. The compact rust layer can act as a diffusion barrier and thus delay the oxidation and corrosion processes. Thereby, the corrosion rate was decreased. RE promoted the formation of compact rust layer, therefore, the protection of corrosion products is relatively strong. Moreover, the formation of RE compounds possible restricted the availability of aggressive species and electrolyte to the metal surface, thereby reducing the rate of corrosion. 
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3.4  Potentiodynamic polarization Potentiodynamic polarization curves of two samples at different time were shown in Fig.5. At early stage, the zero current potential of samples with RE was negative to that of the samples without RE. It perhaps because that RE increased the corrosion active site and accelerated the electrochemical reactions. However, after 240h, the zero current potential which was associated with the oxidation of the steel surface became more positive, indicating that the corrosion product became thick and firm. Consistently, the current density of 2# samples was smaller than that of 1# samples which was possible due to that the RE compounds in rust layer and compact products formation on the surface blocked the anodic dissolution of the steel. Once the compact rust layer was formed and developed by addition of RE, the diffusion process and the electrochemical reaction on the surface of steels substrate would be slower. Combined with results shown in Fig.1, RE reduced the cluster of Fe3O4 and enhanced the protection for substrate.  The corrosion resistance was improved. 

 
Fig. 5 Polarization curve of samples varying with time a-1#; b-2# 

 
 
4  CONCLUSIONS  In simulated marine atmosphere, RE can improve the uniformity of rust layer in the early stage and promotes the formation of compact phases α-FeOOH and Fe3O4 in the late stage of low carbon steel in CSP. After a certain time, the zero current potential improved and the current density decreased as well as the corrosion rate decreased with the addition of RE with the extension of time. RE promotes the formation of compact and adhesion rust layer is the major reason for the corrosion resistance improvement in certain extent.   
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ABSTRACT 
 In order to improve corrosion-resistance and mechanical properties of A36 plate steel in the analogy seawater (3.5% NaCl solution), a rare earth (RE) metal, Ce, was added into the steel during the course of manufacturing. The corrosion products were collected and analyzed by using SEM, EDS and XRD. Meanwhile, the impact toughness of A36 steel plate was measured at 273K. The experimental results indicated that A36 plate steel with the addition of Ce showed better corrosion-resistance than the steel without the element being added. Corrosion products were found mainly being oxides (Fe2O3 and Fe3O4.) and FeOOH. The mechanical properties of A36 experimental steel were improved, with its tensile strength being increased by 6%, yield strength by 8%. When the Ce content reaches up to 0.009%, the impact toughness of steel was increased by 9%.   
1. INTRODUCTION 
 Nowadays, low alloy steel still remains the main metallic material in ship and ocean engineering for its low price and good general mechanical performance. However, the steel has a poor corrosion resistance in seawater, so, it is very necessary to develop new type of ship plate steel which can endure marine atmospheric corrosion because traditional carbon steel can't form a protective rust layer in marine atmosphere that has a rather high NaCl content [1]. Some researchers both at home and abroad have found that RE can reduce the diffusion coefficient of hydrogen in steel and inhibit beneficiation of hydrogen in the crack tip plastic zone. Therefore, hydrogen’s reduction greatly improves the service life of the material [2]. In this paper, A36 ship plate steel is added with RE Ce. Room temperature stretch, impact at 0°C and weekly immersion accelerated corrosion experiments have been carried out. The corrosion behaviors of A36 Ce ship plate steel were studied with simulation of immersion in seawater solution and comparison method. Meanwhile, it aims at improving the service life of material and providing theoretical foundation for industrial manufacture.   
2. EXPERIMENTAL PROCEDURE 
 This experiment selected a A36 ship plate manufactured by Baotou Iron and Steel (Group) Co as the experimental material and pure metal Ce as annexing agent. The chemical compositions of A36 experimental steel are listed in Table 1. 
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There were three parallel samples in corrosion experiments. The specimens were inserted in the bracket vertically and were immersed in the simulated seawater containing 3.5% NaCl. Experimental cycles were chosen with 2, 9, 16, 21 and 28 days, respectively. After removal of the rust from the specimens, macro morphology of corrosion products was filmed by high digital camera, microstructure of corrosion surface was observed by SEM, elements of corrosion products were analyzed by EDS and XRD. Weight loss was measured to calculate the corrosion rate. Self-corrosion potential, polarization curve and alternating-current impedance were also measured in Solartron1280B electrochemical workstation. Potential sweep frequency of 1×10-2 -1×105Hz was selected in the range of -0.25-0.5mV.  
Table 1 The chemical compositions of A36 experimental steel   mass % No. C S Si Mn P Alt Cr Ce 1# 0.13 0.0037 0.21 0.79 0.015 0.023 0.32 0 2# 0.14 0.0035 0.20 0.78 0.011 0.022 0.34 0.002 3# 0.12 0.0033 0.21 0.77 0.013 0.025 0.33 0.003 4# 0.14 0.0032 0.23 0.78 0.014 0.026 0.30 0.009  Impact test sample should be processed into standard v-notch, sample’s size was 10mm×10mm×55mm. The test was carried out in 0oC water. The instantaneous impact velocity of the tester was 5.0-5.5 m/s. Tensile property at room temperature was measured through CSS-88500 electronic universal testing machine with a rate of 1.50mm/min.   

3. EFFECT OF RE Ce ON THE MECHANICAL PROPERTIES OF A36 SHIP PLATE 
STEEL 

 
3.1  Effect of RE Ce on the tensile test of A36 ship plate steel at room temperature Through tensile test at room temperature, steels tensile strength, yield strength, elongation, reduction of area affected by RE are obtained. The results are listed in table 2.   

Table 2 Results of tensile test at room temperature No. Rm/MPa Re/MPa A/% Re/Rm 1# 551.635 358.563 30.885 0.65 2# 585.310 386.358 42.221 0.66 3# 597.231 406.117 45.281 0.68  After adding RE into the steel, yield strength Re has improved 8% to 386.35MPa, tensile strength has improved 6% to 585.310MPa and elongation A has a little change while yield ratio Re/Rm has a little rise. Tensile strength and yield strength of A36RE ship plate steel are both improved while elongation and reduction of area both have a modest increase. These properties change because Ce makes sundry metamorphism and modification in the steel. Long strip inclusions along rolling direction have refined pearlitic structure. Metamorphous inclusions and smaller ones have both reduced the generation of crack source in substrate. All the reasons above have improved the tensile strength, ductility and toughness of the steel.  Macro and micro morphology of tensile fracture from 1# steel and 3# steel at room temperature are as shown in Fig.1. According to macro morphology, there is obvious radiation fiber area at 1# steel’s fracture, whose characteristic is ductile fracture mixed with brittle fracture and the direction of crack is the same as that of radiation. There is 
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plastic fracture in 3# steel. Fiber area is made up of numerous fibrous “small peaks” whose small cant form a certain angle among themselves[3]. According to microstructure, in 1# steel, overall appearance of fracture is not homogeneous and there are big holes, dimples are shallow and the number of distribution is uneven. There are also irregular flake inclusions beside the dimples. In 3# steel, overall appearance of fracture is close to isometric dimples. Dimples are well-distributed. The quantity, size and depth of dimples have significantly increased compared with 1# steel. Besides, small globular inclusions that distributed at the bottom of dimples appear in the depth of dimples, which explains that 3# steel has an obvious plastic deformation before fracture by tensile stress.  In 1# steel, its plasticity and toughness is relatively poor because of the existence of radiation area which results in smaller size of fiber area compared with 3# steel. Adding RE Ce into A36 ship plate steel turns tensile fracture from ductile fracture mixed with brittle fracture into ductile fracture, which therefore improves mechanical properties of A36 ship plate steel at room temperature.  
 

 
  

 
Fig.1 Macro and micro morphology of tensile fracture (a) 1# steel; (b) 3# steel  

3.2 Effect of RE Ce on the impact toughness of A36 ship plant steel at 273K RE Ce can improve the low temperature impact toughness of A36 ship plate steel. Experimental results are listed in table 3. When Ce content is up to 0.003%, impact toughness starts to rise. When Ce content is up to 0.009%, impact toughness has improved by 9%. After adding RE, grain is refined and organization is well-distributed, which contributes to the improvement of impact toughness. By scanning electron microscope, Ce has formed small RE inclusions in steel. The RE inclusions are affirmed to be RE cerium oxide sulfur through analysis of EDS energy spectrum. inclusions in steel. The RE inclusions are affirmed to be RE cerium oxide sulfur through analysis of EDS energy spectrum.  
Table 3 The impact toughness of A36 ship plate steel at 273K No. 1＃ 2＃ 3＃ 4＃ Impact toughness /AK/J 257.6 249.4 267.1 281.7 Ce content /% 0 0.0020 0.0030 0.009 
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4. EFFECT OF RE Ce ON THE CORROSION PROPERTIES OF A36 SHIP PLATE STEEL 
 
4.1 Effect of RE Ce on the corrosion of A36 ship plate steel  As can be seen from Fig.2, there are point corrosion pits on the surface of 1# steel. The corrosion hole is deep and there are more holes than 2# steel. In 2# steel, its surface is relatively flat overall. Few shallow and wide corrosion pits are distributed on local area. The results above illustrate that adding RE into experimental steel has improved pitting corrosion resistance of the ship plate steel.  Fig.3(a) and (b) are respectively rust layer profiles of A36 ship plate steel and A36RE ship plate steel after 28d corrosion. Rust layer thickness of A36 ship plate steel is significantly thicker than that of A36RE ship plate steel. Rust layer of A36 has a poor continuity while the rust falls off seriously. Rust layer of A36RE is compact with good continuity. Because the rust layer of A36RE is connected to the substrate closely, it can prevent the oxygen from diffusing into the substrate effectively, which enhances cathodic polarization. The surface between rust layer and substrate of A36 ship plate steel is curve which means there are serious pitting corrosions on local surface of the steel. On the contrary, the surface between rust layer and substrate of A36RE ship plate steel is smooth which means corrosion in the steel is homogeneous.  

 
Fig.2 Micro morphology of the surface after 23d corrosion (a)1# steel (b)2# steel 

 
 

 
Fig.3 Rust layer of experimental steel after 28d corrosion (a)1# steel; (b)3# steel  

 
Fig.4 XRD analyses of corrosion products for 1# and 2# steel 
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At the beginning of the immersion test, sample surface has a direct contact with the corrosive medium. Under this situation, a large number of γ-FeOOH and Fe(OH)3  which have a mass of flocculent shape are generated. The two corrosion products both have unstable structure. As time goes by, corrosion products gradually transform into stable α-FeOOH and Fe3O4. Surface corrosion products of 1# steel and 2# steel are scraped to be analyzed by XRD. The results are shown in Fig.4. In two kinds of experimental steels, corrosion products are all Fe(OH)3, α－FeOOH, Fe2O3, γ－FeOOH, Fe3O4 and FeCO3.  
4.2  Electrochemical corrosion impedance measurement  As can be seen from Fig.5(a) and (b), the arcs of capacitive reactance about 30d samples for 1# steel and 2# steel are the longest with maximum value on impedance modulus while arcs of 9d are the shortest. The corrosion rate of A36 steel is slowest on 30d while fastest on 9d. Because from 9d on, inner rust layer gradually increases as corrosion time goes by. Therefore, corrosion products are covered on the surface interfering further corrosion to protect substrate from being corrosive. 

 
Fig.5 Changes of impedance curve over time (a)1# steel;(b)2# steel  Polarization curves of 1# steel and 2# steel in simulated seawater solution are shown in Fig.6. As can be seen from Fig.6, anode polarization curves of 1# steel and 2# steel are both smooth. There’s no phenomenon of passivation around anode area. Oxygen has participated in the electrode reaction process as a depolarizing agent in the cathodic reduction reaction. Under this situation, the electrode reaction is believed to be affected by the diffusion process of oxygen as depolarizing agent. Corrosion process will be diffusion controlled process. 2# steel’s polarization resistance is the biggest while corrosion is the lightest. 
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Fig.6 Comparison diagram of polarization curve for 1# and 2# steel 
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5. CONCLUSIONS  1) There’s a very obvious metamorphism effect by adding RE into A36 ship plate steel. Ce has formed small RE inclusions in steel. Appearance of fracture has been improved. Distribution of dimples is more homogeneous than before. 2) When Ce content reaches 0.009%, yield strength increases 8%, tensile strength Rm increases 6% and impact toughness at 0°C increases 9%. 3) The addition of RE has increased protective α-FeOOH in ship plate steel, which improves the protection ability of the rust layer for substrate. For the same corrosion same, A36 ship plate steel is corroded worse than A36RE ship plate steel. 
 
 
ACKNOWLEDGEMENT  This work was supported by the National Natural Science Foundation of China (51174114). 
 
 
REFERENCES 
 [1] Ri-zhang ZHU. Metal corrosion science [M]. Beijing: Metallurgical industry press, 1989:203. [2] Bai Shan, Zi Meng. The vitamin in steel – rare earth [J]. Metal World, 2004, 2(1):42-43. [3] Transformation Microstructure of Low Alloy Steels [C]. 2002 International Symposium on Microalloyed Steels, 2002, 134-14. Lou D, Cui K, Grong O. Effects of rare earth metals and calcium on solid phase 75. 
 

385



_________________________________________ 
© The author(s) and/or their employer(s), 2014 

Stress corrosion cracking of sensitized stainless 
steel type 304 in high-temperature, high-purity 
water environment 
 
T. Fujii, K. Tohgo, A. Kenmochi, Y. Shimamura 
Department of Mechanical Engineering, Shizuoka University, Japan      
ABSTRACT  This paper deals with experimental investigation of stress corrosion cracking (SCC) in sensitized stainless steel under an accelerated simulated environment in boiling water reactors. Constant load tests are conducted under high-temperature and high-purity water. The number and maximum length of cracks increase with increasing stress and testing time. The length of micro cracks is normally-distributed with the mean of 54μm and standard deviation of 20μm, which are close to those of grain diameter.  
 
 
1 INTRODUCTION 
 Stress corrosion cracking (SCC) is a phenomenon related to crack initiation and propagation due to local anodic dissolution on smooth surface and at crack tip (1), and occurs under specific combinations of material, environment, and stress condition (2). In nuclear power industries, much attention has been paid to SCC as a degradation phenomenon of materials and structures in nuclear power plants. Many studies on SCC in materials under high-temperature and high-purity water environment have been carried out (3). According to the fitness-for-service assessments for nuclear power plants in U.S. (4) and Japan (5), SCC remaining life is estimated by crack growth from the size of a crack detected by inspection to final failure. However, crack formation processes are not taken into account in the fitness-for-service assessments. In order to predict SCC remaining life, it is necessary to consider SCC processes from micro crack initiation to macro crack growth, simultaneously (6).  In this study, constant load tests in high-temperature and high-purity water containing dissolved oxygen as an accelerated test of SCC in boiling water reactors were conducted and micro crack initiation behaviour by SCC was investigated. The number of cracks and crack length were measured, and the influence of tensile load and loading time on SCC behaviour was examined. 
 
 
2 MATERIAL AND EXPERIMENTAL PROCEDURE 
 
2.1  Material and specimen Austenitic stainless steel type 304 was used. Table 1 shows the chemical composition. The solution heat treatment was performed at 1100°C for 1hour, and the sensitization heat treatment was performed at 750°C for 2hours and 500°C for 24hours. The reactivation ratio of the sensitized material was 29.3%. The 0.2% offset stress obtained by tensile test at 288°C was 140MPa.  
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Table 1 Chemical composition 

C Si Mn P S Ni Cr Fe 

0.06 0.47 0.82 0.03 0.003 8.05 18.16 Bal.   Fig. 1 shows the dimensions of a specimen. The specimens were machined from bulk material after the heat treatment and their surfaces were polished by waterproof papers. The specimens have three parts with different cross-section to realize three stress levels by one specimen. The specimen was wrapped by graphite fibre wool to form crevices, as shown in Fig. 2.  
 

          
 Fig. 1 Specimen configuration Fig. 2 Specimen setting 
 
2.2 Constant load test The constant tensile load tests were conducted under high temperature and high-purity water environment. The temperature, pressure, conductivity and dissolved oxygen concentration were 288°C, 8MPa, 0.1μS and 8ppm, respectively.   At first, the specimens were pre-immersed in the corrosive environment for 48hours to create oxide film on specimen surface. After that, the load corresponding to applied stresses of 175, 210 and 250MPa for three test parts of the specimen was applied. The experiments were terminated at 24, 48, 96 or 120hours. For each condition, four specimens were prepared. After the experiments, the specimens were etched by 10% oxalic acid.    
3 EXPERIMENTAL RESULTS AND DISCUSSION 
 
3.1 SCC behaviour  Fig. 3 shows variation in crack distribution with testing time of 24, 48, 96 and 120hours under applied stress of 250MPa. Fig. 4 shows schematic drawing of the crack profile corresponding to Figs. 3. In all specimens, a number of micro cracks initiated at grain boundary and relatively large cracks perpendicular to the loading direction created by coalescence and growth are observed. As shown in Fig. 4(d), the crack initiation does not occur in uniform, but the crack initiation and succeeding coalescence and growth are concentrated in some small areas. This localization of SCC behaviour is more or less observed in all specimens, and can be explained from the viewpoint of creviced 

387



corrosion. In the present tests, GFW was put on the specimen surface so as to form uniform crevice through the specimen surface as far as possible. However, from an electro-chemical viewpoint of corrosion, small difference in gap of the crevice would create inhomogeneous environment on the specimen surface. In such a case, a local battery was formed and the electro-chemical reaction of corrosion occurred on local areas of the specimen surface. That is, the anodic reaction and SCC behaviour were localized in some areas of the specimen surface.  

 
(a) 24hours      (b) 48 hours      (c) 96hours    (d) 120hours 

Fig. 3 Crack profile on specimen (applied stress, 250MPa)  

     
(a) 24hours      (b) 48 hours      (c) 96hours    (d) 120hours  

Fig. 4 Schematic illustration of crack profile in Fig. 3  
3.2 Influence of tensile stress and testing time on SCC The 3mm x 3mm square region containing the localization area is assigned on all specimen surfaces for the applied stress and testing time as shown by dotted frames in Fig. 4. In this section, the SCC behaviour within the localized 3mm x 3mm square area will be discussed. Fig. 5 shows the number of cracks per 100mm2 as a function of testing time. The plots and scatter bars denote the average, maximum and minimum value in four specimens, respectively. The number of cracks increases with increasing testing time and applied stress.  
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 Fig. 6 shows the maximum crack length as a function of testing time. The crack length was defined by distance between both ends of crack tips. The scatter bars also denote the maximum and minimum value of maximum length in four specimens. The crack length tends to increase with increasing testing time and applied stress.   Fig. 7 shows the histogram of the number of cracks against the crack length for three applied stresses and testing time of 96 hour. The interval of crack length in the histogram is set to be 0.1mm. For every condition, most of the crack length is shorter than 0.1mm. A micro crack seems to initiate in a single grain boundary because crack length is less than or equal to grain diameter of this material. The number of cracks over 0.1mm in length increases with increasing applied stress. Because long cracks are readily formed since the number of crack initiation and crack coalescence increases and the crack growth is faster when the applied stress is high.  In order to investigate the initiation behaviour of grain-sized micro cracks, the micro cracks shorter than 100μm were focused on. Fig. 8 shows the histogram of the frequency of cracks against the crack length for three applied stresses and testing time of 96hour. The interval of crack length is set to be 10μm. For every condition, most of the crack length ranges from 30 to 70μm, and the distribution of crack length are bell-shaped, irrespective of applied stress.  

Fig. 5 The number of cracks 
as a function of testing time.

Fig. 6 Maximum crack length as 
a function of testing time. 

 
Fig. 7  Histogram of the number of  

cracks against crack length (96hours) 
 

 
Fig. 8  Histogram of the number of  
cracks against grain-sized micro  

crack length (96hours) 
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The mean and standard deviation of grain diameter are 66.7μm and 16.7μm on the basis on the line-intercept method by the Japanese Industrial Standard (JIS G 0552). Fig. 9 shows the summary of crack length and grain diameter, and the error bars denotes the standard deviation. The mean and standard deviation of micro cracks are 54μm and 20μm, respectively, irrespective of applied stress and testing time. Moreover, the crack length is equal to or a little smaller than the grain diameter.   

  

Fig. 9  Comparison of crack length and grain size.   
4 CONCLUSIONS  Constant load tests of sensitized austenitic stainless steel type 304 under an accelerated simulated environment of BWRs are conducted. A number of intergranular cracks by SCC initiate on smooth surface. The number and maximum length of cracks increases with increasing applied stress and testing time. The length of grain-sized micro cracks is normally-distributed with the mean of 54μm and standard deviation of 20μm, irrespective of experimental condition and the values of normal distribution are close to those of grain diameter.   
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ABSTRACT  In this paper, we quantitatively evaluate hydrogen absorption amount of four different particle sizes of Mg-Formate with the pressure-composition-temperature (PCT) measurement at room temperature (296K) and also conduct the PCT measurement of LaNi5 under the same conditions for the comparison. Each powder sample was measured for PCT curve between 0.1 MPa and 2.0 MPa of hydrogen gas pressure. As a result, four kinds of the Mg-Formate samples that have the particle sizes 63~125, 125~250, 250~1000 and 1000~5000 μm averagely absorb hydrogen about 0.513±0.091 wt.% at 296 K and 2.0 MPa.    
1 INTRODUCTION  In recently years, global environment problems have been increased by carbon dioxide emissions from the burning of fossil fuels. The world’s increasing energy demands have required attractive energy. Although hydrogen energy which doesn’t emit carbon dioxide and is renewable energy can have replace fossil fuel energy in the future, hydrogen is a gas at room temperature and ordinary pressure and that is a problem for storage in practical use. Among some hydrogen storage methods, hydrogen storage materials that can absorb and desorb reversibly have attracted attention. The most practicable material is LaNi5, one of the hydrogen storage alloys, because of its hydrogen absorption / desorption properties. Specifically LaNi5 absorbs 1.6 wt.% of hydrogen at 296 K and 2.0 MPa and desorbs 1.4 wt.% of hydrogen at 0.1 MPa(1). Study for hydrogen storage requires the further hydrogen storage materials such that it can absorb hydrogen more than 1.6 wt.% and desorb all the absorbed hydrogen at room temperature. Metal-organic frameworks (MOFs) for hydrogen storage have been extensively studied during the past decade(2). MOFs that are assembled by coordinate bond between metal ions and organic ligands are porous materials having uniform meso pore. MOFs physically absorb hydrogen molecular in pores with van der waals interaction and quickly desorb it when heated. Having a large surface area, MOFs have been considered as a potential candidate material for hydrogen storage. Mg-based MOF i.e. Mg-Formate (Mg(COOH)2), which is assembled by connection of Mg ions and formate ligands, has especially great potential to become a promising material in MOFs due to high porosity, light weight and low cost(3)(4).   
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In this research, we presume that the hydrogen absorption / desorption property is attributed to particle size difference because it affects storage and quantitatively evaluate hydrogen absorption property of four kinds of particle size of Mg-Formate with the PCT measurement at room temperature (296K) and also conduct the PCT measurement of LaNi5 under the same conditions for the comparison.  
 

 
2 EXPERIMENTS 
 
2.1 Sample preparation   
2.1.1 LaNi5   LaNi5 powder sample (particle size is 45μm) was purchased from Japan Metals & Chemicals Co. Ltd. Because the surface of sample had attached oxygen and other active gas in the air, we pretreat the sample by hydrogenation and evaporation before PCT measurement. Pretreatment parameter is shown in Table 1. Since alternating activation increases reactivity between the surface of the sample and hydrogen(5), the evaporation and the hydrogenation are repeated alternately three times in order to activate it. After that, the sample is evaporated for 6.5 h at 333 K for dehydrogenation.  
 
2.1.2 Mg-Formate   Mg-Formate, that was purchased from Aldrich, have distributed particle size and is separated for four groups according to the size using some sieves. The photos of the samples are shown in Fig.1, Mg-For No.1 : 63~125 μm, Mg-For No.2 : 125~250μm, Mg-For No.3 : 250~1000 μm and Mg-For No.4 : 1000~5000 μm. All samples are evaporated for 12 h at 333 K in order to remove any absorbent molecules before PCT measurement. Pretreatment parameter is shown in Table 1. There is no need to hydrogenate for Mg-Formate by reason that Mg-Formate is physisorption material, doesn’t form hydride.  

Table 1  Pretreatment parameters for samples  Evaporation Hydrogenation 
Sample Sample mass [g] Temperature[K] Time [h] Cycle Temperature [K] Time [h] Cycle 

LaNi5 0.400 333 1 3 333 0.5 3 
Mg-Formate 0.400 333 12 1  

 

 
 

Fig.1  Sample images of (a)Mg-For No.1, (b)Mg-For No.2,  
(c)Mg-For No.3, (d)Mg-For No.4. 

(a) (b) (c) (d)
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2.2 Absorption measurement  Hydrogen absorption / desorption measurement were conducted at 296 K using PCT curve measurement apparatus (see Fig.2) by volumetric method complying with JIS H 7201. The pressure of hydrogen gas in the sample chamber was measured with a pressure gauge consisting of pressure transducer (PTU-S-MG6-13AD, Sweagelok) and digital indicator (PTU-DT-32, Sweagelok). The absorption/desorption amount was measured from a change in pressure of it and we calculated amount plot upon PCT curve. 
 

 
Fig.2  Schematic illustration of PCT curve measurement apparatus. 

 
 
3 RESULTS 
 
3.1 LaNi5 The PCT curve of LaNi5 is shown in Fig.3. Increasing the pressure of hydrogen gas, LaNi5 absorbed only 0.100 wt.% of it until 0.7 MPa, and that, the reaction between sample and hydrogen gas is promoted at 0.8 MPa. Hydrogen amount increased at constant pressure of it, there is called plateau of absorption. The curve was straight through until absorbing 1.475 wt.% of it at 1.0MPa. After the plateau of absorption, hydrogen amount gradually rise with increasing the pressure of it again. Decreasing hydrogen pressure, the curve shows little hydrogen desorption until 0.15 MPa, and that, LaNi5 desorbed it rapidly at 0.14 MPa, there is plateau of desorption. Table 2 shows that Maximum hydrogen amount at 2.0 MPa and residual hydrogen amount at 0.1 MPa after measurement. This PCT curve tendency of hydrogen absorption / desorption behavior is quantitatively similar to results of An’s report(1). 
 
3.2 Mg-Formate  The PCT curves of Mg-Formate are shown in Fig.3. For the curve of Mg-For No.1, hydrogen amount gradually rise with increasing the pressure of it and descent with decreasing the pressure of it, and desorption curve approximates absorption one. Other curves of three Mg-Formate samples were same each other. Table 2 shows that maximum hydrogen amounts at 2.0 MPa and residual hydrogen amounts at 0.1 MPa after measurement. Mg-Formate averagely absorbed hydrogen about 0.513±0.091 wt.% and desorbed 0.377±0.017 wt.% at room temperature. Hydrogen absorption property does not depend on particle size. 
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Fig.3  The PCT curves for powder of Mg-Formates and LaNi5 at 296 K. 

Experimental absorption process are shown as close symbols and  
desorption process are shown as open symbols. 

 
Table 2  Maximum hydrogen amounts  and residual hydrogen amounts  

at room temperature for all samples 

Sample 
Maximum  

hydrogen amount [wt.%] 
Residual 

hydrogen amount [wt.%] Mg-For No.1 0.536 0.172 Mg-For No.2 0.422 0.136 Mg-For No.3 0.556 0.162 Mg-For No.4  0.540 0.177 LaNi5 1.691 0.314 
 

 
4 DISCUSSION  As has been explained above, we have demonstrated Mg-Formate can averagely absorb hydrogen about 0.513±0.091 wt.% and desorb 0.377±0.017 wt.% at room temperature. Barbara’s report shows that Mg-Foramte absorbs 0.05 wt.% at 298 K and 2.0 MPa, 1.17 wt.% at 77 K and 2.0 MPa(5) and also absorption rate in this study is about 10 times than that report. It is possible that Mg-Formate at 77 K has more hydrogen absorption amount than LaNi5 .  Considering the above, we evaluate the hydrogen absorption / desorption property of Mg-Formate. Hydrogen amount of it is still not applicative value for serving hydrogen energy at room temperature. Compared to LaNi5, maximum hydrogen amount is less 1.0 wt.% than LaNi5. For Mg-Formate, there is not plateau at PCT curve and hydrogen amount has gradually rise with increasing the pressure of it. The hydrogen absorption amounts of all samples have increased in almost proportion to increasing the pressure of it under 0.7MPa and Mg-Formate absorbs it more than LaNi5 under this pressure, because of absorption method difference. LaNi5 absorbs hydrogen by forming a hydride and Mg-Formate absorbs hydrogen by physically reaction with van der waals interaction. 
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Forming a hydride is slowly and not consistently reaction, physically absorption is smoothly and almost consistently reaction in proportion to the pressure of it, it is easy to operate hydrogen absorption / desorption reaction.   Since van der waals interaction is very weak reaction, it has high absorption amount at cryogenic region about decreasing thermal behavior(6). Mg-Formate that has more hydrogen absorption amount than LaNi5 at cryogenic region could be improved increasing more the amount of it than LaNi5 at room temperature. For example, addition of catalyst metal dissociating into hydrogen atoms enhance more storage reaction to hydrogen because van der waals interaction is higher for hydrogen molecular than for hydrogen atoms. Mg-Formate has especially great potential to become a hydrogen absorption material by addition of catalyst metal because Mg-Formate is very light weight among MOF.  
 
5 CONCLUSION 
 Mg-Formate has high reactivity of hydrogen absorption / desorption and it does not depend on particle size. Particle size is not important factor for this property for hydrogen gas pressure of 0~2.0 MPa at room temperature. Although this property of Mg-Formate is low at room temperature, it has smoothly absorption / desorption reaction and can absorb similar hydrogen amount as LaNi5 at cryogenic temperature, and it has potential to be storage materials exceeding the property of LaNi5 in the near future.  

 
REFERENCES  (1) X.H. An, Q.F. Gu, J.Y. Zhang, S.L. Chen, X.B. Yu and Q. Li, ”Experimental investigation and thermodynamic reassessment of La-Ni and LaNi5-H systems”, CALPHAD., 40 (2013), pp. 48–55 (2) N.L. Rosi, J. Eckert, M. Eddaoudi, D.T. Vodak, J. Kim, M. O'Keeffe and O.M. Yaghi, “Hydrogen Storage in Microporous Metal-Organic Frameworks”, Science, (2003), 300, pp1127-1129 (3) A. Mallick, S. Saha, P. Pachfule, S. Roy and R. Banerjee, “Structure and Gas Sorption Behavior of a New Three Dimensional Porous Magnesium Formate”, American Chemical Society, Inorg. Chem., (2011), 50, pp1392–1401 (4) Michael Fisher, Frank Hoffman, and Michael Froba, “Metal-organic frameworks and related materials for hydrogen purification : Interplay of pore size and pore wall polarity”, ChemPhysChem, 11 (2010), p. 2220 (5) R.L. Cohen, K.W. West, J.H. Wernick, “Degradation of LaNi5 hydrogen-absorbing material by cycling”, J Less-Common Met, 70 (1980), pp. 229–241 (6) Barbara Streppel and Schütz, Gisela, ”Hydrogen Adsorption on Metal-Organic Frameworks”, Max-Planck-Institut fur Metallforschung, Stuttgart,(2011), pp15-57 
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ABSTRACT 
 We evaluated the effect of Ti layer to Mg layer for hydrogen desorption properties in multi-layered. Two types of multi-layer films that are Mg/Pd and Mg/Ti/Pd were prepared with Pulsed Laser Deposition. The thicknesses of Mg and Ti layers were 270±5nm and 35±5nm, respectively and the ultrathin Pd layer could play the role of a catalyst. The hydrogen desorption temperature of these samples were measured with Differential Scanning Calorimetry. The desorption temperature of Mg/Pd was about 430°C, while that of Mg/Ti/Pd was about 150°C. This research revealed that the hydrogen desorption temperature of Mg was decreased by Ti layer. 
 
 
1 INTRODUCTION 
 In recent years, with the increasing of the fossil fuel consumption, exhaustion of resources and environmental problems are concerned. The hydrogen energy has attracted attention as an alternative energy to fossil energy. It is required for practical applications to establish the effective and reliable technologies of hydrogen storage and transportation. Mg based alloys are one of the most promising materials among all hydrogen storage alloys because Mg is a low cost material and can absorb a large amount of hydrogen up to 7.6wt.%, as MgH2 (1). Due to the structure of MgH2 is a rutile-type (Fig.1), which stores hydrogen stably, the hydrogen absorption/desorption kinetics need high temperature about 300°C and are too high to use in service. Much effort has been spent in alloying with transition metals (Ni, Fe, Cu etc.) and producing thin film to destabilize MgH2 for improving its reactivity and it is one of the different approaches from above ways that the crystal structure of MgH2 will be modified by means of multi-layering some films made of these elements. Vermeulen et al. have shown the possibility of improving Mg reaction kinetics for decreasing the desorption temperature in the system of Mg/Ti multi-layer films (2)(3). And Tao et al. have shown 20at.%Ti-Mg effected changing the structure of MgH2 and then the hydrogen absorption (4)(5).  

         
Fig. 1  Crystal structure of rutile type 

:Mg 
:H 
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In this research, we prepared two types of multi-layer films that are Mg/Pd and Mg/Ti/Pd with Pulsed Laser Deposition and measured the hydrogen desorption temperatures of these samples with differential scanning calorimetry. And we evaluate the effect of Ti layer to Mg layer for hydrogen desorption property in multi-layered. 
 

 
2 EXPERIMENTS  
2.1 Preparation Two types of multi-layer films, sample I: Mg/Pd and sample II: Mg/Ti/Pd, were prepared with pulsed laser deposition designed by ourselves. The disks of Mg (bulk, 99.9% purity, Nilaco corp., φ20×6mm) and Ti (bulk, 99.9% purity, Nilaco corp., φ15×6mm) and Pd (bulk, 99.95% purity, Nilaco corp., φ5×6mm) were the evaporation sources, and a polyimide film (7.5μm thickness, Kapton, DUPONT-TORAY CO.,LTD) was a substrate (50×50mm). The above sources were evaporated by irradiating the Pulsed Nd:YAG laser forth harmonic generation (wavelength:λ=266nm) (Quanta-Ray INDI, Spectra-Physics corp.) The vacuum chamber was evacuated to around 5.0×10-4 Pa and the evaporated materials were piled on the substrate in order. Two samples, sample I: Polyimide/Mg/Pd and sample II: Polyimide/Mg/Ti/Pd just after multi-layered, are called sample I as-prepared and sample II as-prepared, respectively. 
 
2.2 Activation and hydrogenation Both the as-prepared samples were activated and hydrogenated under the series of conditions shown in Table 1. The samples hydrogenated with the process of Table 1 are called sample I after hydrogenation and sample II after hydrogenation, respectively. 
 
2.3 Dehydrogenation temperature measurement The hydrogen desorption temperatures of the samples after hydrogenation were measured with a differential scanning calorimeter (DSC-60, Shimazu Co., Ltd.). The measurement conditions are shown in Table 2. For the comparison of hydrogen desorption temperature, the dehydrogenation temperature of MgH2 powder produced by Bio Coke Lab Co., Ltd. was also measured under the same conditions. 

 
Table 1  Conditions of activation and hydrogenation  Pressure [MPa] Time [min] Temperature [°C] Vacuum deairing - 60 200 Hydrogenation 2.5 (H2) 30 200 Vacuum deairing - 60 200 Hydrogenation 2.5 (H2) 30 200 Vacuum deairing - 120 200 Hydrogenation 2.5 (H2) 60 200 

 
Table 2  Conditions of dehydrogenation temperature measurement Cell - Aluminium Reference material - α-Al2O3 Atmosphere - Nitrogen Gas flow rate [ml/min] 50 Temperature increase rate [°C/min] 10 Measurement start temperature [°C] 100 Measurement finish temperature [°C] 500 Holding time [min] 1 
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3 RESULTS 
 
3.1 Sample properties Fig.2 shows the schematic drawings of the layer structure in sample I and sample II. Table 3 shows the weights of Mg and Ti and the thicknesses of them. The deposited volumes of Mg and Ti were obtained the weights of them divided by their densities, and the thicknesses of each material were those volumes divided by the deposition area (45×45mm). 
 

 
(a) Sample I                (b) Sample II 

Fig. 2  Schematic drawings of sample I and sample II in multi-layer 
 

Table 3  Appearances of samples Sample No. (sample type)  I (Polyimide/Mg/Pd) II (Polyimide/Mg/Ti/Pd) Material mass of Mg [mg] 0.965 1.14 Thickness of Mg [nm] 274 323 Material mass of Ti [mg] - 0.568 Thickness of Ti [nm] - 62.2 
 
3.2 Hydrogen desorption temperature Fig.3 shows the results of DSC measurement and so that the hydrogen desorption temperatures of sample I after hydrogenation, sample II after hydrogenation and MgH2 powder sample.  Firstly, the curves of sample I and sample II were declining downward to the right with increasing temperature shown in Fig.3 (b) and (c). And the cause of this behavior would be the change of the specific heat with the softening of the polyimide film using as the substrates due to the elevated temperature.  Secondly, the dehydrogenation temperatures of both MgH2 powder for comparison and sample I were around 440°C shown in Fig.3 (a) and (b). And that means the hydrogen desorption temperature did not decrease due to Pd layered in sample I. Although Pd has the effect to promote the hydrogen absorption reaction by the dissociation of hydrogen molecules (6), Pd does not have the effect to promote the hydrogen desorption reaction.  Finally, (c) and (d) of Fig.3 show that sample II desorbed hydrogen approximately 150°C. From the results, the hydrogen desorption temperature of sample II was improved about 300°C in comparison with sample I and MgH2 powder sample. The difference of layer structure between sample I and sample II was the existence of Ti layer. As the result, the remarkable reduction of hydrogen desorption temperature would be caused by Ti layer between Mg layer and Pd one.   

Ti
Polyimide Mg 

Pd 
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(a)MgH2 powder           (b)Sample I 
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Fig. 3  The hydrogen desorption temperature of samples 
 
 
4 DISCUSSION  Table 4 shows the results that have reported so far the hydrogenation and dehydrogenation properties of Mg based alloys. Song et al. prepared the sample (Mg-10wt.%Al2O3), and it absorbed hydrogen at 300°C (1.1MPa) and desorbed hydrogen at 300°C (0.05MPa). Wang et al. prepared the sample (Mg-20wt.%TiO2), and it absorbed hydrogen at 350°C (2.0MPa) and desorbed hydrogen at 330-350°C (0.1MPa). Liang et al. prepared the sample (MgH2-5at.%Ni), and it absorbed hydrogen at 200°C (1.0MPa) and desorbed hydrogen at 300°C (0.015MPa). These results were obtained using powder samples prepared with ball milling. The sample II showed the remarkable dehydrogenation property in film. Vermeulen et al. showed that Mg-20at.%Ti thin film has a fcc structure in the after hydrogenation state and the Mg-H bonds in that structure were weaker than that of rutile structure (2)(3). Although we omit to show the results of  

Table 4  The study results of Mg based alloy Material Method Temperature [°C] Pressure [MPa] Reference Mg-10wt.%Al2O3 Ball Milling Tabs:300 Tdes:300 Pabs:1.1 Pdes:0.050 (7) Mg-20wt.%TiO2 Ball Milling Tabs:350 Tdes:330-350 Pabs:2.0 Pdes:0.1 (8) MgH2-5at.%Ni Ball Milling Tabs:200 Tdes:300 Pabs:1.0 Pdes:0.015 (9) 

100 150 200 250Temperature [°C]

Heat fl
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 X-ray diffraction because of limitations of the pages, it is possible that the fcc structure might exist in the part of Mg layer after hydrogenation.  In this study, the weaker Mg-H bonds would be caused due to the laminating of Ti and the rearrangement of the metal lattice. 
 
 
5 CONCLUSION  In this paper, we prepared two samples (Mg/Pd and Mg/Ti/Pd) and evaluated their hydrogen desorption properties. Mg/Pd laminate desorbed hydrogen about 440°C and Mg/Ti/Pd laminate desorbed about 150°C. The remarkable improvement of dehydrogenation property would be caused by the structural change of Mg lattice with Ti addition and the transition of MgH2 structure due to the hydrogenation. 
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ABSTRACT  In order to demonstrate reduction of hydrogen embrittlement cracking by improving residual stress using cavitation peening, crack growth of stainless steel SUS316L exposed to hydrogen was investigated comparing with and without cavitation peening by a plate bending fatigue test with a notched specimen. The tensile residual stress was introduced into specimen surface by an angle grinder. It was revealed that the residual stress of the specimen surface was improved from tension to compression by cavitation peening using a cavitating jet in air, and the crack growth rate of the specimen exposed to hydrogen was supressed by cavitation peening.  
 
 
1 INTRODUCTION 
 In order to realize sustainable society using hydrogen as main energy source, hydrogen embrittlement cracking should be investigated and it is necessary to suppress the hydrogen embrittlement cracking. The hydrogen embrittlement cracking was accelerated, when tensile stress was introduced into surface. Then the hydrogen embrittlement cracking might be reduced by introducing compressive residual stress.    A conventional method to introduce compressive residual stress is shot peening. It was reported that shot peening enhanced the hydrogen embrittlement cracking (1), and it might be caused by the increasing dislocation density by shot peening. A peening method using cavitation impact, which normally caused severe damage in hydraulic machineries such as pumps and valves, was developed by authors (2), (3). It is called “cavitation shotless peening” as shots are not required (4)-(10), or simply called as “cavitation peening” (11)-(15). In the case of cavitation peening, micro strain was reduced with introducing compressive residual stress (10), as there were no solid collisions. Thus, the cavitation peening might reduce hydrogen embrittlement cracking by improving residual stress from tension to compression. Although it was already reported by the authors that the hydrogen embrittlement cracking arisen in thermal refining stainless steel was supressed by cavitation peening (16), it was not clear whether the hydrogen embrittlement cracking in tensile residual stress would be reduced or not by introducing compressive residual stress using cavitation peening.   In the case of conventional cavitation peening, cavitation bubbles were generated by injecting a high speed water jet into a water filled chamber. It is called a cavitating jet in water. Soyama et al. successfully realized a cavitating jet in air without a water filled chamber, by injecting a high speed water jet into a low speed water jet which was injecting into air using a concentric nozzle (17)-(19). The optimized cavitating jet in air 
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can introduce large compressive residual stress into sub-surface comparing with the cavitating jet in water (20). As the cavitating jet in air can treat without a water filled chamber, applications would expand.   In the present paper, in order to demonstrate the reduction of the hydrogen embrittlement cracking by cavitation peening improving residual stress from tension to compression, the crack growth of hydrogen charged specimen was investigated with and without cavitation peening using a displacement controlled plate bending fatigue test with a notched specimen. The tested material was stainless steel Japanese Industrial Standards JIS SUS316L. In order to introduce tensile residual stress into the surface, the tested stainless steel was grounded by an angle grinder, then specimen was treated by the cavitating jet in air to introduce compressive residual stress.    
2 EXPERIMENTAL FACILITIES AND PROCEDURES  Figure 1 illustrates a cavitation peening system using a cavitating jet in air. A low speed water jet was injected into tank A without filling a water in the tank and a high speed water jet was injected into the low speed water jet using a concentric nozzle as shown in Fig. 2. The throat diameter for the high speed water jet, dH, was 1 mm and the inner diameter of the nozzle for the low speed water jet, dL was 30 mm. As the aggressive intensity of the cavitating jet was affected by the injection pressure of the low speed water jet, pL, at constant injection pressure of the high speed water jet, pH, pH and pL were chosen as 30 MPa and 0.05 MPa considering previous report (19). The standoff distance from the nozzle to the surface of the specimen, s, was set as 45 mm.       

            
Fig. 1 Schematic diagram of cavitation peening system       Fig. 2 Nozzle geometry     

           
           Fig. 3 Geometry of test specimen                Fig. 4 Schematics of hydrogen charge 
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Tested material was stainless steel Japanese Industrial Standards JIS SUS316L. The tensile residual stress was introduced by an angle grinder. Figure 3 illustrates the schematic diagram of the test specimen. The notch which size was 5 mm in length, 0.5 mm in width and 0.25 mm in depth was introduced by a milling machine after cavitation peening to avoid the deformation during cavitation peening. The cathodic hydrogen charging as shown in Fig. 4 was conducted after introducing the notch. The residual stress was measured by a 2D X-ray diffraction method (21). The x and y were defined as Fig. 3. For example, the residual stress in longitudinal direction of the specimen was σx. The crack propagation was measured by using a displacement controlled plate bending fatigue test at stress ratio R = −1.    
3 RESULTS   Figure 5 shows the aspect of the cavitating jet in air. The low speed water jet formed wavy pattern, and the cavitation cloud, which was white region, was shown in the low speed water jet as same as previous reports (18), (19). As the cavitation cloud around the high speed water jet was shedding periodically, the same frequency of the cloud shedding was appeared in the low speed water jet as wavy pattern (18).     In order to show the effect of cavitation peening CP on residual stress, Fig. 6 reveals the residual stress before and after cavitation peening. After the grinding, the tensile residual stress was introduced such as σx = 276 ± 25 MPa and σy = 680 ± 25 MPa. After cavitation peening at scanning speed of 6 mm/min, the compressive residual stress was introduced, and the residual stress σx and σy were −476 ± 25 MPa and = −422 ± 25 MPa, respectively. Namely, cavitation peening using the cavitating jet in air improved the residual stress from tension to compression. Regarding previous report (19), in the case of thermal refining stainless steel, the cavitating jet in air introduced compressive residual stress about 350 μm in depth.      Figure 7 illustrates the crack growth with and without hydrogen charge for non-peened specimens and cavitation peened specimens in order to reveal effect of the cavitation peening on the crack propagation. Figure 7 (a) reveals the crack length 2a with the number of cycles, N, and Fig. 7 (b) shows the crack propagation rate da/dN with N. In the case of non-peened specimens, the crack of the specimen with hydrogen charge developed quicker than that without hydrogen charge. For example, the specimen without hydrogen charged was broken at 5.38 × 104, however, the hydrogen charged specimen was broken at 4.02 × 104. As shown in Fig. 8, many secondary cracks were                                                                                                
Fig. 5 Aspect of cavitating jet in air     
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  (a) Crack length with number of cycles               (b) Crack growth rate with number of cycles 

Fig. 7 Reduction of crack growth of specimen with hydrogen charge by cavitation 
peening              

Fig. 8 Aspect of crack growth of non-peened 
specimen 

Fig. 9 Aspect of crack growth of 
cavitation peened specimen  generated on the surface of the non-peened specimen with hydrogen charge and combined together. On the other hand, the number of cycles to failure of cavitation peened specimen with and without hydrogen charge were 1.2 × 105 and 1.24 × 105. As shown in Fig. 9, the crack lengths of cavitation peened specimens were shorter than that of non-peened specimens, and the secondary crack was not observed on the surface of the cavitation peened specimen with hydrogen charge. There was almost no effect of hydrogen charge on the cavitation peened specimen. The life time of the hydrogen charged specimen was extend about three times by cavitation peening. In the case of 

da/dN with N as shown in Fig. 7 (b), the data of the non-peened specimen with hydrogen charge were plotted upper side of that of non-peened specimen without hydrogen charge. For example, the crack growth rate da/dN of the non-peened specimen without hydrogen charge at 2a = 12.1 mm was 2.3 × 10-7, da/dN of the non-peened hydrogen charged specimen at 2a = 11.4 mm was 3.7 × 10-7. Namely, da/dN of the non-peened specimen was accelerated 1.6 times by hydrogen charge. Note that da/dN of cavitation peened specimen without hydrogen charge was lower than that of the non-peened specimen. Even though the cavitation peened specimen exposed to hydrogen, da/dN was lower than that of the non-peened specimen without hydrogen charge. For example, 
da/dN of the cavitation peened specimen without hydrogen charge at 2a = 11.8 mm was 
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9.3 × 10-8 and that of hydrogen charged specimen at 2a = 12.2 mm was 1.2 × 10-7. It was clearly observed that da/dN was suppressed by cavitation peening. It was concluded that cavitation peening reduced hydrogen embrittlement cracking.   
4 CONCLUSIONS   In order to demonstrate the reduction of hydrogen embrittlement cracking improving the residual stress by cavitation peening, the tensile residual stress was introduced into stainless steel SUS316L by the angle grinder, and the specimen was treated by cavitation peening, then the hydrogen was put into the specimen by cathodic charge method. The crack propagation was evaluated by the plate bending fatigue test. It was concluded that the cavitation peening using the cavitating jet in air improved the residual stress from tension to compression and the hydrogen embrittlement cracking was reduced.     
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ABSTRACT  Hydrogen embrittlement properties of SCM435 and vanadium added steel sheets were investigated by using 4-Point Bending Technique (4PBT) to propose the standardization for the evaluation of hydrogen embrittlement properties. Maximum fracture strengths of steel sheets using 4PBT were decreased with increasing diffusible hydrogen concentration. vanadium added steels indicated high hydrogen embrittlement resistances compared with SCM435 steels. The tendencies between hydrogen concentration and maximum fracture strength obtained by 4PBT in SCM435 and vanadium added steels were similar to those using Conventional Strain Rate Technique (CSRT) although maximum fracture strengths using 4PBT were higher than those using CSRT in both steels.   
1 INTRODUCTION  Recently, the requirements of applying ultra high-strength steel sheets for vehicles have risen to improve the car impact safety and to reduce the weight of the cars. In the present, the ultra high-strength steel sheets having tensile strength of more than 980 MPa grade have been applied for car impact safety parts. However, the occurrences of hydrogen embrittlement or delayed fracture were serious problems when tensile strength of ultra high-strength steel sheets exceeded more than 980 MPa as well as that of ultra high-strength structural steels.  In Japan, previous studies about hydrogen embrittlement were carried out for steel bars. It has been suggested that the estimation for occurrence of hydrogen embrittlement was carried out by making a comparison between critical absorbed hydrogen concentration (HC) which was maximum hydrogen concentration without hydrogen embrittlement fracture of steels and environmentally absorbed hydrogen concentration (HE) which was the hydrogen concentration entered from environment (1). In this method, Constant Load Technique (CLT) (1), Slow Strain Rate Technique (SSRT) (2) and Conventional Strain Rate Technique (CSRT) (3) were used to evaluate the HC in the steel bars. In addition, it is possible to estimate the occurrence of hydrogen embrittlement by 4-Point Bending Technique (4PBT) (4) and U-Bend Method (5) in ultra high-strength steel sheets. However, it is expected that hydrogen embrittlement properties of steel sheets will be differ from those of steel bars because stress states in the steels between sheet and bar specimens are different. In this study, hydrogen embrittlement properties of SCM435 and vanadium (V) added steel sheets using 4PBT were investigated and compared with those using CSRT.  
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2 EXPERIMENTAL PROCEDURE 
 

2.1  Steels In this study, SCM435 and V added steel sheets of 1.6 mm in thickness with chemical compositions as listed in Table 1 were prepared. The SCM435 steels were annealed at 880oC for 60 min with quenching into oil and then tempered at 520oC for 60 min to make the tempered martensitic steels. On the other hand, the heat treatments of 920oC for 60 min with oil quenching, temporary tempering of 150oC for 30 min with air cooling and tempering at 600oC for 60 min were conducted to the V added steels. Tensile properties of these steels after heat treatment are shown in Table 2.  
 

Table 1 Chemical compositions of steels used (mass%). 
 
2.2  Hydrogen analysis Hydrogen charging was conducted by cathode charging method with hydrogen charging solution of 3 %-NaCl + 0-20 g/L-NH4SCN solution at 25oC at current density of 0.1-10 A/m2 for 48 hours. Diffusible hydrogen concentration (HD) was controlled by change in the NH4SCN content and the current density.   The diffusible hydrogen concentration in the steels was quantified by TDS (Thermal Desorption Spectrometry Analysis) using gas chromatography. Specimens were heated from room temperature to 800oC at heating rate of 200oC/hour. The diffusible hydrogen was defined as hydrogen which evolved between room temperature and 300oC.   
2.3  Hydrogen embrittlement tests by 4-Point Bending Technique Rectangular samples with specimen size of 10 mm in width, 65 mm in length and 1.6 mm in thickness were used for 4-point bending specimens. Diffusible hydrogen was pre-charged to the samples by same conditions as hydrogen analysis without applying bending load for 48 hours to obtain the uniform hydrogen concentration in the steels. After hydrogen pre-charging, 4-point bending load was applied by 4-point bending jig shown in Fig. 1, and then 4-point bending cathode charging tests were conducted with hydrogen charging by the same condition as hydrogen pre-charging. In this case, applied stress was defined as a bending stress at outside of center of longitudinal direction of specimen, and calculated by following equation (1).   

σb = 3P(L2 – L1) / bt2                            (1)  where σb, P, L1, L2, b and t represent bending stress, applied load, distance of inner fulcrum (11 mm), distance of outer fulcrum (55 mm), specimen width and specimen thickness, respectively. Hydrogen embrittlement properties were evaluated by maximum fracture strength (σB-max) without hydrogen embrittlement fracture for 100 hours.  

Steel C Si Mn P S Al Cr Mo V N SCM435 0.35 0.24 0.79 0.023 0.016 0.036 1.09 0.15 - 0.005 V 0.41 0.20 0.70 0.005 0.005 0.035 1.19 0.65 0.30 0.004 

PSpecimen Pin (φ2.0)
1155

Unit: mm

Figure 1 Illustration of 4-Point 
Bending testing jig. 

Table 2 Tensile properties of steels.  TS YS TEI UEI RA SCM435 1204 1056 5.9 2.8 6.5 V 1373 1239 11.5 7.5 13.0 
TS (MPa): tensile strength, YS (MPa): yield strength or 0.2% proof stress, TEl (%): total elongation, UEl (%): uniform elongation, RA (%): reduction of area 
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3 RESULTS AND DISCUSSIONS  
3.1  Hydrogen absorption properties  Hydrogen evolution curves of SCM435 steels varying NH4SCN content and V added steels changing both NH4SCN content and current density are shown in Fig. 2. In SCM435 steels, hydrogen was evolved at the temperature between room temperature and about 150oC. Diffusible hydrogen was increased with increasing in NH4SCN content. On the other hand, hydrogen evolution was observed from room temperature to around 250oC in V added steels. Increase in the NH4SCN content and the current density increased an amount of hydrogen desorption and shifted a peak temperature of the hydrogen evolution lower. Generally, it is known that the absorbed hydrogen in steels was trapped at grain boundaries (6), at lath boundaries, on dislocations (7) and at matrix/carbide interfaces (8) etc. Matrix of SCM435 steels exhibited fine and uniform martensite lath structure with high dislocation density. Thus it was considered that the hydrogen evolved between room temperature and 150oC corresponded to the hydrogen from grain boundaries, lath boundaries and dislocations. Moreover, Tsuchida et. al. (8) have reported that the diffusible hydrogen trapped at V carbide/matrix  interfaces was evolved around 200oC, and this temperature was higher than those evolved from grain boundaries, lath boundaries and dislocations. Therefore it was suggested that V added steels indicated higher hydrogen evolution peak and amount of  diffusible hydrogen than SCM435 steels due to a large amount of hydrogen trapping not only at grain boundaries, at lath boundaries and on dislocations but also at V carbide and at V carbide/martensite matrix interfaces.   
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Figure 2 Hydrogen evolution curves 
of SCM435 and V added steels with 

different NH4SCN content and  
current density. 

Figure 3 Variations in maximum 
fracture strength of 4PBT (σB-max)  
and CSRT (σT-max) as a function of 

diffusible hydrogen concentration 
(HD) in SCM435 and V added steels.  

3.2  Hydrogen embrittlement properties  Relationship between bending maximum fracture strength (σB-max) and diffusible hydrogen concentration (HD) is shown in Fig. 3. Tensile maximum fracture strength (σT-max) obtained by Conventional Strain Rate Technique (CSRT) is also plotted in this figure. It was noted that there were two stages in σB-max in SCM435 and V added steels, i.e. one stage was low HD region which achieved small amount of deterioration of σB-max and another was high HD region which indicated significant decrease in the σB-max. A tendency between σB-max and HD of both steels using 4PBT was similar to that of CSRT even if σB-max and HD which dramatically deteriorated the σB-max by 4PBT were higher than σT-max and HD which significantly deteriorated the σT-max using CSRT in SCM435 steels. In the V added steels, it was confirmed that both σB-max and σT-max were deteriorated when HD exceeded about 8.0 ppm, and σB-max was higher than σT-max as well 
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as that in SCM435 steels. When hydrogen embrittlement resistance between SCM435 and V added steels was compared in 4PBT, it was noted that V added steels indicated more excellent σB-max than SCM435 steels.  

 
Figure 4 Scanning electron micrographs of (a-d) fracture surface and (e-h) 
fracture surface at edge conducted by (a, b, e and f) 4PBT and (c, d, g and h)  

CSRT of (a, c, e and g) SCM435 (HD = 3.27 ppm) and (b, d, f and h) V added  
steels (HD = 9.95 ppm).  Typical fracture surfaces of the steels after hydrogen embrittlement tests using 4PBT and CSRT are shown in Fig. 4. In the fracture surfaces using 4PBT, intergranular fracture mainly occurred in SCM435 and V added steels. Facet size of intergranular fracture of V added steels was small compared with that of SCM435 steels. The intergranular fracture with plastic deformation at initiation point of hydrogen embrittlement fracture was observed whereas the intergranular fracture without plastic deformation was appeared at inside from the initiation point when hydrogen embrittlement tests were conducted by 4PBT. On the other hand, if CSRT tests were carried out in the SCM435 steels, quasi cleavage and intergranular fractures were observed at high HD region even if dimple fracture mainly occurred in low HD region. In the V added steels, dimple fracture principally occurred at the several HD. However, quasi cleavage and intergranular fractures were increased with increasing in the HD as well as those of SCM435 steels. It was noted that intergranular fracture occurred at the side of the samples which was the initiation point of hydrogen embrittlement.   In this study, both SCM435 and V added steels exhibited fine and uniform martensite lath structure. In addition, V added steels possessed small size of prior austenite grain in comparison with that of SCM435 steels because of the precipitation of V carbides at the matrix during hot rolling. Moreover, it was also expected that fine vanadium carbides precipitated in the lath matrix while V added steels were tempered at 600oC. In general, it is known that hydrogen embrittlement properties depend on the grain size. Therefore, it was considered that high σB-max of V added steels was attributed by the fine grain size compared with that of SCM435 steels. In addition, suppression of the increase in the hydrogen concentration at the grain boundaries due to the diffusible hydrogen trapping at the V carbides and carbide/matrix interfaces also contributed to the increase in the 

σB-max in V added steels.   The HD which dramatically deteriorated the σB-max in 4PBT was higher than that in CSRT, and 4PBT indicted high σB-max compared with σT-max using CSRT at several HD regions in SCM435 and V added steels. Fracture morphologies of 4PBT and CSRT were different as shown in Fig. 5. 
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Figure 5 Illustration of fracture surface of samples obtained by (a) 4PBT and  
(b) CSRT, in which I. G. and Q. C. represent intergranular and quasi cleavage 

fracture, respectively.  If 4-point bending stress is applied to the specimens, tensile stress occurs at the outside of center of longitudinal direction whereas compressive stress is applied at the inside of specimen. According to the stress analysis by FEM at the center of the 4-point bending specimen, it was confirmed that shear stress acted at the side of specimen, and did not act at the internal of specimen although uniaxial tensile stress was applied to the specimen in the CSRT. This shear stress in the 4PBT likely caused intergranular fracture with the plastic deformation at the edge of specimen. Thus it was considered that σB-max and the HD which deteriorated the σB-max of 4PBT were increased compared with those of CSRT because energy which supress the propagation of the hydrogen embrittlement cracks was increased.    
4 CONCLUSIONS  To propose the standardization for the evaluation of hydrogen embrittlement, hydrogen embrittlement properties of SCM435 and V added steels were investigated by using 4-Point Bending Technique and Conventional Strain Rate Technique. The results are summarized as follows.   1)  V added steels indicated the high hydrogen evolution peak at the high temperature region in comparison with SCM435 steels. This was caused by the hydrogen trapping not only at prior austenite grain boundaries, at martensite lath boundaries and on dislocations but also at vanadium carbides and V carbide/matrix interfaces in the V added steels.  2)  V added steels possessed excellent hydrogen embrittlement resistance compared with SCM435 steels. This was achieved by the refinement of prior austenite grain size due to the precipitation of vanadium carbides in the matrix and the hydrogen trapping at the vanadium carbide and at V carbide/matrix interfaces. 3) It was confirmed that the tendencies between maximum fracture strength and diffusible hydrogen concentration using 4-Point Bending Technique and Conventional Strain Rate Technique were similar although the values of maximum fracture strength and diffusible hydrogen concentration which dramatically deteriorated the maximum fracture strength were different between 4-Point Bending Technique and Conventional Strain Rate Technique. This was attributed to the difference of hydrogen embrittlement fracture morphologies between 4-Point Bending Technique and Conventional Strain Rate Technique.   
ACKNOWLEDGEMENT  The authors gratefully acknowledge financial support by Research Foundation for the Electrotechnology of Chubu. 
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ABSTRACT 
 Aluminum alloys with high content of Mg or with Zn and Mg are susceptible to stress corrosion cracking (SCC). Crack propagation in SCC is resulted from hydrogen embrittlement (HE) in these alloys. The mechanism of HE has not been elucidated yet. Therefore, it is necessary to analyse hydrogen behavior in these aluminium alloys. In this study, hydrogen behavior in tensile-deformed Al-Zn-Mg and Al-Mg alloys was investigated by means of hydrogen microprint technique. As a result, most grain boundaries with hydrogen emission were from 46 to 75 degree to tensile direction and nearly parallel to slip line in the two alloys. 
 
 
1 INTRODUCTION  The Al-Zn-Mg alloys have been used as structural materials due to their high strength. The Al-Mg alloys with high Mg content have high strength and ductility. However, these alloys are susceptible to stress corrosion cracking (SCC). Crack propagation in SCC in these alloys is resulted from hydrogen embrittlement (HE) (1-3). The mechanism of HE has not been elucidated yet. Hydrogen in a metallic material is classified into two kinds: (a) impurity (internal) hydrogen introduced during the manufacturing process and (b) environmental (external) hydrogen introduced from the environmental in service. Environmental hydrogen plays major role in HE. However, the hydrogen behavior in materials has not been sufficiently revealed yet. Hence, it is necessary to investigate the hydrogen behavior in materials. Hydrogen microprint technique (HMPT) has been known as a method to visualize the microscopic location of hydrogen emission from specimen surface (4,5). It has been reported that hydrogen was emitted on slip line and some grain boundaries in Al-Mg alloy during tensile deformation by means of HMPT (6,7). Horikawa et al. observed that hydrogen emission on constitute particles, slip lines and grain boundaries in a tensile-deformed 7075 alloy (8). Hydrogen emission on slip lines is thought to be resulted from transportation by mobile dislocations (9). On the other hand, the mechanism of hydrogen emission on grain boundaries has not been realized yet. Preliminary results on Al-Mg alloy were reported elsewhere (10).  In the present paper, hydrogen behavior of Al-Zn-Mg and Al-Mg alloys during tensile deformation was investigated by HMPT will be described.    
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2 PRINCIPLE OF HMPT AND CATHODIC ELECTROLYTIC CHRGING 
 
2.1   HMPT In HMPT, hydrogen atoms emitted from the specimen surface are visualized as silver particles using photographic emulsion layer containing silver bromide. The principle of HMPT is schematically shown in Fig.1.  Following the oxidation-reduction reaction indicated in Eq. 1, the metallic silver atom will be produced by a strong reduction power of the hydrogen atom at the site where the hydrogen atom is emitted. Ag+ + H → Ag + H+                                                                                                      (1) The silver bromide particles that have not been reacted with hydrogen will dissolve out into the fixer, and finally only the metallic silver particles will remain on the specimen surface in gelatine film of the emulsion. Hence, it is possible to visualize the hydrogen emission site by observing the distribution of the remaining silver particles together with metallographic microstructure. When amount of hydrogen emission is small, soaking specimen into the developer before fixing is effective. The whole silver bromide particles will become metallic silver through this process.  
2.2   Cathodic electrolytic charging Cathodic electrolytic charging is an effective technique to enhance the invasion of hydrogen into materials. Although hydrogen atoms are generated in the cathode following Eq. 2, they usually recombine with each other to become hydrogen gas (Eq. 3), without invading the metal.  H+ +e- → H                                                                                                             (2) 2H→H2                                      (3) When ion of toxic element, such as arsenic, selenium and sulfur, are added into the electrolytic solution, recombination reaction is appreciably inhibited. As a result, the invasion of hydrogen is markedly promoted.           

Fig.1 Principle of hydrogen microprint technique. 
 
 
3 EXPERIMENTAL   The materials used in this study were an Al-Zn-Mg alloy supplied by Kobe steel Ltd. and Al-Mg alloy.  The chemical composition of the specimens is shown in Table 1.  In Al-Zn-Mg alloy, the ingot of 120 mm in thickness was homogenized at 450°C for 8h, hot-rolled at 400°C from 45 mm to 6mm and then cold-rolled to 1mm. The Al-9%Mg alloy was prepared from pure aluminum of 99.99% and pure magnesium of 99.9%.  They were melted in air using MgCl2 as a flux and cast in an iron mold. The ingot of 26.5mm in 
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thickness was homogenized at 430°C for 18h, warm-rolled at 200°C from 13.0 mm to 1.1 mm and annealed at 400°C for 10min and then cold-rolled  to 1.0mm. Tensile test pieces, with a gauge length of 12 mm along rolling direction and width of 12mm were cut from the sheets. The specimens were heat-treated as follows: Al-Zn-Mg alloy was solution-treated at 470°C for 1h, water-quenched and then aged at 120°C for 24h, the microstructure of which is presumed to consist of G.P. zones and /or η’ (MgZn2) precipitates beside the aluminium matrix (11). Al-Mg alloy was solution-treated at 500°C for 10min and then water-quenched, which will cause a microstructure composed only of the matrix with Mg in solution. The specimens were polished by abrasive paper up to #2000 in Al-Zn-Mg alloy, while #1500 and then electroltically polished in Al-Mg alloy. After that, hydrogen was introduced into Al-Zn-Mg alloy by cathodic electrolytic charging for 30min in a solution of pH 2.5 with 0.1mass% of NH4SCN as hydrogen recombination inhibitor with current density of 10mA/cm2. A platinum wire was used as an anode. Hydrogen was charged only from gauge part in L-LT section and the other parts were insulated. The charged side of specimen was electrolytically polished after cathodic charging. Then, the electrolytically polished gauge portion of test pieces were coated with collodion film to improve the adhesion of emulsion to the specimen. Then, they were covered with photographic emulsion diluted by four times on the surface by the wire-loop method in a dark room. The emulsion-coated surface was shielded from light after it was dried.  The test pieces were stretched at an initial strain rate of 6.94×10-4s-1 at room temperature. Plastic strain given was 4% in Al-Zn-Mg, and 9%, 12% and 21% in Al-Mg alloy. After stretching, specimens were immersed in formalin, soaked in developer, fixed with sodium thiosulfate aqueous solution, rinsed with tap water and then naturally dried.  The specimens were observed with scanning electron microscope (SEM) equipped with an energy dispersive spectroscopy (EDXS) device. Also, surface relief of specimens in Al-Mg alloy was measured with a laser microscope.   
Table 1 Chemical composition of the specimens in mass%. Specimen Si Fe Cu Mg Zn Cr Ti Al Al-Zn-Mg 0.008 0.005 0.002 2.391 5.791 0.000 0.014 Bal. Al-Mg <0.005 <0.001 <0.001 8.9 - - - Bal. 

  
4 RESULTS AND DISCUSSION   Figures 2 and 3 show the HMPT/SEM images. A number of white particles were observed at some grain boundaries of each specimen. These white particles were recognized as sliver particles from EDXS analysis. Hence, the hydrogen was emitted from some grain boundaries during tensile deformation. The number of grain boundaries with hydrogen emission was measured based on HMPT/SEM images of each specimen. The larger the tensile deformation amount, the greater the number of grain boundaries with hydrogen emission in Al-Mg alloys. Figure 4 shows the difference in the height between the two neighboring grains and the maximum gradient across the grain boundary with or without hydrogen emission. The amount of surface relief and maximum gradient of grain boundaries with hydrogen emission are relatively larger than those without hydrogen emission. It has been reported that the surface oxide film of matrix prevents hydrogen emission (12,13). The surface oxide film at grain boundaries was cracked by great surface relief and gradient during deformation, and hence the hydrogen was emitted from grain boundaries. Although the great surface relief and gradient were formed, grain boundaries without hydrogen emission were observed. This is probably associated with deformation mode in the grains. Figure 5 shows the angle of grain boundaries with hydrogen emission against slip line (θ1) and 
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against tensile direction (θ2).  Most grain boundaries with hydrogen emission are from 46 to 75 degree against tensile direction and nearly parallel to slip line in the two alloys.  In Al-Zn-Mg alloy, θ2 particularly concentrated from 46 to 60 degree. In a peak-aged Al-Zn-Mg alloy, precipitation free zones (PFZs) exist along grain boundaries. The PFZs deform more easily than the interior of the grains (11). It is suggested that hydrogen atoms are easily transported by dislocations in PFZ at the beginning of deformation. However, in this study, relationship between hydrogen behavior and PFZ was not revealed. Therefore, further study should be conducted to evaluate the effects of PFZ on hydrogen behavior.    

 
Fig.2 HMPT/SEM image of Al-Zn-Mg alloy stretched by 4%. 

 

 
Fig.3 HMPT/SEM images of Al-Mg alloy stretched by 9%(a), 12%(b) and 21%(c), 

respectively. 

 

 
Fig.4 Difference in the height between the two neighboring grains, Δz, and 

maximum gradient angle in the surface profile, θ, for the grain boundaries with (i) 
and without (ii) hydrogen emission. Plastic strain is 9%(a), 12%(b) and 21%(c).   
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Fig.5 The angle of grain boundaries with hydrogen emission against slip line (θ1) 
and against tensile direction (θ2).  The number in Al-Mg alloy is total of the three 

specimens.   
5 CONCLUSION  Hydrogen behavior in tensile-deformed Al-Zn-Mg and Al-Mg alloys was investigated by HMPT. Most grain boundaries with hydrogen emission were from 46 to 75 degree to tensile direction and nearly parallel to slip lines. The amount of surface relief and maximum gradient of the grain boundary with hydrogen emission was relatively larger than those without hydrogen emission in Al-Mg alloy.    
REFERENCES  [1] Murakami, Y. (1981) J. JILM 31, 748-757. [2] Ohnishi, T. & Higashi, K. (1984) J.JILM 34, 675-681. [3] Ohnishi, T. (1991) J.JILM 42, 21-26. [4] Nagao, A., Kuramoto, S. & Kanno, M. (1999) J. JILM 49, 89-96. [5] Kuramoto, S., Ichitani, K., Nagao, A. & Kanno, M. (2000) TETSU-TO-HAGANE 86, 17-23. [6] Horikawa, K. & Yoshida, K. (2004) Mater. Trans. 45, 315-318. [7] Izumi, T. & Itoh, G. (2006) JILM 56, 478-482. [8] Horilawa, K., Yamada, H. & Kobayashi, H. (2012) J.JILM 62, 306-312. [9] Itoh, G., Koyama, K. & Kanno, M. (1996) Scr. Mater 35, 695-698. [10] Koyama. R. & Itoh, G. (2014) Trans. Nonferrous Met. Soc. China 24, to be published. [11] Itoh, G., Eto, T., Miyagi, Y. & Kanno, M. (1988) J.JILM 38, 818-839. [12] Umeda, H., Itoh, G. & Kato, Y. (2006) J.JILM 56, 203-209. [13] Itoh, G., Izumi, T. & Tohyama, T. (2008) J.JILM 58, 15-21. 
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ABSTRACT 
 To obtain the dynamic and quasi-static mechanical properties of modified double-base propellant at low temperature, the uniaxial compressive experiments have been performed both on the universal testing machine and the Split Hopkinson Pressure Bar apparatus. True stress-true strain curves over a wide range of strain rate at -20℃ were presented, from 1.1×10-3 s-1 to 6×103 s-1. The results suggest that modified double-base propellant is a significant strain rate dependent material, and the initial modulus of elasticity and the yield strength increases along with the strain rate, which shows more strain rate sensitiveness at high strain compared at low strain rate.   
1  INTRODUCTION  Propellant gain is the energy source of the solid rocket motor (SRM), and its structure integrity is the essential guarantee that the motor works well. Therefore, A successful grain design require any piece of solid propellant should hold its shape over an extended temperature range in a wide strain rate range (1). In general, the common approach to assess the safety and reliability of SRM is to analyze propellant grain structure integrity to conduct mechanical experiments and develop an accurate constitutive model. Many researchers have put great effort into this. Schapery studied nonlinear viscoelastic and viscoplastic behaviour of plastics and developed a thermodynamic formulation (2), (3). Hinterhoelzl developed a 3-D viscoelastic continuum damage model for solid propellant for wide use in Finite Element Model (4). Xu proposed a general 3-D nonlinear macroscopic constitutive law that models microstructure damage evolution upon straining through continuous void formation and growth (5). Matouš K was involved in modelling multiscale constitutive behaviour for solid propellant (6). Robert Neviere performed solid propellant quasi-static tensile test responses from -60℃ to +60℃ to investigate the HTPB non-linear viscoelastic behaviour (7). Baris Kalaycioglu simulated the extrusion process of double base solid propellant, whose model parameters were determined by quasi-static tensile test (8).       According to the aforementioned researches, these previous solid propellant works were focused on the quasi-static mechanical behaviour and the propellant response under high strain rate loading was not clear. Generally, high strain rate behaviour of materials is evaluated experimentally using Split Hopkinson Pressure Bar (SHPB) apparatus. After Kolsky (9) introduced the SHPB technique for dynamic testing, SHPB 
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technique has become the widely used experimental technique to obtain stress-strain behaviour at high strain rate for materials, such as glass metals (10), ballistic gel (11), and polymeric materials (12) and so on. Based on the highlighted issues, the experiments were conducted here to obtain quantitative estimate of strain rates effect on static and dynamic compressive properties of Composite Modified Double Base(CMDB) propellant, at low temperature, -20℃. The compressive properties at room temperature, +20℃, has been researched by author, see more details in the reference (13).    
2  EXPERIMENTAL METHODOLOGY  
2.1  Materials and sample preparation  A typical Composite Modified Double Base (CMDB) propellant consists of double base binder, oxidizer (AP, RDX), fuel particle (powdered aluminium) and some other additives for improved bonding and burning, and usually the double base binder is nitrocellulose and nitroglycerine. The propellant studied here is RDX-CMDB, which the RDX content is approximately 45% by weight and Al particle content is approximately 10% by weight. Cylindrical specimens were machined from the tubular propellant grain. For static testing, the sizes of specimen are 10mm in diameter and 15mm in thickness, for SHPB testing, the sizes of specimen is 10mm in diameter and 4mm in thickness. After machined, both static and dynamic specimens were kept in thermal insulation chamber over 24 hours at 50℃ to get rid of the residual stress.     
2.2  Static compression test The CMDB specimens were tested under compression loading at -20℃, using universal testing machine. In order to minimize friction effect during the test, the slenderness ratio of specimen is 1.5. What’s more, a thin film of lubricant was also applied to both specimens’ interfaces in order to prevent any potential frictional constrain between the specimen’s end and the anvils of the test machine. The temperature control box is set at -20℃ and all the specimens are kept in the temperature control box for at least 8 hours prior to starting. During the testing, four different strain rate deformations were applied on samples, with the velocity of the crosshead 1mm/min, 10mm/min, 100mm/min and 500mm/min. Three same measurements were conducted for each strain rate to make sure the data is well repeated.    
2.3  Dynamic compression test  Basically, the SHPB apparatus consists of the striker bar, incident bar, transmitter bar and the energy absorber, as illustrated in Fig.1. Considering the CMDB propellant is kind of soft materials which wave impedance is low, all the bars are made in high strength aluminium alloy, LC4, to reduce the drastic impedance mismatch. The aluminium alloy’s Young’s modulus is 74GPa, yield stress is 490MPa, proportional limit is 370MPa, and density is 2.7×103kg/m3. The diameter of the incident and transmitter bar is 14mm and the length is 1400mm, the striker bar’s length is varied in the range of 200-500mm.  During the SHPB test, the specimen is located between incident bar and transmitter bar, when the striker bar impacts the incident bar, rectangular incident stress pulse iε  is generated and travels along the incident bar until it hits the specimen. Part of the incident stress pulse reflects from the bar/specimen interface as reflected wave rε  and part of it transmits through the specimen because of wave impedance mismatch. The transmitted pulse tε  emitted from the specimen travels along the transmitter bar until it hits the end of the bar. It’s assumed that the specimen is in force equilibrium and the specimen is deforming uniformly, it means this: 
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Where 0C  is the elastic wave velocity in the bars, 0E  is Young’s modulus of bars, sl  is specimen length, 0A  is cross-sectional area of the bars, sA  is cross-sectional area of specimen, and t  is time duration.   The equation(2-2) and equation(2-3) are engineering strain and engineering stress, the true strain and true stress are related to engineering strain and engineering stress by:    ))(1ln()(T tt εε −−=  (3-1)  )())(1()(T ttt σεσ −=  (3-2)   
3  EXPERIMENT RESULT AND DISCUSSION   
3.1  Quasi-static compressive response   The compressive true stress–true strain curves of CMDB at low strain rates, 1.1×10-3s-1, 1.1×10-2s-1, 1.1×10-1s-1 and 5.5×10-1s-1, are shown in Fig.1. The data of these stress–strain curves were obtained by universal testing machine at -20℃, and each of the curves in the figures is repeated at least 3 times under identical loading conditions. In the Fig.1, all stress–strain curves of CMDB shared a common characteristic: a viscoelastic response in the initial stage, which is nearly linear, and then yields, coming into flow stage, at last, the drop at the end of the curve means failure behaviour of the materials.   
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Fig.1 true stress-true strain curves of CMDB at quasi-static strain rates 
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Strain rate effect is apparent in the CMDB materials studied in this paper. It can be seen that the yield strength increases as the strain rate increases at quasi-static compressive loading. The yield stress is about 32MPa, at the lowest strain rate, 1.1×10-3s-1, and when the strain rate goes to 5.5×10-1s-1, the yield stress reach 59.1MPa, almost twice as much as the lowest strain rate. With regards to the yield strain, there is not very clear trend, it appears that yield strain increases slightly with increasing strain rate, which means the CMDB is ductile at quasi-static loading. Also, the initial linear region of the stress–strain diagram increases as the strain rate increases. At the lowest strain rate, 1.1×10-3s-1, elastic modulus is about 633MPa, and with increasing the strain rate to 5.5×10-1s-1, the elastic modulus raises to 1126MPa.  
3.2  Dynamic compressive response  The true stress-true strain plot of CMDB at high strain rates is presented in Fig.2, including five different strain rates curves, 360s-1, 770s-1, 1000s-1, 2100s-1 and 6000s-1. All the dynamic specimens for SHPB experiment are kept at -20℃ for at least 8 hours prior to starting. In Fig.2, the stress–strain curves of CMDB at high strain rate exhibit same characteristic: a viscoelastic response in the initial stage, which is nearly linear, then yields, followed by a descending segment, which means failure in specimen. It could be explained that the material is very likely to be brittle at low temperature and high strain rate, so that the observed behaviour may have been compromised by fracture of the material.   It can be observed that the yield strength is enhanced significant at high strain rate loading compared with that at quasi-static loading. Further, it increases with increasing strain rate. At the 360s-1 strain rate, the deformation in specimen is smaller due to the low impact speed of striker, so the stress-strain curve is not complete. The yield stress is varied from 105MPa at 770 s-1 strain rate to as high as 165MPa at 6000 s-1 strain rate, which shows more strain rate sensitiveness at high strain compared at low strain rate. In opposition, the yield strain decreased significantly with and increasing strain rate. Also, the elastic modulus of CMDB is found to have the same trend as yield stress: the initial elastic modulus is increased with the strain rate, varied from about 4.5GPa at strain rate of 360s-1 to about 17.8GPa at stain rate of 6000 s-1 .  
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Fig.2 true stress-true strain curves of CMDB at dynamic strain rates   

4  CONCLUSION    The quasi-static and dynamic compressive testing of CMDB materials at low temperature, -20 ℃, have been successfully performed at a wide strain rate range, from 1.1×10-3s-1 to 6×103s-1, using the conventional universal testing machine and the Split 
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Hopkinson Pressure Bar apparatus, respectively. The results suggest that the mechanical properties of CMDB materials studied in this paper show significant strain rate sensitivity. The yield stress, compressive modulus increased as the strain rate increased, What’s more, this increase is accentuated at high strain rate, compared to the increase at low strain rate. The stress–strain curves of CMDB at high strain rate exhibit same characteristic: a viscoelastic response in the initial stage, which is nearly linear, then yields, followed by a descending segment, which means the material is very likely to be brittle at low temperature and high strain rate.    
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ABSTRACT 
 Mg17Al12 is intermetallic compound in die-cast AZ91D alloy and will affect the macroscopic mechanical properties. Indentation tests on both eutectic β-Mg17Al12 phase and α-Mg matrix are carried out at room and elevated temperature. It is found that the yield stress and flow stress of Mg17Al12 phase are much larger than those of Mg matrix. Besides, the capabilities of plastic deformation of both phases are enhanced at elevated temperatures. The mechanical properties of both phases as a function of temperature are investigated. Based on the microstructural property, the temperature effect on macroscopic deformation behavior is also discussed.    
1. INTRODUCTION 
 AZ91 alloy is the most popular material among cast magnesium alloy due to relatively high strength, excellent corrosion resistance, and good cast-ability. In order to improve the mechanical properties of die-casting AZ91 alloy, plastic forming is employed (1), and temperature plays a critical role in the forming process (2). Understanding the effect of temperature on the yield stress and flow stress will be helpful for the mechanical properties against the plastic forming. The AZ91 alloy contains a large fraction of intermetallic compound of β-Mg17Al12 phase, and usually distributes along the grain boundary of α-Mg phase (matrix). The β-phase increases the strength of the entire AZ91 alloy at room temperature (RT), and it decreases at elevated temperature. The β-phase is only several ten micrometers in size and the effects of its properties on the entire AZ91 alloys is still unclear. This study investigates the mechanical properties of microstructure in AZ91D by using an indentation testing and the properties of β-Mg17Al12 and α-Mg matrix are separately evaluated. In addition, FEM model of the AZ91D alloy containing both β-Mg17Al12 and α-Mg phase is built and compared with the experimental result. The thermal degradation of both phases is investigated, and then we discuss how these degradations affect the macroscopic deformation.  
 
 
2. MATERIAL AND EXPERIMENTAL SETUP 

 A commercial die-cast magnesium alloy, AZ91D (Mg: 90%, Al: 9% and Zn: 1%) was used in this study. Two types of experiments were performed, microindentation test and conventional uniaxial compression test. In the microindentation test, the disk type specimen which is the size is 12 mm in diameter and 2 mm in thickness. After the mechanically polishing, the specimen surface was immersed in the etching solution 
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(distillated water: 24 ml, 60% nitric acid: 1 ml, ethylene glycol: 75 ml). Figure1 shows the microstructure observed by scanning electron microscope (SEM). It is found that the β-Mg17Al12 phase precipitates along the grain boundary of α-Mg phase. We observed the large area of more than 1 mm2 in the microstructure. It reveals that the β-Mg17Al12 distributes uniformly in the observed area, and the ratio of α-Mg and β-Mg17Al12 is 83 and 17. The grain size of α-Mg ranges from 15 to 30 μm, and is averaged to 22 μm. Because of non-plastic forming alloy (as-cast alloy), the grains of α -Mg are randomly orientated. Indentation test was carried out at RT and elevated temperature of 150oC, 200oC and 250oC. It is reported that an indentation curve is dependent on the loading rate. This study set the indentation strain rate of about 0.01 /s.   In uniaxial compression test, a cylinder type specimen with diameter of 5 mm and height of 7.5 mm were prepared. The strain rate was set to 0.001 /s. This is different than the indentation strain rate (0.01 /s). However such a difference is reported to be minor in the macroscopic deformation behavior at RT (1). The compression test was carried out at room temperature. On the other hand, the stress-strain data at elevated temperature (150℃, 200℃, and 250℃) was obtained from the literatures (2) (3).     
3. RESULTS AND DISCUSSIONS  
3.1 હ-Mg solid phase A spherical indenter with 20 μm tip radius (R=20 μm) is used in this study. Since the spherical indenter is non self-similar geometry, it can mimic dual/plural indentation to enable the measuring elastoplastic properties (i.e. work-hardening law with non-linear deformation behavior), and we recently proposed simple framework which can apply to the Ludwick type hardening materials (4). The plastic constitutive equation of Ludwick law is    σ= σY + Kεpn [1]  Where σ Y is the yield stress, n is the work-hardening exponent, and K is the work-hardening strength. Note that εp is plastic strain. The alloy has random grain orientation of α -Mg. Several indentation tests (more than 20 tests) were, thus, conducted at different grains. The indenter impression size was about 40.6 μm which is larger than the average grain size (22 μm). The indentation curves are plotted in the inset figure of Fig.2. The maximum force is set to 1000 mN, such that the indentation depth h becomes deeper. In this figure, it is found that with the higher temperature, indentation curve is deeper. By using our reverse analysis (4), uniaxial stress - strain curve was estimated. For RT, the material constant of Eq.[1] are estimated to be σY = 145 MPa, K = 443 MPa, and n=0.8. Figure2 includes the results at elevated temperature (150oC, 200oC and 250oC). It is found that with higher temperature, both yield stress and flow stress decrease. In particular, σY=75.5 MPa at 250oC is smaller than that of RT(σY=145 MPa), suggesting that the mechanical property of α-Mg phase is strongly dependent on temperature.  

 
Fig.1 Microstructure of die-cast 

magnesium alloy (AZ91D). 
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Fig.2 Indentation curves of ࢻ-Mg at RT, 150℃, 200℃, and 250℃,  

and the estimated stress-strain curves. 
 
3.2 -phase This study next evaluates the properties of intermetallic compound ( β -Mg17Al12 phase) at RT, 150oC, 200oC and 250oC. Since the β-phase has a small volume (small area) as shown in Fig.1, a sharp indenter with triangle shape was used. This is a self-similar indenter, leading that the strain distribution under indenter penetration is self-similar.  It requires another shape to change the strain distribution when applying to the hardening materials. Therefore, this study employs two different shapes of triangle indenter whose the angle of the ridge lines are 115o and 100o. The indentation curves at RT and the indenter impression are shown in Fig.3.   In order to identify the plastic properties of β-phase, FEM computations are carried out. This study creates two dimensional axisymmetric FEM model for forward analysis. The Young’s modulus E is set to 71.9 GPa (from the literature (5)). Here we assumed the linear hardening law for the β-phase. The constitutive equation is in the Eq.[1], when the work-hardening exponent n is 1.0. Thus, this law involves two material constants; the yield stress σY, and the hardening rate K.  By changing of the yield stress σY and the hardening rate K, parametric FEM study is conducted, such that the computed indentation curve agrees well with the experimental ones for both indenters. With the parametric study, we estimated material constants σY=0.33 GPa and K=4.8 GPa for RT. The estimated plastic property is plotted in Fig.4. In order to verify this estimation, forward analysis was again carried out to compute the indentation curves for both indenters. The result is shown in Fig.3, indicating the good agreement between experiment and computation for both indenters.  
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Similarly, the indentation curves at elevated temperature are obtained. The indentation curve of 115o indenter is shown in the inset of Fig.4. At 150℃, the indentation curve agrees with that of RT. However, at higher than 200℃, the curves show plastically deformable. By using the above estimation process, we estimated plastic property (stress-strain curve) at elevated temperature, which is plotted in Fig.4. This reveals that an increasing of ambient temperature lets the β-phase deformable. In particular, at higher than 200oC, the intermetallic compound shows softening (i.e. plastically deformable).   

  
 
 
 
 
 

3.3 Macroscopic deformation As mentioned above, this study evaluated the plastic property of each microstructure, i.e. α -phase and β -phase, through the indentation testing. Since the macroscopic deformation behavior is depended on the microstructural property, FEM is used to create the microstructural model for computing the macroscopic deformation. We assumed the two dimensional model under generalized plane strain.  As mention above, intermetallic compound β-Mg17Al12 precipitated along the grain boundary of α-Mg matrix. The contained ratio for α- and β-phase is 83:17, and grain size is averaged 22 μm. Based on such structural information, the relatively simple model is created as shown in the inset of Fig.5. In order to employ a periodic boundary condition, both the right and left edge deforms uniformly along the horizontal direction, by adding the link option to each edge.  Figure5 shows the estimated macroscopic deformation. This figure also shows the stress-strain curves obtained by the compression test. It is found that the computation agreed well with the compression test. This indicates that the present FEM model is useful for the prediction of macroscopic deformation. Subsequently, we estimated macroscopic deformation at elevated temperature. Table1 shows the comparison of the yield 
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Table1 Comparison of yield stress obtain 
by experiment and FEM simulation at  
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Fig.4 Indentation curves of ࢼ-Mg17Al12 
phase obtain by 115°triangle indenter, 
and the estimated stress-strain curves ࢼ-Mg17Al12 at RT, 150℃, 200℃, and 250℃.

Fig.5 Stress-strain curve of experiment 
and FEM simulation. This also shows 
the curve of ࢻ-Mg and ࢼ- Mg17Al12 
estimated by indentation method. 
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stresses obtained by experiment and FEM computation. For each temperature, the computational result agrees with experimental one. It is revealed that the deformation resistance significantly decreases with the increasing of temperature. Such a softening (decreasing of deformation resistance) was observed in both phases as described in Section 3.1 and 3.2. These results suggest that the plastic deformation of microstructure affects the macroscopic deformation of entire AZ91D.   
4. CONCLUSION  This study investigated the mechanical property of each phase (α- and β-phase) in die-casting magnesium alloy by using an indentation test. The microindentation was carried out at RT and elevated temperature (up to 250oC). For the indentation-based estimation, reverse analysis and forward analysis with finite element method (FEM) were carried out to estimate uniaxial stress and strain curve of both phases. It is found that the yield stress and flow stress of Mg17Al12 phase (β-phase) were much larger than Mg matrix (α-phase) at RT. In particular, the yield stress of β-phase achieves more than 300 MPa, which is twice larger than α-phase, suggesting that the β-phase may play a role of strength improvement of entire alloy.   Subsequently, elevated temperature indentation was carried out to estimate the property of both phases. At relatively low temperature (150oC), it is found that the α-phase softens, while the β-phase does not degrade, showing the same property at RT. At a elevated temperature (in particular, higher than 200oC), however, the plastic deformation of both phases is encouraged. In particular, at 250℃, the softening of β-phase is significant. This indicates that such temperature induces degradation of α-phase as well as β-phase. Since the β-phase locates along the grain boundary, such a thermal softening of β-phase is crucial for the strength and plastic forming of Mg alloy.   By using those properties of each phase, the macroscopic deformation was predicted via FEM model. The model was created with the each microstructure, in order to compute macroscopic compressive deformation. These responses (uniaxial stress and strain curve) agreed with the experimental ones in both RT and elevated temperature.  This work is supported by JSPS KAKENHI (Grant No. 26420025) and JGC-S Scholarship Foundation.    
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ABSTRACT  Hydrogen diffusion is one of critical mechanisms of stress corrosion cracking (SCC) of engineering materials such as carbon steels. Especially, it is known that the degradation of pipe grade carbon steels under fatigue loading conditions is accelerated by hydrogen diffusion steels, but the classical diffusion equation cannot address this specific issue. So, in this paper, the conventional diffusion equation, i.e. Fick’s second law, is modified by applying new boundary conditions considering fatigue loading conditions, and the solution is given analytically using Green’s function. In addition, some parametric studies are provided by applying some key parameters of the solution, and the results are discussed to understand physical meanings of the final solution.   
1 INTRODUCTION  Stress corrosion cracking (SCC) of pipes can be analyzed by understanding complex relationships between applied stresses, loading conditions, electrochemical environments, piping materials and so on. SCC is the universal long-term behaviour for most engineering materials. In Figure 1, a typical SCC observed in steel gas pipe and polyacetal pipe fitting. However, all of factors described above to control SCC are not easily related, and a synthetic approach for SCC is quite difficult. Most conventional models of SCC are developed to describe the formation of pitting mainly due to electrochemical approach and the development of a small crack at the early stage. However, the crack growth rate of SCC is very important due to a large portion of the crack propagation lifetime of the total lifetime of SCC. So, understanding of SCC growth is practically important to evaluate the residual lifetime of a pipe under SCC.  There have been a quite amount of researches on modeling of SCC growth, but most of them were constructed based on empirical observations of SCC or simple superposition methods. of most significant degradation behaviour during SCC formation is hydrogen embrittlement, which should be considered as an additional term to explain the reduction of fracture toughness around the crack tip. Choi et al. (1) simulated the SCC growth behaviour by comparing experimental data by developing a quite new model to explain the SCC using analytical model of hydrogen embrittlement based on the crack layer theory (2).  In this paper, the parametric study of hydrogen embrittlement model proposed by Choi et al. (1) is executed for various factors to controlling SCC. This model is formulated 
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using Green’s function by modification of Ficks’ 2nd law considering fatigue loading conditions and new boundary conditions. Finally, the application of hydrogen embrittlement model to describing SCC growth behavior is also discussed.   
2 MODELING OF HYDROGEN DIFFUSION UNDER FATIGUE LOADING  Choi et al. (1,3) proposed a SCC growth model based on the crack layer theory by using the concept of configurational mechanics of materials. By applying the crack layer theory, the separation of crack and process zone can be achieved. In case of the process zone, three regions can be identified as electrochemical zone, hydrogen-affected zone and plastic deformation zone. Among them, the second and the third regions can be approached together, but the first region should be separately considered. So, the crack growth equation considering the SCC driving forces can be proposed as, 

ECPmech JTktxxJk
dt

da
1211 ),())],(,(2[   ,          (1) 

where, k1 and k2 are kinetic coefficients for mechanical and electrochemical effects, and  J1mech and J1EC  are energy release rates related with mechanical and electrochemical terms. γ is the specific fracture energy, x is the distance from the crack tip and ρ represents the concentration of diffused hydrogen. In addition, εp is the electrochemical potential and T is temperature.  The effect of fatigue loading on the crack tip can be described by ‘pumping effect’ of hydrogen into the crack tip, and the flux of hydrogen ( 0|),( 


xtxq ) can be formulated by fatigue parameter (k) which is significantly related with the stress ratio (R) and frequency as, 
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where, ρ* is the saturation hydrogen density value, D is the hydrogen diffusion coefficient, and 0|),( xtx  stands for hydrogen concentration at crack tip (x=0), which in its turn depends on the solution of the equation (2). In addition, k is the hydrogen influx coefficient that depends on the local environment, crack opening as well as on the rate of build-up and removal of the corrosion products.  For simplicity, the diffusion is considered along the crack direction, and the boundary and initial conditions for the diffusion equation being as follows: 
0)0,( x and )(),( 00| ttx x   ,             (3) Using the point source Green’s function for the diffusion equation and boundary conditions (3), we obtain an integral equation for )(0 tC  as well as the hydrogen distribution ),( txC  in front of the crack.   To evaluate hydrogen diffusion effect on SCC, we use the Green’s function technique. Based on the standard solution of diffusion equation, the mass density of hydrogen 

),( txC  at a point “x” and a time instance “t” due to the unit mass concentrated at the point “ξ “  at the instance “τ” ≤ t ,  can be written as follows.  
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Using the equation (3) and an expansion for )(0 tC , one obtains an integral equation for 
ρ0(t) from equation (6).  
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Eq. (7) is the Volterra type equation of the second kind. It is conventionally solved by means of Laplace direct and inverse transforms. The solution of the integral equation depends on only one parameter, containing the ratio of the hydrogen influx and square root of hydrogen diffusion coefficients: Dtk 2/ term. In addition, the hydrogen influx coefficient k is proportional to the diffusion coefficient, Dk  , Therefore, the analytical solution of equation (7) can be written as follows, 
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3 PARAMETRIC STUDY AND DISCUSSIONS  In Fig. 1, the distribution of mass density of hydrogen at the crack tip as a function of elapsed time is shown. It can be observed that mass density of hydrogen increases quickly once the fatigue parameter increases. So, it can be noticed that the fatigue loading can affect the accumulation of hydrogen which is the distribution of the mass density of hydrogen as a function of x (length from the crack tip). Hydrogen diffusion coefficient for carbon steels (4) selected as D=9.65x10-6 mm2/s.   In Fig. 2, the increase of mass density of hydrogen at various locations away from the crack tip is shown. As x increases (away from the notch tip), the increase of mass density is delayed. So, it can be observed that hydrogen embrittlement effect may be localized, and the driving force of the SCC growth may be controlled by the accumulation of hydrogen around the crack tip. 
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Fig. 1 Mass density of hydrogen at the crack tip for various fatigue conditions 
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Fig. 3 Distribution of mass density of hydrogen at for various fatigue conditions 
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In Fig. 3, the distribution of mass density of hydrogen at 9 normalized time steps for various fatigue conditions. The distribution of mass density of hydrogen from the crack tip is mainly affected by the maximum hydrogen at the crack tip. It is known that many SCC phenomena are accelerated by the combination of fatigue loading (1,5), and it can be understood by applying the results in this study. Such behavior can be directly applied to model the SCC growth behavior expressed in equation (1).   
4 CONCLUSION  In this study, the hydrogen diffusion equations using Green's function was reviewed and the effect of key parameters in the model was analyzed by parametric study. In the same location, k/D is the higher rate of diffusion, such as t (time) the higher the rate of diffusion from the k/D to find out there were enlarged. In other words, k/D the x (length from the crack tip) and an inverse relationship, t (normalized elapsed time) and the proportional relationship was observed. For SCC with fatigue loading conditions, k may affect the hydrogen diffusion behavior to the material, i.e. the hydrogen embrittlement behavior of carbon steels can be accelerated by fatigue loading at the crack tip. It will be investigated in detail as a further research.   
ACKNOWLEDGEMENT  This work was financially supported by the Nuclear Power Core Technology Development Program (No.20131520000140) of the Korea Institute of Energy Technology Evaluation and Planning (KETEP) granted financial resource from the Ministry of Trade Industry and Energy.   
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ABSTRACT  A new Integrated Thermal Protection Structure (ITPS) was prepared for flight vehicles to provide thermal protection as well as structural load bearing capabilities. Experiments were carried out to investigate mechanical properties of the ITPS, including flatwise tension, flatwise compression, edgewise compression and shear test. It is found that the stitched structure can overcome the insulation’s shortcomings: low strength and modulus. Inner configurations of the ITPS were investigated by X-ray computed tomography system and Scanning Electron Microscope analysis. Mechanical modelling was conducted to investigate the contribution of panel, core and stitch to the load-bearing capability of the ITPS.  
 
1 INTRODUCTION  The primary functions of the Thermal Protection System (TPS) are to protect vehicle and its contents from aerodynamic heating and maintain its structure integrity (1), and it is one of the most expensive and critical systems of the hypersonic vehicle (2). The current TPS technology for large surface area thermal protection consists of different concepts (3, 4, 5, 6).  

 
Fig 1. Schematic model of an ITPS with stitched sandwich structure.  Integrated TPS (ITPS) concept can significantly reduce the overall weight of space vehicles (7, 8), which will provide thermal protection as well as structural load bearing capabilities. As shown in Fig.1, a newly proposed ITPS concept is a stitched sandwich structure composed of an insulation core, two woven panels and the stitch fibers. It has been proved to be a potential candidate for primary load bearing and thermal protection integral structure (9). 
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Mechanical loads acted on the TPS include transverse aerodynamic pressure loads, in-plane inertial loads, acoustic and dynamic loads, and slight negative aerodynamic pressure loads (10). Hence, investigation on tension, compression and shear properties of the ITPS becomes important for its application.   In present research, experiments were carried out to study mechanical properties of the new ITPS. Mechanical modeling was also conducted to investigate the contribution of panel, core and stitch to the load-bearing capability of the ITPS.  
 
2 MATERIAL AND TESTING METHODS  The test sample is a 20 mm thick stitched sandwich structure composed of an insulation core, two panels and some stitch fibers. The upper panel is made of ceramic-fiber-reinforced-resin-matrix composite. The lower panel is made of ceramic-fiber-reinforced-ceramic-matrix composite. The core is made of super insulation material: ceramic-fiber-reinforced SiO2 aerogel (CFRSA) composite. The stitches are made of glass yarns.  Flatwise tension, flatwise compression, edgewise compression and shear tests were conducted according to ASTM standard (11, 12, 13, 14). Schematic graph of the above tests are shown in Fig.2.  

 
Fig 2. Fixtures of mechanical tests: (a) flatwise tension, (b) flatwise compression, 

(c) edgewise compression and (d) shear test.   
3 RESULTS  Flatwise tension stress-strain curve (Fig.3a) showed initially a linear stage up to a point where a crack was found in the insulation core (σ≈0.2 MPa). The flatwise tension modulus and strength of the ITPS are nearly 8 times higher than that of the core material (15).  Flatwise compression stress-strain curve is obviously different from that of tension (Fig.3b). That may because of the tension-compression asymmetric of the core and stitch fiber. Flatwise compression modulus of the ITPS is nearly 2 times higher than that of the core material.  Edgewise compression curves (Fig.4) exhibited initially linear stage until buckling crack occurred on the sandwich panels (σ≈1.2~1.5 MPa). Edgewise compression modulus and strength of the ITPS are much higher than that of the core material. 

(a) (b) (c)
(d) 
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Shear stress-strain curves (Fig.5) showed initially linear stage until cracks were found in the insulation cores. When the stresses increased to shear strengths (≈0.37 MPa), other cracks were found in the sandwich cores. Finally the sandwich failed at the interface between panel and core due to stitch fractures.  

     
Fig 3. Flatwise stress-strain curve of the ITPS: (a) tension and (b) compression. 

 

     
Fig 4. Edgewise compression stress-strain curves of the ITPS: (a) 1 direction and 

(b) 2 direction.  
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4 MODELING OF THE ELASTIC PROPERTIES  Mixed series-parallel spring models (MSPSMs) were constructed for Young’s modulus predication based on analysis of a Representative Volume Element (RVE) of the ITPS. The RVE is a cube of 13.3×13.3×20 mm3 composed of a 1 mm thick upper panel, a 0.7 mm thick lower panel, a 18.3 mm thick core, a stitch with radius 0.35 mm and the ceramic/resin around the stitch with external diameter 1 mm.  The MSPSMs are shown in Fig 6. Modelling results (Table.1) are numerically close to that from experiments, which indicates that the MSPSMs can be used to investigate the contribution of core, panel and stitch to the load-bearing capability of the ITPS.  
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Fig 6. Schematic representations of the MSPSMs: (a) flatwise tension,  

(b) edgewise tension and (c) shear.  
Table 1. Young’s modulus obtained from experiments and MSPSMs. Items Experiments MSPSMs Flatwise tension modulus Et3 (MPa) 47 59.5 Flatwise compression modulus Ec3 (MPa) 21.8 21.9 Edgewise compression modulus Ec1 (MPa) 167 185 Edgewise compression modulus Ec2 (MPa) 162 185 Shear modulus G13 (MPa) 7.16 8.1 Shear modulus G23 (MPa) 7.47 8.1 
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5 CONCLUSIONS  Experiments were carried out to investigate the mechanical properties of an ITPS composed of two composite panels, an insulation core and some stitches. It is found that the ITPS perform anisotropic, nonlinear and tension-compression asymmetric properties.  Mixed series-parallel spring models were constructed for Young’s modulus predication of the ITPS, which proves to be feasible and valid.   
6 ACKNOWLEDGEMENTS  The research was supported by National Natural Science Foundation of China (Grant NO. NSFC 51275023) and the Innovation Foundation of BUAA for PhD Graduates (Grant NO. YWF-12-RBYJ-007).   
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ABSTRACT  A novel positioning stage using piezoelectric actuator is presented for antenna pointing. The proposed stage works out-of-plane direction. It is driven by four piezoelectric actuators, which can amplify the motion of piezoelectric stack by a bridge type amplifier. The performance of actuator is verified by theoretical analysis and simulation. Modeling and analysis of antenna pointing mechanism are carried out. Prototype has been manufactured and tested. Experimental results indicate that the directional angle of antenna has range of ±0.08° while the pointing accuracy is 0.0005°.   
 
1 INTRODUCTION  With the development of satellite technology, data transmission rate is getting higher and higher. The satellites must work at high-frequency band such as Ka-band to fulfill the requirement of communication. Accurate beam pointing is crucial for successful communication (1). That has, therefore, necessitated the development of a positioning stage with high accuracy.  To achieve high precision motion of positioning, linear motor and voice coil are commonly used. However, they have many shortcomings, such as backlash, friction, and stick-slip. By contrast, piezoelectric stack has great advantages, such as sub-nanometer level resolution, high precision, fast response and wide temperature range. However, it has low moving range. This shortcoming can be overcome using a displacement amplifier (2). The amplifier is integrated with piezoelectric stack as actuator to provide a large motion range.    There are a number of positioning stages using smart material. A 6-DOF magnetic levitation (maglev) positioner with air-core solenoids and permanent magnets was designed by Jung and Beak (3). Zhang developed 3-DOF out-of-plane stage which has 11.8 μm of z-axis working range and 22.7″ of tilt angle (4). Liu (5) presented a 3-DOF precision positioning stage actuated by PZT with a rotary range of 37.5 μm. However, the big challenge is to design a positioning mechanism which can achieve high precision as well as wide operating range.   In this paper, a novel positioning stage for antenna pointing is proposed. Piezoelectric stack is applied for the stage due to its incomparable advantage in high precision positioning. Additionally, a bridge type amplifier is designed for amplifying the motion of the piezoelectric stack. And the antenna mechanism can achieve long range, compact size, and high precision.  
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2 MECHANICAL SYSTEM DESIGN 
 
2.1 The positioning stage configuration  In this section, the model of antenna pointing mechanism is purposed as shown in Fig. 1. Semi-parallel complaint mechanism is applied to the positioning stage, which consists of antenna, upper plate, four piezoelectric actuators and base plate. The upper plate that carries antenna is connected to the base plate via four actuators. And each actuator is located in each side of a square as illustrated in Fig. 2. Without the antenna, the size of stage is about 70 mm×120 mm×46 mm.  

       
Fig. 1. Antenna pointing mechanism model           Fig. 2. Exploded diagram of stage  
2.2 The piezoelectric actuator design From the section above, the positioning stage is driven by four piezoelectric actuators, which consists of bridge type mechanism and piezoelectric stack as shown in Fig. 3. The piezoelectric stack is sandwiched between plane 1 and plane 2. When a voltage is applied to the piezoelectric stack, it would expand so that the bridge type amplification mechanism generates downward direction displacement. It can reduce the height of the stage and make the stage compact. Furthermore, as a compliant stage, it is expected that each actuator independently drives the stage in each direction without affecting each other. Hence, there is circular flexure hinge consisting of two orthogonal prismatic joints adopted since they possess the smallest center-shift when performing rotation.    

    
Fig. 3. Piezoelectric actuator                Fig. 4. Schematic diagram of the actuator  In consideration of that the piezoelectric stack is sensitive to shear forces or bending moment, the mechanism, hence can protect the piezoelectric stack as it can withstand pressure only.   Fig. 4 shows the working principles of piezoelectric actuator. The piezoelectric actuator fixed at bottom part. The relationship between the output displacement of amplifier and piezoelectric stack can be described as follows.   
                        2

1
2

1
2

1 22 LHLLL =−+Δ+ )sin()cos( θθ                                                      (1) 
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Where L1 is the length of beam of bridge structure, θ is the angle between beam and horizontal direction, ΔL is the motion of piezoelectric stack and H is the moving range of actuator. Under micro motion condition, the equation above could be written as:                                                                            θcot≈ΔLH                                                                      (2)   
3 FINITE-ELEMENT ANALYSIS  
3.1 Simulation of piezoelectric actuator  To check the performance of designed piezoelectric actuator, its finite element analysis is carried out using Pro/ENGINEER and Abaqus. The size of the piezoelectric stack (P-885.91, Physik Instrumente company) is 5 mm×5 mm×36 mm. And displacement range of unloaded stack is about 0 μm~+38 μm when the applied voltage range is 0 V~120 V. The size of the whole actuator is 5 mm×40 mm×20 mm. And the amplifier is made of an spring steel, 60Si2MnA. So it can provide a high yield stress for good repeatability. The amplifier fixed at bottom part and applied displacement at both sides. Fig. 5 shows simulation result of piezoelectric actuator. The simulation and theoretical results are compared in Fig. 6, which indicates that simulations are consistent with the theoretical theory results. The moving range of actuator is above 100 μm when the input displacement is 38 μm. Likewise, the actuator mechanism can linearly amplify the output displacement of stack.   

       

 

 
                           Fig. 5.  FEA simulation                                Fig. 6.  Theory and simulation   Then the antenna pointing mechanism is simulated to evaluate the performance of the micro-motion stage. Firstly, the dynamic performance of the stage has been verified using Abaqus. The base of the antenna is constrained in all direction. Fig. 7 shows modals of the whole system. Mode 1 is rotation z-axis, Mode 2 is rotation x-axis, Mode 3 is rotation y-axis. Without the heavy antenna, the natural frequency of stage would increase to 213.70 Hz, 319.34 Hz and 319.99 Hz, respectively.   

              Mode 1(21.70 Hz)                      Mode 2(40.59 Hz)                    Mode 3(47.75 Hz) 

Fig. 7. Modals of the whole system 

439



In order to confirm the motion range of antenna pointing mechanism, each actuator is employed desired displacement, respectively. The constraints should be necessarily considered, such as maximum stress in the flexure hinge and distortion of piezoelectric actuator. The simulation results show that the greatest stress appears in the flexure hinge of actuator. When the antenna pointing mechanism reaches maximum motion range of ±0.09°, the maximum stress is 124.6 MPa, which is far less than the yield stress.   
4 EXPERIMENTS    The experimental setup is shown in Fig. 8. National Instrument computer (PXI-1050) was applied as a real time controller. A high voltage piezo-amplifier was used to supply voltage above 120 V. And two laser displacement meters (LK-G80, Keyence) with a 0.1 μm resolution were used for measuring the displacement of the moving part of the stage. In order to improve the accuracy of measurement, the two laser displacement meters 1 and 2 employed differential measurement.   Firstly, the dynamic performance of antenna pointing mechanism was tested. The resonance frequency was obtained by impulse response of the system. Table 1 shows the first three resonance frequencies of the antenna pointing mechanism.   

 
          Fig. 8. Experimental setup          To demonstrate the performance of the antenna pointing mechanism, its rotation about x-axis and y-axis were tested, respectively. From the section above, the actuator only has downward direction displacement. In order to make piezoelectric generate inverse displacement, a pre-load voltage should be applied to each actuator. When rotation about x-axis was tested, the two actuators at the y-axis were applied voltage signal as shown in Fig.9. However, the applied voltage of two actuators at x-axis remained unchanged. While the applied voltage of one actuator reached maximum voltage 120 V and the other was 0 V, the antenna mechanism achieved maximum range. For rotation about y-axis, it was reversed. Fig. 10 shows rotation range around x-axis and y-axis, respectively. They both can achieve range of ±0.08°.   The Preisach model was employed to predict the output displacement of each piezoelectric actuator. Hence, the actuators could apply specific voltages to obtain a desired rotation angle. Some of antenna pointing errors are listed in Table 2. The θx-directional and θy-directional precisions reach 0.0005°.  

Modal Frequency(Hz) Mode 1 17.65 Mode 2 37.14 Mode 3 43.25 

Table 1 Resonance frequency 
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                     Fig. 9. Voltage signal                                    Fig. 10. Rotation range of the stage 
 

Table 2 Measurement results of the pointing precision of stage Rotation about x-axis Rotation about y-axis 
θx Desired (deg) θx Actual (deg) Absolute error(deg) θy Desired (deg) θy Actual (deg) Absolute error (deg) 0.005 5.227E-3 2.3E-4 0.005 5.178E-3 1.8E-4 0.020 1.979E-3 2.2E-4 0.020 2.033E-2 3.3E-4 0.035 3.468E-2 3.2E-4 0.035 3.457E-2 4.3E-4 0.050 5.032E-2 3.2E-4 0.050 5.047E-2 4.7E-4 0.065 6.457E-2 4.3E-4 0.065 6.472E-2 2.8E-4  

 
5 CONCLUSION  In this paper, a novel stage driven by four piezoelectric actuators was proposed for antenna pointing. The piezoelectric actuator consists of piezoelectric stack and bridge type amplifier, which was developed to overcome the limited displacement of piezoelectric stack. The performance of actuator was researched by theory and simulation. The results have confirmed that actuator can linearly amplify motion of piezoelectric stack. Finally, the overall simulations and experiments have demonstrated that the antenna pointing mechanism can achieve good motion range of ±0.08° around x-axis and y-axis with accuracy of 0.0005°, respectively.   
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ABSTRACT  A piezoelectric actuator using rhombic mechanism based on flexure hinges is developed to amplify the displacement of piezoelectric stack. The analysis of flexure hinge is performed then the maximum displacement amplification ratio of structure is obtained by optimization through analytic formulas, where the geometrical parameters of structure are selected as design variables. After that the output force of actuator is determined by stiffness design of flexure hinges. Therefore a mechanism with the specified magnification and output force is designed.    
1 INTRODUCTION  Piezoelectric stack (PZT stack) has been widely used in many fields, such as active vibration control, precision positioning system and even MEMS, but the piezoelectric materiel has only very small induced displacement, which is about 1000μm/m. the length of most of commercial PZT stack is about 10cm to 30cm, so the induced displacement of PZT stack can hardly exceed 100μm. Recently, in order to amplify the deformation of PZT stack, a flexure hinge has been studied to design various kinds of amplification mechanism, because the flexure hinge has the advantage of compact structure, no backlash and no need of lubrication over conventional pivots. Several types of amplification mechanism were developed such as level-type, Moonie-type, rainbow-type and bride-type (1). In general, the amplification ratio of all these types can be estimated by level rule, but unfortunately, this is far from the real situation.  The level rule will show large errors when one wants to get large amplification ratio in real systems. So a lot of work has been done to improve the accuracy of flexure hinge model (1-3). Paros and Weisbord (2) derived the stiffness of a circular hinge theoretically, Furukawa et al (3) modeled the bridge-type hinge as spring element but it still leads to large errors, Hong-Wen Ma et al (1) derived the real amplification ratio of bridge-type mechanism by analytic method. But few of them perform optimization design of amplification ratio. In this research, a rhombic mechanism is employed to amplify the displacement of piezoelectric stack, then the displacement amplification ratio is studied and optimized to get desired stroke, where the geometrical dimension of structure are selected as design variables. Finally, the output force of actuator can be determined by stiffness of flexure hinges which only depend on the geometrical size if the material is selected.  
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2 DESIGN OF ACTUATOR AND OPTIMIZATION OF AMPLIFICATION RATIO  
2.1 Rhombic mechanism Generally, a compact and light weight structure is always essential to the precision system. The Moonie-type, rainbow-type and bride-type mechanism are easier to design in a compact and light weight structure compare to level-type one. But among them only bride-type mechanism is capable of amplifying the displacement of piezoelectric stack. In this study, a rhombic mechanism using bridge-type flexure hinges is designed. Fig.1 shows the basic structure and its way of actuation. As shown in Fig.1.  End D of actuator is clamped, when piezoelectric stack expands, the actuator outputs negative displacement along the y axis, and if piezoelectric stack shrinks the actuator outputs positive displacement.  

                   
             Fig.1. Rhombic actuator                                  Fig.2. Geometrical dimensions   For a Rhombic mechanism, the input and output are only in the plan. Fig.2 shows the geometrical size of the actuator, and the ideal displacement amplification ratio can be derived using kinematic theory (1):     
                                         αcot==

Input
OutputGideal

                                              (1)  
whereα is the angle between the edge AB and the long diagonal AC, Eq.(1) illustrates that the ideal amplification ratio will increase with the decrease of the angle α , therefore it seems like that one can get very large amplification ratio if the angle α  is set small enough, but in fact, flexure hinges posses bending and longitudinal stiffness as shown in Fig.4. These two stiffnesses can cause elastic energy stored in mechanism and complicate the relationship between amplification ratio and angle α .   

                      
            Fig.3.  Flexure hinge                            Fig.4.  Mechanical model of flexure hinge  In Fig.4 the lk  and ak  represent longitudinal and bending stiffness respectively. They can be derived from beam theory as follows (4). 
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 where E  is elastic module of material. Because of symmetric structure the model of rhombic mechanism considering stiffness of flexure hinges can be described as shown in Fig.5, where edge AB of rhombic mechanism is equivalent to two cascaded flexure hinges. Only longitudinal stiffness is considered at the point P which is the joint of two flexure hinges since the bending occurs in the middle region of edge AB can be equivalent to that occurs at the end of edge AB.  

              
   Fig.5. The model of rhombic mechanism            Fig.6. Amplification ration VS angle  If the stiffness of flexure hinges is considered, From Eq.(2) and Eq.(3), the actual displacement amplification ratio can be derived as (1): 
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where 2lle kk = , aae kk 2= because of cascade of two flexure hinges. al  and l  are the length of the edge and long diagonal respectively, t is thickness of the edge AB. If fix t  and al , the real and ideal relationship between amplification ratio and angle α  are pictured in Fig.6.  
2.2 Optimization of amplification ratio Fig.6 shows that there is a optimum(which is maxim) point of actual amplification ratio when t  and al  are fixed. The optimum angle can be derived through derivation of α . But in fact, amplification ratio is associated with three variables which are thickness t , length al  and angle α . It’s reasonable to perform optimization with three variables simultaneously.  
2.2.1 Design parameters and constraints The geometrical parameters in Fig.2 are selected as design parameters. In this study, both length of output platform bl  and short diagonal sl  have dimensional constraints, that is mmlb 5=  and mmls 10< . Furthermore the piezoelectric stack is selected beforehand and mml 36= , then the constraint of angle α  can be derived as Eq.(5) from geometrical relationship.                                                              52.150 <<α                                                      (5) 
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According to the geometrical constraint, one can get Eq.(6) from Eq.(5). 
                                     mmlll b

a 5.15
2

)(
cos =

−
=α                                             (6) Then the constraint of al  is derived as Eq.(7) from Eq.(6).                                                         mmlmm a 5.156.14 <<                                                (7) From Eq.(4), the hinge thickness t  should be small to increase the amplification ratio, but to reduce the processing difficulty, the minimum thickness should be not less than 1mm. 

                                                mmt 1≥                                                           (8)  
2.2.2 Stiffness of the flexure hinge The maximum block force of actuator is the force needed at the output which made the output displacement zero when maximum input displacement is applied. It is usually employed to assess the ability of output force of actuator and can be described as:                                                             

l
kF a

block
αΔ

=
4                                                     (9) From Eq.(9), it’s clear that blockF is proportional to ak , so the ak can be used to estimate the ability of output force too. On one hand, from Eq.(3) and Eq.(4) it’s not hard to see that smaller thickness t leads to smaller stiffness ak but lager amplification ratio actualG , on the other hand the larger width of hinge b  leads to larger stiffness ak but has no effect on amplification ratio, so the thickness t  along with the optimum actualG can be derived through optimization of amplification ratio, then the width b  can be determined from Eq(3) with certain ak  which is radmmNka /3881 ⋅=  in this research.  

2.2.3 Object function and optimal results In this research the displacement amplification ratio is selected as object function because it is the main concern of performance of actuator. The output force of actuator, as mentioned before, can be determined after the amplification ratio is optimized. One can substitute Eq.(6) into Eq.(4) to obtain another object function: 
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In Eq.(10) only two design variables are included which are thickness t and angle α , combine with their constraints, the sequential Quadratic Programming(SQP) method was used to get the optimum amplification ratio and  corresponding design parameters. The optimal results are listed in table1 as follows. We can see that the maximum amplification ratio is get when the angle α equals 3.04°, that is one can not get arbitrarily large amplification ratio when angle α is small enough.   
Table 1 Optimal results Maximum actualG  9.47 Optimum t  1mm Optimumα  3.04° Optimum b 5mm 
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3 SIMULATION AND EXPERIMENT  
 Fig.7 shows the static analysis of designed actuator by finite element analysis(FEA) simulation, where input mx μ5=Δ and the end D is clamped, so the amplification ratio 

2.62 ≈ΔΔ= xyG . The difference between the theoretical result and simulation is mainly because the approximate equivalent model on point P in Fig.5.   

      
                          Fig.7. FEA simulation                                      Fig.8. Experimental result       Fig.8 shows the experiment result of output displacement, the real output displacement of actuator presents hysteresis loop because of the hysteresis which is inherent in the piezoelectric material.   
4 CONCLUSION  In this paper, a rhombic piezoelectric actuator is developed to get desired stroke and output force. The displacement amplification ratio of rhombic mechanism can be optimized by optimal method with analytic formulas and proper geometrical constrains. Then we get the maximum amplification ratio. After that the output force can be determined by given bending stiffness of flexure hinges. Finally, the FEA simulation and Experiment are made and verified the results of analytic method.   
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ABSTRACT  In this paper, three Macro Fiber Composite (MFC) patches are applied for vibration sensing and active control for a cantilever beam. Two of them are utilized as actuators: one provides the excitation force, the other creates the control force. The third one is used as a sensor. The sensitivity of MFC sensor is obtained by the test of sensing capability of MFC. Utilizing PD and fuzzy control algorithms, the active vibration control of the first two vibration modes is implemented. The effectiveness of the MFC sensor and actuator for sensing and controlling vibration is validated by experiment. 
 
 
1 INTRODUCTION  Cantilever structures can be found in various important fields, for example, the solar panel of the satellite, the UAV with long wingspan, and the rotor wing of helicopter. The vibration will easily occur when they are subjected to the excitation from the external environment, which always threatens the safety of the structure. Thus, the vibration control becomes the key to ensure their structural safety.  Adopting piezoelectric actuators to control vibration has already been the subject of researches. However, traditional piezoelectric material, PZT, has extremely brittle characteristic which restricts its application (1). A kind of leading low-profile actuator and sensor, Macro Fiber Composite (MFC) invented by NASA, is flexible, durable, reliable, and easily surface-bonded. When subjected to voltage, it can deform materials, suppress or generate vibration. Conversely, it is a sensitive strain sensor with no voltage excitation (2). MFC have already been used as actuator for vibration control in aerospace devices by NASA’s Langley Research Center (3). In recent years, MFC has been applied in various fields of vibration monitoring and control. Many relevant studies have been conducted by researchers. Salim Azzouz (4) modeled the MFC/AFC actuators and investigated the performance of MFC. In another study, Ro, Jeng-Jong (5) used MFC actuators to control the flexural vibration of the circular handlebars of a bicycle. In a work by Vadiraja (6), the experimental results revealed that MFC can be used to sense and control the vibration of rotating composite beams.  In this study, MFC sensor and actuator are utilized to sense and control the first two vibration modes of a cantilever beam using PD and fuzzy control algorithms.    
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2 EXPERIMENTAL OBJECT AND MODAL ANALYSIS  The experimental object, shown in fig. 1, is a cantilever beam whose cross section is rectangular. The length, width, and thickness of the cantilever beam are 370mm, 20mm, and 1.39mm respectively. The thickness of all MFC patches is 0.3mm. Two pieces of MFC patches (M2814-P1), whose length and width are 38mm and 20mm respectively, are surface-bonded on the cantilever beam as actuators. One MFC patch (M0714-P2), whose length and width are both 16mm, is boned on another side as a sensor. For convenience, the MFC actuator closer to the clamped end is defined No.1 to produce control force, and the other one is defined No.2 to provide excitation force. The MFC sensor is named No.3. In order to provide base for exciting the cantilever beam, the sine sweep frequency experiment is conducted. Here, we use laser displacement sensor to get the frequency response as shown in fig. 2, which indicates that the first three natural frequencies are respectively 8.27Hz, 51.14Hz, and 142.4Hz. A photograph of sweep frequency experimental setup is shown in fig. 3.  
          

Fig. 1. Experimental object and MFC bonded locations in two sides of beam  

     
  Fig. 2. Frequency response at free end                     Fig. 3. Sweep frequency setup   
3 SENSING CAPABILITY TEST OF MFC SENSOR  Given that MFC is a sensitive strain sensor, it is necessary to test the sensing capability of MFC to obtain its sensitivity. Fig. 4 presents the experimental setup of sensing test. The amplified sinusoidal excitation signal at 8.27Hz is applied to the No.2 MFC patch to make the cantilever beam vibrate as the first vibration mode. Meanwhile, the No.3 MFC patch is utilized to measure the strain of cantilever beam end. Use an oscilloscope to simultaneously observe the signal from the laser displacement sensor and charge-amplifier. The sensitivity of charge-amplifier is 1mV/pC. Thus, the charge generated by MFC sensor can be figured out. Corresponding strain can also be figured out according to amplitude measured by laser displacement sensor.  
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As can be seen in fig. 5, the output signal of the MFC sensor is well sinusoidal curve. And fig. 6 illustrates the relationship between output charge of MFC sensor and average strain of the cantilever beam end, which describes a well linear relationship. The result indicates that the sensitivity of MFC (M0714-P2) is 225.28 /pC με . With the purpose of investigating the sensing capability of MFC much further, MFC sensor is utilized to obtain the frequency response of the cantilever beam. As shown in fig. 7, it is indicated that the data measured with MFC sensor is nearly consistent with the result acquired by using laser displacement sensor before. Actually, owing to the higher electromechanical coupling, the frequency response obtained with MFC sensor is more distinct. All above results reveal that MFC is a very excellent vibration sensor.  

                                          
Fig. 4. Experimental setup of sensing test          Fig. 5. Output signal of MFC sensor 

 

         
          Fig. 6. Charge-strain relationship                Fig. 7.  Frequency response with MFC    
4 ACTIVE VIBRATION CONTROL  As shown in fig. 8, utilizing PD and fuzzy control algorithms, a closed-loop control system which consists of a dSPACE system, three MFC patches, a signal generator, an oscilloscope, and a high voltage driver is built. The dSPACE system is utilized to implement the PD and fuzzy controller. Here, we experimentally investigate the suppression of first two vibration modes. The No.2 MFC patch is subjected to a sinusoidal signal at the first two natural frequencies of the cantilever beam, which leads to the first vibration mode and second vibration mode of the cantilever beam, respectively. Meanwhile, the No.3 MFC patch monitors the vibration. And the No.1 MFC patch is utilized to suppress the vibration.  
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Fig. 8. Schematic diagram and experimental setup of active control 

 
4.1 PD control results As a common and mature algorithm, the PD control algorithm is selected to obtain the control voltage, which depends on two control parameters, namely kp and kd. While controlling, the appropriate control signal figured out by selecting suitable control parameters is applied to the No.1 MFC patch. The strain of the cantilever beam end can be figured out with the sensitivity of the MFC sensor and the charge-amplifier  Fig. 9 and fig. 10 respectively exhibit the time response and frequency response of the first two vibration modes before and after control. For the first vibration mode, the control parameters, kp and kd, equal 70 and 1 respectively while the corresponding parameters are -100 and -0.1 for the second vibration mode. Experimental results clearly indicate that the vibration attenuation of the first and second vibration mode is, respectively, 92.7% and 94.4%.  

     
Fig. 9. Time response and frequency response of the first vibration mode  

before and after control by PD algorithm 

 

       
Fig. 10. Time response and frequency response of the second vibration mode 

before and after control by PD algorithm 
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4.2 Fuzzy control results In this section, the vibration of the cantilever beam is controlled by fuzzy algorithm which has three control parameters, namely ke, kec, and ku. The control process is similar to the PD control.  And the control parameters, ke, kec, and ku are -0.5, -0.5, and -9 for the first vibration mode and 10, 0.05, and-5.5 for the second vibration mode. The results are presented in fig. 11 and fig. 12, revealing that vibration attenuation of the first and second vibration mode is, respectively, 96.8% and 95.5%.  
 

     
Fig. 11. Time response and frequency response of the first vibration mode  

before and after control by fuzzy algorithm 

 

      
Fig. 12. Time response and frequency response of the second vibration mode 

before and after control by fuzzy algorithm 
  
5 CONCLUSION  In this study, the Macro Fiber Composite (MFC) is utilized as actuator and sensor. Two MFC (M2814-P1) patches are utilized as actuators: one provides the excitation force, the other creates the control force. Meanwhile, one MFC (M0714-P2) patch is applied to sensing the vibration. Firstly, with a laser displacement sensor, the natural frequency is obtained by sweep frequency experiment. Then, the test of the sensing capability of MFC sensor is conducted to acquire the sensitivity, which demonstrates that MFC own the excellent sensing performance. Compared with the laser displacement sensor, more distinct frequency response is obtained by using MFC sensor, which further proves the excellent sensing property of MFC senor. Finally, the active vibration control for the cantilever beam is implemented, whose results clearly indicate that, using the PD algorithm and fuzzy algorithm, the first two vibration modes of the cantilever beam are obviously suppressed by the MFC sensor and actuator. This work provides an effective approach to control vibration of cantilever structures by utilizing MFC as actuator and sensor. The methods used in this study can be applied in many fields.  
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ABSTRACT  A metal-packaged strain sensor is successfully fabricated based on a regenerated fiber Bragg grating (RFBG) in boron–germanium-codoped photosensitive fiber by combining magnetron sputtering and electroplating. The strain characteristics of the sensor are evaluated by uniaxial tensile tests at different temperatures ranging from room temperature to 540 °C. The sensor exhibits higher strain sensitivity than that of the corresponding bare RFBG, as well as good linearity and repeatability of strain measurements. The strain sensor provides great promise for structural integrity monitoring of high-temperature components.   
1 INTRODUCTION  Strain measurement has been referred as the most reliable method for structural integrity monitoring of high-temperature components since their principal mechanism of failure is creep damage that could be indicated by creep strain accumulation (1). However, it is difficult to guarantee reliability and durability of the sensors in high-temperature environments. Therefore, strain measurement at high temperature has been a long-standing challenge for many decades.  Optical fiber sensors are attractive candidates for structural integrity monitoring due to a number of advantages over their electrical counterparts, such as small size, light weight, electrically passive operation, high sensitivity, and resistance to electromagnetic interference and corrosion. In particular, wavelength encoded fiber Bragg grating (FBG) sensors have inherent self referencing and wavelength multiplexing capabilities that allow them to be easily multiplexed in a single fiber and spliced to telecommunication fibers for remote, distributed and multi-parameter sensing (2). However, conventional type-I FBGs exhibit poor thermal stability at high temperature (3). Many studies have been made to increase the thermal stability of these gratings (4-6). Recently, regenerated fiber Bragg gratings (RFBGs) with superior high temperature stability have been considered as an attractive potential for measurement at high temperature (7, 8).  It is hard to use bare RFBG as sensors directly without any protection since they become very brittle after high-temperature annealing. Accordingly, metallic packaging is proposed for protecting the bare RFBGs as well as easily attaching the RFBG-based strain sensors to metallic high-temperature components (9, 10). To our knowledge, 
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metal-packaged RFBG sensors have mainly been fabricated based on RFBGs in standard telecommunication fibers that should be annealed at temperatures above 850 °C leading to a significant reduction in strength.  In this paper, we demonstrate a metal-packaged strain sensor fabricated based on a RFBG written in boron (B)–germanium (Ge)-codoped photosensitive fiber that can be annealed at relatively low temperatures. The sensor and its corresponding bare RFBG are evaluated by uniaxial tensile tests. The experimental and numerical results are presented, followed by a discussion about the strain characteristics of the sensor.   
2 EXPERIMENTAL DETAILS  In this work, the seed FBG is written in a hydrogen-loaded B–Ge-codoped fiber (Fibercore Ltd., PS1250/1500) with a reflectivity of ~80%, a 3 dB reflection-bandwidth of less than 0.3 nm, and a grating length of 8 mm with about 10 mm acrylate coating stripped.   For fabrication of RFBG, the seed FBG was loosely placed in a miniature tube furnace to avoid any tension on the fiber and subjected to heat treatment. The furnace temperature was raised from room temperature (RT) to 500 °C within 50 min, and then held steady at 500 °C for ~120 min. As the temperature approached 500 °C, the reflection peak power of the FBG started to decay rapidly until it fell below the noise floor in a few min after the temperature reached 500 °C. During the 120 min isothermal annealing at 500 
°C, a new grating regenerated at ~8 min followed by its reflection strength increased gradually to its maximum until stability. No variation was observed in the strength of the RFBG with the temperature dropped to RT over 90 min.  After that, a series of experiments was carried out for successfully packaging it into a P91 steel substrate to obtain a metal-packaged strain sensor based on the RFBG in B–Ge-codoped fiber by means of the same process of packaging used for the RFBG in standard telecommunication fiber described in our previous work (10).  In order to characterize the strain response, uniaxial tensile tests were performed on the metal-packaged strain sensor mounted onto a P91 steel specimen, which is similar to the previous tests we have done (10). The sensor was characterized in air at constant temperatures of RT (26.5 °C), 100 °C, 200 °C, 300 °C, 400 °C, 500 °C and 540 °C. The temperature was kept constant at each temperature for ~20 min before tensile testing. The load was held constant at every 1 kN or 0.5 kN for 2 min to obtain the average. For comparison, the uniaxial tensile tests were also conducted on a bare RFBG inscribed in B–Ge-codoped fiber by means of the same apparatus previously described (10).   
3 RESULTS AND DISCUSSION  A prototype metal-packaged strain sensor fabricated based on the RFBG in B–Ge-codoped photosensitive fiber is shown in figure 1. Figures 2 (a)–(g) illustrate the wavelength shifts of the metal-packaged sensor as a linear function of strains determined from the applied forces, the cross-sectional area and Young’s modulus of the P91 steel specimen at a constant temperature. The strain sensitivity derived from the slope of the straight lines in these graphs is 2.09, 2.14, 2.11, 2.17, 2.17, 2.11 and 2.10 pm 
με-1 for the sensor under loading at constant temperatures of RT (26.5 °C), 100 °C, 200 °C, 300 °C 400 °C, 500 °C and 540 °C respectively, in contrast with that of 2.08, 2.10, 2.08, 
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2.15, 2.04, 2.07 and 2.06 pm με-1 under unloading. The sensor preserves its linear behavior implying a good interfacial integrity between every two layers. The strain sensitivity under loading is little larger than that under unloading due to the elastic hysteresis that is caused by the relatively flexible structural substrate as the elastic sensitive element.  

 
 

Figure 1. A prototype metal-packaged RFBG strain sensor based  
on the RFBG in B–Ge-codoped photosensitive fiber.   The results of the tensile tests performed on the bare RFBG in B–Ge-codoped fiber and a three-dimensional finite element (FE) model established in our previous work (10) are also plotted in figure 2 for comparison. We can obtain the strain sensitivity of 1.23, 1.23, 1.23, 1.25, 1.25 and 1.27 pm με-1 for the bare RFBG sensor under loading at constant temperatures of RT (21 °C), 100 °C, 200 °C, 300 °C, 400 °C, and 500 °C respectively, in contrast to that of 1.23, 1.23, 1.24, 1.25, 1.26 and 1.30 pm με-1 under unloading. The strain sensitivity of the metal-packaged strain sensor is larger than that of the corresponding bare RFBG sensor, which is primarily attributed to the flexible structure of the substrate. The numerical strain sensitivity can be calculated by substituting the strains of the optical fiber determined from the FE model into the following equation 

 ( )⎡ ⎤= − + +⎣ ⎦
2effB z 12 z 11 12 rB

Δ 2nλ
ε p ε p p ε

λ
 (1) where λB is the Bragg wavelength, neff is the effective refractive index of the core, p11 and 

p12 are the components of the silica strain-optic tensor, and εz and εr are the axial and radial strain in the fiber respectively. For PS1250/1500 fibers, p11 = 0.113, p12 = 0.252, and neff = 1.482. Thus, the numerical strain sensitivity of 1.75 pm με-1 is obtained according to equation (1). Comparisons of the experimental results and the numerical results show a satisfactory agreement with a relative error less than 19.4%.  
Table 1. Strain sensitivity of the metal-packaged strain sensor based on the RFBG 

in B–Ge-codoped fiber obtained from mechanical load-cycling tests. 

Strain Sensitivity (pm με-1) 
Loading Unloading 

Temperature 
(°C) 

Run 1 Run 2 Run 3 Run 1 Run 2 Run 3 
26.5 2.10 2.09 2.09 2.07 2.08 2.08 
100 2.14 2.14 2.14 2.12 2.10 2.10 
200 2.12 2.11 2.11 2.08 2.08 2.09 
300 2.18 2.22 2.22 2.16 2.16 2.16 
400 2.17 2.19 2.19 2.04 2.12 2.04 
500 2.13 2.11 2.11 2.13 2.07 2.07 
540 2.10 2.10 2.10 2.06 2.06 2.06 
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Figure 2. Shift in the Bragg wavelength as a function of strain obtained from 
tensile tests at constant temperatures of room temperature (a), 100 °C (b), 

200 °C (c), 300 °C (d), 400 °C (e), 500 °C (f) and 540 °C (g).   Subsequently, the tensile tests were conducted on the same sensor sample at a constant temperature for three times to determine its repeatability. The tabulated strain sensitivity of the sensor obtained from the mechanical loading-cycling tests run agree well with one another, as given in table 1. The experimental results demonstrate that the metal-packaged strain sensor based on the RFBG in B–Ge-codoped fiber has good repeatability. It is also proved that the interfacial bonding between the optical fiber and the titanium layer is strong, as well as the nickel layer and the P91 steel substrate. 
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4 CONCLUSIONS  In this paper, the fabrication processes of the metal-packaged strain sensor based on the RFBG written in B–Ge-codoped fiber have been presented and the strain characteristics of the sensor have been evaluated by tensile testing. Some conclusions have been drawn from the investigation as follows:   (1) Metal-packaged strain sensors can be successfully fabricated by combining magnetron sputtering and electroplating based on RFBGs in B–Ge-codoped fibers, with strong bonded interfaces between the optical fiber and the titanium layer, as well as nickel layer and the P91 steel substrate. (2) The metal-packaged strain sensor based on the RFBG in B–Ge-codoped fiber exhibits higher sensitivity than that of the corresponding bare RFBG due to the flexible structure of the substrate, as well as good linearity and repeatability of the strain measurements at constant temperatures ranging from room temperature to 540 °C.   The metal-packaged strain sensors provide great potential for strain measurement in high-temperature environments. In future work, more efforts will be needed to meet higher temperature challenges, and it is crucial to verify reliability and durability of metal-packaged strain sensors based on RFBGs.   
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ABSTRACT  The DIL402C thermal dilatometer and STA449C thermal analyzer were employed to measure the linear expansion and contraction coefficients, Cp and DSC curves of a 304 stainless steel. The result showed that the linear expansion and contraction coefficients were in the range of 20.9700×10-6～21.5712×10-6 and 21.2528×10-6～21.9471×10-6.The higher the coefficient of the slab the easier to form cracks. During 1450~1000 oC, the crystal phase transformation occurred, the curve of Cp fluctuated obviously and the curve of DSC was unsmooth. The thermal stability of slab was thus inferior during this temperature range.   
1  INTRODUCTION  Thermal physical properties of materials were the important characteristic parameters of engineering materials. It will have significant scientific meaning and engineering values through studying the thermal physical properties of materials [1]. Some researchers conducted some studies about the thermal physical properties of casting blank. However, such studies were not systematic and comprehensive [2, 3]. The 304 stainless steel has enormous applications as a staple austenitic stainless steel. Currently, the studies on thermal physical properties to the 304 stainless steel were not enough, only limiting to the investigations of the expansion and contraction coefficient, but seldom on specific heat capacity and heat quantity with the temperature [4, 5]. Hence this paper presents a comprehensive result of the thermal physical properties of the 304 stainless steel in order to increase the understanding to the properties of the steel.   
2  MATERIALS AND METHODS  The chemical composition of the 304 stainless steel sample is reported in Table 1.  

Table 1. Chemical compositions of 304 stainless steel  

Elements C Si Mn P S Cr Ni percentage composition (wt,%) 0.040 0.45 1.18 0.030 0.003 17.245 0.323 
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2.1  Thermal expansivity test  The DIL402C thermal dilatometer was used to measure the expansion and contraction coefficient from room temperature to 1000oC. The size of test sample was Φ4×25mm. The same speed of heating and cooling, 10oC/min, was selected. When the sample reaches 1000oC, heat equilibrium was kept for an hour, and then cooling was started with the same rate.  
2.2  DSC (differential scanning calorimetry) test The STA449F3 thermal analyzer was employed to measure the isobaric heat capacity (Cp) and heat quantity change with the temperature of the sample. The size of Cp sample was Φ3×1mm and the dimension of DSC sample was Φ5×1.5mm.  Heating rate of the Cp sample was 20oC/min from room temperature to 1400oC. Similarly, the DSC sample was heated to 1500oC at a heat velocity of 20oC/min. Argon was used as protective gas during the course of experiment.   
3  RESULTS AND DISCUSSION  
 
3.1  Thermal expansivity of 304 stainless steel The curve of thermal expansivity and contractility with the experimental temperature was shown in Figure 1.  

 
Fig.1. Corrosion rate of experimental steel in simulated industrial atmosphere  As is shown in Fig.1, The curves of thermal expansivity and contractility change linearly with the change in temperature during heating and cooling. The range of expansion coefficient was 20.9700×10-6～21.5712×10-6 during heating and the contraction coefficient was 21.2528×10-6～21.9471×10-6 during cooling. Compared with 2Cr13 martensitic stainless steel (α=12.08×10-6) and 20CrMo structural alloy steel (α=14.05×10-6), the expansion and contraction coefficient of 304 stainless steel was comparatively large [6, 7]. During the process of solidification, as the shrinkage of 304 stainless steel was relative larger on the surface than inside, the residue thermal stresses were non-uniform [8]. Hence the 304 stainless steel was easy to generate surface cracks and pits in process of production. 
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3.2  Isobaric heat capacity of the 304 stainless steel Fig. 2 shows the curve of the isobaric heat capacity of 304 stainless steel sample in the heating process.   
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Fig.2 CP curve of 304 stainless steel with temperature increasing 

 As was shown in Fig. 2, the Cp curve descends gradually from room temperature to 500oC with temperature increasing, but the curve rises sharply in 600～900oC. The Cp curve fluctuates obviously in the temperature range of 1000~1400oC. It means that in this temperature range the crystal phase transformations and the phase transitions exist, so that the state of sample was unstable. When the curves pass through 1279.2oC where phase transition occurs at this temperature point, if the blank is located in this temperature range, like the upper of crystallizer, the brittleness of steel blank was comparatively large [9]. If the cooling of the crystallizer was quick and the heat transfer of slag film was non-uniform, the surface cracks and pits on the blank would generate more easily.  Temperature has an important impact on the isobaric heat capacity. At the low temperature stage, the ascendant tendency of Cp curve was comparatively slow due to the crystal shakes weakly. With temperature rising, the crystallization increases, the Cp increased evidently. At the same time, the tendency of Cp curve was related to the properties of the alloy phase, which is composing of the material. The change of thermal lattice vibration of the atoms may lead to the reduction of total energy and decreasing of the Cp [5]. The temperature range that the Cp curve generates fluctuation has an important meaning to the heat transfer and cooling of the casting blank in the process of being formed in crystallizer. It also has certain significance to the actual production process of casting blank.  
3.3  DSC result of the 304 stainless steel Fig. 3 showed the DSC test results of the sample upon heating. As was shown in the figure, an inflexion occurs at 1402.1oC and then the peak temperature reaches 1438.0oC. It is believed that the liquefaction temperature should be located in 1/3 from inflexion temperature to peak temperature according to the working principle of thermal analyser [10]. The liquefaction temperature was measured about 1414oC in this experiment.  
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Fig.3 DSC curve of 304 stainless steel  The appearance of the peak temperature was related to the temperature that the velocity of the transformation of crystalline shape or phase transition reaches the maximum. When the crystal phase transformation or phase transition occur, sharp change in temperature and the quick heat change can cause the obvious endothermic or exothermic enthalpy, with the large peak shown on the DSC curve and the curve being unsmooth. At 1372.7oC, 1277.9oC, 1231.7oC, the crystal phase transformations would occur, so the emergence of the crystal phase transformation would lead to the variance of shell’s volume. Therefore, the thickness of initial shell was non-uniform [11]. When the continuous casting slab was located in 1450～1100oC that contained these temperature points, like the upper of crystallizer, due to the existence of the crystal phase transformation, the occurrence of surface defects in casting slab were more easily under the influence of internal stress [12]. So when the initial shell formed in the middle and upper of the crystallizer, the control of slab withdrawing speed and crystallizer cooling intensity and uniformity would have become very important. It can avoid the occurrence of surface cracks in slab because of the greater crystal phase transformation.    

4.  CONCLUSIONS   The thermal physical properties of a 304 stainless steel have been studied. Thermal expansivity indicated that the expansion and contraction coefficient was greater and the 304 stainless steel belong to the crack sensitive steel. The range of expansion and contraction coefficient was 20.9700×10-6-21.5712×10-6 and 21.2528×10-6-21.9471×10-6 during heating and cooling. At the range of 1000~1400oC, due to the transformation of crystalline shapes, the Cp curve fluctuates obviously.  At 1279.2oC, the sample generates phase transition. When the casting blank is located in the upper of crystallizer, the defects occurred easily due to the transformation of crystalline shape or phase transition. By analyzing of the results of DSC, it is confirmed that the 1414oC is the liquidising temperature of the 304 stainless steel. The thermal stability of slab was inferior and the DSC curve was unsmooth during 1450～1100oC, because of the existence of the crystal phase transformation. Moreover, in this temperature range, the thickness of initial shell was non-uniform and surface cracks in slab would occur easily. 
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ABSTRACT  W-TiC/(0.5-2)wt.%Cf composites were successfully synthesized by spark plasma sintering. FE-SEM and HRTEM analysis, tensile test were used to characterize these samples. The grain size, relative density of the W-TiC/0.5wt.%Cf and W-TiC/2wt.%Cf samples were 4～5 μm and 98.3%, 97.62%, respectively. The Vickers micro-hardness of W-TiC/0.5wt.%Cf and W-TiC/2wt.%Cf samples are 688.36 and 1060.77Hv, respectively. Tensile strength values of W-TiC/2wt.%Cf samples were higher than others, reached 246.9 MPa.    
1. INTRODUCTION 
 Tungsten is currently the most favored candidate for the plasma-facing material of nuclear fusion reactors due to its refractory nature, excellent surface erosion resistance and good thermal conductivity[1]. However, its inherent brittleness below the ductile-to-brittle transition temperature and embrittlement by neutron irradiation are the critical hurdles preventing structural application[2]. So it is necessary to perfect the properties of tungsten.  Fibers in the metal can effectively transmit and carry the force. When they are pulled out or debonded, the fibers are bond to consume energy and extend the crack propagation pathway, thereby improving the toughness of the material. In order to improve the tungsten toughness, we took a completely new approach, namely, carbon fibers (hereafter, all carbon fibers are Cf)-reinforced tungsten composites (W/Cf) whose toughening mechanism is based on that of fiber-reinforced ceramic matrix composites (CMC) [3-5]. In order to improve the relative density, we also doped 1wt% TiC into bulk tungsten[6]. The obtained powders were sintered by Spark plasma sintering (SPS) which can be used to synthesize refractory metal and its alloys, due to its fast heating rate and short holding time. After sintering, the composites were characterized.   
2． EXPERIMENTAL PROCEDURES 
 
2.1  Mixing and sintering In the experiment, We dropped 0.5wt.% and 2wt.% Cf into tungsten powders respectively with 1wt.% TiC. Then the powders were mixed by ball-milling for 4h. After 
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that the obtained powders were synthesized using SPS (FCT Group, SE-607, Germany). The sintering process was finished at 1800 °C under a pressure of 58 MPa and hold for 1.5 min in a flowing argon atmosphere. Furnace cooling to get a dense composite material, ultimately we gained samples of a desired shape by wire cutting.  
2.2  Characterization  The density of the sintered specimens were measured by Archimedes method. And the Vickers micro-hardness of the specimens were measured by MH-3L micro-hardness tester along the cross-sectional surface of it, with a load of 300gf held for 15s. Field–emission scanning electron microscopy (FESEM, SU8020, Japan) and energy–dispersive X–ray spectroscopy (EDS) were performed to characterize the fracture morphologies of the sintered specimens. Fractured surface was obtained by tensile test at room temperature. And transmission electron microscopy (TEM, JEM–2100F, Japan) was performed to observe the microstructure of these specimens which were prepared via ion–thinning technology.    
3.  ANALYSIS DISCUSSION 
 Before the experiment, the tungsten powders and Cf were observed with FE-SEM equipped with EDS. The Cf has an average diameter of 7～8μm and the tungsten powders have an average grain size of approximately 1.2μm. The relative densities of all samples are higher than 97%. Especially the W-TiC/0.5wt.%Cf sample exhibits a relative density of 98.36%. Fig. 1(a), (b) show the image of W-TiC/0.5wt.%Cf and W-TiC/2wt.%Cf powders after balling mill mixing, respectively. During ball milling, the incremental surface energy and adsorption of powders make powders together to form agglomerated bundles easily. The after ball-milling grains become as large as 1～3 μm and look like spherical or lath shape. The Vickers micro-hardness of W-TiC/0.5wt.%Cf and W-TiC/2wt.%Cf samples are 688.36 and 1060.77Hv, respectively.  

 
Fig. 1. (a) and (b) are SEM images of W-TiC/0.5wt.%Cf and  

W-TiC/2wt.%Cf, respectively  
 

 
Fig. 2. SEM images of fractured morphology of W-TiC/(0.5-2)wt.%Cf  

(b) (a) 

(b) (a) 
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Fig. 3. Typical TEM images of W-TiC/2wt.%Cf. (a)TEM image of the distribution  

of TiC; (b)TEM bright field image of the distribution of TiC 
 

  
Fig. 4. High resolution TEM images and SAED patterns of W and TiC  The maximum tensile stress value of W-TiC/0.5wt.%Cf composite is 246.9MPa much larger than others. The addition of TiC makes the fracture mode a mix of intergranular and transgranular which improves the associativity of tungsten grains and the combination of tungsten grain boundary strength. The fracture micrograph of W-TiC/(0.5-2)wt.%Cf (Fig. 2) mainly consists of intergranular ruptures and some transgranular ruptures. Some micro-porous aggregation fractures can also be observed in the image of fractured morphology of W-TiC/0.5wt.%Cf (inset in Fig. 2a), which demonstrated the sample has a certain toughness. In the process of tensile test, dislocation movement lead to the concentration of stress or TiC and impurities particles in the matrix ruptured themselves, or got away from the interface of W matrix to nucleate. Micropores nucleated, grew up, aggregated and ruptured. However, this phenomenon is rare in W-TiC/2wt.%Cf composite. It implies that the content of Cf has an influence on the distribution of TiC and impurities in the alloys. These give reasonable explanation for the higher toughness of W-TiC/0.5wt.%Cf alloy than W-TiC/2wt.%Cf alloy. 

 The TEM bright field image of W-TiC/(0.5-2)wt.%Cf composites is showed in Fig. 3(a). W grains is represented as a dark or grey area and TiC particles appear as bright dots with a little variation of dimensions (arrows indicate the presence of TiC particles). X-EDS analysis performed on several of the dots showed very high TiC content. However, Cf could not be discovered in the bright field image because of its thick diameter. TiC particles distribute both in the grain boundaries and in the grains corresponding to the fractured morphology (Fig. 2). And the grain size of transgranular TiC particles seems more tiny than intercrystalline ones. Based on the selected area electron diffraction (SAED) pattern (inset in Fig. 4a), the W phase has a body-centered cubic structure and is 

(b) (a) 

(b) (a) 
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along the zone axis of [11-1]. The SAED pattern along the [112] zone axis from the TiC (inset in Fig. 4b.) can be indexed to the face-centered cubic structure. The interplanar spacing of 0.227 nm, as shown by the vertical arrows in Fig.4(a), corresponds to the (001) crystalline plane of W. And in the same way, we can confirm that three different interplanar spacings of TiC belong to the same family of crystalline planes.    
4.  CONCLUSION 
 In this paper, microstructure and properties of W-TiC/Cf composites were investigated at different Cf content. The values of W-TiC/(0.5-2)wt.%Cf composite on density, micro-hardness and thermal conductivity were compared with each other. Results reveals that W-TiC/0.5wt.%Cf composite has higher relative density and toughness, whereas W-TiC/2wt.%Cf composite has higher micro-hardness, which is due to the content of Cf. The micro-porous aggregation fractures demonstrate the W-TiC/0.5wt.%Cf composite has higher toughness. TEM reveals that TiC particles both exist in grains and grain boundaries. 
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ABSTRACT  A normal RuO2-TiO2-SnO2 /Ti coatings have been synthesized by a thermal decomposition method. The influence of the anodes with Ir, Ir-Co and Ir-Ta intermediate coatings is studied. The crystal phase structure and microstructure of the coatings are analyzed by XRD and SEM. The cyclic voltammetry curve and electrolytic life of anodes with different intermediate coatings are used to evaluate the electrochemical performance. The results show that cyclic voltammograms curve, chlorine evolution potential, the oxygen evolution potential and the electrolytic life change with different intermediate coatings. And the anode coating with Ir-Ta intermediate shows the best comprehensive performance.  
Keywords: RuO2-TiO2-SnO2 oxide; titanium anode; intermediate coating; Ir, Ir-Co, Ir-Ta 
 
 
1  INTRODUCTION  Titanium anodes have been widely used in a variety of electrochemical processes like chlor-alkali industry, water purification, sea water decontamination, chlorate preparation, electrowinning of metals, metal foil production, cathodic protection, electroplating and so on(1) due to they have advantages in energy conservation, high efficiency, environmental protection and low cost(2). Electrocatalysts RuO2-TiO2-SnO2 is considered to be one of the most commonly used anode material in electrochemical industry for their excellent performance such as low potential in chlorine evolution reaction(3). Because of the difference of thermal expansion coefficient of TiO2 and RuO2, electrolytic liquid will still be penetration and corrosion in the long time, which reduce the service life of the anodes(4).  Intermediate coating is an effective method to enhance the performance of the anodes. IrO2 owns different expansion coefficient with the RuO2. IrO2 is more stable for strengthening the service life of anodes because it can form dense oxide film on the surface of Ti to obtain a good electrolytic durability(5). IrO2 based coatings like IrO2-CoO2 can reduce the consumption of electrolysis process of Ir speed and effectively increase the coating adhesion to substrate(6). To clarify the effect of different Ir intermediate coatings on the electro-catalytic activity, a systematic study should be done. In this paper, the phase composition and microstructure of Ir, Ir-Co and Ir-Ta intermediate coatings based on the RuO2-TiO2-SnO2/Ti oxide coatings are characterized by XRD and SEM, and the effect of different Ir intermediate coatings on the microstructure, electro-catalytic activity and service life of as-prepared anodes is discussed.  

467



 

2.  EXPERIMENTAL  The electrode is prepared using a 20×20×1 mm titanium plate as support. The plates are kept in the ethanol after sandblasted, etched in sulfuric acid and washed with distilled water. The solution of H2IrCl6, Co(NO3)2·6H2O and TaCl5 , respectively are dissolved in the ethanol to prepare the corresponding sols. The sol is painted with a brush onto the support and the coating is dried by infrared light to improved adherence. After each step, the layer is calcined at 500℃ for 10 min to form the oxide. Ir and Co are added at a molar ration of 3:2 while Ir and Ta are added at a molar ration of 7:3. The solution of RuCl3, SnCl4·5H2O and C16H36O4Ti are dissolved in the ethanol to prepare the corresponding sols. Ru, Ti and Sn are added at a molar ration of 3:5:2. The sol is painted with a brush onto the intermediate coating. Each coating is controlled coating liquid of 25 mL/m2. After each step, the layer is calcined at 500℃ for 10 min to form the oxide. These procedures are repeated 6 times and finally the anodes are sintered at 500℃ for 1h.  X-ray diffraction (XRD) studies are carried out using a Bruker D8-advance instrument operated at 40 kV and 40 mA with Cu Kα radiation (λ=0.154 nm). The sample is analyzed by varying the 2θ angle from 20° to 80° with the scanning rate of 4°/min. The microstructure of coated anodes is evaluated by a Hitachi S3400 scanning electron microscopy. All electrochemical properties tests are carried out at Chinstruments model CHI660C. The potential of chlorine evolution is examined by the saturated NaCl solution. The scan rate cyclic voltammetry curves is 25 mv/s. The potential of oxygen evolution is examined by the H2SO4 solution, the test temperature is 25 ℃ and the reference electrodes are saturated calomel electrode. The anode service life and coating stability are evaluated by the accelerated life test which use the HDV-7c type transistor potentiostat.   
3.  RESULTS AND DISCUSSION 
 
3.1  XRD analysis Fig.1 shows the crystal phase structure of the coatings from different intermediate coatings RuO2-TiO2-SnO2 /Ti anodes. The peaks at 2θ=28°, 36° and 54° are regarded as the rutile TiO2 (JCPDS21-1276), which correspond the diffraction peaks of (110), (101) and (211), respectively. The spectra show the mixed oxides system formed solid solution of the RuO2, TiO2 and SnO2. Since the ionic radius of Ru4+ (0.062 nm), Ti4+ (0.068 nm) and Sn4+ (0.069 nm) are very similar and the crystal RuO2, TiO2 and SnO2 have the closely rutile-type crystal structure, it is easily for them to form a solid solution phase. Using the Scherrer equation: / cosD kλ β θ= , where D is the crystallize size, λ the x-ray wavelength, β the broading of the diffraction line, θ the Bragg angle and k a constant approximately equal to the unity, the sizes of the nano-crystals of coatings are evaluated. The mean sizes are about 5.0 nm, corresponding to the different intermediate coatings. The nano-crystals could improve the electrochemical properties due to their lager specific area and higher surface activity.  
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Fig.1 XRD patterns of coatings anodes  
with different intermediate coatings 
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3.2  Morphology and structure of the coatings The surface morphology of anodes is significantly affected by the intermediate coatings. The morphology of the coating anode without intermediate coating, with Ir, Ir-Co and Ir-Ta intermediate coatings magnified 5000 times are shown in the Fig.2, respectively. It can be found that all the anodes consist of mud-cracks structure and flat area. There are crack and secondary crack on the coating surface. A crack is formed in the dry process of coating, and the secondary crack is formed in the heat treatment process. The crack can effectively improve the specific area of the anodes, leading to the increase of the electric catalytic activity of anodes. It also provides a convenient method for the penetration of the electrolyte. The oxygen precipitated from the anodes can quickly reach the substrate TiO2 to form the passivation membrane, which increases the resistance between coating and substrate to the failure of the anodes. When the anodes own intermediate coatings, the surface coatings of the Ru-Ti-Sn are compact and uniform, with the 1μm crack width. The structure increases the surface activity of coatings, which also impends the oxygen and electrolyte penetration into the matrix, leading to the delay failure of the anodes. There are many needle-like crystallites along the inner side of the cracks. Which can be the rutile-type solid solution phase based on the RuO2 and IrO2.  

    
Fig.2 SEM images of coating anodes with none(a), Ir(b), Ir-Co(c) and Ir-Ta(d) 

intermediate coating respectively  
3.3  Cyclic voltammetry analysis Fig.3 shows the cyclic voltammetry curves of the coating anode with intermediate coatings under the scanning speed of 25mV/s. The area surrounded by the cyclic voltammetry curves of the anodes is proportional to the coating surface charge capacity, and reflects the catalytic activity of the anode. The area of the curves is proportional to the number of active points of the anode surface. When the anode coated with Ir-Ta intermediate, the most amount of activity spots exited. The area for the four samples are obvious different. In 0.35 ~ 0.65 V voltage range, anode oxygen evolution reaction, as the electrode current of electric double layer produced by the charge and discharge current, so the area surrounded by cyclic voltammograms curve can reflect the size of the electrode surface of the number of active points and electric catalytic activity. There is not oxygen evolution reaction in the anode when the voltage ranges from 0.35 to 0.65 V. So the current from the anodes is charged and discharged from the double layer. And the area surrounded by cyclic voltammetry curves can reflect the number of active points from the anode surface as well as the electric catalytic activity. The integral powers of the cyclic voltammetry for the coating anodes without intermediate coating, with Ir, Ir-Co and Ir-Ta intermediate coatings under the scanning speed of 25mV/s are 0.0236, 0.0568, 0.0550, and 0.0644, respectively. The integral power of the anode with the Ir-Ta intermediate coating is 2.73 times that of the anode without the coating. It can conclude that the anode with the Ir-Ta intermediate coating has the largest anode surface active points, which can increase the chemical reaction point and enhance the electric catalytic activity.  
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3.4  Values of chlorine and oxygen evolution potential The oxygen evolution potential is an important measure of quality for the anode coatings. Fig 4 shows the oxygen evolution polarization curves of coating anode with different intermediate coatings. It is found that the three kinds of solvent coating oxygen evolution potential of anode rise sharply at the beginning of the reaction because the electrodes and the electrolyte are not stable. The oxygen evolution potential of the anode with Ir-Co, Ir-Ta and Ir intermediate coatings are 1.50, 1.52 and 1.54, respectively. The Co can reduce the oxygen evolution potential. The anode with Ir-Co intermediate coating showed the good electric catalytic activity than others. The higher oxygen evolution current efficiency gives them better performance and lower energy consumption.  
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Fig.4 The oxygen evolution polarization 
curves of the coating anode with 
different intermediate coatings  Fig 5 shows the chlorine evolution polarization curves of the coating anode with different intermediate coatings. It is found that the chlorine evolution potential of the anode of the anode with Ir-Co, Ir-Ta and Ir intermediate coatings are 1.01, 1.05 and 1.11, respectively. The anode with Ir-Co intermediate coating has the roughness surface which can increase the effective area on the surface of the coating. The anode with Ir-Ta intermediate coating precipitate a great deal of IrO2 can also increase the surface activation center numbers. The main reaction of the RuO2-TiO2-SnO2/Ti oxide coating is the chlorine evolution reaction. So the lower chlorine forms, the less power consumes, suggesting that the anode with Ir-Co intermediate coating have the largest electric catalytic activity.  

3.5  Accelerated corrosion test The time dependence of the relative anode potential, obtains from the results of the accelerated corrosion test by increasing the density of the current. Fig. 6 is the accelerated corrosion test examined by the H2SO4 solution with 2 mol/L and the current density with 10A/cm2. It is found that the accelerated life extends with the intermediate coatings. The anode with Ir-Ta intermediate coating has the longest accelerated life, which is 47% leaded for the anode without intermediated coating. Ir is generated TiO2 between catalytic activity and the titanium substrate conductive which reduced the conductivity. The roughness surface Ir-Co coating can increase the specific surface area and reduce tank pressure during the electrolytic process. Co can reduce the consumption of electrolysis process of Ir speed. Ta can increase the stability of the coating. Therefore, long life of anode was achieved at anode with Ir-Ta intermediate coating. 
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Fig.5 The chlorine evolution polarization 

curves of the coating anode with 
different intermediate coatings 

Fig.6 The accelerated life of the 
coating anode with different 

intermediate coatings   
4.  CONCLUSIONS   The different intermediate coating layers obtained by Ir, Ir-Co and Ir-Ta on RuO2-TiO2-SnO2 /Ti oxide anodes have been prepared by a thermal decomposition method. The XRD shows the mixed oxides system formed solid solution of the RuO2, TiO2 and SnO2. The SEM shows that all the anodes consist of mud-cracks structure and flat area, which can effectively increase the specific area. The electrochemical tests show that intermediate coatings can improve the stability of the electrode greatly, extend the life span as well as raise the electrode electric catalytic activity. The anode with Ir-Ta intermediate has the largest integral power of the cyclic voltammetry and the time dependence. The anode with Ir-Co intermediate owns the best oxygen evolution polarization curves and chlorine evolution polarization. The optimal comprehensive performance is the anode with Ir-Ta intermediate coating.   
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ABSTRACT  Influences of the compound silicate gangue containing potassium on solid-phase reactions during sintering process were researched by means of differential thermal analysis and X-ray diffraction. The results show that Cuspidine are formed at 1077.5 oC in the Potash feldspar-CaO-CaF2 system, and CaF2 inhibits the formation of dicalcium silicate and gehlenite. Fe2O3 cannot promote the formation of complex calcium ferrite in the potash feldspar-CaO-Fe2O3 system, but it can reduce the forming temperature of dicalcium silicate and gehlenite. A small amount of calcium ferrite (4CaO.7Fe2O3) can be formed at 1140.3oC in the Potash feldspar-CaO-Fe2O3-CaF2 system. When the temperature is more than 1200 oC potash feldspar can react with CaF2 into gaseous SiF4, which leads to larger pores in sintered samples.  The composition of Baiyunebo iron ore is complex, and contains high harmful elements F, K and Na. SiO2 exists mainly in gangues containing K and Na, which will react with some minerals during sintering such as iron oxides, lime solvent and CaF2, etc. These solid-phase reactions have an important impact on the agglomeration of sinter 1). Usually silicate minerals are the main existing form of gangues in iron ore 2). People is dedicated to the studying on solid-phase reactions of ordinary silicate gangues during sintering, but few people study special silicate gangues containing potassium and sodium3-6). The research on solid-phase reactions of the compound silicate gangue containing potassium during sintering has important significance to make clear the special sintering behaviors of Baiyunebo iron ore.    
1  EXPERIMENTAL MATERIALS AND METHODS 
 
1.1  Experimental materials Because the main mineral component of the compound silicate gangue containing potassium in Baiyunebo iron ore is potash feldspar, the commercial purity potash feldspar was selected for study, whose main chemical composition is KAlSi3O8. Raw materials used for the experiment are the commercial purity potash feldspar, chemical reagents CaO, Fe2O3 and CaF2.   Properties of solid-phase reactions of the four systems were researched by means of differential thermal analysis and X-ray diffraction. 
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1.2  Experimental methods Influences of potash feldspar on solid-phase reactions during sintering were researched by differential thermal analysis and X-ray diffraction. The sinter mixture was ground into powder smaller than 200 mesh, then pressed into small samples and heated from room temperature to 1350 oC at a rate of 10 oC /min in argon atmosphere, at the same time the DSC-TG curves were tested. If there were solid-phase reactions or crystal transitions in the heating process, some peaks would appear on DSC curves. The starting temperatures of solid-phase reactions could be determined by the peaks of DSC curve. To determine reaction products corresponding to the peak of DSC curve, the mixture sample with the same composition was heated to or above the peak temperature at  10 oC /min in nitrogen atmosphere and held for 4 hours. Then the sample was investigated by X-ray diffraction equipment to determine the reaction products and reveal influences of the compound silicate gangue containing potassium on solid-phase reactions of sintering.   
2  EXPERIMENTAL RESULTS AND DISCUSSION 
 
2.1  Potash feldspar—CaO—CaF2 system The DSC curve appears two endothermic peaks and an exothermic peak separately at 444.1 oC, 1309.3 oC and 1077.5 oC. The endothermic peak at 444.1 oC is due to the decomposition of Ca(OH)2 into CaO and H2O. The main mineral component is cuspidine (3CaO.2SiO2.CaF2) after sintered at 1080 oC. So the exothermic peak at 1077.5 oC indicates a solid phase reaction, which generates 3CaO.2SiO2.CaF2. The sample sintered at 1310 oC had melted, so the endothermic peak at 1309.3 oC is due to the sample melting. The corresponding weightlessness indicates the reaction of SiO2 in melting potash feldspar with CaF2 into SiF4 gas. The reaction is as follow: SiO2+2CaF2=SiF4+2CaO.   By comparative analysis of the two systems referred above, CaF2 in Baiyunebo iron ore can react with potash feldspar and CaO into 3CaO.2SiO2.CaF2 at lower temperature, which consumes CaO and inhibits the formation of Ca2SiO4 and Ca2Al2SiO7 at higher temperature.   

 
Fig.1.  XRD patterns of potash feldspar-CaO-CaF2 system sintered at 1080oC and 

DSC and TG curves of potash feldspar-CaO-Fe2O3 system  
2.2  Potash feldspar—CaO—Fe2O3 system The DSC curve appears two endothermic peaks at 444.7 oC and 1254.1 oC and an exothermic peak at 1172.6 oC. The endothermic peak at 444.7 oC and the corresponding weightlessness are results of decomposition of Ca(OH)2 into CaO and H2O.  
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The main mineral components are Ca2SiO4 and Ca2Al2SiO7 after sintered at 1180 oC, and the corresponding solid phase reaction is 2KAlSi3O8+12CaO=5Ca2SiO4+Ca2Al2SiO7+K2O. So the exothermic peak at 1172.6 oC is caused by this reaction. By comparative analysis of potash feldspar—CaO and potash feldspar—CaO—Fe2O3 systems, Fe2O3 promoted the solid phase reaction of potash feldspar and CaO into Ca2SiO4 and Ca2Al2SiO7, and reduced the reaction temperature from 1227.8oC to 1172.6 oC. After sintered at 1260 oC the sample had melted, thus the endothermic peak at 1254.1 oC is due to the melting of sample.  
 
2.3  Potash feldspar—CaO—Fe2O3—CaF2 system The DSC curve appears three endothermic peaks at 440.1oC, 1206.9oC and 1243.9oC and two exothermic peaks at 1100oC and 1140.3oC.   The sample sintered at 1122oCconsists of more 3CaO.2SiO2.CaF2  and less calcium ferrite (Ca2Fe22O33) and Fe2O3. So the exothermic peak at 1100oC is caused by the formation of 3CaO.2SiO2.CaF2 and Ca2Fe22O33. CaF2 in this system has promoting effect on formation of 3CaO.2SiO2.CaF2 and Ca2Fe22O33 at lower temperature, and inhibiting effect on the formation of Ca2SiO4 and Ca2Al2SiO7 at higher temperature.   

 
Fig.2.  XRD patterns of potash feldspar-CaO-Fe2O3-CaF2 system sintered at 1122o 

and XRD patterns of potash feldspar-CaO-Fe2O3-CaF2 system sintered at 1140o  The sample  sintered at 1140oC consist of more 3CaO.2SiO2.CaF2 and less calcium ferrite (4CaO.7Fe2O3) and Fe2O3. By comparative analysis of Fig.5, the exothermic peak at 1140.3oC indicates that Ca2Fe22O33 reacts with CaO into 4CaO·7Fe2O3.   Some liquid appeared in the sample after sintered at 1207oC and the sample had melted after sintered at 1244oC. The peak at 1206.9oC is cause by the differentiation melting of 4CaO.7Fe2O3, and the peak at 1244oC is cause by the sample melting. The continuous weightlessness appears on TG curve when temperature is more than 1200oC, the reason is that CaF2 reacts with SiO2 into SiF4 gas, and the reaction is SiO2+2CaF2=SiF4+2CaO.   
3  CONCLUSIONS 
 (1)   In potash feldspar-CaO-CaF2 system, the exothermic peak at 1077.5oC indicates a solid phase reaction between KAlSi3O8, CaO and CaF2 into 3CaO.2SiO2.CaF2, which inhibits the formation of Ca2SiO4 and Ca2Al2SiO7 at the higher temperature.   (2)   In potash feldspar-CaO-Fe2O3-CaF2 system, 3CaO.2SiO2.CaF2 and a little amount of Ca2Fe22O33 are formed in a wide temperature range of 1000-1122.3oC. The 
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exothermic peak at 1140.3oC indicates Ca2Fe22O33 further reacts with CaO into 4CaO.7Fe2O3.   (3)   The compound silicate gangue containing potassium in Baiyunebo iron ore easily takes part in reactions into Ca2SiO4, Ca2Al2SiO7, Ca4Si2O7F2 and silicate glass phase during sintering, which severely inhibits the formation of complex calcium ferrite and leads to reduced sinter strength as well as metallurgical properties.   
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ABSTRACT  The dynamic mechanical behavior of a solution treated AM80 magnesium alloy was investigated at high strain rates and compared with the results at low strain rate (1×10-4 s-1). The flow stress exhibits a visible positive strain rate sensitivity with strain rate ≤ 1850 s-1, and it slightly decreases as strain increases to 2100 s-1 due to the local temperature rise promoting the slip of dislocations and finally decreasing the density of twins. A modified Johnson-Cook (J-C) model is employed in characterizing the mechanical response for the studied alloy and the calculated results are accordant well with the observed material responses. 
 
 
1 INTRODUCTION 
 Magnesium and its alloys with high specific strength, good damping capacity and machinability have become attractive candidate materials for structural applications, especially, in aerospace and aeronautics, automotive and defence industries [1]. At present, most of the investigations have dealt with the mechanical behavior under quasi-static loading. However, components made by magnesium alloys will be potentially subjected to impact loads in some services, for example the automobile bumper beam. It is well known that the deformation behavior of materials under dynamic loading is very complicated and quite different from that under quasi-static loading due to the adiabatic effects, strong shockwave effects and localized deformation under dynamic loading [2]. Although dynamic deformation behavior and the corresponding microstructure evolution of magnesium alloys have been investigated by some authors [2-7], very limited research has been put on other magnesium alloys except for AZ31. Furthermore, temperature rise and microstructure evolution during dynamic deformation of magnesium alloys have not been clearly identified and a good understanding of dynamic deformation mechanism is much required.  The purpose of this work was to investigate the mechanical response and the evolved microstructure of a solution treated AM80 magnesium alloy under dynamic loading, with focus on the effect of strain rate on the mechanical response.    
2 EXPERIMENTAL PROCEDURE  The investigated material was a cast AM80 magnesium alloy with chemical composition of Mg-8.0Al-0.1Mn (wt.%), which was solution treated at 723 K for 5h. The initial microstructure was formed of equiaxed grains, with average size of 200μm (Fig.1a). For 
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both quasi-static and dynamic compressive testing, cylindrical samples with size of φ10 mm × 10 mm were cut from the cylindrical bar. The relative position between the cylindrical ingot and the impact samples is schematically shown in Fig. 1b.             
Fig. 1  (a) Optical microstructure and (b) schematic of samples  

for the as-received AM80 magnesium alloy  The quasi-static tests were performed using a conventional INSTRON-4206 testing machine with 1×10-4 s-1 strain rate, and the dynamic mechanic tests were carried out with the Split Hopkinson Bar (SHPB) at a strain rate range of 800-2100 s-1. All the tests were performed at room temperature, and before the tests, the sample ends were lubricated with graphite to eliminate the friction effect. Samples for optical observations cut from the longitudinal section of cylinders were grinded with SiC papers up to 2000 grit and then mechanically polished before etching with acetic picral solution (4.2 g picric acid, 10 ml acetic acid, 10 ml water, and 70 ml ethanol).    
3 RESULTS AND DISCUSSION  Fig. 2 illustrates the true stress-strain curves of the studied AM80 magnesium alloy at various strain rates. It can be clearly seen that, when the strain rate is less than 2100 s-1, the flow stress increases as strain rate increases. This positive strain rate sensitivity indicates that the stress response of the studied material is strongly dependent on the applied strain rate by changing the dominated deformation model. Furthermore, the flow stress during quasi-static compression is distinctly lower than that under dynamic loading, showing a large increase in flow stress as train rate increases to 800 s-1 and then a slight rise as train rate further increases. However, it should be specially noted that, as strain rate increases from 1850 s-1 to 2100 s-1, the flow stress doesn't increase any more, but showing a slight decrease, which is attributed to the effect of local temperature rise causing the formation of dynamic softening [8].  In order to make a good expression of the flow stress of the studied material under various strain rates, building a constitutive model is necessary for describing or predicting its dynamic mechanical response. The Johnson-Cook (J-C) constitutive model mainly considering the effects of strain, strain rate, and temperature, is widely used to simulate the mechanical response of metals subjected to large strains, high strain rates and high temperatures. In the present work, all the tests are conducted at room temperature. Therefore, the effect of temperature in the original J-C model can be neglected and the flow stress is expressed as follow:   

)ln1)(( *εεσ CBA n
p ++=                                     (1) 

(a) (b)
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where σ  is the flow stress, A is the yield stress at room temperature and reference strain rate, B and n are the strain hardening coefficient and exponent, respectively, pε  is the plastic strain, C is the strain rate hardening coefficient, 0
* / εεε =  is the dimensionless strain rate with ε  and 0ε  being the strain rate and reference strain rate, respectively.                

Fig. 2  Compressive true stress-strain curves of the studied AM80 magnesium alloy  According to the J-C model, strain and strain rate are two independent phenomena which can be isolated from each other, the total effects of strain and strain rate on the flow stress can be calculated by multiplying these two terms. In this paper, 1×10-4 s-1 is taken as reference strain rate for describing the flow stress of the cast AM80 magnesium alloy. At reference strain rate, Eq. (1) will reduce to: n
pBA +=σ . The value of A is the yield stress calculated from the flow curve at 1×10-4 s-1. Substituting the value of A in Eq. (2) and using the flow stress data at various strains for the same flow curve, ln (σ-A) vs. ln εp is plotted. Therefore, B and n are the intercept and slope of this plot, respectively. In order to make a good expression of the strain rate effect for the AM80 magnesium alloy, the parameter of C is defined as a function of ε . Using the flow stress data beyond the yield strain at various strain rates, C is obtained by date fitting. So the Eq. (1) can be expressed as:  

]ln)100659.110665.5(1)[13008.91( *4690.0 εεεσ −− ×−×++= p                         (2)  Comparing between the experimental and the predicted data at various strain rates is shown in Fig. 3, it can be found that the calculated result is accordant well with the observed material response.  Fig. 4a shows the typical optical micrographs taken from the centre of fractured sample with strain of 0.246 at 1×10-4 s-1. The observed microstructures clearly indicate that the grains are deformed seriously for the formation of abundant twins and some grain boundaries are hard to distinguish. Furthermore, it should be noted that the secondary twinning basically intersects with the initial twins, and all the microcrackes start from grain and twin boundaries and then develop along them. Figs. 4b-d shows the optical microstructures obtained from the centre of samples deformed under dynamic loading. Similar with quasi-static, a large number of mechanical twins including initial and secondary are generated. However, the density of twins generated at 1850 s-1 is obviously higher and the corresponding mean spacing between two adjacent twins is 
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smaller, although the strain (ε=0.220) is lower than that under quasi-static loading (ε=0.246). These indicate that the mechanical twinning in the present AM80 magnesium alloy is sensitive to the applied strain rate, exhibiting obvious positive strain rate sensitivity. It is well known that twins acting as small angle grain boundaries increase the flow stress of materials during plastic deformation. It is precisely the positive strain rate sensitivity that increases the flow stress as strain rate increases. However, when the strain rate increases to 2100 s-1, the density of mechanical twins decreases although the strain (ε=0.250) is larger than that at 1850 s-1. It is generally accepted that the strain hardening rate is intimately related to the density of mechanical twins in magnesium alloys. Therefore, it can be concluded that the softening effect resulted from local temperature rise under dynamic loading is in a dominant position [9] in the comparison with strain rate hardening at 2100 s-1. As a result, a slight decrease is observed at strain rate of 2100 s-1.               
Fig. 3  Comparisons of stress-strain curves measured and calculated by J-C model                       

Fig. 4  OM images at different strain rates. (a) ε =1×10-4 s-1, (b) ε =1050 s-1,  
(c) ε =1850 s-1, (d) ε =2100 s-1. 
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4 CONCLUSIONS  The mechanical response and the evolved microstructure were investigated in a wide range of strain rates. The flow stress demonstrates a visible positive strain rate sensitivity with strain rate ≤ 1850 s-1 and then slightly decreases as strain rate increases to 2100 s-1, which is attributed to the softening effect dominating in the comparison with strain rate hardening due to the local temperature rise at 2100 s-1. Furthermore, a modified J-C model is employed in describing the flow stress behavior for the studied alloy and the calculated results are accordant well with the observed material responses.    
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ABSTRACT    In this study, the effects of seal welding conditions, such as welding heat input, crack depth, and plate thickness, on welding-induced residual stress and stress intensity factor (SIF) around the remaining crack were numerically investigated. It was clarified that the residual stress and the SIF at the downside crack tip is governed largely by the ratio of weld heat input to square root of crack depth, which was derived from welding thermal conduction theory as a representative of the temperature distribution along the crack. Furthermore the residual stress at the downside crack tip becomes compressive and the SIF becomes zero when the ratio is smaller than approximately 1.5.    
1 INTRODUCTION 
 Stress corrosion cracking (SCC) has been one of the issues in nuclear power plants (1). In particular, SCC has even occurred at weld heat affected zone in low-carbon austenitic stainless steel and weld metal in nickel-based alloy, which are SCC-resistant materials.  That is why more reasonable repair welding technique has become increasingly important to ensure structural soundness and reliability of nuclear power plants. Seal welding, in which the crack remains within the structural members, has been developed as one of alternative repair techniques applicable when it is difficult to remove a crack completely or to weld it again with high integrity after removal of the crack. The residual stress is one of the driving forces for crack propagation and brittle fracture then it is important for ensuring structural soundness and the reliability at seal weld to evaluate and control the welding-induced residual stress around the remaining crack. In this paper, the systematic investigation using numerical analysis was performed to consider the effect of seal welding conditions on the welding-induced residual stress and the stress intensity factor (SIF) around the remaining crack. Based on these results, the effectiveness of appropriate seal welding conditions setting for the structural soundness and the reliability at weal welds was evaluated. 
 
 
2 NUMERICAL PROCEDURE FOR ANALYZING RESIDUAL STRESS AND STRESS 

INTENSITY FACTOR AT SEAL WELDS  
2.1  Problem description and its finite element model The analytical object in this study is the shroud support, which is one of the internal core components in a boiling water reactor (BWR). The shroud support ring and cylinder 
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constitute the shroud support, as shown in Fig. 1. The support is made of nickel-based alloy with a thickness of approximately 60 mm. Seal welding is regarded as one of the useful repair techniques against SCC recently observed at the shroud support because of the difficulty of gaining access to the shroud support. A two-dimensional plate model considering the plane strain conditions was used in the analysis, as shown in Fig. 1. This is because the effect of pipe geometry in the shroud support becomes negligible when the ratio of diameter to thickness becomes larger. The symmetrical model was used in numerical analysis because the seal welding parallel to the remaining crack was focused in this study. The material properties of nickel-based alloy used in the analysis were determined considering the temperature dependency and the work hardening with reference to data (2)(3). Only rigid-body motion was constrained in the mechanical model. Weld heat input was provided through the deposited weld metal. The relation between the cross-sectional area of the deposited weld metal and the weld heat input were estimated based on the measurements. The ratio of width to height of the deposited weld metal was set to 6:1 in any welding heat input conditions. After estimating the residual stress around the remaining crack, the stress intensity factor (SIF) was evaluated (4). An elastic analysis was performed using the estimated distribution of residual stress at the virtual crack propagation region of 0.05mm, as shown in Fig. 2. Then the SIF was estimated by the displacement method, as shown in Fig. 3. Although the relaxation of residual stress due to reduction of global stiffness for a large deep crack is not considered in this approach.   
  

Figure 1 Schematic illustration of shroud support and its analytical model.   

 
Figure 2 Scheme of superposition principle. 
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Figure 3  Scheme of displacement method. 

 
2.2  Welding conditions in systematic investigation The setup conditions of seal welding used in the systematic numerical investigation are shown in Table 1. The following conditions were investigated; three different plate thickness, five crack depths from 5 to 25mm and twenty weld heat inputs from 50 to 2000 J/mm were modelled.  
 

Table 1  Welding conditions. 

Plate thickness, h (mm) 40, 60, 120 
Depth of Crack, a (mm) 5, 10, 15, 20, 25 

Weld heat input, Q (J/mm) 50, 100, 150, 200, 250, 300, 350, 400, 450, 500, 600, 700, 800, 900, 
1000, 1200, 1400, 1600, 1800, 2000  

 
3 EFFECT OF WELDING CONDITIONS ON RESIDUAL STRESS AND STRESS 

INTENSITY FACTOR AROUND REMAINING CRACK AT SEAL WELD  
3.1 Distribution of welding-induced residual stress Representative analytical results of the distribution of the welding-induced residual stress along the plate thickness of 60 mm are shown in Figs. 4(a) and (b) for crack depths of 5 mm and 25 mm, respectively. In both cases of the crack depths, the effect of weld heat input on the distribution of residual stress along the thickness is obviously. The residual stress at the topside crack tip region is tensile stress under any conditions of weld heat input and crack depth. On the other hand, the residual stress at the downside crack tip region is possible to be compressive stress, depending on the combination of weld heat input and crack depth.   

            
(a) Crack depth is 5 mm (shallow)    (b) Crack depth is 25 mm (deep) 

Figure 4 Distribution of welding-induced residual stress along crack depth. 
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The effect of weld heat input and crack depth on the residual stress at downside crack tip region is systematically investigated, as shown in Fig. 5. The location for evaluating the residual stress was at an element located 0.025mm from the downside crack tip. As shown in the figure, high tensile residual stress is generated in the range of large heat input for all crack depths, and compressive stress is generated in the range of lower heat input. The difference in weld heat input in the transition region seems to be dependent on the crack depth.   

 
Figure 5 Effect of welding conditions on residual stress at downside crack tip 

region.  
3.2 Factor dominating residual stress based on generation mechanism  In order to understand the mechanism of compressive stress generation, the stress and strain behaviors at the downside crack tip during seal welding was considered. The results in cases of heat input 250 J/mm and 900 J/m are shown in Figs. 6(a) and (b), respectively. In early stage, the tensile stress and the plastic strain are generated due to welding-induced tear force in both cases. In next stage, compressive stress is generated due to restraint of thermal expansion in both cases. However the difference in generation of plastic strain is shown between these cases because of difference in temperature rise. For this reason, the residual stress after welding is considered to be dependent on the temperature rise at the downside crack tip region. The influential factor dominating temperature rise at downside crack tip region was derived based on weld thermal conduction (5) theory as the following equation (I).  

r /a = (1/πe)⋅ (1/cρT )⋅ Qnet /a ······································································· (I)  Here, r is the distance from weld center, α is crack depth, c is specific heat, ρ is density, T is temperature, and Qnet is net weld heat input per unit weld length. The above equation shows that the ratio of depth at a certain level of maximum temperature rise to crack depth is dependent on the ratio √Qnet/α. The effects of weld heat input and crack depth on residual stress at downside crack tip region are arranged by a unified curve associated with the ratio √Qnet/α, as shown in Fig. 7. Thus it is concluded that the residual stress at the downside crack tip region is dependent on the ratio √Qnet/α. In addition, when the ratio √Qnet/α is smaller than approximately 1.5, the residual stress at the downside crack tip becomes compressive.   
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(a) Weld heat input is 250 J/mm    (b) Weld heat input is 900 J/mm 

Figure 6 Time histories of temperature, plastic strain and thermal stress. 
 

 
Figure 7 Arrangement of residual stress at downside crack tip by ratio √Qnet/a.  

3.3  Stress intensity factor at downside crack tip region The stress intensity factor (SIF) at downside crack tip region was estimated. As the result,  the SIF was also collapsed into a single curve associated with the ratio Q/√a in any conditions of plate thickness, as shown in Figure 8. It is also confirmed that the SIF becomes zero when the ratio Q/√a is smaller than approximately 1.5. Appropriate seal condition setting in reference to the value of ratio Q/√a is expected to become effective for ensuring and improving structural soundness and reliability at seal welds.  

       
(a) Thickness is 40 mm  (b) Thickness is 60 mm  (c) Thickness is 120 mm 

Figure 8 Arrangement of the SIF at downside crack tip by ratio √Qnet/a. 
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4 CONCLUSIONS  In this study, the effect of seal welding conditions on the welding-induced residual stress and the stress intensity factor (SIF) around the remaining crack was numerically investigated. It was clarified that the residual stress and the SIF at the downside crack tip is governed largely by the ratio Q/√a. The residual stress at the downside crack tip becomes compressive and the SIF becomes zero when the ratio Q/√a is smaller than approximately 1.5.  
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ABSTRACT  The influence of thermal boundary conditions was numerically clarified on the melting behaviour of an Ag nanowire mesh induced by Joule heating. The isotherm of the maximum temperature in the mesh, dependent on thermal boundary conditions, determines the melting behaviour. If such isotherm is a curve, global unstable melting happens where several nanowires melt simultaneously until the mesh is broken. The corresponding relationship of melting current and voltage becomes a data point. However, if the isotherm is a point, stable melting happens where only one nanowire melts at a time. The relationship of melting current and voltage becomes a curve.  
 
1 INTRODUCTION 
 The combination of transparency, conductivity, and flexibility makes Ag nanowire mesh a promising alternative to indium tin oxide (ITO) as an ideal transparent conductive electrode (TCE) for next-generational optoelectronic devices [1, 2]. For example, the research group of Guo et al. [3] has contributed greatly to the fabrication of the Ag nanowire mesh by developing nanoimprint lithography. With such grid structure electrode, the organic solar cell has demonstrated the enhanced power conversion efficiency than devices made using ITO electrode. Groep et al. [4] has found that the best transparent Ag nanowire mesh can be obtained from thin wires and small pitch by identifying the physical mechanism determining the optical transmission of the mesh.  On the other hand, it has been experimentally [5] reported that the melting induced by Joule heating will cause the degradation of Ag nanowire mesh because of the reduced current flow area and therefore increased current density as compared to ITO. To clarify the melting behaviour of Ag nanowire mesh, a numerical algorithm [6] solving the electro-thermal problem was developed to obtain the relationship of melting current and melting voltage triggering the melting of the mesh segment. The observed zigzag pattern indicates that an Ag nanowire mesh at a specific working condition may experience repetitive unstable (where several wires melt simultaneously at a constant current/voltage) and stable (where melting progression needs the increase of current/voltage) melting until the mesh is open. Moreover, the consistent melting behaviour between Ag microwire and nanowire meshes was confirmed, where a dimensionless parameter, i.e., figure of merit for the mesh, was proposed to characterize the current carrying ability and to predict the melting behaviour of the mesh even with different wire [7]. However, it should be noted that the above report is only one example 
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for an Ag nanowire mesh at a specified working condition. To obtain the general principal, it is important to investigate the relevant factors.  Therefore, the aim of the present work is to clarify the influence of thermal boundary conditions on melting behaviour of Ag nanowire mesh. Two cases of thermal boundary conditions were considered, which shows distinctive melting behaviours.  
 
2 NUMERICAL ANALYSIS  As illustrated in Fig. 1, the Ag nanowire mesh with size of 10×10 employed here is composed of a rectangular wire network with 10 columns and 10 rows. The pitch size l is 200μm. The intersection of the (i+1)th column and the (j+1)th row is denoted as mesh node (i, j) (0≤i≤9, 0≤j≤9) The wire between two adjacent mesh nodes is denoted as mesh segment. Taking four segments centred with mesh node (i, j), the segments on the left, right, downside and upside are denoted as L

j)(i,S , R
j)(i,S , U

j)(i,S and D
j)(i,S , respectively. Obviously, there are 100 mesh nodes and 180 mesh segments.  The geometrical and physical properties of Ag nanowire are listed in Table 1. Here, w and t are width and thickness, Tm, and λ are melting point and thermal conductivity, ρm is electrical resistivity at Tm, calculated from ρ0{1+α(Tm-T0)} with ρ0 of the electrical resistivity at room temperature T0 and α of temperature coefficient of resistivity.  The electrical boundary conditions are also given in Fig. 1. The current I is input from node (0, 0) and output from (9, 0), while there is no external input/output current for all the other nodes. Note that the electrical potential at node (9, 9) is zero.  

Table 1 Geometrical and physical properties of Ag nanowire 

 Two cases of thermal boundary conditions are discussed here. In Case I, only the nodes (0, 0) and (9, 0) are at room temperature, while no external input/output heat energy for all the other nodes. Case II is the same with those in Refs. [6, 7]. The peripheral 
w × t [nm2] Tm [K] λ [W/μm∙K] ρ0 [Ω∙μm] α [/K] ρm [Ω∙μm] 100×100 873 [8] 3.346×10-4 [9] 0.119 [10] 3.8×10-3 0.378 

Fig. 1 Schematic Ag nanowire mesh 10×10 
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nodes (i.e., (i, 0), (i, 9), (0, j), (9, j)) are at room temperature, while there is no external input/output heat energy for all the other nodes.  The theoretical analysis (6) is summarized as below. Firstly, taking a wire, i.e., mesh segment connected by nodes (i-1, j) and (i, j) as shown in Fig. 2a, the current I flows from node (i-1, j) to (i, j). Based on Ohm’s law, the current density j in mesh segment is 
1 dj

dx
= −

φ
ρ

,           (1) 
where φ is electrical potential, x is the axial coordinate. Note that for simplicity, ρm was used hereafter for ρ to approximate real conditions. By ignoring heat transfer of the mesh to the underlying substrate for simplicity, the heat conduction equation can be given as 

2
2

2 0d T j
dx

λ ρ+ =  ,         (2) 
where T is temperature. Note that the latent heat dissipation associated with phase transformation of Ag from solid to liquid is not considered here. Using Fourier’s law, the heat flux q in L

(i,j)S  is  
dTq
dx

λ= − .          (3) 
In a similar way, the corresponding relationships can be obtained for all of the mesh segments. Secondly, taking a mesh node (i, j) with 4 adjacent nodes, the current and heat energy passing though are analysed as shown in Fig. 2b and 2c. According to the law of the conservation of current/heat energy, we have 

external internal 0I I+ =           (4) and  
external internal 0Q Q+ =           (5) by assuming the current/heat flows rightward/upward. Here, externalI  and externalQ  are the external current and heat energy at node (i, j), while internalI  and internalQ  are the sum of internal current and heat energy flowing through the node (i, j) from its adjacent nodes. By assuming the direction of flowing into the node is positive, we have  

{ }L R D U
(i,j) (i,j) (i,j) (i,j)

internal S S S S
I j j j j A= − + −  ,     (6) and  

{ }L R D U
(i,j) (i,j) (i,j) (i,j)

internal S S S S
Q q q q q A= − + −  ,     (7) where A is cross-sectional area of the wire, and the subscripts denote the mesh segment. By solving the systems of linear equations for all the nodes, the current density in any mesh segment and temperature at any mesh node can be obtained from Eqs. (1, 4, 6) and Eqs. (3, 5, 7), respectively. Finally, using the above results, the temperature in any mesh segment can be obtained by solving Eq. (3). 
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  The computational algorithm [6] is briefly described as below. Firstly, it is to modulate the value of the input current I so as to make the maximum temperature Tmax in the mesh reaching the Tm of the nanowire. At that time, the corresponding mesh segment melts and breaks with an arbitrary small force generated in actual operation. The current and voltage between input and output were recorded as melting current Im and melting voltage Vm. The corresponding mesh resistance Rm can be calculated by dividing 
Vm with Im. Subsequently, the cross-sectional area of the melted mesh segment was assigned an ultra-small value to approximate zero. The pathway of the current and heat in the mesh was therefore renewed. Similarly, the current triggering the melting of the next mesh segment can be determined. By repeating the above process until the mesh is open, the relationship of Im and Vm as well as the variation of Rm with the number nb of broken mesh segments can be obtained during the overall melting process of the mesh. 
 
 
3 RESULTS AND DISCUSSION  The temperature distribution of the mesh is shown in Fig. 3, at which the maximum temperature Tmax of the intact mesh reaches the melting point Tm. The obtained relationship between melting current Im and melting voltage Vm, and the variation of Rm with the number nb of broken mesh segments are given in Figs. 4a and 4b, respectively.  For the thermal boundary conditions of Case I, the centres at the middle segments of the intact mesh have the Tmax as shown in Fig. 3a. The corresponding isotherm is a line. Once the Tmax reaches the Tm, the central segments of the mesh will melt simultaneously as shown in Fig. 5a, making the mesh broken. Correspondingly, there is only one data point for the relationship of Im and Vm in Fig. 4a, and the variation of Rm with nb in Fig. 4b.   Therefore, it indicates that only global unstable melting (instantaneous melting occurs until the open mesh) will occur in the mesh under the thermal boundary conditions of Case I equipped with a current source. The corresponding melting current is 36.14μA in the present case.  

(a) 

(b) (c) 

Fig. 2 Electro-thermal analysis (a) mesh segment,  
(b) current and (c) heat energy in mesh node 
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  For the thermal boundary condition of Case II, the centre in one segment of the intact mesh has the Tmax as shown in Fig. 3b. The corresponding isotherm is a point. When such 
Tmax reaches the Tm, the segment will melt as shown in Fig. 5b. Accompanied with the melting of such segment, the current path in the mesh will be renewed. Afterwards, the melting of next segment will happen. During the overall melting process, the relationship of Im and Vm is a curve with the repeated zigzag pattern as shown in Fig. 4a, where the Rm keeps increasing [6]. It implies that stable melting (further melting needs the increase of current/voltage), locale unstable melting (several mesh segments simultaneously melt at a constant current/voltage), and global unstable melting (mesh segments melt at the maximum current to make the mesh open) will occur for the mesh equipped with current source [6]. The current resulting in global unstable melting is 163.5 μA, which is much higher than that in Case I.  Therefore, it can be concluded that the thermal boundary conditions have great effect on the melting behaviour of the Ag nanowire mesh induced by Joule heating, as they changes the fundamental trend of the relationship between Im and Vm (e.g., from one data point in Case I to the curve with repeated zigzag pattern in Case II).    
4 CONCLUSIONS  By monitoring the temperature distribution, the melting behaviour of an Ag nanowire mesh was analysed with consideration of different thermal boundary conditions. It is found that the isotherm of the maximum temperature in the mesh relies on thermal boundary condition and determines the melting behaviour. If such isotherm is a curve, the relationship of melting current and voltage becomes a data point, where several wires melt simultaneously until the mesh is broken. On the other hand, if the isotherm is a point, the relationship of melting current and voltage becomes a curve with the repeated zigzag pattern, where local stable/unstable melting and global melting may occur.   
ACKNOWLEDGEMENTS  The authors would like to thank Prof. H. Tohmyoh for his valuable discussion. This work was partly supported by JSPS KAKENHI Grant-in-Aid for Young Scientists (B) (No. 26820001) in Japan. 

(a) (b) 

Fig. 3 Temperature distribution of the Ag nanowire mesh with Tmax reaching 
Tm at different thermal boundary conditions (a) Case I, and (b) Case II 
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ABSTRACT  The direct calculation for the yielding and buckling strength of the cargo hold of an oil tanker were carried out in terms of HCSR. Based on the analysis results, the influence of HCSR on the structural weight of oil tankers was analyzed. According to the requirements of HCSR, the mathematical model of the structural optimization of midship cross section was established, with the minimum section area as the object, and the hull girder strength, the local scantling and slenderness requirements as the constraint condition. The midship section optimization and design were performed by Multi-Island Genetic Algorithm, with the software Isight.   
1. INTRODUCTION  With the release of Harmonized Common Structural Rules (HCSR)(1), undoubtedly the new requirements will be used on the structure design of the ships. The impact of HCSR on the structural weight attracts people’s attention. On the other hand, there is a widespread concern on how to find the appropriate size of ship structure, meeting the conditions of the structural strength, stiffness and stability, to reduce the weight of the structure and improve the economics of the ship construction effectively. Consequently, the structural lightweight design of the oil tankers based on HCSR should be investigated.  So far many investigators have studied the optimization design of midship cross section structure of ship. Moe J(2) searched the optimal solution, using the Powell conjugate direction method. Jang C D(3) found the optimal results, using the method of multi-objective optimization. Optimal design theory is constantly researched by more and more investigators.   
2. IMPACT OF OIL TANKER OF HCSRON THE STRUCTURAL WEIGHT   
2.1 Basic information of ship model An oil tanker of deadweight of 308000 tons was taken as an example, which complies to the Common Structural Rules (CSR), with main dimensions shown in Table 1. The ship is a double shell tanker with five cargo holds. Each cargo hold is divided into three parts of left, mid, right, by two oil-tight longitudinal bulkheads. The frame space of midship is 5.66m. Based on direct strength analysis, cargo hold finite element model of 2, 3, 4 cargo was built by Patran, as shown in Figure 1.   
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Table 1 The principle dimension of ship model Item Value Unite Overall length 330 m Length between perpendiculars 320 m Breadth 60.00 m Depth 29.80 m Clock coeffienct 0.825 - Design draft 20.50 m 
 
2.2 Yield strength assessment and buckling strength assessment Yield strength assessment is to comply with the following criteria: λ≤λperm Where λ is yield utilization factor, λ=σvm/σperm. σvm is the von Mises stress. σperm is permissible yield utilization stress. λperm is permissible yield utilization factor defined in HCSR.  Buckling strength assessment is to comply with the following criteria: η≤ηall Where: η is buckling utilization factor, η=Wact/Wu. Wact is applied equivalent stress due to the combined membrane stresses. Wu is equivalent buckling capacity. ηall is permissible buckling utilization factor defined in HCSR.  
2.3 The result of yield and buckling assessment of ship model Loading conditions include the static load conditions(S) and the static+dynamic load combinations(S+D). Table 2 shows the max yield and buckling factor in different component. Due to the limit of paper space, only list several components, which don’t meet HCSR.  

Table 2 Assessment result of ship in the cases of S and S+D Mode Yield Buckling Load Case S S+D S S+D Name λ Y/N λ Y/N η Y/N η Y/N Inner shell 0.730 YES 0.877 YES 0.868 NO 0.957 YES Bottom shell plating 0.420 YES 0.758 YES 0.895 NO 1.060 NO Longitudinal bulkhead 0.825 NO 0.964 YES 0.980 NO 1.090 NO Transverse bulkhead 0.527 YES 0.792 YES 0.634 YES 1.100 NO Horizontal girder 0.959 NO 1.225 NO 1.270 NO 1.550 NO Longitudinal girder 0.635 YES 0.860 YES 1.290 NO 1.290 NO Floor plating 0.844 NO 1.195 NO 1.312 NO 1.525 NO  As shown in Table 2, some components of the ship could not meet the requirement of HCSR. This situation illustrate that the requirements of HCSR are stricter than CSR. The structure design made based on HCSR will result in the increased weight of the ship.   
  

 
Fig.1 Cargo hold finite element 

model 
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3. OPTIMIZATION OF AMIDSHIPS OF SHIP MODEL  
3.1 The design variables In the overall design of the ship, the main dimensions and the cargo layout had been determined; they could be the constants in the cross-sectional structure parameter optimization design. The scantling of the longitudinal structural member was to be optimized. The design variables include three categories: thickness, longitudinal models and longitudinal spacing. In order to simplify the process of optimizing design, member was identified as a constant, which satisfy the Rules’ requirements and satisfy a small contribution to the overall longitudinal strength, and the rest member was defined as design variables, which had a greater contribution to the longitudinal strength.  Firstly, a discrete set of 54 design variables was determined, as shown in Figure 2. The range of thicknesses variable were chosen from 8mm to 30mm, the interval was 0.5mm. The longitudinal of the ship is T profile. The discrete interval of height of web was 10mm, the discrete interval of width of face plate was 5mm, the discrete interval of thickness of web and face plate was 0.5mm. The longitudinal spacing was selected from 700mm to 900mm, its discrete intervals was 10mm. In order to reduce the number of design variables, the same longitudinal spacing of deck, inner bottom, and bottom shell plate was assumed. The same longitudinal spacing of longitudinal bulkheads, inner shell, and side shell was assumed.  

 
Fig.2 The design variables of cross-sectional  

3.2 The objective function The smallest area of the cross section was used as the objective in the optimization, the objective function was given by the following formula: 
( ) ( ) ( )

n m

i j
i j

F X A X A X    Where n is number of design variables. m is number of constants. Ai(X) is the cross section area of design variables. Aj(X) is the cross section area of constants.  
3.3 The constraints (1)At the transverse section in the midship part, the net moment of inertia about the horizontal axis Iy-n50 is to be not less than IyR, which is defined in HCSR. (2)At the transverse section in the midship part, the vertical hull girder net section modulus at deck and bottom ZD-n50 and ZB-n50 is to be not less than ZR, which is defined in HCSR. (3)The normal stress L at any point of the hull transverse section is to be not less than 
perm, which is defined in HCSR. (4)The total vertical hull girder shear capacity QR is the 
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minimum of the calculated values for all plates contributing to the hull girder shear of the considered transverse section. (5)The minimum net thickness for plating, stiffeners and primary supporting members of cargo should meet the HCSR requirement. (6)The net thicknesses of plates are not to be taken less than the greatest value calculated for all applicable design load sets. (7)The minimum net web thickness tw of stiffeners is not to be taken less than the greatest value calculated for all applicable design load sets. (8)The minimum net section modulus Z of stiffeners is not to be taken less than the greatest value calculated for all applicable design load sets. (9)Slenderness of plates and stiffeners should meet the HCSR requirement.  
3.4 Optimization------Multi-Island Genetic Algorithm Multi-Island Genetic Algorithm(MIGA) is improved from Genetic Algorithm(4-6). MIGA divides individual populations into several sub-groups, which may also be referred to as "islands". Selection, crossover and mutation are performed on each island, and at certain algebra, a certain number of individuals regularly migrate between the islands, to complete the exchange of individuals between populations, and then continue selection, crossover and mutation. The migration process can enrich types of individuals in subgroups, effectively inhibit premature phenomenon, and ensure the emergence of a global optimal solution. The flowchart of MIGA is shown in Figure 3.  

 
Fig.3 The flowchart of MIGA  

3.5 The results The midship sectional properties were written using excel form, in which include the design variables, objective function and constraints. Optimization software Isight(7) was used to integrate the form, using MIGA to optimize the longitudinal structure of the midship section. The excessive design variables would make it difficult to find the optimal solution in limited solution space. In response to this situation, hierarchical optimization was considered. Firstly, the value of the spacing and thickness were determined by optimization calculating, and then these values were taken as constants. Secondly, the variables of T bars were optimized. Due to the limit of paper space, only the thicknesses, which had changed after optimization, were listed, as shown in Table 3-4.  
Table 3 Comparison of spacing and thicknesses           mm NO. Name Initial MIGA NO. Name Initial MIGA 1 L.S1 850 880 21 Inner shell3 12.5 13.5 2 L.S2 850 860 22 Inner shell4 14.5 13.5 8 Keel 17.5 16.5 24 Longl.Bhd 2 16.0 16.5 9 Bottom shell1 15.0 14.5 26 Longl.Bhd 4 13.5 14 11 Bottom shell 3 15.0 14.5 27 Longl.Bhd 5 12.5 13.5 13 Side shell1 16.5 17.0 28 Centerline girder 15.5 14.5 16 Side shell 4 16.0 14.5 29 Side girder 12.0 11.5 17 Side shell 5 15.0 16.5 30 Horizontal girder 1 11.5 11.0 20 Inner shell2 14.0 15.0 33 Horizontal girder 4 12.0 10.5 
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Table 4 Comparison of T bars                   mm No Initial MIGA No Initial MIGA 34 420×9+160×21 420×8+160×20 41 420×9+160×22 430×8+160×25 35 600×10+175×29 600×10+195×26 42 580×9+160×22 550×9+150×20 36 600×10+175×29 640×10+195×24 43 500×9+160×22 480×8+150×20 37 700×10+185×30 660×9+160×20 44 480×9+160×22 480×8+150×21 38 580×9+160×22 550×8+150×20 45 500×9+165×22 420×9+160×20 39 500×9+160×22 480×8+150×21 46 650×11+175×33 620×9+150×20 40 480×9+160×22 480×8+150×20 47 580×10+165×23 550×8+150×21 51 1240×11+250×23 1000×8+200×20 48 480×9+160×23 480×8+155×20 52 1500×10+350×43 1000×8+200×20 49 480×9+160×23 480×8+155×20 53 1140×10+250×23 1000×8+200×20 50 450×9+160×12 430×9+160×12 54 1040×9+250×21 1090×10+220×25   The initial area of the cross-sectional of midship was 50795.77mm2, and was 49555.49mm2 after optimization. The area was reduced by 2.44%.   
4. CONCLUSION  The impact of oil tanker of HCSR on the structural weight was analyzed. It was shown that the structural strength requirements in HCSR were stricter than CSR, because of changes in the specific requirements, evaluation criteria. The updating of structural strength requirements would improve the structural strength of the ship and inevitably lead to the increased weight of the ship. How to reduce the construction cost due to the increased weight and achieve energy saving of operational process had become a hot topic. In order to improve the load capacity, reduce structural weight under HCSR, the mathematical model for the optimization and design of the oil tanker midship cross section structure was established. The structural lightweight design of oil tankers based on MIGA with the optimization software Isight was given. After the optimization, the midship cross section area was reduced by 2.44%. The weight of the hull was lower than the original weight.   
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ABSTRACT  PSZ-Ti composites consisting of partially stabilized zirconia (PSZ) and pure titanium (Ti) were fabricated by spark plasma sintering (SPS), and their mechanical properties were evaluated. According to the X-ray diffraction (XRD) analysis, Ti2O and Ti2ZrO were detected on all composites and pure Ti was detected on the composites with Ti volume fraction more than 90%. The Vickers hardness and Young’s modulus were higher than the predictions by rule of mixture. The bending strength and fracture toughness of the composites decreased up to 75%Ti and then increased with increasing Ti content. It was proposed that these results were caused by hardening and embrittlement due to the reaction phases such as Ti2O and Ti2ZrO.  
 
1 INTRODUCTION 
 Partially stabilized zirconia (PSZ) and titanium (Ti) are used for implants in human body as kinds of biocompatible materials. The PSZ and Ti have both advantage and disadvantage as implant materials. To improve the biocompatibility and mechanical performances of implants, the concept of functionally graded materials (FGM), in which, for example, the material composition varies continuously from 100% of PSZ on the surface to 100% of Ti inside of implants, would be useful (1, 2). Fabrication of PSZ-Ti composites and their mechanical properties are key issues to develop the FGM consisting of PSZ and Ti.  In the previous investigation (3) on PSZ-Ti composites fabricated by hot pressing (HP), the Young’s modulus and Vickers hardness were higher than the predictions by rule of mixture and bending strength decreased with increasing Ti volume fraction, and these results were attributed to the embrittlement due to reaction products such as Ti2O and Ti2ZrO which were formed during HP.   To derive the ductility of titanium in the PSZ-Ti composites, the reaction of PSZ and Ti, especially oxidization of Ti phase should be depressed during sintering. Thus, we focused our attention on spark plasma sintering (SPS), in which the sintering of powder is carried out by pulsed direct electric current and uniaxial press through the graphite die and plungers. Advantages of SPS are very short sintering time, relatively low temperature and easy control of the sintering condition. The short time and low temperature in sintering would depress the reaction of PSZ and Ti during sintering. The SPS has been applied to fabrication of metals, ceramics, ceramic-metal composites and FGM, ceramic-ceramic composites and FGM (4-7).  
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In this investigation, the PSZ-Ti composites with various volume ratios of PSZ and Ti were fabricated by the SPS, and their Vickers hardness, Young’s modulus, bending strength and fracture toughness were evaluated and compared with those of the composites by the HP (3). The relationships between these mechanical properties and Ti volume fraction were discussed from a viewpoint of reaction products formed during sintering.  
 
2 FABRICATION OF COMPOSITES BY SPS  Raw materials were commercially available partially stabilized zirconia (ZrO2-3molY2O3, PSZ, manufactured by KCM Corporation Co. Ltd.) and pure titanium (Ti, manufactured by Toho Titanium Co. Ltd.) powders. The mean particle sizes of powders were 0.26μm for the PSZ and 24μm for the Ti, respectively. The PSZ and Ti powders were mixed in volume ratios of 100%PSZ, 75%PSZ-25%Ti, 50%PSZ-50%Ti, 25%PSZ-75%Ti, 10%PSZ-90%Ti, 5%PSZ-95%Ti and 100%Ti, respectively, and each mixture was milled for seven hours in vacuum by a vibrational ball mill (Nissin Giken Co. Ltd.). The composites fabricated by these powder mixtures are referred to as 100%PSZ, 25%Ti, 50%Ti, 75%Ti, 90%Ti, 95%Ti and 100%Ti, respectively. Spark plasma sintering (SPS) was carried out by using an SPS-211Lx apparatus (Fuji Electronics Industrial Co. Ltd.). The mixed powder is put into a graphite die with 10mm in inner diameter, 30mm in outer diameter and 40mm in height. Then the die and plungers with powder sample was set into SPS apparatus, and sintering of powder was carried out with a pulsed electric current and uniaxial press through the die and plungers. The present study is first step to fabricate a PSZ-Ti FGM. Because the FGM containing the full range of material composition would be fabricated by a certain sintering condition, in the present study the sintering condition was fixed for all composites with different material compositions. According to preliminary work, the sintering condition for the seven kinds of composites was determined as heating rate of 300°C/min up to 600°C, 200°C/min for 600°C to 1000°C 
and 100°C/min for 1000°C to 1200°C, sintering temperature of 1200°C, holding time of 5min and uniaxial pressure of 15MPa. The relative density of the composites was about 93% for pure PSZ and increased up to almost 100% with increasing Ti content.   Figure 1 shows microstructure of the composites by optical microscope. No large pores are observed in all composites. As the particle size of the PSZ powder was considerably smaller than that of the Ti powder, PSZ particles would have entered gaps between Ti particles on the fabrication. As a result, the PSZ phase is likely to construct the matrix in the composites. The Ti particles are dispersed in the PSZ matrix in the composites from 0% to 50% of Ti content, while the small PSZ particles are dispersed in the Ti matrix but distributed in the region between Ti powders in the Ti rich composites.   

Phase constitution of all the sintered composites was analysed by X-ray diffraction (XRD) using Cu target at an accelerating voltage of 40kV, an accelerating current of 40mA and measurement area was 10 x 5 mm2. The reaction products during SPS were 
Fig.1  Microstructures of PSZ-Ti composites. 

(d) 90%Ti(c) 75%Ti
20μm

(b) 50%Ti(a) 25%Ti
20μm20μm 20μm
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identified by using the Powder Diffraction File. According to the XRD analysis, Ti2O and Ti2ZrO were detected on the composites with 25%Ti, 50%Ti and 75%Ti, and Ti2O and pure Ti was detected on the composites with Ti volume fraction more than 90%. These products were produced in SPS process. Important thing in the results is that the pure Ti is recognized in the sintered composites with Ti content more than 90%. The same reaction products were created in the composites fabricated by HP as in reference [3].   
3 EXPERIMENTAL PROCEDURE  Vickers hardness of the composites was measured by Vickers hardness tester (Matsusawaseiki Co. Ltd., S12-57). Test conditions were the applied load of 196N and holding time of 30sec to obtain the hardness from an indent large enough to contain PSZ and Ti phases. An average, maximum and minimum values of the Vickers hardness were obtained from ten trials. Three-point bending tests were conducted on a rectangular specimen as shown in Fig. 2 to obtain the Young's modulus and bending strength of the composites. The tests were carried out on two specimens for each composition at a cross head speed of 0.05mm/min and at room temperature. Tensile strain was measured by strain gauge pasted on the lower surface of the specimens. Bending stress-stain curves were obtained and elastic moduli which were used as the Young’s modulus here were calculated from an initial slope up to the strain of 0.1% of the stress-strain curve. Fracture toughness of the composites was obtained by an indentation fracture (IF) method (Japanese Industrial Standard: JIS R 1607)(8).   The results for the composites fabricated by HP in the previous investigation (3) are used for the comparison with the present results. 
 
 
4 EXPERIMENTAL RESULTS AND DISCUSSIONS 
 Figure 3 shows the Vickers hardness as a function of Ti content. For both composites fabricated by SPS and HP, the predictions by a rule of mixture are shown by dashed lines. As shown in Fig. 3, both composites exhibit the almost same characteristics on the Vickers hardness, and the hardness of the PSZ-Ti composites is higher than the prediction by rule of mixture due to creation of reaction phases such as Ti2O and Ti2ZrO. 
 On all composites except for pure Ti, brittle fracture occurred after linear elastic deformation by the three-point bending tests. The Pure Ti exhibited large plastic deformation and fracture of the specimen did not occur in the present three-point bending test. From the stress-strain relations, the Young’s modulus and bending strength were obtained for each composite. Figure 4 shows the relationship between the Young's modulus and Ti 

Strain gauge
S =8mm

w =2mm

t = 2mm

P

 
Fig.2   Three-point bending specimen. 
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volume fraction. On both composites, as in Vickers hardness, the Young’s modulus is higher than the prediction by rule of mixture. Furthermore, the Young’s modulus of the composites by SPS is about 20 to 35% high as compared with that of the composites by HP. This might be attributed to the difference in test methods, namely three-point bending test for the composites by SPS and four-point bending tests for those by HP. Relationship between the bending strength and Ti content is shown in Fig. 5. On both composites fabricated by SPS and HP, the bending strength decreased up to 75%Ti and then increased with increasing Ti content. The bending strength of the composites by SPS is higher than that of the composites by HP in a full range of materials composition.  

 
 Figure 6 shows the fracture toughness obtained by the IF method for the composites by SPS and HP. Generally, for ductile materials, the fracture toughness cannot be obtained by the IF method because the cracking does not occur by Vickers indentation. However, for the present composites the fracture toughness was obtained by the IF method for the materials composition from 0% to 95%Ti. This shows that the most Ti phase in composites changed to Ti oxide in the sintering process and became brittle even in the 5%PSZ-95%Ti composite. The fracture toughness by the IF method for both composites decreases up to 75% Ti and the increases with increasing Ti content from 75% to 100%. It is noted that the fracture toughness of the composites by SPS is higher than that of the composites by HP.   
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From these test results, it is concluded that the Vickers hardness and Young’s modulus higher than the predictions by rule of mixture, the bending strength and fracture toughness decreasing up to 75%Ti are caused by creation of Ti2O and Ti2ZrO (6).  
 Figure 7 shows the micrographs of fracture surfaces of three point bending specimens observed by a scanning electron microscope. It is found from the fracture surfaces that all the composites except for pure Ti were fractured in brittle manner. In the composites with 25%Ti and 50%Ti, small pores are observed in both phases, the Ti phase is dispersed in the PSZ matrix and shows very flat fracture surface. In the composite with 75%Ti, relatively large pores are observed; this might be a reason of lowest fracture strength and fracture toughness. With increasing Ti content from 75% to 95%, roughness of fracture surface increases. The increase of fracture strength and fracture toughness with increasing Ti content from 75% to 95% might be caused by the crack path deflection inducing roughness of fracture surface in addition to the existence of pure Ti. 
 
 
5 CONCLUSIONS 
 The obtained results in the present investigation are summarized as follows: (1) The relative density of the composites is about 95% for pure PSZ and increases up to 100% for pure Ti with increasing Ti volume fraction even if 5 minutes sintering time for 1200°C. (2) According to the X-ray diffraction (XRD) analysis, Ti2O and Ti2ZrO were detected on all composites and pure Ti was detected on the composites with Ti volume fraction more than 90%. (3) The Vickers hardness and Young’s modulus of the composites were higher than the predictions by rule of mixture. The bending strength and fracture toughness of the composites decreased up to 75%Ti and then increased with increasing Ti content from 75% to 100%. These results might be caused by hardening and embrittlement due to the reaction phases such as Ti2O and Ti2ZrO.   
REFERENCES  (1) Miyamoto Y, Kaysser WA, Rabin BH, Kawasaki A, Ford RG. Functionally Graded Materials: Design, Processing and Applications, (1999), Kluwer Academic Publishers. (2) Tohgo K, Suzuki T, Araki H. Eng. Frac. Mech. 2005;72:2359-2372. (3) Fujii T, Tohgo K, Araki H, Wakazono K, Ishikura M, Shimamura Y, Journal of Solid Mechanics and Materials Engineering, 4 (2010) 1699-1710. (4) Guo H, Khor KA, Boey YC, Miao X, Biomaterials 24 (2003) 667–675. (5) Afzal M A F, Kesarwani P, Reddy K M, Kalmodia S, Basu B, Balani K, Materials Science and Engineering C, 32 (2012) 1164–1173. (6) Fernandez-Garcia E, Gutierrez-Gonzalez CF, Fernandez A, Torrecillas R, Lopez-Esteban S, Ceramics International 39 (2013) 6931–6936. (7) Gutierrez-Gonzalez C F, Fernandez-Garcia E, Fernandez A, Torrecillas R, Lopez-Esteban S, Journal of Materials Science, (2014) 49:3823–3830. (8) Japanese Industrial Standards, Testing methods for fracture toughness of fine ceramics, Japanese Standard Association, JIS R1607, (1995). 
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ABSTRACT  In this study, deformation behaviour and failure modes of aluminium tubes reinforced with aluminium foam fillers under compression are investigated. Both experimental tests and finite element modelling are employed to determine the influences of pertinent geometry parameters of hollow tube and foam filler, including wall thickness, and structure length on the compressive behaviour of the compound tubes. The obtained results show that the existence of foam fillers can significantly affect deformations and failure modes of these tubes. The information obtained is useful to facilitate the design of such foam-filled tubes as more efficient energy absorbing devices for automotive engineering applications. 
 
 
1 INTRODUCTION 

 The effect of foam filler on the crush behaviours of thin wall tubes was first studied by Thornton in 1981 (1). After his research, more studies have been conducted on such structures. Foam-filled tubes offer lots of benefits for energy absorption since the foams filled in reinforce the tubes and thus the compounds have high energy absorption but low density (2, 3). A lot of investigations on the crush and energy absorption response of foam-filled tubes under uniaxial loadings have been published in last ten years. Foam-filled square and circular tubes are the most popular candidates as energy absorbers. Researchers (2-7) reported that the foam-fillers can not only stabilise the crush response of hollow tubes but also improve the energy absorption efficiency. Reid and other researchers predicted that an enhancement in the mean crushing loads of between 30 - 45% for foam-filled aluminium tubes (4, 5) and 40-60% for steel tubes (6). Overall, foam-filler is preferable in term of energy absorption capability since it can change the deformation behaviour and cause large load fluctuations during the impact process without increase the mass of the whole structures (7).  In this study, the foam-filled tubes using pure aluminium foam fillers are employed. The deformation behaviour and failure modes of these tubes under uniaxial compression are studied both experimentally and numerically. The effect of wall thickness and structure length of foam-filled tubes on the mechanical behaviour is further investigated.   
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2 EXPERIMENTAL PROCEDURE AND FINITE ELEMENT MODELLING OF FOAM-
FILLED TUBE SAMPLES UNDER COMPRESSION  For sample preparation, the hollow aluminium tubes were chosen which are made of AA6063 and the pure aluminium foam-fillers have a porosity of 88.2% and an average cell size of 4.5 mm. Hollow tubes and foam-fillers were tightly fitted together to form the compound tubes. A series of cylindrical specimens were prepared to investigate the influences of main geometry parameters, i.e., structure length L, and wall thickness t. The four different structure lengths were chosen as 50, 100, 200 and 400 mm and three different thicknesses of tube walls were considered as 2, 4 and 5 mm. The compound tubes, aluminium foams, and hollow tubes were then investigated using uniaxial compression test individually for comparison purposes, which were performed in a standard MTS testing machine at a low strain rate of 0.02s-1 along the longitudinal direction of slender the samples.   The finite element models of foam fillers (8-10), hollow tubes and foam-filled tubes (11), which have the same dimensions of the specimens used in the experiments, were all developed using the commercial FEA software – Abaqus. The tube walls are modelled using the shell element S4R which is shown in Fig. 1(a), and the foam filler is modelled with the solid element C3D8R, which is shown in Fig. 1(b). The material models for the hollow tube and foam fillers were defined using the stress- strain data for AA6063 and the pure aluminium foams. The details of material model of metal foams can be found in author’s previous publications (9, 10). The contact boundary conditions were considered in three ways: a) Tie-model, perfect connection between the tube and foam filler, which suits the scenarios where the foam filler is glued with the tube wall; b) Non-friction-model, free contact without considering friction between the tube and foam filler; and c) Friction-model, frictional contact considering the friction between the tube and foam filler with a friction coefficient f of 0.3 for aluminium and aluminium contact. To simulate the uniaxial compression, the top and bottom surfaces of the tubes foam-filled tubes were contacted with two rigid plates as shown in Fig. 1 (c). Moving down the upper rigid plate generates compression with a rate of 0.02s-1 while the lower rigid plate is kept stationary, which is the same as the experimental test. Thus, the clamped boundary conditions and velocity boundary conditions were applied on the lower and upper rigid plates, respectively.   

     (a) Hollow tube part (b) Foam core part assembly (c) Compound tube  
Figure 1 Finite element models of the tube sample under compression  Convergence testing and mesh sensitivity analysis were also conducted to obtain the reliable meshes. For instance, for the shell part, three different mesh sizes were employed in the tube models, which were designed as 5 mm, 2 mm and 0.5 mm, respectively, leading to 625, 3,487 and 31,400 shell elements used. The maximum von Mises stress of these models were found 83.33, 84.95 and 85.47 MPa and the crush stresses obtained from these models are 33.62, 34.42 and 34.68 MPa, respectively. The maximal difference in the crush stresses is 1.4% while the difference in maximum von 
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Mises stress is only 1.1%, which could be neglected in engineering applications. Hence, in terms of saving time and maintaining accuracy, the models were developed using the mesh size of 5 mm in the study. 
 
 
3 RESULTS AND DISCUSSION   
3.1 Experimental observation on failure modes and deformation behaviour of 

samples Based on experimental observation, the crush mechanisms of these samples under uniaxial compression can be described by their deformation modes. The deformation mode of circular tubular structures depends on the geometry parameters, the ratio to their diameter and thickness (d/t) and the ratio to their length and diameter (L/D). In general, the following collapse modes were observed: (i) axisymmetric concertina bellowing (ring mode); (ii) non-symmetric buckling with a variable number of circumferential lobes or corners (diamond mode); (iii) mixed mode (combination of the ring and diamond modes); (iv) Euler or global buckling (Euler mode); and (v) other mode (3).  

          (a) (b) (c) 
Figure 2 Deformation modes of hollow tubes subjected to uniaxial  

compression (a) Diamond mode (t = 2 mm, L = 50 mm); (b) Mixed mode  
(t = 2 mm, L = 100/200 mm); and (c) Euler mode (t = 2/4/5 mm, L = 400 mm)  Photographs of typical deformed hollow tubes obtained in this study are presented in Fig. 2. In this study, the ring mode, diamond mode, mixed mode and Euler mode were all observed. For the samples with the value of t = 2 mm and L = 50, 100, and 200 mm, the hollow tubes collapse in both the diamond mode as shown in Fig. 2(a) and mixed mode as shown in Fig. 2(b). The Euler mode shown in Fig. 2(c) can only be observed in the tubes with a larger length, L = 400 mm, or tubes with larger thickness, t = 4 mm and 5 mm. Compared to these three deformation modes of the hollow tubes, the foam-filled tubes deform much differently due to the contact between foam filler and tube. According to the experimental result, it is confirmed the main contribution of aluminium foam filler is to shift the deformation mode from diamond mode to ring mode (2).   As shown in Fig. 3 only ring and Euler modes have been observed in the compression tests for such samples. For the foam-filled tubes with a thickness of 2 mm and length of 50/100/200 mm, the ring mode was found. In the ring mode deformation, the lobes were found to form harder than the hollow tubes and the foam filler acts as an elastic-plastic foundation for the tube walls and thus affects their buckling behaviour. For the tubes with a larger length, L = 400 mm, Euler mode occurred. Meanwhile, for the samples with a larger thickness, i.e., 4 and 5 mm, only the Euler mode was observed. 
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      (a) (b)  
Figure 3 Deformation modes of foam-filled tubes subjected to uniaxial 

compression: (a) Ring mode (t = 2 mm, L = 50/100/200 mm) and  
(b) Euler mode (t = 2/4/5 mm, L = 200/400 mm) 

 
3.2 Numerical results on failure modes and deformation behaviour of samples  The developed finite element models of hollow and foam-filled tubes models were run to capture their deformation mechanisms which were termed as digital testing. Figs. 4 and 5 show the deformed hollow and foam-filled tubes with different wall thicknesses obtained from simulations. Diamond mode can be obtained from the collapsed hollow tubes with the value of t = 2 mm and L=50, 100, and 200 mm. Hollow tubes with L = 400 mm and t = 4 mm and 5 mm collapse in the Euler mode.   

                                                                        (a) Diamond mode             (b) Euler mode 
Figure 4 Deformed hollow tubes by digital testing  

                                                (a) Ring mode          (b) Euler mode 
Figure 5 Deformed foam-filled tubes obtained by finite element simulations 

(digital testing)  For the foam-filled tubes, both ring mode and Euler mode have been observed. The ring mode can be found in foam-filled tubes which have a thinner thickness, t = 2 mm and length of 50/100/200 mm. For such structures with a larger thickness, t = 4/5 mm, Euler mode occurred. Compared with the experiment results shown in Figs. 4 and 5, it can be found that these models can demonstrate the deformations of such structures precisely as well as the influence of foam fillers on the deformation modes.   
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3.3 Comparison on experimental data and numerical results Fig. 6 shows the strain-stress curves obtained from both experimental and digital tests. The maximum discrepancies of 3.2% in main crush stress shown in Fig. 6(a) and 4.8% in absorbed energy presented in Fig. 6(b) have been found. Also, the elastic, plastic and collapse regions of hollow/foam-filled tubes can be identified clearly in the obtained stress-strain curves as shown in Fig. 6(a). Similar results were also obtained from the models with other geometric parameters. Due to flexibility, the numerical simulations can be further employed to perform more digital tests with a large range of geometric parameters and other parameters in future.   
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Figure 6 Strain-stress curves and absorbed energy obtained from both  

numerical and experimental test 
 
 
4 CONCLUDING REMARKS  The compressive behaviour of hollow tube, foam filler and foam-filled tubes subjected to uniaxial compressions have been studied experimentally and numerically in this research. Different deformation modes, such as ring mode, diamond mode, Euler mode and mixed mode have been identified for such structural members to show their deformation and failure mechanisms.   Based on the results obtained in the current study, the existence of the foam filler can significantly affect the deformation mode of the tubes. Among geometric parameters, the structural length L is the key parameter which has a significant influence on the compressive behaviour of foam-filled tubes. The deformation mode can be changed from diamond mode (hollow tube) or ring mode (foam-filled tube) to the Euler mode when the length increases. Finite element modelling on the crushing of foam-filled aluminium tubes can precisely capture the deformation mechanisms of such tubes and can give results with good agreement, compared with experimental results. 
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ABSTRACT 
 The present research shows the trial fabrication technique for huge production of Al micro-materials by electromigration (EM) using a buildup structure. The objective of this study is provision of inspiring notable structure to overcome disadvantage that is low throughput production using EM technique. The fabrication of micro-materials using the presented buildup structure is partly demonstrated in this study. This study shows the dependence of fabrication of micro-materials on the conditions of holes introduced for discharging atoms, and potential for high throughput production.   
1     INTRODUCTION 
 Electromigration (EM) is the physical phenomenon of atomic diffusion with dense electron flow in a metallic film [1], and is utilized as a fabrication technique of micro-materials which has been reported by our group [2-4]. In general, EM has been known as a negative phenomenon for electronic devices because EM deteriorates the metallic line of electronic devices by atomic accumulations and vacancies which are called hillocks and voids, respectively [5]. Conversely, our group applies erratic atomic diffusion caused by EM to fabricate Al micro-materials by intentionally generating concentration and discharge of atoms. We are considering and designing the sample structure for effective fabrication of micro-materials using atomic diffusion by EM.  So far, several sample structures have been developed. A part of reported sample structures are embedded structure as Al line is implanted into W line [6], and simple Al line like Blech structure which includes an artificial slit for damming up Al atoms and an artificial hole for discharging Al atoms intentionally [2]. The achievement using these sample structure is in the first development of fabrication technique by using EM and then improvement for effective fabrication. Furthermore, our group has investigated the capability of the fabrication technique by using EM and generated Al micro-material with high aspect ratio, single crystalline and arbitrary cross-section which is perpendicular to the discharge direction [2, 7-8]. However, single fabrication of Al micro-material is accomplished when we use the sample structure as described above.   Recently, the comb pattern with conductive passivation film was proposed by reference to [3, 8] for facilitating the process of sample preparation and for fabrication of multiple Al micro-materials [4]. In the previous study [4], formation of ten Al micro-materials was demonstrated by using the comb pattern and conductive passivation. This technique has the possibilities for multiple fabrication of Al micro-materials by EM. But there is still a room to improve the EM fabrication technique in terms of productivity. 
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We would like to modify the previous structure based on the use of conductive passivation. So far, the approach of improving sample structure is designed in the direction of planar like the comb pattern. One of the ideas for advancing the multiple fabrication is utilization of a buildup structure that is extended in the direction of thickness. We expect that the use of both buildup and comb pattern facilitates the fabrication of multiple Al micro-materials.   The primary objective of this study is to suggest the sample structure which is buildup structure for huge multiple fabrication. In this study, as unprecedented attempt, we carried out a trial fabrication using the buildup structure which has capability for generating two Al micro-materials through respective artificial holes at the same time. We verified the potential of the proposed structure in this study.   
2     EXPERIMENT 
 
2.1     Sample preparation The process for preparation of sample is given herein. Figure 1 shows the presented buildup structure. By using RF sputtering, 300-nm-thick Ti for improving adhesion, 300-nm-thick TiN for serving as a bypass, and 600-nm-thick Al as the target for fabricating Al micro-materials were consecutively deposited onto SiO2 composed by thermal oxidation. Photolithography was used to generate the sample pattern as the first objective layer of Al. After that, 300-nm-thick TiN and 600-nm-thick were serially deposited, and the Al pattern as the second objective layer was fabricated via photolithography. The conductive passivation that is 3000-nm-thick TiN was deposited as the topmost layer at the end. In this study, two square holes of 1.5 or 2.0 μm involved in discharging Al atoms simultaneously were introduced corresponding to sample A or B by a focused ion beam as shown in Fig. 1 (b)-(c).   

 
Fig. 1 Schematic of buildup structure involved in this study: (a) top view,  

(b) distant holes, (c) adjacent holes, and (d) cross-sectional view.  
2.2     Fabrication principle The general principle of fabricating Al micro-materials by EM has been reported in the previous work [2]. The Al atoms are conveyed with high-dense electron flow when the current is supplied. Electrons can be flowed in the first and second Al layers through the conductive passivation that is TiN. Whereas, the Al atoms are blocked up by a slit which discontinues Al line as shown in Fig. 1 (a). The accumulated Al atoms near the slit cause 



high compressive stress and this high compressive stress is released by discharging the Al atoms via artificial holes. The Al micro-materials are fabricated by the above procedures on a ceramic heater which gives off heat and facilitates the atomic diffusion.  The dominant factors for atomic diffusion and formation of Al micro-materials by EM are current density, substrate temperature and current stressing time according to Huntington‒Grone equation [9] and preceding research [2, 10]. The Huntington‒Grone equation is given as follows:  
jJ eZ

kT

Q

kT

ND *0 )exp(  (1) 
 where J is the atomic flux vector, N is the atomic density, D0 is a prefactor, k is Boltzmann’s constant, T is the absolute temperature, Q is the activation energy, Z* is the effective valence, e is the electronic charge, ρ is the electrical resistivity, and j is the current density vector. Therefore, we need to describe the experimental conditions including current, substrate temperature and current stressing time for being profitable in the future. The current is expressed as one of the experimental conditions instead of current density because we cannot precisely calculate the current density due to the leakage of current through the conductive passivation. Table 1 shows the experimental conditions.  

Table 1 Experimental conditions for fabricating Al micro-materials  
using buildup structure.  Current [A] Temperature [K] Current stressing time [min] Discharged hole  Sample A 1.3 763 200 Right Sample B 1.3 763 210 Left   

3     RESULTS AND DISCUSSION 
 Figures 2 and 3 show FE-SEM image of the Al micro-materials demonstrated by the trial fabrication. Al micro-material was fabricated through the right or left hole corresponding to sample A or B. 
 The final objective using the buildup structure is fabrication of huge multiple Al micro-materials in the future, so we need to evaluate the proposed trial fabrication using the buildup structure for evolving the research. As a result, the simultaneous formation of two Al micro-materials via two holes was not demonstrated in each sample. However, the formation of Al micro-material from respective holes, i.e. the right or left hole was demonstrated as shown in Figs. 2 and 3. These results indicate EM is happened in the first and second Al layers because Al atoms could be discharged through the right or left hole introduced into the first or second Al layer as shown in Fig. 1 (d), respectively. It is important that EM is happened in the second Al layer. This result denotes the potential of using the buildup structure for huge production of Al micro-materials by EM.  For advancement using the buildup structure, the sample structure is needed to modify. The dominant factor contributing to partly succeeded demonstration of forming Al micro-material is discharge force which depends on compressive stress caused by accumulation of Al atoms. The result of this study provides the presumption of that the compressive stress for discharging Al atoms around holes decreases when the Al atoms 
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are discharged via another hole. Evidently, the Al atoms could not be discharged via both holes in this study. And yet, we have two options for discharging Al atoms via both holes, which are adjustment of the conditions including hole size and distance between two holes and increase of Al thickness.   The hole through which Al micro-material could be formed was changed when we used sample B which has different hole size and distance between two holes compared with sample A, as shown in Figs. 2 and 3. The different hole size and distance between two holes affects the ease of forming Al micro-material due to changing the area for releasing compressive stress. Therefore, if we optimize the hole conditions involved in size and distance, Al atoms can be discharged via both holes by optimal release of compressive stress from both holes. Additionally, other option is modification of Al thickness. That is increase of Al thickness for applying large current due to decrease in the resistance of Al line. Increase of Al thickness enlarges compressive stress due to large amount of atomic accumulation caused by flowing high-dense electron.  

 
Fig. 2 FE-SEM images of Al 

micro-material using Sample A:  
(a) whole sample structure after 

applying current, and (b) a formed  
Al micro-material through right hole. 

 
Fig. 3 FE-SEM images of Al 

micro-material using Sample B:  
(a) whole sample structure after 

applying current, and (b) a formed  
Al micro-material through left hole.   

4     CONCLUSIONS 
 In this study, the new attempted sample structure which consists of the buildup structure including two Al layers was provided as a trial fabrication technique for huge production of Al micro-materials. We demonstrated the partial generation of Al micro-material which means that two Al micro-materials were not simultaneously formed through both holes. However, the important result in this study is in 
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demonstration of formation of Al micro-material from the second layer using the buildup structure. The utilization of the second layer for fabricating huge multiple Al micro-materials has not been attempted, so far. We demonstrated the fabrication of Al micro-materials using the second layer and formation of Al micro-material from the second layer in the present study. This presented technique is one of methods for accomplishing huge production of Al micro-materials by EM. 
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ABSTRACT 
 This research evaluates the electromigration (EM)-induced damage at the interface near a right-angled corner, which is composed of dissimilar metals in a single-crystal line without passivation layer. The atomic flux at the interface is analyzed, and the effect of material combination on the accumulation or depletion of atoms is investigated. Ways for reducing the EM-induced damage are proposed, and are discussed in comparison with those reported in our previous work, where the countermeasures were deduced by analyzing the atomic flux divergence near the right-angled corner except for the interface.   
1     INTRODUCTION 
 Electromigration (EM) refers to a phenomenon whereby metallic atoms are transported by electron flow at a high current density. It is significantly affected by current density and temperature. With accumulation and depletion of atoms, EM results in a dominant failure mechanism in microelectronics that leads to the appearance of hillocks and voids, which can cause short circuits and open circuits, respectively [1-6]. In particular, EM reliability issues in multilayer interconnection systems such as via structures, are more serious due to the current density concentration near the contact corner caused by the abrupt change of the geometry and mismatch in material properties [7, 8].  Recently, we have theoretically analyzed EM near a right-angled corner composed of dissimilar metals by investigating the effect of material combination on atomic flux divergence (AFD) [9], which essentially characterizes the EM-induced damage. The two-dimensional (2D) EM problem near the corner was analyzed by treating an angled line as a single-crystal line without a passivation layer and with a uniform width, and several countermeasures for reducing the EM-induced damage were proposed. Nevertheless, AFD at the interface was not treated in the reported work. At the interface, the atomic fluxes perpendicular to the interface are not continuous due to abrupt change of material properties, and hence differentiating the atomic flux to obtain AFD is unavailable. Unfortunately, the interface is usually a barrier that blocks the atomic flux into the other material, and the EM-induced damage is enhanced there.   This research evaluates the EM-induced damage at the interface near a right-angled corner, which is composed of dissimilar metals in a single-crystal line without 
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passivation layer. The atomic flux at the interface is analyzed, and the effect of material combination on the accumulation or depletion of atoms is investigated. Ways for reducing the EM-induced damage are proposed and discussed.   
2     EM-INDUCED DAMAGE AT INTERFACE 
 
2.1     Problem representation A 2D EM problem near a right-angled corner in the thin layered metal line shown in Fig. 1 is considered. A polar coordinate system (r, ) is introduced in the vicinity of the corner. The line is assumed to be of uniform width b and thickness t, and is composed of homogeneous Materials 1 and 2 with respective electrical resistivity  of 1 and 2. The line is subjected to a steady direct current flow. The boundaries enclosing the line are assumed to be electrically insulated, except for both ends of the line where the uniform current density j is input and output far from the right-angled corner. The temperature 
T at the inner corner is denoted by TC.  For simplicity in the theoretical analysis of atomic flux at the interface, the line shown in Fig. 1 is treated as a single-crystal line without a passivation layer. In this way, the EM-induced atomic flux is assumed to be dominated by lattice diffusion, and the effect of back flow on atomic flux [10] can be neglected. This consideration on the effect of back flow is also valid even for a metal line with a passivation layer when a short initial period of EM is examined in which there is no effective accumulation of atoms, and hence no active back flow is built up. In contrast, the atomic flux in polycrystalline structures dominated by grain boundary diffusion is more complicated, and the effect of grain boundary on the direction of atomic flux has to be considered, which is beyond the scope of this study.   
2.2     Theoretical analysis For a single-crystal line without a passivation layer, the EM-induced atomic flux is given by [11] 

J= ேబ் exp ቀ− ொ்ቁ ܼ∗݁(1) ,ܒ where J represents the number of atoms migrating per unit time and unit area under the driving force Z*ej, N is the atomic density, D0 is a prefactor of diffusion coefficient, k is Boltzmann’s constant, Q is the activation energy, Z* is the effective valence, e is the electronic charge, and j is the current density vector. Equation (1) shows that J is significantly affected by current density and temperature. Note that Z* is dimensionless and usually takes a negative value, which means that the atomic flux is opposite to the direction of current flow. In this study, the values of Z* for Materials 1 and 2 are assumed to be negative.  At the interface, J is discontinuous due to abrupt change of material properties such as Z*, 
Q, N, D0, and . Hence, the angular component of j, j, contributes to the occurrence of 

 
Fig.1 Right-angled line composed  
of dissimilar metals with uniform 
width and thickness, and 1 = /2  

and 2 = 3/2. 
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accumulation or depletion of atoms. The asymptotic solution for the distribution of j at the interface near the corner can be obtained on the basis of our previous work [8] as ݆(ଵ) = ݆(ଶ) = ଷ√ଷସ (ଷସ )ିଵ/ଷ݆ஶߝ()ఌିଵ, (2) where ߝ [= ଶ sinିଵ ඥ(2ߩଵ/ߩଶ + ଶߩ/ଵߩ)2/(1 + 1) ] is a parameter affecting the singular field of current density, and the subscripts (1) and (2) represent Materials 1 and 2, respectively. By substituting Eq. (2) into Eq. (1), we get the general atomic flux contributing to the EM-induced damage at the interface, Jint, as J୧୬୲ = ஶ݆ܣ (݂ఌ), (3) where ܣ = ଷ√ଷସ (ଷସ )ିଵ/ଷ ேబ்ి exp ቀ− ொ்ి ቁ ܼ∗݁ , (4) and  
(݂ఌ) = ܸ ఌିଵ. (5) Here, A is dependent on the material properties, and is obtained on the basis of the consideration that the temperature T in Eq. (1) approximately equals TC near the corner. In contrast, f() is dependent on , which takes a value in the range of 0.5 <  < 1 depending on material combination [8, 9].   For evaluating the EM-induced damage at the interface, the volume of atoms accumulated or depleted in unit time and unit length along the interface, V, is expressed as()ߝ = ݐஶ݆|ܣ| (݂ఌ), (6) where  is the atomic volume.   

3     DISCUSSION 
 Equation (6) is valid for both of Materials 1 and 2 by substituting the respective material properties into it. According to Eqs. (4) to (6), V monotonically decreases with decreasing  and f() (> 0). Here, both  and f() are dependent on the material selected. In particular, f() containing  is heavily dependent on the material combination.   Now let us consider how to reduce the EM-induced damage by decreasing the value of V. Taking Material 1 for example, depletion of atoms occurs at the interface. According to the discussion above, firstly, a material with a lower electrical resistivity is recommended for Material 1. In contrast, for decreasing f(), choosing a value of  that yields a smaller f() is considered. As shown in Fig. 2, the ranking of f() varying with  is different for the r/b range. However, note that the obtained V at the interface near the corner is only valid for r/b  0; hence only the corresponding f() range should be considered. As a result, f() monotonically decreases with increasing  for a selected r/b. Therefore, “how to obtain a greater ” becomes the focus for reducing V. According with our previous works [8, 9],  increases with increasing 1/2. When Material 1 with a lower 1 has been selected as discussed above, the only way to increase 1/2 is to select a material with a lower electrical resistivity 2 from alternative materials as Material 2.  
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Similar to the discussion for Material 1 given above, to reduce V in Material 2, for which accumulation of atoms occurs at the interface, lower 2 and higher 1/2 are recommended. The above discussion on how to reduce the EM-induced damage is similar to that by treating AFD near the corner except for the interface in our previous work [9].  At the interface, the formation of hillocks in Material 2 and that of voids in Material 1 due to the respective accumulation and depletion of atoms, are determined by the direction of the electron flow, and are not affected by the temperature gradient. On the other hand, near the interface, AFD for Material 1 and that for Material 2 take the same sign being positive or negative [9]. That is to say, the formation of voids in the case of a positive value of AFD or hillocks for a negative value of AFD occurs in both of Materials 1 and 2 near the interface depending on the direction of electron flow and temperature gradient.    
4     CONCLUSIONS 
 The EM-induced damage at the interface near a right-angled corner was evaluated. The effect of material combination on the accumulation or depletion of atoms was investigated. For reducing the EM-induced damage in Material 1, lower 1 and higher 
1/2 were recommended; for that in Material 2, lower 2 and higher 1/2 were recommended. 
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ABSTRACT  In a cold spray technique (CS), which used for making dense and thick metallic coatings, the deposition mechanism of fine solid particles is most important research target. In this study, in order to clarify the deposition mechanism, the influence of substrate materials on deposition behaviour of spherical pure Al particle with 1 mm diameter was investigated using the CS emulated single particle shot system. From the results, it was found that the conditions of natural oxides and deformability of each substrate material play important roles on the deposition behaviour of pure Al particle. 
 
 
1 INTRODUCTION 
 Cold spray (CS) is well known as an effective coating technique to make dense and thick metallic coatings without high temperature oxidation and phase transformation (1). In this technique, fine solid particles are accelerated by high pressure gas flow up to supersonic velocities and subsequently impinge and deposit on a substrate material. Because the working gas temperature is normally below the melting point of particle materials, particle deformation and bonding are performed in a solid state during impact process. The property and performance of a CS coating significantly depend on the bonding state of particle-substrate and particle-particle interfaces. Therefore, the deposition mechanism of the CS particle has become a world-wide research target (2), (3). However, in spite of numerous experimental approaches, the deposition mechanism has not completely understood yet. It is attributed to the difficulties of accurate measurements, evaluations, and controls of particle velocity, particle size, particle shape, and particle surface condition. Therefore, we developed the CS emulated single particle shot system (SPSS). In this system, a spherical particle with 1 mm diameter can be accelerated up to 550 m/s, and the particle velocity can be accurately measured using lasers. The evaluations of the deposition behaviour of CS emulated particles are expected to make a huge contribution to understanding of the deposition mechanism of actual CS particles. In this study, using the SPSS, CS emulated pure Al particles with nominal diameter of 1 mm were impinged on various substrate materials. It was confirmed that the deposition behaviour of the pure Al particles is quite different for each substrate material. The difference is attributed to the adhesion energy, rebound energy, removal energy of natural oxides, and deformability. The rebound energy was calculated using finite element method (FEM), the removal energy of natural oxide was evaluated by X-ray photoelectron spectroscopy (XPS), and the deformability was assumed to correspond to the hardness. From the results, it was found that the 
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conditions of natural oxides and deformability of each substrate material play important roles on the deposition behaviour of CS emulated pure Al particle.   
2 EXPERIMENTAL  
2.1  Used materials High purity Al particles (>99.99%, Ohashi Steel Ball Corporation, Japan) with nominal diameter of 1 mm were used as the CS emulated particles. The Al particles were annealed at 500 °C for 1 hr under air atmosphere.  Subsequently, the Al particles were chemical-polished by the acid solution (H2SO4 : H3PO4 : HNO3 = 5 : 14 : 1, 90 °C, 1.5 min), because a lot of embedded alumina particle was observed on the as-received particle surface. The morphology of an Al particle after chemical-polishing is shown in Figure 1. The spherical shape was maintained, although several craters were formed on the surface due to removal of embedded alumina. Five kinds of substrate materials, pure Al (>99.7%), pure Cu (>99.96%), pure Ni (>99%), pure Ti (>99%), and austenite stainless steel 304 (SUS304), were employed. These substrates have cylindrical shapes with size of φ16 × 15 mm. These substrate materials except SUS304 were annealed under air atmosphere. After annealing, the surfaces of all substrates were mirror-polished using diamond paste and colloidal silica. The hardness of each material after annealing measured with micro-Vickers hardness testing equipment (HMV-1, Shimadzu Corporation, Japan) was summarized in Table 1. At this time, the vertical load and holding time were fixed at 0.98 N and 10 s, respectively.  

Table 1 Hardness of materials used Particle SubstrateAl Al Cu Ni Ti SUS304Hardness (HV0.1) 19.0 ± 0.4 25.1 ± 0.7 60.1 ± 1.8 126.7 ± 3.4 151.7 ± 13.1 175.4 ± 7.7   
2.2  Single particle impingement tests The schematic illustration of the SPSS is shown in Figure 2. Helium (He) was used as acceleration gas. The particle velocity was controlled by the He gas pressure and calculated from the time gap between two continuous wave lasers placed at 60 mm interval obstructed by the particle. The pressure in the vacuum chamber was reduced to approx. 0.5 kPa before impingement. The deposition behaviours of the Al particles impinged on each substrate at various velocities were investigated. The substrate surfaces after impingement were observed by scanning electron microscopy (SEM).  

 
Figure 2 Schematic illustration of the SPSS 

 
Figure 1 Morphology of an  
Al particle after chemical 

polishing 

500 μm 

 

520



2.3  XPS analysis XPS analysis was selected to evaluate the removal energy of natural oxide on each substrate material. Scanning ESCA Microprobe Quantum 2000 (ULVAC-PHI, Inc., Japan) was used as the XPS equipment. In the XPS analysis, Ar sputtering was carried out at suitable time intervals to reduce the natural oxides gradually.  The X-ray spot size was 100 μm, and the accelerating voltage for Ar ions and the sputtering area were fixed at 2 kV and square 2 mm on a side, respectively.  
2.4  FEM model FEM was used for the estimation of rebound energy. The three dimensional model that represents the impingement of a spherical Al particle with 1 mm diameter on each substrate material was constructed using commercial FEM software (ABAQUS/CAE 6.12-3, Dassault Systemes, France). The plastic deformation of metallic material was assumed to comply with the Johnson–Cook plasticity model. A linear Mie–Gruneisen equation of state (EOS) was employed as an elasticity model. And also, it was assumed that 90% of the plastic strain energy dissipates into heat. The material parameters required for these calculations were taken from the literatures (4)-(7). In order to evaluate the true rebound energy of Al particle, the interaction between a particle and a substrate, such as friction or adhesion, was not taken into account.    
3 RESULTS  Typical SEM images of each substrate surfaces after impingement of Al particle with 1 mm diameter are shown in Figure 3. In the case of Al substrate, the Al particle was deposited on the substrate at 504 m/s, and large plastic deformation of both the particle and the substrate was observed. And also, the Al particles were deposited on the Cu and Ni substrates at 462 m/s and 447 m/s, respectively. However, although the deposited particles had larger plastic deformation compared with Al substrate, the Cu and Ni substrates were hardly deformed. On the other hand, in the cases of Ti and SUS304 substrate, the Al particles were not deposited at 478 m/s and 477 m/s, respectively, although small craters were formed at the central region of contact area. The relationship between deposition behaviour of Al particle impinged on each substrate material and particle velocity were summarized in Figure 4. From Figure 4, it was confirmed that the deposition behaviour of the Al particle is quite different for each substrate material. The Al particle primarily began to deposit on the Ni substrate at around 300 m/s, in other words, the critical velocity was estimated as 300 m/s under this condition. Secondly, the Al particle was easier to deposit on the Cu substrate, and the critical velocity was approx. 350m/s. And also, the critical velocity of the Al particle impinged on the Al substrate was around 440 m/s. On the other hand, in the cases of the Ti and SUS304 substrates, the depositions of the Al particles were not observed in examined ranges of particle velocity, although only one particle deposited on the SUS304 substrate was separated by ultrasound (US) cleaning. It is supposed that the difference for deposition behaviour between each substrate material is attributed to the adhesion energy, rebound energy, removal energy of natural oxide, and deformability.   

             (a) Al on Al           (b) Al on Cu          (c) Al on Ni          (d) Al on Ti        (e) Al on SUS304 
Figure 3 Typical SEM images of Al particle deposited on each substrate material 

1 mm 1 mm 1 mm 1 mm 1 mm 
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Figure 4 Relationship between deposition behaviour of Al particle  

impinged on each substrate material and particle velocity  The relationship between oxygen contents on each substrate material and Ar sputtering time obtained by XPS analysis is shown in Figure 5. The oxygen contents were normalized by the primary values. The removal energy of natural oxide is proportional to the Ar sputtering time, because the condition of Ar sputtering was fixed. As seen in this figure, the oxygen on the surface of Ni substrate was almost instantaneously removed by the Ar sputtering. And also, the oxygen on the surface of Cu substrate was rapidly decreased. On the other hand, in the cases of Al and Ti as passive metals, these natural oxides were strong, and a lot of energy was required to remove the natural oxide. In the case of SUS304 substrate, although SUS304 is also known as one of passive metal, the natural oxide was removed in a shorter time compared with the Al and Ti substrates. As shown in Figure 6, the rebound energies of Al particles impinged on each substrate material at 300 m/s were calculated using FEM. Each rebound energy were normalized by the rebound energy on Al substrate. The initial particle velocity was selected so as to correspond to the critical velocity of Al particle impinged on Ni substrate. The rebound energies were increased in the order corresponding to Ni, SUS304, Cu, Ti, and Al substrate. This result indicates that large bonding energy is required to deposit on Al substrate, on the other hand, Al particle can be deposited on Ni substrate at small bonding energy. In addition, these rebound energies tended to be inversely proportional to the Young’s modulus of substrates.  
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Figure 5 Relationship between oxygen 

contents on each substrate material  
and Ar sputtering time 

Figure 6 Rebound energies of  
Al particles impinged on each 
substrate material at 300 m/s   

4 DISCUSSIONS  As mentioned above, the Al particle could be deposited on the Ni, Cu and Al substrates. The critical velocities for Ni, Cu, and Al substrates were approx. 300, 350, and 440 m/s, respectively. In other words, the Al particle was easy to deposit on the Ni and Cu 
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substrates compared with the Al substrate. On the other hand, the Al particle was difficult to deposit on the Ti and SUS304 substrates. Firstly, we focus on the deposition behaviour of Al particle on Al substrate. From the result of XPS analysis, a lot of energy was required to remove the natural oxide on Al. This means that nascent surfaces of Al particle and substrate, which contributes to a formation of metallic bonding, are generated exclusively by severe plastic deformation. In addition, the rebound energy on of Al particle impinged on Al substrate was relatively large. However, because not only the Al particle, but also the Al substrate are deformed owing to their comparable hardness, the Al particle could be deposited at high particle velocity. Secondly, in the cases of Ni and Cu substrates, the Al particles impinged on these substrates were severely deformed, in contrast, these substrates were hardly deformed due to the higher hardness of substrate materials compared with Al particle. However, the natural oxides on both Ni substrate and Cu substrate were amazingly easy to remove. It is supposed that the nascent surfaces on these substrates were formed enough not by plastic deformation, but by relative slip between particle and substrate. In addition, the rebound energies on Ni and Cu substrates were lower than that on Al substrates. Consequently, the Al particle could be easily deposited on the Ni and Cu substrates at low particle velocity. Thirdly, in the case of Ti substrate, it is thought that the nascent surface on Ti substrate was hardly formed due to the tough natural oxide and the lack of plastic deformation. Therefore, the Al particle could not be deposited on the Ti substrate. Finally, in the case of SUS304, the Al particle was hardly deposited. However, the results of XPS and FEM analysis indicate that there is a possibility of deposition of Al particle. In fact, the deposition of only one Al particle was observed, although it was separated by ultrasound (US) cleaning. This means that the balance between the bonding energy and rebound energy was exceedingly sensitive. And also, it is supported that the deposition behaviour was significantly affected by the slightly larger removal energy of natural oxide on SUS304 compared with Ni and Cu, or by other factors such as adhesion energy.   
5 CONCLUSION  The influence of substrate materials on deposition behaviour of a spherical pure Al particle with 1 mm diameter was investigated using the CS emulated single particle shot system. From the results, it was found that the conditions of natural oxides and deformability of each substrate material play important roles on the deposition behaviour of CS emulated pure Al particle.   
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ABSTRACT  The mechanism of the directional coarsening (rafting) of γ' phases of Ni-base super-alloy under uniaxial strain at high temperatures was investigated by molecular dynamics (MD) analysis of stacked thin-film multi-layer structures. The strain-induced anisotropic diffusion of constituent atoms perpendicular to the interface was observed clearly in Ni(001)/Ni3Al(001) and Ni(001)/Cu(001) interfaces. In contrast, no strain-induced anisotropic diffusion occurred in the interface structure consisted of the face-centered cubic (FCC) metals with (111) crystallographic orientation. The estimated strain-induced anisotropic diffusion was validated by experiment using the Ni/Cu stacked thin films structures.  
 
 
1 INTRODUCTION 
 Directionally solidified or single crystal Ni-base superalloys have been widely applied to turbine blades or vanes in combustion power plants and jet engines. High temperature mechanical properties of the Ni-base superalloy are strengthened by the fine cuboidal γ’ (Ni3Al) precipitates orderly-dispersed in the γ matrix (Ni-rich matrix) because the dispersed texture in a grain inhibits dislocation motion. However, directional coarsening of the γ' phase perpendicular to a principal stress, which is called “rafting,” occurs when an uniaxial external stress is applied to the superalloy at high temperatures. The γ' precipitates start to grow perpendicularly to the direction of the externally applied load, and the initial finely-dispersed cuboidal texture changes to large layered texture. Once the layered texture appears, the strength of the alloy at high temperatures decreases and cracks starts to propagate along the layered interface between newly grown γ’ and γ phases. Similar micro texture change was observed in this alloy near crack tips after fatigue loading (1). This means that the rafting occurs not only during creep loading but also during cyclic loading. Therefore, it is very important to understand mechanisms of the rafting for improving both creep and fatigue resistance of the Ni-base superalloy at high temperatures. Although not a few research activities have been continued actively (2, 3), the mechanism of the micro texture change has not been clarified fully yet.  Since the rafting tends to occur when the Ni-base superalloy are subjected to a small tensile stress at elevated temperatures, the rafting process is basically considered as high-temperature diffusion-controlled process. Atomic diffusion in solids is expressed by the chemical potential gradient. The combination of the externally applied stress and the lattice mismatch between γ’ and γ phases produces the anisotropic strain field in the Ni-base superalloy. Since strain can alter chemical potentials of constituent atoms, atoms and vacancies in the Ni-base superalloy anisotropically diffuse depending on the local strain state. As a result, distribution of alloying elements is gradually changed with 
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the development of the rafting. We have considered, therefore, that the strain-induced anisotropic diffusion is one of the most important factors that dominate the rafting phenomenon in the Ni-base superalloy. In this study, in order to make clear the mechanism of the rafting, molecular dynamics (MD) method was applied to investigate the strain dependence of diffusion properties of constituent atoms around the Ni/Ni3Al coherent interface. In particular, the anisotropic diffusion of Al atoms around the interface, which is presumed to be dominant process for the rafting evolution, under uniaxial strain was investigated. In addition to the atomic scale analyses, the estimated strain-induced anisotropic diffusion was validated by experiments using the stacked thin film structure. The change of the diffusion profile before and after the annealing of the stacked structure under tensile strain applied parallel to the stacked interface was measured by x-ray photoelectron spectroscopy (XPS).   
2 MOLECULAR DYNAMICS ANALYSIS OF STRAIN-INDUCED ANISOTROPIC 

DIFFUSION IN STACKED THIN-FILM MULTI-LAYER STRUCTURES  
2.1  Analytical method and model In this study, simple crystallographic matched interface structures between single-crystalline Ni as γ phase and Ni3Al as γ’ phase were used for the analysis of diffusion properties around the γ/γ’ interface under tensile strain. Figure 1 shows the supercell models of the Ni/Ni3Al interface. Two interface structures of Ni/Ni3Al having different interfacial crystallographic planes, (001) and (111) respectively, were modelled. The coherent (001) interface is mainly observed in the actual γ/γ’ interface. To examine the effects of alloying (dopant) elements on diffusion properties in the Ni/Ni3Al interface, some Ni atoms in the Ni layer were replaced by dopant atoms randomly as shown in Fig. 1(c). In addition to the Ni/Ni3Al interface, a bimetal structure model of Ni(001)/Cu(001) was also used to validate that the strain-induced anisotropic diffusion occurs in stacked thin-film multi-layer structures consisting of face-centered cubic (FCC) metals. The MD simulations were carried out using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) code (4). The generalized embedded atom method (GEAM) interatomic potential (5) was used and temperature was fixed at 1573 K. In order to analyze the diffusion behavior of constituent atoms under uniaxial tensile strain, tensile strain of 2% was applied parallel to the interface and MD simulations were carried out for 500 ps under the fixed volume condition (no fluctuation of lattice constants during the simulation). The uniaxial tensile strain parallel to the interface was applied by increasing the length of the lattice parameters along the x-axis from the equilibrium value. The diffusion constants were evaluated from the slope of the mean square displacement (MSD).  

 
Fig. 1 MD simulation models of the interface structure; (a) Ni(001)/Ni3Al(001),  

(b) Ni(111)/Ni3Al(111), (c) doped-Ni(001)/Ni3Al(001) and  
(d) Ni(001)/Cu(001) interfaces. 
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2.2  Analytical results and discussion Figure 2 shows the MSD values of Al atoms in the Ni(001)/Ni3Al(001) interface under 0% strain (no strain) and 2% tensile strain along x-direction. The MSD value of Al atoms perpendicular to the interface (z-direction) was clearly increased when the tensile strain of 2% was applied parallel to the interface. The diffusion coefficient of Al atoms perpendicular to the interface was increased by about 20 times. This anisotropic diffusion of Al atoms in Ni(001)/Ni3Al(001) interface under tensile strain corresponds well to the fact that the finely-dispersed γ’ phase starts to grow and form thin layered structures perpendicular to the direction of the applied uniaxial stress. The strain dependence of the atomic diffusion in the Ni(111)/Ni3Al(111) structure was also analyzed. Figure 3 shows the atomic configuration of the Ni(001)/Ni3Al(001) and Ni(111)/Ni3Al(111) interface structures under 2 % strain. In the Ni(001)/Ni3Al(001) interface, both Ni and Al atoms around the interface diffused significantly, and the mixing of Al and Ni atoms around the interface occurred. On the other hand, the slip deformation occurred in the Ni(111)/Ni3Al(111) interface under strain, as shown in Fig. 3(b). Hence, since the strain applied parallel to the interface of Ni(111)/Ni3Al(111) caused the slip deformation, no stress-induced anisotropic diffusion of both Al and Ni occurred around the interface. When strain was applied to the crystal structure, the structure deforms to relieve the applied stress or the high strain energy. However, the slip generation was strictly prohibited in the Ni(100)/Ni3Al(100) interface structure because the resolved shear stress within the slip system was not large enough to activate the slip generation. Thus, the anisotropic diffusion perpendicular to the interface occurred to relieve the elastic strain energy.  

 
Fig. 2 MSD of Al atoms in Ni(001)/Ni3Al(001) interface with (a) no strain and  

(b) 2% tensile strain parallel to the interface.  

 
Fig. 3 Snapshots of Ni/Ni3Al interface structure under 2% strain parallel to the 

interface; (a) Ni(001)/Ni3Al (001) and (b) Ni(111)/Ni3Al(111) interfaces.  Figure 4 summarizes the effect of the dopant element on the diffusion coefficient of Al atoms perpendicular to the interface under 2% strain. The broken line in this figure shows the diffusion constant of Al atoms in no dopant elements. The diffusion constant of Al atoms was changed drastically by the addition of the dopant elements. Since the anisotropic diffusion of Al atoms plays a key role in the rafting phenomenon of γ’ phase, the reduction of the diffusion of Al atoms perpendicular to the γ/γ’ interface should decrease the evolution of the rafting. From this analysis, Pd is one of the most effective elements that restrain Al atoms from the diffusion around the interface. 
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Fig. 4 Effect of dopant elements on the strain- 

induced anisotropic diffusion of Al atoms.   
3 EXPERIMENTAL VALIDATION OF STRAIN-INDUCED ANISOTROPIC DIFFUSION 

AROUND FCC(001)/FCC(001) INTERFACE  In order to discuss that the strain-induced anisotropic diffusion occurs only in the Ni and Ni3Al system or not, the diffusion behavior in the similar face-centered cubic structure consisting of Ni(001)/Cu(001) interface was analyzed. Figure 5 shows the MSD values of Ni atoms in the interface under 0, 1 and 2% tensile strain parallel to the interface at 1200 K. The MSD values perpendicular to the interface (z-direction) were clearly increased when the tensile strain was applied parallel to the interface. Thus, the strain-induced anisotropic diffusion would occur when the interface consisting of FCC(001)/ FCC(001) and tensile strain is applied parallel to the interface.   

 
Fig. 5 MSD of Ni atoms in Ni(001)/Cu(001) interface under 0, 1 and 2 % strain 

parallel to the interface; (a) MSD in x-direction and (b) in z-direction.  In order to validate the estimated strain-induced anisotropic diffusion phenomenon, thin film stacked structures which consisted of FCC metals interfaces were made by using an electron beam deposition method. A heavily rolled copper foil with strongly (001) orientation was used for the substrate. The Ni layer about 500 nm was deposited on the substrate to make Ni(001)/Cu(001) and Ni(111)/Cu(001) thin-film stacked structures. These stacked structures were annealed 200oC for 192 hours under tensile strain applied parallel to the Ni/Cu interface. A four-point bending method was used for the loading. After the annealing, the change of the depth profile of the atomic composition of the stacked structure was measured by x-ray photoelectron spectroscopy. Figure 6(a) shows an example of the measured change of the diffusion depth of Ni and Cu atoms around the Ni(001)/Cu(001) interface after the four-point loading. When tensile strain of 0.2% was applied to the stacked Ni(001)/Cu(001) interface, the diffusion depth of Ni atoms into the Cu substrate increased significantly. This result clearly indicates that the diffusion of Ni atoms perpendicular to the interface was enhanced drastically by the application of tensile strain parallel to the interface.  
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Fig. 6 Change of the depth profile of the atomic composition around the interface 

measured by XPS.  Figure 6(b) shows an example of measured depth profile of Ni and Cu atoms in the Ni(111)/Cu(100) interface. Comparing with the result of the Ni(001)/Cu(001) interface, the slopes of the depth profile of Ni and Cu did not change around the Ni(111)/Cu(001) interface even after the application of 0.2 % tensile strain. This result suggests that no strain-induced anisotropic diffusion around the Ni(111)/Cu(001) interface under the tensile strain applied parallel to the interface. From these results, the estimated strain-induced anisotropic diffusion was validated and it can be concluded that this strain-induced anisotropic diffusion occurs significantly only when the interface consists of FCC(001)/FCC (001) and tensile strain is applied parallel to the interface.   
4 CONCLUSION 
 In this study, MD simulation was applied to explicate the mechanism of the directional coarsening (rafting) of γ' phases in Ni-base superalloys during creep loading. The strain-induced anisotropic diffusion of Al atoms in the Ni/Ni3Al interface structures was found to occur under the tensile strain applied parallel to the interface. The diffusion constant of Al atoms was changed drastically by the dopant elements and their atomic concentration. This estimated result was confirmed by measuring the change of the depth profile of the atomic composition of the stacked FCC(001)/FCC(001) thin-film structure with and without tensile strain applied parallel to the interface. Since the strain-induced change of the micro texture causes abrupt fracture of the alloy, it is very important to develop the countermeasure which minimizes the strain-induced anisotropic diffusion of Al atoms in order to assure the long life reliability of the alloy in actual operation. 
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ABSTRACT  AlO-CrO/NiCoCrAlYTa and AlO/NiCoCrAlYTa coatings were deposited onto 316L stainless steel substrate by atmosphere plasma spraying (APS), in order to improve the thermal shock resistance. The influences of CrO content on thermal shock resistance of the coatings were investigated at 700°C, 900°C and 1100°C, respectively. The results indicate that AlO-CrO/NiCoCrAlYTa coating has better thermal shock resistance, attributing to its lower oxide rate and better thermal expansion matches, as well as better wettability than that of AlO/NiCoCrAlYTa coating. 
 
 
1 INTRODUCTION  Powder material can be heated by atmosphere plasma spraying(APS) to a molten or semi-molten state, then deposited onto the substrate to form a dense uniform coating due to the power heat source itself and the additional high velocity gas flow,. For example, MCrAlY is one kind of widely used powder materials, and the MCrAlY-based coatings obtained by APS can be used to increase the resistance to high temperature oxidation and corrosion (1-4). More and more experts have paid close attentions to the mechanisms of high-temperature oxidation and corrosion of MCrAlY-based coatings. Compared with the MCrAlY coating, the AlO/NiCoCrAlTaY coating added with oxide ceramics has a better high temperature wear performance and resistance to high temperature oxidation (5-7). In this research, a AlO-CrO/NiCoCrAlYTa coating has been developed from the basis of traditional binary AlO/NiCoCrAlYTa coating, in order to improve the thermal shock resistance. And the influences of the CrO content on thermal shock resistance of the coatings were investigated at 700°C, 900°C and 1100°C, respectively.   
2 EXPERIMENTAL PROCEDURES 
 
2.1 Materials and APS thermal spraying process Three kinds of powders were selected for the present research, named AlO, CrO and NiCoCrAlYTa, respectively. The size of powders is in a range of 15–45μm. Stainless steel 316L was used as the substrate. Before the coating, 316L substrate was degreased and grit blasted until its roughness was about 15μm. Then the coatings were obtained with above mentioned powders using an APS machine (Prax-atmosphere-3710, USA). Spraying processes were executed with a distance of 80 mm. The APS processes were 
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performed at a voltage of 40V and a current of 500A. The powder feed rate was fixed at the rate of 5 rpm with the aid of a computerized powder feeder station. The coatings were deposited to a thickness of 180 ± 20μm after 6 passes. 
 
2.2 Thermal shock test Based on the aviation industry standard HB7269-96, the thermal shock resistance tests were carried out on the coatings. The size of thermal shock tests specimens was 20mm×20mm×20mm. The specimens were heated to 700°C, 900°C and 1100°C, respectively, keeping 15 minutes, then quenched into the water. The specimens were dried in a drying box, and then examined by a stereomicroscope. The process were repeated and thermal cycling tests didn’t stopped until macroscopic cracks or more than 10% broken area  had been found on the surface of the specimens, The number of thermal cycles was recorded.  
2.3 Microstructural characterization In order to identify the phase composition, X-ray diffraction (XRD) (Bruker D8-Advanced) was performed on as-received powders and as-sprayed coatings with Cu-Kα radiation. The Vickers micro-hardness of coatings was evaluated (HXD 1000TC). The porosity of coatings was measured using image analyzer under a magnification of 500. An optical microscope (OM) (OLYMPUS BX51M) was used to examine the microstructure of the coatings. In addition, the microstructure of the coating was examined by a scanning electron microscope (SEM) (Hitachi S-3400N) before and after the thermal cycling tests respectively.    
3 RESULTS AND DISCUSSION  
3.1 Phase composition The XRD patterns of the feedstock powder and as-sprayed coating are shown in Fig 1. It is clear that Cr2O2.4, Ni3Al and Al2O3 are detected in the feedstock powder. However, after APS, a new phase of chromiumoxide can be found. It is obvious that there is a distinct diffuse diffraction peak around 2θ≈45°, indicating the formation of an amorphous/nanocrystalline phase in the coating during the APS process due to higher flame temperature and fast cooling velocity. The similar phases have also been mentioned by earlier reports in other APS coatings (8-10).  

 
3.2 Characterization of the coatings The microstructures of as-sprayed coatings on a transverse surface are shown in Fig 2. It reveals that the thickness of coatings is about 0.18±0.02mm which shows a fine and close structure and a good adhesion to the substrate. In Fig 2, it is found that the coatings present a lamella structure almost paralleling to the interface between coating and substrate. Besides, some melted or semi-melted particles and micro-cracks are observed, which is caused by high velocity spray and high melting point of the powders (11-12). In Table 2, the average porosity of the coatings is determined to be 15.06% and 

Table 1 Samples of coating (wt. %) Samples AlO CrO NiCoCrAlYTa M1 18 12 70 M2 30 0 70 
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17.88%, respectively. And the average micro-hardness is 413HV0.1 and 381HV0.1, respectively, which is approximately as 2 times as that of the substrate (200 HV0.1).                         
Fig 2 Images of transverse section of as-sprayed coatings (a), (b) OM and SEM of 
AlO-CrO/NiCoCrAlYTa coating; (c), (d) OM and SEM of AlO/NiCoCrAlYTa coating 

 
Table 2 Powder compositions and characteristics of testing coatings Coating Feedstock composition Substrate(HV0.1) Coating hardness (HV0.1) Porosity (%) M1 AlO-CrO/NiCoCrAlYTa 198 413 15.06 M2 AlO /NiCoCrAlYTa 201 381 17.88 

 
3.3 Thermal shock characteristics Fig 3 shows the thermal cyclic test results of as-sprayed coating. Both coatings have the largest number of cycles at 700°C. The numbers of thermal shock cycles to failure of M1 at 700°C, 900°C, 1100°C, are 153, 47, 3 times, respectively, while they are 79, 39, 2 times for M2, respectively.   Fig 4 (a) and (d) show the damage morphologies of the as-sprayed coatings thermal shocked at 700°C. There are a lot of chipping and spalling with small pieces on the surface of coatings. With the increasing of thermal shocking cycles, the number of spalled pieces increases and the area of spallation is enlarged.   Fig 4 (b) and (e) show the damage morphologies of two coatings thermal shocked at 900°C. As a fact, the failure mode of the as-sprayed coatings is so much different from that at 700°C. Only after several thermal cycles, some cracks appeare on the surface of the coating. Then the delaminated area of coating becomes obviously larger and larger. Finally the coatings are interfacial delaminated along the micro-cracks.  
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At 1100°C, the critical cracks can be observed at first thermal shock cycle (Fig 4 c and f). Therefore, the coating is not capability enough for the thermal shock at 1100°C. 
 

                              
Fig 4 SEM image of M1 coating surface after thermal cycles at 700°C(a), 900°C(b), 

1100°C(c) and M2 at 700°C(d), 900°C(e), 1100°C(f)  According to analysis of the microstructures and crack propagation modes, two type coatings have different thermal shock resistances during thermal cycles. Both coatings show so many pores in them, but the quantity and the morphology of these pores are obviously different from each other. Because of adding of CrO powders, the pores in AlO-CrO/NiCoCrAlYTa coating are sphericaler and more uniformly distribute than that in CrO/NiCoCrAlYTa coating. The uniformly  distributed spherical moderate pores could relax tensile stress and restrain the crack propagation s, so that the thermal shock resistance can improved (11). The cracks always initials from the pores which are in strip shape (13). The lower porosity and better homogeneous morphology of pores in AlO-CrO/NiCoCrAlYTa coating playe more important roles on improving thermal shock resistance than that of CrO/NiCoCrAlYTa coating.   
4 CONCLUSIONS  AlO-CrO/NiCoCrAlYTa and CrO/NiCoCrAlYTa coatings were deposited by APS. The microstructure, phase constitution, mechanical properties and thermal shock behavior of the coatings were studied. The following conclusions can be drawn: (1)  The amorphous / nanocrystalline phases are found in the coatings due to higher flame temperature and fast cooling velocity of APS process. (2)  Both mechanical properties and porosity of AlO-CrO/NiCoCrAlYTa coating can be improved compared with that of CrO/NiCoCrAlYTa coating. 
532



(3)  The AlO-CrO/NiCoCrAlYTa coating shows better thermal shock resistance than that of the CrO/NiCoCrAlYTa coating. It can be attributed to lower porosity and finer pores with more uniform distributions in the AlO-CrO/NiCoCrAlYTa coating.  
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ABSTRACT  The experimental findings are focused on assessing the mechanical property of shear thickening fluid (STF) afterward its transition to solid phase. On account of determine the shear modulus of STF, bending test was performed on simply supported sandwich beam fabricated with double carbon epoxy beams with STF layer. The stiffness of sandwich structure with STF was evaluated at different midpoint displacements varying from 3mm to 8mm with fixed speed 50 mm/s and also at different speed of crosshead 10 mm/s to 50 mm/s with constant displacement of 8 mm. Further investigation of STF is carried on accompanying with two perspex cantilever beams for the sole purpose of gaining the dynamic stiffness and damping capacity under force vibration state.    
1.  INTRODUCTION  A group of materials that have recently gained a lot of attention in research world are shear thickening fluids (STF).  A shear thickening fluid (STF) is a material whose viscosity increases significantly when the shear strain rate is above a critical value [1]. The integration of shear thickening fluid into composite structures has received considerable amount of interest in recent past years in order to investigate stiffness and damping capacity [2]. Most shear thickening fluids are formed by using a colloidal suspension of solid particles in a liquid matrix. This allows solidification of the fluid by congregation of the particles under stress [3].    There have been numbers of research and development already carried out last decade on the integration of shear thickening fluid into composite structure [2, 4-6]. Jolly et al [7] tested shear thickening fluid which provided variable damping. When subjected to a predetermined shear rate, the shear thickening composition would undergo a dramatic and substantial increase in viscosity and shear stress. Seshimo and Kiyoshi [8] invented a viscoelastic damper filled with STF fluid in order to control the vibration of a structural member, a tank, a pipe etc. Fischer et al [9] demonstrated that STF integrated structure under dynamic loading condition performed better damping and stiffness properties. On the other hand Zhang et al [4] showed that integrating an STF into a damper can lead simultaneously to changes in stiffness and damping under dynamic loading as the frequency is varied.  In this study, focus is highlighted to investigate the feasibility of integrating STF into sandwich cantilever structure with the aim of evaluate the damping capacity and stiffness. Vibration beam testing is being proposed to conduct in order to find the response of the sandwich cantilever with STF incorporating between the beams 
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interfaces. The research is also focused on determine the shear modulus of the STF (styrene/acrylate particles in ethylene glycol) integrating with two carbon fiber-epoxy (CF/EP). STF is placed between two (CF/EP) beams interface and three point bending test is executed. Tests are conducted several times with varies deflections as  3mm, 4mm, 5mm, 6mm and also different load speed rates  as ( 20-30-40-50)  mm/sec.   
2.  DETERMINING SHEAR THICKENING FLUID (STF) PROPERTY  
2.1  Material and experimental method The STF used in this experiment is supplied by BASF AG (Germany). The STF is prepared with 58 vol. % dispersion of styrene/acrylate particles in ethylene glycol. Two carbon fiber epoxy beams are used with size dimension 100 mm long, 20.84 mm width and 1.82 mm thickness. The STF is placed between the gaps of 0.01 mm of the two beam interfaces. Before start the sandwich beam experiment, firstly conducting the bending test to measure only the elastic modulus of single carbon epoxy fiber rectangular beam, which is 27.47 GPa. ASTM D 790 standard is followed to perform the bending test. The 0.01 mm thickness of STF (as shown in figure1) and later oil is placed between carbon epoxy fiber beams and performed bending test.         

 

Figure 1: Schematic diagram of three point bending test of STF sandwich structure  Experiment is performed under two setup conditions. In order to calculate the modulus of the STF which acted as the adhesive interface between the two beams, the laminate beam theory is evaluated. The deflection of the sandwich beam with STF layer under simply supported condition is calculated by following equation 
δ = +

348 4 c
WL WLD AG                                                                      (1)        

Where, W= load, D = equivalent rigidity of structure, L= span length, Gc = Shear modulus of Core/STF material. 
 
2.2  Determine shear modulus of STF Results obtained from the tests are categorised two cases. Case one is for the deferent deflections with fixed speed rate 50mm/sec and case two is the fixed displacement 8 mm with various speed rates.  Data Acquisition rate is setup at 500Hz for each case.  The stiffness of sandwich structure with STF displays higher value than oil structure. The total deflection is the sum of bending and shearing stress which expressed in equation 1.  The value of the load is obtained from machine and deflection δ was also measured during experiment. The shear modulus of STF is obtained 0.167 MPa. Figure 2(a) shows the almost constant shear modulus values with 0.0019 standard deviation of STF in respect of various midplane displacements. For figure 2(a) the speed rate was fixed at 50 mm/s. However from figure 2(b), the slowly increasing of G values with respect of different speed rates of crosshead are observed. As progressively higher speed rare, the transition of STF status from liquid to solid occurred swiftly which displays the higher shear modulus in figure 2(b).    

Roller support CF/EP beam 
STF layer 

Force on midpoint 
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Figure 2(a): Shear modulus of STF  
vs.  displacement 

 

Figure 2(b): G vs. crosshead speed 
(20-30-40-50 mm/s)                            

3.  VIBRATION REDUCTION WITH SHEAR THICKENING FLUID (STF) 
 
3.1  Materials and method The same STF is applied for this test but the gap of the beam interface was 400 µm. Mono ethylene glycol is used for carrier fluid in order to compare the rheological response of STF corresponding oscillatory loading. Two Perspex beams were chosen with dimension of 350mm long, 30mm wide and 2.98 mm thickness. The literature values assumed for E is 3100 MPa and density ρ is 1200 kg/m3. To hold STF and carrier fluid between the interfaces of the beams, the silicon glue was applied to seal the gap. The one end of the sandwich beam was fixed by clamp holder. The sandwich structure is experienced dynamic sinusoidal force which showing flexural deformation with a point to point displacement at specific chosen point as shown in figure 3.   

 
Figure 3: Schematic diagram of experiment setup of force vibration for STF with 

sandwich cantilever beam   Frequency response function (FRF) is applied to isolate the inherent dynamic properties of mechanical structure. The input is measured by forced transducer and output is obtained from displacement transducer. Dynamic stiffness is calculated by the compliance where compliance is the ratio of displacement to force. The force vibration of cantilever structure was conducted according to the guide line of ASTM E756.  The displacement of the sample tip was controlled using laser displacement transducer and the amplitude of the excitation continuously adjusted so as to maintain the displacement 
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amplitude constant. For both STF and carrier fluid the tip displacement recorded for 1-1.5-2 mm.  The Bernoulli–Euler equation leads to an analytical solution for the resonant frequency fn associated with the nth mode of a cantilever beam  
 

π ρ

⎛ ⎞Ω
= ⎜ ⎟⎜ ⎟

⎝ ⎠

12 24 2 nn EIf AL  (2) 
Where Ωn is constant characteristic of the vibration mode, ρ is the beam density and A is the cross sectional area of the beam.   
3.2  Result and discussion In figure 4 shows the clear idea of the influence of the STF on the dynamic properties of the beam. At 1.5 mm tip displacement, the flexural compliance increases for carrier fluid, where STF shows higher stiffness with lower value of flexural compliance.     

 
Figure 4: Frequency sweeps for sandwich beam with STF, carrier fluid and glued 

beam with resect 1.5 mm tip displacement  STF with beam structure, the first resonance occurs between 5Hz to 10Hz where carrier fluid it appears between 17Hz to 20Hz. For case of second mode of resonance the STF shows much higher dynamic stiffness than carrier fluid and glued beams structure. Results also show greater increase of the structures dynamic stiffness for 1.5mm and 2mm tip displacement.  

 
Figure 5: Dynamic stiffness with tip displacement 1-1.5-2 mm at first mode 

resonance  
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From the figure 5 for the first mode resonance the values of the dynamic stiffness of STF structure are higher than the stiffness of carrier fluid structure at first mode.  Compare to carrier fluid, STF (1mm displacement) proves better performance to reduce vibration as the structure damping capacity increases 66% against carrier fluid.  In case of 1.5mm displacement the damping capacity increases 45% compared to carrier fluid structure.  
 
 
4.  CONCLUSION 
 In this study, the integration of sandwich beam structure with Shear thickening fluid (STF) was developed to find the property of STF after the transformation of the solid state under loading condition. Numerical calculation was derived from laminar beam theory to determine the shear modulus of STF which is 0.167 MPa (average value). As mentioned earlier two experimental conditions were taken under consideration, the shear modulus values obtained for STF were close in range with standard deviation of 0.0019 and 0.004 respectively.    Forced vibration on cantilever sandwich structure with STF was studied. With different tip displacements the structure with STF performed better against carrier fluid structure on account of damping capacity. Results showed good enhancement for STF structure on dynamic stiffness. This work has presented that integrating STF with strong rheological characteristic into sandwich structure can play vital role in stiffness and damping under dynamic flexural loading. In future study it is intended to investigate damping response of the STF sandwich structure with various thicknesses of STF layers and establish the correlation of shear strain at beam- beam interface with the critical strain of the STF determined from rheological measurements.          
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ABSTRACT  In this paper, a numerical approach with the cohesive zone model (CZM) implemented through extended finite element method (XFEM) is employed to model the overall tensile stress-strain curve of Engineered Cementitious Composites (ECC). A crack bridging relation-based hardening cohesive law is developed to better represent the characteristics of ECC materials such as tensile strain-hardening behaviour and ultra-high ductility. The overall tensile behaviour of a typical polyvinyl alcohol (PVA) fibre-based ECC is modelled using the proposed numerical approach. The agreement of the stress-strain curve obtained from the numerical modelling with that obtained from the experiment demonstrates the effectiveness of the proposed numerical approach.   
1 INTRODUCTION 
 Engineered Cementitious Composites (ECC) are a special class of High Performance Fibre Reinforced Cementitious Composites (HPFRCC) which are distinct for the tensile strain-hardening behaviour and tensile ductility contrasting to the quasi-brittle nature of ordinary concrete and fibre reinforced concrete (FRC). ECCs have been developed to achieve superior tensile ductility using only moderate quantity of fibre reinforcement through material design on the basis of fracture principles and micromechanics (1, 2). Under tensile loading, an important characteristic of the ECC is the development of multiple stable tiny cracks bridged by fibres, before one of them finally leads to fracture.   It was observed experimentally that the tensile ductility of the ECC strongly correlated with the multiple cracking behaviour (3). In order to derive the overall tensile stress-strain curve of the ECC, it is necessary that the multiple cracking behaviour is properly interpreted. Some theoretical models have been developed to describe the tensile behaviour of the ECC (4-6). The dependence of the tensile behaviour of ECC on the crack bridging law, in relation to the development of the cracks, and on the heterogeneity in the material, in relation to the initiation of the cracks, were clarified in these models. However, very few numerical studies have been conducted to analyse the multiple cracking behaviour of the ECC and its effect on the strain-hardening response.   The consideration of the cohesive zone model (CZM) was pioneered for concrete by Hillerborg et al. under the name of fictitious crack model (7) to predict concrete fracture using the finite element method. Since then, the CZM has been widely used in finite element analysis for crack propagation problems. In most of the cases, the CZMs are based on intrinsic formulations which require a pre-defined crack path and penalty stiffness prior to the softening behaviour. This approach introduces an artificial 
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softening into the structure. The development of the extended finite element (XFEM) in the last decade not only brings about new possibilities in the application of the extrinsic CZMs, but also makes the implementation of extrinsic CZMs independent of mesh configuration (8, 9).   It is essential that the evolution of the failure of the cohesive zone is governed by the traction-separation law (TSL). So far, different TSLs such as the linear, bilinear, trilinear and exponential softening curves have been developed to predict the fracture behaviour of concrete and FRCs. However, these softening cohesive laws insufficiently represent the crack bridging behaviour in ECCs.  In the present work, a micromechanics-based crack bridging law is adopted, instead of the softening cohesive laws, as the TSL. The CZM is implemented into elements in the form of strong discontinuity through the XFEM. After a brief review of implementation of the CZM into XFEM, the specific TSL is discussed aiming at clarifying the necessity of developing a new TSL. Comparison between the computational and the experimental tensile stress-strain curves validates the numerical approach.  
 
2 XFEM FOR CZM  The key of the XFEM lies in the enrichment of the FE model by introducing additional degrees of freedom (DOFs) to the nodes of the elements intersected by the crack. In this manner, the discontinuity can be directly embedded in the numerical model. The displacement field is approximated as  
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where ia  and ib  represent the nodal standard and enriched DOFs, respectively. The discontinuous function across the crack is given by ( ) 1H x =  on or above the crack, and 

( ) 1H x = −  otherwise. The relative displacement across the crack can be obtained as 
[ ]Tstd2⎡ ⎤Δ = ⎣ ⎦U 0 N a b                                                                                                                       (2)  The normal and tangential separation of the crack is then determined by transforming the global relative displacement to the crack normal and tangential directions as 

coh= Δ =δ R U B u                                                                                                                                      (3) where R  is the coordinate transformation matrix, and cohB  is separation-displacement matrix.   The finite element equation after implementing the CZM into XFEM is given by (8-10) 
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prescribed traction imposed at the boundary tΓ . Here, D  is the tangential stiffness of the bulk material, and T  is the tangential cohesive stiffness due to the nonlinear behaviour in the cohesive zone. The traction acting on the discontinuity cΓ  is related to the crack separation which can be written in the incremental form as 
=t Tδ                                                                                                                                                         (5)   

3    CRACK BRIDGING LAW-BASED CZM  The fibre bridging behaviour of short fibre reinforced cementitious composites has been extensively investigated based on different interface properties and fibre failure modes, and relevant crack bridging laws have been established. A brief review of these crack bridging models can be found in (6). These crack bridging laws assume that the fibres are randomly and uniformly distributed in the matrix, and relate the statistic averaged normal traction to the normal crack separation, as well as micromechanical properties. Here, the normal crack bridging law is generically written as 
( )n n 1 2 n, , , , ,it t p p p δ=                                                                                                                    (6) where ip  denotes one of the micromechanical properties, such as the fibre geometries and mechanical properties, interfacial bond strength and interaction properties. For specific expressions, one may refer to the literatures (6).  It should be noted that the normal crack bridging law is derived in the context that the crack pre-exists. Consequently, the cohesive law in Eqn. (6) starts from zero separation as well as zero traction as shown in Fig. 1, which may not agree with real situation. By setting a threshold value equal to the matrix cracking strength mcf  for the normal cohesive law, the cohesive zone acts from the status where it was formed (see Fig. 1). In addition, it worth noting that the maximum fibre bridging stress tf  should be greater than the matrix cracking strength in ECC. In such manner, the material can further bear load even after the first cracking, and more cracks can thus be initiated. Conventional softening cohesive laws fail to embody this significant characteristic. Therefore, a hardening cohesive law is proposed here, which means the use of the CZM is not limited to the softening regime as in most of the previous applications. As the maximum fibre bridging stress and corresponding crack separation npδ  are most crucial, among the other characteristics of the crack bridging behaviour, the hardening portion of the normal cohesive law is assumed to be linear for simplicity. After these modifications, the normal cohesive law takes the form as given by Eqn. (7). A plot of Eqn. (7) can be found in Fig. 1. 
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  The tangential traction is assumed to be provided by the pulled-out part of the fibre. Consider the fibre as a Timoshenko beam spanning over a crack of width nδ , the shear stress due to crack tangential sliding tδ  can be obtained by solving Timoshenko beam problem (11). The tangential cohesive law is generically written as 
( )t t 1 2 n t, , , , , ,it t p p p δ δ=                                                                                                                (8)  The tangential cohesive stiffness matrix can now be derived as 

n n

t n t t

0t
t t

δ
δ δ

∂ ∂⎡ ⎤
= ⎢ ⎥∂ ∂ ∂ ∂⎣ ⎦

T                                                                                                                         (9)    
4    COMPUTATIONAL IMPLEMENTATION AND EXAMPLES  An extended finite element-based CZM with the crack bridging law-based cohesive law is implemented as a UEL subroutine in ABAQUS. Plane stress conditions are assumed and four-node quadrilateral element is used. Some assumptions are adopted in this work. During a calculation, a cohesive zone is introduced as a straight segment through the entire element, if the maximum principal stress at any of the integration points in the element exceeds mcf . And each element can be intersected by no more than one crack. Furthermore, the cohesive zone is embedded within the element perpendicular to the loading direction and right on the center line, given that the crack direction under uniaxial tensile loading is fairly predictable and that the fact of the occurrence of the cohesive zone outweighs its location in this case. The material outside the cohesive zone is assumed to have a linear-elastic behaviour. Elements which are not crossed by a discontinuity are integrated by standard four-point Gauss quadrature. When an element is intersected by a discontinuity, the element is divided into two sub-quadrilaterals, each on either side of the discontinuity. Within each quadrilateral sub-domain, four-point Gauss quadrature is applied. In addition, two integrations points are positioned on the cohesive zone in order to compute the cohesive stiffness and traction (see Fig. 2).  A polyvinyl alcohol fibre-based ECC (PVA-ECC) with the PVA fibre having a 1.2% by weight oil coating is studied herein using the proposed numerical approach. A list of the micromechanical properties of the material can be found in literature (3). Rectangular coupon specimens measured 185 mm × 76 mm (L × w) were tested under uniaxial tensile loading with displacement control. After testing, the average crack spacing dx  is determined as around 3 mm. The specimen is treated as a series of representative volume elements (RVE) where each element potentially contains a cohesive zone (Fig. 
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3(a)). An arbitrary element is analysed in this work for initial validation. Due to symmetry, only half of the representative volume element is considered (Fig. 3 (b)). The deformed model shape is shown in Fig. 3 (c), and the computational overall tensile stress-strain curve is plotted along with the experimental data (3) in Fig. 4. As can be seen, the numerical result agrees very well with that from the experiment. This demonstrates the feasibility and reliability of the numerical approach.  

 

 
5    CONCLUSION 
 In the present work, an extrinsic CZM is implemented through the XFEM to predict the overall tensile stress-strain curve of ECC. The constitutive law of the CZM is defined as a hardening traction-separation relation, which is based on the micromechanical crack bridging law. Simulation of the tensile behaviour of a PVA-ECC demonstrates the effectiveness of the proposed numerical approach.   
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Figure 3. (a) Finite element model of the 
tensile specimen; (b) RVE model with 
boundary condition; (c) Cracked RVE

Figure 4. Comparison of 
computational and experimental 
overall tensile stress-strain curve 
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ABSTRACT 
 The volume fractions of martensite induced in austenitic stainless steel during compressive deformation at temperatures of 77K, 187K and 293 K and the transformation process were examined using the resistivity measured with the four-point probe method. It was discovered that martensite transformation processes induced by compressive deformation are apparently different from those induced by tensile deformation. In addition, since the volume fraction of martensite was expressed as a linear function of the resistivity ratio, the resistivity was also available as an index for estimating the volume fraction of martensite by compressive test.   
1 INTRODUCTION  The resistivity method was used to estimate the martensite volume of a compressive deforming specimen. However, it is not easy to estimate deformation–induced martensite in a deforming specimens using the resistivity measurement because resistivity is influenced by not only martensite formation but also temperature, impurities, defects and so on[1].  The tensile test was previously performed using a specimen made of stainless steel [2], and the following results were obtained: (1) The negative resistivity verifying ε phase formation which is a precursor of martensite was observed on a strain- resistivity curve. (2) The inherent characteristics of martensite decrease resistivity, but resistivity increases with the increase of martensite due to multiple defects generated by the formation of martensite. (3) The resistivity ratio is available as an index for estimating the volume fraction of martensite of a deforming specimen.  The effects of the martensite formation on resistivity were examined from the aspects of strain, temperature and stability of the austenite. Additionally, a temperature changing test during deformation was also performed to clarify the effect of ε phase on the martensite transformation process. Finally, an approximation method for estimating the volume fraction of martensite was proposed using the direct relation between the resistivity and martensite contents. 
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2 MATERIALS AND EXPERIMENTAL METHODS 
 Two types of austenitic stainless steel termed 304ss and 316ss, which indicate the different stabilities of the austenite phase, were used in the experiment. A dumbbell-type specimen with the diameter and gauge length of 5 mm and 5 mm respectively was used in the compressive test [3]. The specimen was annealed at a temperature of 1323 K for 3.6ks. To measure the electrical resistance of the gauge length during deformation, four-point probes were installed on both sides of the gauge length. The specimens were loaded at a strain rate of 10 -3 s-1. The temperatures of 77K, 187K and 293K were accepted as the temperatures of the specimen. The volume fraction of martensite induced by deformation was measured by the electromagnetic induction method (Feritescope, MP30, Fisher) [4]. The resistivity ratio of the specimen was estimated using the following equation:  

( ) ( ) ( )( ) 111 2
0000 −+=−=Δ ερρρρρ RR                (1) where ρ is electrical resistivity, R is electrical resistance, ε is strain and subscript 0 is the initial value.  

 
3 RESULTS AND DISCUSSION  
 
3.1  Estimation of Martensite by Feritescope  The volume fractions of martensite plotted against the plastic strain are shown in Fig. 1. The martensite volume induced by compression almost linearly increases from zero strain. Although the martensite in the tensile test increases according to the quadratic form from a specific strain depending on temperature because the strain region of tensile test is larger than that of compression, the linearity seen in Fig.1 is due to the small strain region in the compressive test.  
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 Fig. 1 Volume fraction of martensite  Fig. 2 Transient resistivity ratio   
3.2 Effects of temperature on the resistivity curve   The resistivity curves of 304ss measured during the compressive test are shown in Fig. 2. The resistivity curves regularly increase according to the quadratic form, although the resistivity curves generated by the tensile deformation increase with the increase of strain after passing through a negative minimum value depending on temperature. The cause of the decrease in the resistivity during deformation is the absorption of vacancies 
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by mobile dislocation [5]. On the other hand, it is reported that the ε phase, which is formed by a stacking fault and the precursor of the martensite, also decreases resistivity [6]. Accordingly, it is deduced from Fig. 4 that ε phase was not formed by compressive deformation because the resistivity does not indicate negative value. The appearance of positive resistivity is related to martensite formation, as described later.   Resistivity is decreased by martensite formation and increased by the growth of defects [5]. However, the resistivity increases regularly with martensite formation, as shown in Fig. 2. It should be noted that since the absolute value of the increment of resistivity due to the defects derived from the martensite formation is much larger than that of the decrement of resistivity due exclusively to martensite formation, the observed total resistivity increases with the increase of martensite.   
3.3 Transformation process from austenite phase to martensite phase  In order to clarify the transformation process of compressive deformation [7], a compressive test on the 316ss type which does not induce martensite at a temperature of 293K was carried out under abrupt temperature change. The temperature change adopted in the experiment was from 293K to 77K at any strain. The resistivity curves and the volume fraction of the martensite plotted against plastic strain are shown in Fig. 3 (a) and (b), respectively. As shown in Fig. 3 (a), three resistivity curves indicate very similar processes except the drastic change corresponding to temperature change. Additionally, it is clear from Fig. 3 (b) that the pre-strain has no influence on the volume fraction of martensite and is dependent on only the post-strain. This suggests that pre-deformation at 293K hardly induces ε phase which is a precursor of martensite in the 316ss matrix. 
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Fig. 3 Effects of temperature change on martensite transformation  As described in the introduction, in tensile deformation under abrupt temperature change, the pre-deformation of 316ss specimen at 293K induced ε phase which is a precursor of martensite and has an hcp structure produced by a stacking fault. Since the ε phase is transformed to martensite by tensile deformation at 77K, the resistivity and volume fraction of martensite attained by post-deformation are strongly dependent on pre-deformation at 293K. The supplementary 310ss test showed that although it is deduced that the ε phase is formed in 310ss because the resistivity shows a negative value, the ε phase was not transformed to martensite in the 310ss type even at 77K. 
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Accordingly, the stability of the austenite phase may be related to the stability of the ε phase. Those results suggest that most the austenite phase is transformed directly to the martensite phase by compressive deformation.  
3.4 Estimation of martensite by resistivity   The relation between the volume fraction of martensite and plastic strain is almost linear as shown in Fig.1 because the strain region is small. Deducing from the results of tensile deformation, a quadratic form is suitable as a regression curve between the volume fraction of martensite and plastic strain. On the other hand, since the relation between resistivity and plastic strain can also be closely approximated by quadratic form, as seen in Fig. 2, the relation of volume fraction of martensite and resistivity ratio is deduced to be a linear one. The relation is shown in Fig. 4. Although the gradient is dependent on the specimen temperature, it is clear that the relation of volume fraction of martensite and resistivity ratio is closely approximated by the linear regression curve. It is therefore concluded that the resistivity ratio is available as an index for estimating the volume fraction of martensite. Finally, although the volume fraction of martensite against plastic strain can be deduced using a linear relationship, the gradient increases with the decrease of the specimen temperature. On the other hand, since the gradient measured by tensile deformation increases with the increase in specimen temperature, both transformation processes are also confirmed to be different due to the gradient of the relation between the volume fraction of martensite and the ratio of resistivity.  
 
 
4 CONCLUSIONS  The effects of compressive deformation on the resistivity curve used for estimating the martensite induced in austenitic stainless steel were examined at 77K, 187K and 293K. 1. The resistivity curve and volume fraction of martensite are strongly dependent on specimen temperature. 2. Since martensite induced by compressive deformation generates many matrix defects, and the defects increase resistivity, the resistivity is strongly affected by defects in compressive deformation. 3. The volume fraction of martensite is expressed as a linear function of the resistivity ratio: therefore the resistivity ratio is available as an index for estimating the volume fraction of martensite.   
ACKNOWLEDGMENT  The author would like to thank Mr. Toshiyuki Kudo. The research was accomplished because of his devotion.    

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1 1.2 1.4

293K
187K
77K

Resistivity ratio Δρ/ρ 0

Compression

304ss

Fig. 4 Linear relation between  
martensite volume and resistivity 

547



 

 

REFERENCES 
 [1] A. Takimoto, R. Nishihara and S. Soda: Relationship between the Electrical Resistivity and the Volume Fraction of Martensite Induced Quenching and Deformation, J Japan Inst. Metal, Vol. 49 (1985), p.313. [2] H. Date: Estimation of Volume Fraction of Martensite Induced in Austenitic Stainless Steel during the Tensile Deformation by the Resistivity and Specimen Configuration Dependency, J. of the Society of Materials Science Japan, Vol. 60, (2011) pp.721~727.  [3] H. Date: Effects of Strain Rate on Strain-induced Martensite and Resistivity of a Deforming Stainless Steel, Abstracts Book of the 8th International Symposium on Impact Engineering, (2013), p.136. [4] T. Ogata, T. Yuri and Y. Ono: Load-displacement Curves, Specimen Heating and Strain-induced Martensitic Transformation of Austenitic Stainless Steel at Cryogenic Temperatures, J. Cryo. Soc. Japan, Vol. 42 (2007) pp.10~17. [5] S. Komatsy, T. Hata, T. Sugumoto, K. Akamatsu and K. Kamei: Resistivity change of Age-Hardening Aluminum Alloys by Low Temperature Deformation, J Japan Inst. Metal, Vol. 42 (1978), pp.763~769. [6] Y. Shugo, K. Sakazume, S. Kato and T. Honma: Studies on the Martensitic Transformation in Fe-Mn and Fe-Mn-C Alloys, Bulletin of the Research Institute of Mineral, Dressing and Metallurgy, Tohoku University, Vol. 32 (1976), p.109. [7] H. Date, Effects of Deformation Mode on a Resistivity Curve used for Estimating Martensite induced Stainless Steel, Material Science Forum, Vols. 638-642 (2010), p.2992. 

548



_________________________________________ 
© The author(s) and/or their employer(s), 2014 

Image-guided morphological measurement for the 
rabbit aortic arch in the non-loaded state 
 
X. Zhang 1, 2, Y. Tang 2, X. Li 1 
1 School of Mechanical Engineering and Applied Electronics Technology,  

Beijing University of Technology, P.R. China 
2 School of Computer Science, Engineering and Mathematics, Flinders University, 

Australia 
 
 
 

 
ABSTRACT  In order to quantify residual strains in aortic arch, elliptic curve fitness which combines computerized measurements of images, are presented. And the cross-sectional configuration parameters of rabbit aortic arch in the non-loaded state, such as semi-major/minor axis, thickness of arterial wall, were measured. The axial distribution of configuration parameters indicates that aortic arch is elliptic cross-section in its curved section but is circular cross-section in its straight section. Furthermore, the whole aortic arch is cone-shaped in axial direction. Simultaneously, the distribution of averaged thickness is nearly uniform in circumferential direction, but not in axial direction. 
 
 
1 INTRODUCTION  It has been known since 1960 [1] that when a ring segment is cut from an aortic and a radial cut is made in the ring, it uncoils like a watch spring, but this phenomenon wasn’t explained with residual strains and stresses in blood vessel until 1983 [2]. They suggested that residual stress developed in growing arteries so as to reduce stress gradients across the wall thickness. Another illustration, which termed the uniform strain hypothesis, was adopted by Takamizawa and Hayashi [3] who assumed that, under physiological conditions, the circumferential strains are constant across the thickness of a blood vessel wall. Studies on the vascular residual strains have become one of the most attractive subjects of biomechanics in last 20 years [4].   In order to quantify the residual strains, we must know the deformation fields when all outer acting loads are removed, as those that exist in a solid. The popular technique is computerized measurement of the vessel images, through which required geometrical parameters in the non-loaded state, subsequently, in the zero-stress state, can be measured. And then, residual strains can be calculated. Matsumoto [5] divided the vessel profile into 32 segments and residual strains were derived from the local curvature of each segment. Li and Hayashi [6] have proposed an alternative approach based on the measurement of the edge angle. Han [7] and Zhao [8] measured the transverse residual strains by optically tracking the surface displacement.  However, researches on residual strains and stresses of blood vessel nearly concentrate on the straight segments of aorta, and studies on curved and bifurcate vessel are limited in theoretic modeling. For example, Li [6] presented a theoretical model to analyze the non-linear elastic properties of the aortic arch wall. Fortunately, computerized measurements of images have developed to carry out experimental study on residual strains in curved aorta recently. 
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2 METHOD  In order to calculate the circumferential residual strains, cross-sectional configuration parameters of aortic arch, such as semi-major/semi-minor axis, mean wall thickness of the arterial wall in the non-loaded state, were measured.  
2.1  Elliptic curve fitness of the cross-sectional boundary In the non-loaded state, the cross-sectional boundary line of aortic ring was fitted with elliptic curve, and the corresponding elliptic equation is as following. 

2 2 0x bxy cy dx ey f+ + + + + =  (1) In order to guarantee the higher accuracy of the fitted elliptic equation, the linear parameters equations are deduced as square matrix. 
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According to the Gaussian Method of Elimination algorithm, the parameters, such as b, c, 
d, e and f, could be solved in the equation (2).  Thus, the coordinates of central point of fitted ellipse is: 
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The directional angle of fitted ellipse is:  
10.5 tan ( / (1 ))b cθ −= −  (4) And corresponding semi-major and semi-minor axis of the fitted ellipse are: 
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where 0 00.5( )ff f dx ey= + + .  
2.2  Thickness of the aortic segments During the experimental measurements, positional thickness of aortic wall was defined by the length of perpendicular line between the inner and outer fitness curves. For the convenience of computation, the three-point-parabola fitness of the inner boundary of the cross-sectional segments was applied.  So the general parabola fitness equation is: 

550



2( )F x ax bx c= + +  (6) The equations of vertical lines which depart from the point ( , )( 1,2,3)i i iP x y i =  should be: 
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Thus, the thickness of the aortic segments could be calculated according to the two interaction points between the perpendicular line and two boundary lines.  
2.3  The cross-sectional ellipticity of the aortic segments The cross-sectional configuration of aortic ring in the non-loaded state should be circle ideally. However, the aortic ring configuration was found to be elliptic in the experiment. Thus, the cross-sectional ellipticity was defined by 

/e B A=  (8)
 
 
3 MATERIALS AND MEASUREMENTS  Four 4-5 months old healthy purebred rabbits are chosen in the experiment. And the experiment was conducted within the animal welfare regulations and guidelines of China. Surgery was performed under intravenous celiac pentobarbital anesthesia (30mg/kg), and aortic arch in the non-loaded state was dissected from each rabbit, which was recorded (Fig.1a) in the computer via a CCD camera (WV-CL700, Panasonic, Osaka, Japan). As seen in Fig.1b, in order to investigate different local circumferential positions, four representative directions were marked, which were labeled as Inner, Outer, Front and Back.  

 (a) Rabbit aortic arch (b) Four directions (c) Boundary fitness (d) Thickness measurement 
Figure 1. The schematic diagram of experimental measurement  About 1mm-long ring specimens in the non-loaded state were obtained after axial cutting along each rabbit aortic arch, independently, and were recorded in the computer via CCD camera after immersed in saline solution at room temperature.   In the non-loaded state, as seen in the Fig.1c, the cross-sectional boundary line of aortic ring was fitted with elliptic curve, and corresponding measurements of thickness were investigated (Fig.1d). And statistic results of the semi-major and semi-minor axis of the fitted ellipse are given in Table 1. 
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Table 1 Measurement results in the non-loaded state 

12108 N=29 12115 N=38 12123 N=32 12129 N=47 
Mean S.D. Mean S.D. Mean S.D. Mean S.D. 

ai 2.158 0.178 2.286 0.303 2.845 0.257 3.631 0.193 
bi 1.711 0.185 1.812 0.232 2.255 0.259 2.887 0.202 
ae 2.507 0.199 2.689 0.328 3.057 0.209 2.986 0.322 
be 2.097 0.192 2.249 0.265 2.574 0.323 2.502 0.251 
ei 0.796 0.092 0.792 0.091 0.793 0.089 0.795 0.079 
ee 0.839 0.078 0.836 0.078 0.842 0.082 0.838 0.088 

where,  ai , bi-semi-major and semi-minor axis of inner fitness ellipse respectively (mm) 
ae , be-semi-major and semi-minor axis of outer fitness ellipse respectively (mm) 
ei , ee-ellipticity of inner wall and outer wall separately 

 
 

4 RESULTS AND DISCUSSION 
 
4.1  Distribution of cross-sectional ellipticity And the ellipticity, which can be seen in Table 1, was calculated according to measured semi-major axis and semi-minor axis. Furthermore, the ellipticity distribution of inner and outer wall along aortic arch is presented in Fig.2, in which the left vertical line marked location of carotid corresponding to the curved section of aortic arch, whereas right vertical line marked the location of intercostals artery corresponding to the straight section of aortic arch (Same followed).   

 (a) Inner boundary (b) Outer boundary 
Figure 2. The axial distributions of averaged ellipticity of aortic arch  

in non-loaded state  In brief, only results about the rabbit specimen No.12108 were given in the paper, which are consistent well with results of other rabbit specimens. It is concluded that the cross-sectional configuration is elliptic in curved aortic section but is circle nearly in straight section.  
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4.2  Distribution of aortic wall thickness  Circumferential distribution of the aortic wall thickness was investigated. Comparing the wall thicknesses in four representative positions in Table 2, there is nearly no difference in statistic. Therefore, the wall thickness of aortic arch in the non-loaded state is uniform in circumferential direction.   
Table 2 Thicknesses in the particular positions 

12108 N=29 12115 N=38 12123 N=32 12129 N=47 
Mean±S.D. Mean±S.D. Mean±S.D. Mean±S.D. 

To 0.349±0.060 0.384±0.070 0.494±0.058 0.486±0.068 

Ti 0.352±0.065 0.407±0.053 0.513±0.045 0.527±0.061 

Tf 0.385±0.060 0.433±0.075 0.535±0.049 0.533±0.065 

Tb 0.388±0.061 0.408±0.069 0.483±0.057 0.526±0.059 

where, To , Ti , Tf , Tb—thickness in outer, inner, Front and Back directions separately (mm)  Furthermore, axial distribution of averaged aortic thickness is presented in Fig.3. The results show that the amplitude of variation in aortic wall thickness is big in the curved section but is small in the straight section separately.  

 
Figure 3. The axial distributions of averaged thickness of aortic arch  

in non-loaded state 
 
 
5.     CONCLUSIONS  White rabbits were taken as an example in the experiment, and elliptic curve fitness, which combines computerized measurements of images, is applied to measure the cross-sectional configuration parameters of aortic arch in the non-loaded state. The results of the experiment and measurement indicate that aortic arch in the non-loaded state is elliptic cross-section in its curved section but is circular cross-section in its straight section. Furthermore, the whole aortic arch is cone-shaped in axial direction, which agrees well with the physiologic practice. Simultaneously, circumferential distribution of averaged thickness is nearly uniform in the non-loaded state. However, axial distribution of averaged thickness is not uniform any longer. 
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Estimation method of residual stress and plastic 
strain in austenitic stainless steel by single 
indentation test  
R. Kusano, T. Hiyoshi, A. Yonezu 
Department of Precision Mechanics, Chuo University, Japan        
ABSTRACT  This study proposed a method to evaluate the residual stress res and plastic strain (pre-strain) pre of austenitic stainless steel SUS316L using Berkovich indentation test. This method deals with SUS316L that obeys the Ludwik work hardening law and involves in-plane equi-biaxial residual stress. Numerical experiment with parametric finite element method (FEM) study by changing of res and pre was conducted in order to deduce relationship between indentation curve and materials parameter (pre and res). 
This relationship can be simply expressed by dimensionless functions. Thus, this method can 
estimate both pre and res simultaneously, when a single indentation test is applied to 
SUS316L.   
1. INTRODUCTION 
 Tensile residual stress often induces environmentally assisted cracking and fatigue crack initiation, resulting in crucial damage (1). Thus, the evaluation of residual stress is very important for industrial steels and structures. For the typical measurement of residual stress, X-ray diffraction is widely used. However, the method cannot evaluate plastic strain (called pre-strain) which may contribute to generate residual stress. Therefore, the present study proposed a simple method to evaluate both residual stress and plastic strain (plastic properties) using an indentation test.   
2. MATERIALS 
 The material considered in this study is austenitic stainless steel (SUS316L). The true stress and true strain curve in plastic deformation region can be approximated by Ludwick law. The constitutive equation in elastic and plastic region is described as following.  

= E   for ≤ Y,  and  = Y + Kpn  for  ≥Y Eq. (1)  Where E is the Young’s modulus, Y is the yield stress, n is the work-hardening exponent, and K is the work-hardening strength. Note that p is plastic strain. The yield stress of pre-strained steel becomes higher than that of as-received steel due to work-hardening, and then the increased yield stress can be plotted on the stress-strain curve of as-received steel when it shifts to the value of pre-strain. Since this study addresses only 
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SUS316L, the yield stress of pre-strained steel can be obtained by substituting the pre-strain into the Eq. (1). Therefore, the plastic properties can be expressed by only the parameter of pre-strain pre, and then we describe the yield stress as Y(pre) hereafter.   
3. NUMERICAL ANALYSIS 
 The conical indenter whose half apex angle is 70.3o was employed for the two dimensional model in order to approximate Berkovich indenter. The semi-infinite model was created using more than 20,000 four-nodes wherein fine meshes were created around the contact region and a mesh convergence study was carried out. The rigid indenter was created and the contact option was employed. The Coulomb’s law of friction was assumed with a friction coefficient of 0.15. The employed pre-strain pre was 0, 5, 10, 20, 30, 40, 60 and 100% (i.e. the total is 8 cases) in this study. In addition, we introduced the various residual stress res in the material before indenter penetration. Note that res normalized by Y(pre)res/Y(pre)) is used for the assigned parameter in the parametric FEM study. The value of res/Y(pre) was changed -0.75, -0.25, 0, +0.25 and + 0.75 (5 cases as the total). Therefore, the computations of 40 cases (=8 x 5) were carried out in this study. In addition, the Young’s modulus E and the Poisson’s ratio were set to 195 GPa and 0.3 for all computation. We simulated the representative material case in order to investigate the effect of pre and res on the indentation curve. The result of no residual stress shows that the indentation force increases when the pre increases. It is also found that the indentation force increases with the larger compressive residual stress, while the indentation force decreases with the larger tensile residual stress. Thus, it is concluded that both pre-strain pre and residual stress res affect the indentation curve.   
4. ESTIMATION METHOD  There are many previous studies on the estimation of elastoplastic properties based on dimensionless function (2), (3). Such a simple function may be useful for reverse analysis. Similarly, this study conducted dimensionless analysis to develop the estimation method of both pre and res. In other words, the dimensionless function which correlates the indentation curve with material parameters to be identified (pre and res) was established through the parametric FEM study. A schematic of an indentation curve is shown in Fig. 1. In this figure, the area of indentation curve corresponds to a total work volume W due to indenter penetration. Contrary to this, the area of unloading part (as shown by the solid diagonal line area, Wu) indicates the work of elastic recovery (unloading work). Here, the recovery depth he can be obtained by hmax – hr. Note that hr is the depth of permanent impression. This study focuses on the total work W and the elastic work Wu, since these two parameters are independent. Dimensionless analysis with  theory dictates the following relationships for W and Wu. Fig. 1 Schematic of indentation curve. 
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ௐఙೊ(ഄೝ)ೌೣయ = Π( ா∗ఙೊ(ഄೝ) , ఙೝೞఙೊ(ഄೝ)) Eq. (2) 
ௐೠఙೊ(ഄೝ)య = Π( ா∗ఙೊ(ഄೝ) , ఙೝೞఙೊ(ഄೝ)) Eq. (3)  As mentioned above, the yield stress Y(pre) is related to pre-strain pre with the Eq. (1).  In both Eqs. (2) and (3), E* is the reduced Young’s modulus, which can be expressed by Eq. (4). 

 ଵா∗ = (ଵିఔೞమாೞ + ଵିఔమா ) Eq. (4) 
 Note that for the subscript of E and  (Poisson’s ratio) “s” is that of specimen and “i” is that of indenter. The reults of parametric FEM studies on 40 cases spanning of the material parameter space, were introduced into the Eqs. (2) and (3). Their results are shown in Figs. 2 and 3.   

  These figures show that the Eqs. (2) and (3) functions are dependent on ா∗ఙೊ(ഄೝ) and ఙೝೞఙೊ(ഄೝ). The values of ௐఙೊ(ഄೝ)ೌೣయ increases in ா∗ఙೊ(ഄೝ) monotonically (Fig. 2), on the other hand, the values of ௐೠఙೊ(ഄೝ)య decreases in ா∗ఙೊ(ഄೝ)  monotonically (Fig. 3). As shown by the solid lines, the data of ௐఙೊ(ഄೝ)ೌೣయ  and ௐೠఙೊ(ഄೝ)య  were separately approximated by polynomial function for each ఙೝೞఙೊ(ഄೝ). Since these polynomial functions can be interpolated as a function of ఙೝೞఙೊ(ഄೝ), any function at a given ఙೝೞఙೊ(ഄೝ) can be deduced. Thus, we obtained the explicit form of Eqs. (2) and (3). By introducing the values of W, hmax, Wu, and he (from a result of an indentation test) into the Eqs. (2) and (3), the relationship between ா∗ఙೊ(ഄೝ) and ఙೝೞఙೊ(ഄೝ) can be deduced uniquely. In other 

Fig. 2 Relationship between ࢞ࢇࢎ(ࢋ࢘ࢿ)ࢅ࣌ࢃ
and (ࢋ࢘ࢿ)ࢅ࣌∗ࡱ at each (ࢋ࢘ࢿ)ࢅ࢙࣌ࢋ࢘࣌. 

Fig. 3 Relationship between ࢋࢎ(ࢋ࢘ࢿ)ࢅ࢛࣌ࢃ 

and (ࢋ࢘ࢿ)ࢅ࣌∗ࡱ at each (ࢋ࢘ࢿ)ࢅ࢙࣌ࢋ࢘࣌. 
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words, two independent relationships of between ா∗ఙೊ(ഄೝ) and ఙೝೞఙೊ(ഄೝ) can be obtained from Eqs. (2) and (3). The intersection point of these curves is the solution of ா∗ఙೊ(ഄೝ) and ఙೝೞఙೊ(ഄೝ). Here, the reduced modulus E* is known prior. Thus, this two independent ா∗ఙೊ(ഄೝ) and ఙೝೞఙೊ(ഄೝ) relationships can provide the yield stress Y(pre) (which further leads to the pre-strain) and residual stress res.    
5. VALIDATION OF THE METHOD  The present method is now applied to the numerical experiment in order to investigate the estimation accuracy of our method. As mentioned above, parametric FEM study was carried out to establish the dimensionless function. Those data was employed to estimate the residual stress and pre-strain. Furthermore, two additional sets, (pre=0.15, 

)( preY

res


 =0.5) and (pre=0.5, 

)( preY

res


 = - 0.4), were also investigated to verify our method. Note that these two material cases are not included for the FEM parametric study (to establish the dimensionless function of Eqs. (2) and (3)).  For all cases, we extracted loading data (W, hmax), and unloading data (Wu, he) from the computational indentation curve, and then estimated the materials properties. The estimated properties (pre, ఙೝೞఙೊ(ഄೝ)) by our method are shown in Fig. 4. The square symbol indicates the input value (solution) and the symbol of “X” shows our estimation. It is found that the estimations of res and 

pre are good agreement. All calculated results agree with the input data, with an error of less than about 20%.  
Table 1 Representative materials for sensitivity analysis. 

  In addition, we investigate the robustness of the method. In this study, we conducted sensitivity analysis for four representative materials (in Table 1). For the indentation curve (i.e. W and Wu), the perturbations are set to 2 %, since the previous studies have used this value for sensitive analysis (4). These perturbations are introduced to each case separately. The result is shown in Fig. 5. In Fig. 5(a), the deviations (errors in the 
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Fig. 4 Comparison of the estimated result 
by reverse analysis with input value. 
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estimated values compared to the input values) about pre was within 15% in all cases. On the contrary in Fig. 5(b), the res error shows large within about 90% for the perturbation cases. Several previous studies on sensitivity analysis reported that their methods induced 50 % error at a maximum (4). This indicates that the present method may be relatively underperforming for perturbations due to potential experimental errors, but these error cases may represent extreme example.  

  
6. CONCLUSION 
 This study proposed a new indentation method to simultaneously evaluate the residual stress and plastic strain of an austenitic stainless steel. This method focuses on an austenitic stainless steel, SUS316L that obeys the Ludwick work hardening law and involves in-plane equi-biaxial residual stress (yet the framework is applicable to any material with little modification). First, a parametric FEM study by changing of both residual stress res and pre-strain pre was conducted in order to deduce the relationship between the indentation curve and the materials parameters of pre and res (which was employed for the FEM study). The relationship could be expressed by two dimensionless functions with simple formulae. Thus, the present method can estimate both pre and res, when a single indentation test is applied to SUS316L. Finally, the estimation accuracy and the robustness of our method were investigated using a numerical experiment.  This work is supported by JSPS KAKENHI (Grant No. 26420025) and JGC-S Scholarship Foundation.   
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ABSTRACT  A novel micro-tensile test method that can measure the interface strength of grain boundaries has been developed by applying scanning electron microscopy and a focused ion beam technology. A micro-scale cantilever structure was fabricated from a single-crystalline silicon substrate and a fine nano-scale sample cut from a thin film using a focused ion beam was attached at one end to the cantilever by deposition of tungsten vapour in the microscope. The other end was attached to a micro probe similarly. Finally, the micro probe was activated to pull the sample and the deformation of the sample was observed by a scanning electron microscope. The fracture strength was measured by detecting the deflection of the cantilever at the breakage of the sample. 
 
 
1 INTRODUCTION 
 Recently, mechanical properties of polycrystalline thin films have been found to vary drastically depending on their micro texture. In particular, the electroplated copper thin films used for advanced semiconductor devices vary widely from brittle characteristics to ductile ones (1)-(3). The main reason for the variation can be attributed to their micro texture which consists of fine columnar grains with porous grain boundaries (4). The crystallinity of the grain boundaries was found to dominate both their mechanical and electrical properties and the long-term reliability. Therefore, it is very important to evaluate the characteristics of the grain boundaries quantitatively. The authors have already developed a new method for evaluating the crystallinity of grain boundaries quantitatively by applying an electron back-scatter diffraction (EBSD) method. By analysing the image quality of Kikuchi Line obtained from the analysis, it is possible to measure the order of the atomic alignment in the area observed by an electron beam with 50-nm in diameter (5). In this paper, a novel micro-tensile test method that can measure the interface strength of grain boundaries quantitatively has been developed by applying scanning electron microscopy and a focused ion beam technology, in order to evaluate the effect of the crystallinity of grain boundaries on their strength quantitatively. The strength of the grain boundaries of which the position was determined by the EBSD analysis was successfully measured quantitatively. In was confirmed that the strength of the grain boundaries with low crystallinity was much lower than that with high crystallinity. Thus, both the variation and degradation mechanisms of the crystallinity of grain boundaries can be investigated quantitatively by this method. 
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(c) Outlook of a micro tensile test system 

Fig. 1 Preparation method for a micro tensile test of a grain boundary   
2 MEASUREMENT METHOD  The micro tensile test system consists of a three-point bending loading tool which is cut from a singe-crystalline silicon substrate and a test sample which consists of one grain or two grains with a grain boundary. The loading tool was manufactured by using a focused ion beam as shown in Fig. 1(a). It was cut from (100) single-crystalline silicon wafer along <110> crystallographic direction. The typical length of the beam was 80 μm, and its width and thickness were 10 μm and 3 μm, respectively. The spring constant of this both ends supported beam is 360 N/m when a load is applied to the center of the beam.  A test sample was similarly cut from a thin film material as shown I Fig. 1(b). The sample consisted of two columnar grains in series, and thus, there was a grain boundary between them. The position of the grain boundary and the crystallographic direction of the grains were determined by EBSD observation explained in detail later. One end of the sample was attached firmly to a edge of a micro probe which also consisted of single crystalline silicon with the axial direction of <110> by deposition of tungsten, then the other end was attached to the center position of the silicon beam as shown in Fig. 1(c).  
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The average diameter of the sample was 1 μm. Next, the micro probe was pulled up by uniaxial actuator and the deformation of the silicon beam was observed by a scanning electron microscope until the sample was fractured as shown in Fig. 2. The load applied to the sample was calculated by the observed deformation using the spring constant of the beam. Since the maximum error in the observed deformation was 72 nm, the maximum error in the estimation of the fractured stress was about 5 MPa in this study. The position of a grain boundary for the tensile test was determined by an electron back-scatter diffraction (EBSD) method as shown in Fig. 3 (5). By analyzing the Kikuchi pattern obtained from the EBSD analysis, the position of a grain boundary was determined by the confidence index (CI) map shown in Fig. 3(b). When a focused electron beam of 50-nm in diameter was scanned on the surface of a polycrystalline thin-film, this index goes down to zero at a grain boundary where two grains with different crystallographic orientation are attached. Thus, the distribution of grain boundaries can be visualized as shown in this figure. The quality of each grain boundary is evaluated by using the image quality (IQ) map as is shown in Fig. 3(a). This image quality value indicates the order of the period of the atomic alignment in the observed area. Since the Kikuchi pattern consists of the Kikuchi lines which are formed by the interaction between the irradiated electron beam and the atomic plane in the irradiated area based on Bragg’s law, the average sharpness of the Kikuchi lines corresponds to the crystallographic quality of the observed area. The IQ value was calculated by using Hough transform (6) of the Kikuchi line in the observed area. Thus, the quality of each grain boundary can be evaluated quantitatively by using these two parameters. It was possible to cut two grains with the characterized grain boundary from the thin-film material by using a focused ion beam. Finally, the strength of various grain boundaries can be measured by using this method.  
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Fig. 2 Example deformation of the silicon beam during the tensile test  
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3 MEASUREMENT RESULT  Electroplated copper thin films were used for the tensile test. The films were electroplated on a silicon wafer on which a thin tantalum and copper thin films were sputtered as a seed layer for electroplating. The plating bath consisted of 80 g of CuO powder and 186 g of H2SO4 into 1000 ml of purified water. The current density during the electroplating was fixed at 10, 30, 50 mA/cm2. By changing the current density, both the average size and quality of grain boundaries were varied drastically. In order to increase the average grain size, some films were annealed in an argon gas at temperatures from 100oC to 400oC for 30 min., respectively. Figure 4 shows an example of the observed change of the crystallographic quality of grain boundaries in the annealed electroplated copper thin films. Various grain boundaries with different quality were cut from the films and the tensile strength of each grain boundary was measured by the developed micro tensile test system. Figure 5 shows an example of a fractured sample with a low quality grain boundary. The brittle fracture occurred at the grain boundary with low quality as was expected. By measuring the area of the fracture surface, strength of the fractured grain boundary was simply estimated by dividing the fracture load by the area of the cross-section. The fracture in a single crystal copper occurred on a (111) slip plane as was expected. The critical resolved shear stress was also calculated by considering the area of the slip plane. Thus, this micro tensile test system is effective for evaluating the strength of a small sample quantitatively.   
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Fig. 5 Outlook of an example of a fractured sample  The measured strength of various samples is summarized in Table 1. The total number of the samples was 5 in each category. The strength of a grain boundary was found to vary drastically depending on its crystallographic quality. In this study, it was confirmed that the electroplated copper thin films with average IQ value lower than 3500 showed brittle fracture at grain boundaries. It is clear that the average strength of grain boundaries with high quality was much higher than that of average strength of electroplated copper thin films, while it was much lower than that when the quality of a grain boundary was lower than 3500. This result clearly indicated that the brittle 
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fracture of the electroplated copper thin films was dominated by the low strength of grain boundaries with low quality.   
Table 1 Measured strength of grain boundaries with different quality Quality of a grain boundary Strength (MPa) High quality (IQ>3500) 500 - 800 Low quality (IQ<3500) 170 - 190 Average strength of electroplated copper thin films 350 Average strength of bulk copper (C1020) 220 Single crystalline copper along <100> direction 80 - 120   

4 CONCLUSIONS  A novel micro-tensile test method that can measure the interface strength of grain boundaries has been developed by applying scanning electron microscopy and a focused ion beam technology. A micro sample was attached to the center of a both ends supported beam cut from a single crystalline silicon wafer. The spring constant of the beam was about 360 N/m. The deformation of the beam was observed by a scanning electron microscope during the tensile test until the fracture of the sample. The fracture load of the sample was estimated by the critical deformation of the beam using the spring constant. The resolution of the fracture strength measurement was about 5 MPa. The effect of the crystallographic quality of a grain boundary in electroplated copper thin films was evaluated by using this system. It was confirmed that the strength of a grain boundary with high quality, which was measured by an EBSD method, was much higher than the average strength of the films, while that with low quality was much lower than the average strength. Brittle fracture of the films was found to be dominated by these grain boundaries with low quality. Finally, this micro tensile test system is effective for evaluating the strength of a micro sample quantitatively.   
ACKNOWLEDGEMENTS  This research activity has been supported partially by Japanese special coordination funds for promoting science and technology, and Tohoku University.   
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ABSTRACT  An experimental method employing a miniature composite type solder specimen is proposed to estimate deformation characteristics of the Cu/Sn intermetallic compounds (IMCs) of Cu3Sn and Cu6Sn5 by tensile tests. The cross-section of the specimen has concentric layers of the Cu/Sn IMCs and Cu. Considering the structure of the cross-section, a data processing method for the tensile tests results is also proposed based on the rule of mixture (ROM) to estimate the stress-strain relation of the Cu/Sn IMCs. 
 
 
1 INTRODUCTION 
 The strength reliability of the solder joints in electronic equipment is evaluated by conducting a finite element analysis (FEA). The solder joints have the Cu/Sn intermetallic compounds (IMCs) layer, which consists of Cu3Sn and Cu6Sn5, at the interface between solder and copper wiring. Since the IMCs are considered to be brittle, fatigue cracking is likely to occur at the IMCs layer when the solder joints are subjected to cyclic deformation. Then, the FEA of the solder joints should be conducted with consideration for the deformation characteristics of the IMCs. To conduct such a FEA, the deformation characteristics of the IMCs must be clarified, and therefore some studies to investigate them have been conducted (1-4). Deng et al. measured Young’s modulus of Cu3Sn and Cu6Sn5 in Cu/solder joints by nanoindentation (1). Jiang et al. made micropillar specimens of Cu3Sn and Cu6Sn5 by using FIB and the specimens were used in compression tests employing a nanoindenter with a flat tip (2). Although the FEA needs the material parameters for the Cu/Sn IMCs estimated by tensile tests, these studies employ compression loadings to evaluate the deformation characteristics of the IMCs. This is because there is no easier method to make the Cu/Sn IMCs specimen such as dog-bone type which is necessary to conduct tensile test.   In the present study, we propose an experimental method to evaluate the deformation characteristics of the IMCs of Cu3Sn and Cu6Sn5 by tensile tests. The method employs a miniature dog-bone type specimen of Sn-3.0Ag-0.5Cu (SAC) lead-free solder the cross-section of which has concentric layers of the Cu/Sn IMCs and the Cu electrodeposit. The specimen can be made by using widely used equipment. Three types of the specimen each of which has different thicknesses of the concentric layers were prepared, and the tensile tests using them were conducted. Tensile characteristics of the Cu/Sn IMCs were estimated by employing a data processing method for the tests results. 

565



2 EXPERIMENTAL PROCEDURES  
2.1  Specimen The specimen used in this study was made by three processes shown in Fig. 1. Firstly, a miniature specimen which has a gauge length of 2 mm and a gauge diameter of 0.5 mm was made by casting Sn-3.0Ag-0.5Cu (SAC) lead-free solder with a mold made of carbon tool steel. The appearance of the specimen is shown in Fig. 1 (a). Secondly, electrodeposition of Cu was performed on the miniature specimen in a mixture of 1 M CuSO4 and 1 M H2SO4 at a constant current density of 50 mA/cm2. Figure 1 (b) shows the schematic of the electrodeposition process. In the process, a copper plate was employed as the anode while the solder specimen was employed as the cathode. The thickness of deposits was aimed at 3μm. To equalize the Cu plating thickness, the copper plate used for the anode was bent in a circular shape and then it was set around the solder specimen. Finally, the electroplated specimen shown in Fig. 1 (b) was vacuum-encapsulated as shown in small photo in Fig. 1 (c), and then it was put in an electric muffle furnace the inside of which was kept at 453 K for a definite period of time. Three kinds of time period of 36, 48 and 60 hours were employed for the heat treatment to make three kinds of specimens which have different thickness of IMCs layer.  

2.2  Tensile testing machine and loading condition A small size tensile testing machine EZ-S (Shimadzu Co., Ltd., Japan) was employed as the base of the apparatus. However, the displacement resolution of the machine was not enough to precisely conduct the tensile test of the miniature specimen used in this study. Therefore, an electronic actuator (ORIENTAL MOTOR Co., Ltd., Japan) which has the displacement resolution of 20 nm was installed to the machine as a loading equipment.   The distance between the upper and lower grip of the specimen was measured by using high-speed and high-accuracy digital sizer LS-7500 (KEYENCE CORPORATION, Japan) during the tensile test, and the measured value was used for calculating the strain. Also, the load was measured by a load cell incorporated in the testing machine, which has the load capacity of 500 N. The stress was calculated by dividing the measured load value by the cross-section area of the specimen. All the tensile tests were conducted at room temperature under a constant tension rate of 20 μm/s. 
 
 
3 RESULTS AND DISCUSSIONS  
3.1  Structure of the specimen Figure 2 shows the longitudinal section of the specimen made by the heat treatment of 48 hours. Figures 2 (a) and (b) respectively show an optical micrograph and an elemental map of Cu. The IMCs layer can be observed between the solder and the 

Fig. 1 Processes for making miniature solder specimen with Cu/Sn IMCs layer. 

(a) Molten miniature 
solder specimen 

(b) Electrodeposition process (c) Heat treatment process 
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electrodeposited Cu layer in Fig. 2 (a), and it consists of two layers each of which has different colors. In Fig. 2 (b), there are two layers which have different elemental concentration of Cu between the solder and the Cu. Elemental analyses by EPMA were conducted in the two layers, and the results showed that the layer near the solder side was Cu6Sn5 while the layer near the Cu side was Cu3Sn as shown in Fig. 2 (b). Namely, the structure of the cross-section of the specimen has concentric layers of the Cu/Sn IMCs and the Cu electrodeposit. Then, the specimen can be regarded as a composite material in which the SAC solder is reinforced by the Cu6Sn5, Cu3Sn and Cu. Therefore, we termed the specimen miniature composite solder (MCS) specimen.  
 Meanwhile, the difference in color observed in IMCs layer in Fig. 2 (a) is due to the difference of chemical composition as shown in Fig. 2(b). This means that the layer of Cu6Sn5 and that of Cu3Sn can be distinguished by the optical microscopic observation. Then, the thicknesses of each layer of the Cu6Sn5, Cu3Sn and Cu were measured using the micrographs of the MCS specimens made by the heat treatment time tht of 36, 48 and 60 hours. The average thickness values of the Cu6Sn5, Cu3Sn and Cu for tht of 36 h were respectively 1.4, 1.4 and 2.8 μm. Those for tht of 48 h were 1.2, 1.9 and 2.6 μm, while those for tht of 60 h were 0.91, 2.2 and 2.8 μm. Using these values with measured diameter of the MCS specimen, the variation of the area ratio of each layer in the cross-section of the MCS specimen, such as Cu6Sn5, Cu3Sn and Cu, with the time period for the heat treatment was investigated. As a result, the area ratios of the Cu6Sn5, Cu3Sn and Cu were respectively expressed as a function of the heat treatment time as follows:    6 5 1 1/2a htCu Sn 2.47 10 2.62 (%)r t    ,    (1) 
   3 1 1/2 1a htCu Sn 3.16 10 7.26 10 (%)r t     ,   (2)    2 1/2a htCu 3.40 10 2.38 (%)r t    ,     (3) where the ra denotes the area ratio and its subscript corresponds to each material. Since the variation of the area ratio is due to the elemental diffusion, Eqs. (1) – (3) are expressed as a function of the square root of heat treatment time tht.   Equations (1) and (2) suggest that the area ratio of Cu3Sn increases while that of Cu6Sn5 decreases, with increase in the heat-treatment time. Namely, the MCS specimens have different area ratio of IMCs in the cross-section for different heat-treatment condition.  
3.2 Tensile characteristics of the MCS specimen Figure 3 shows the representative stress-strain relations obtained from tensile tests. The symbols of the open circles, the open squares and the open triangles show the stress-strain relations of the MCS specimen made by the heat-treatment time of 36, 48 and 60 hours, respectively. The lines show the stress-strain relations of the miniature SAC solder specimens which were treated with heat under the same conditions as that for the MCS specimens. The solid line, the dotted line and the dashed-dotted line respectively correspond to the stress-strain relations of the SAC solders prepared by the heat-treatment time of 36, 48 and 60 hours. These stress-strain relations can be 

(a) Optical micrograph    (b) Elemental map of Cu 
Fig. 2 Longitudinal section of specimen. 
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regarded as the stress-strain relations of the SAC solder inside the MCS specimens. In Fig. 3, the stress levels in the stress-strain relations of the MCS specimens are higher than those of the heat-treated solder. This means that the MCS specimen is the composite material in which the SAC solder is reinforced by a layer which consists of the IMCs and the Cu. Then, we termed the layer reinforced material (RM) layer.  On the other hand, the ultimate tensile strength of the MCS specimen is observed at the strain of slightly over 1 % irrespective of the heat-treatment time. After the ultimate tensile strength has been observed, the stress-strain relations of the MCS specimens approach the stress-strain relations of the solder. The tensile tests employed 5 MCS specimens for each heat-treatment time, and the above-mentioned phenomena were observed in all the tests. Observing the MCS specimen after use for a tensile test, it was found that the stress drop was due to the failure of the IMCs layer. Therefore, the uniform elongation of the IMCs layer was estimated at approximately 1 %.  
3.3 Estimation of the stress-strain relation for the Cu/Sn IMCs Considering the structure of the MCS specimen, the stress generated in the RM layer during the tensile test using the MCS specimen can be estimated by the following equation based on the rule of mixture (ROM):             RM MCS a SAC aRM RM1 /r r ,    (4) where RM , MCS  and  SAC  are the stresses generated in the RM layer, the MCS specimen and the SAC solder respectively at the same strain.  a RMr  is the area ratio of the RM layer in the cross-section of the MCS specimen which is obtained as a sum of Eqs. (1) – (3).    The symbols in Fig. 4 show the estimated stress-strain relations for the RM layers the heat-treatment time of which are different. For the estimation, the average stress-strain relation of 5 specimens in the strain range from 0 to 1% of the MSC specimens and the heat-treated solder were applied to Eq. (4) with Eqs. (1) – (3). The solid line, the dotted line and the dashed-dotted line in Fig. 4 are the approximate curves for the stress-strain relations. The following Ramberg-Osgood law was employed for the approximation: 
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where E is the Young’s modulus,  0.2  is the 0.2 % proof stress and m is the hardening exponent.  As a result of the approximation, it was found that  0.2  and m were expressed as a function of the heat-treatment time as follows: 
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    30.2 htexp(8.93 10 5.09)(MPa)t ,     (6)    3 htexp(3.79 10 1.29)m t .      (7)  Using Eqs. (6) and (7) with literature data for E (134 GPa for Cu3Sn (1), 112 GPa for Cu6Sn5 (1) and 110 GPa for Cu (5)), the stress-strain relation of the IMCs were estimated by the following procedure.   (i)  Since the RM layer by the heat-treatment time tht of zero consists only of Cu, the 
 0.2  and the m for Cu were calculated by plugging in zero for tht in Eqs. (6) and (7). Applying the calculated parameters to Eq. (5), the stress-strain relation of the Cu (SS-Cu) in the RM layer was estimated.   (ii) The  0.2  and the m for the RM layer by the heat-treatment time tht of 5.28 h (RM5.28h) were calculated to estimate the stress-strain relation of the RM5.28h (SS-RM5.28h) by Eq. (5). Plugging in 5.28 h for tht in Eq. (2) makes the   3a Cu Snr  become zero. This means that the RM5.28h consists of the Cu6Sn5 and the Cu. Then, we estimated the stress-strain relation of the Cu6Sn5 (SS-IMC1) by applying the SS-RM5.28h and the SS-Cu to the ROM with Eqs. (1) and (3).   (iii) The stress-strain relation of the Cu3Sn (SS-IMC2) was estimated by applying the SS-IMC1, the SS-Cu and the stress-strain relations of the RM layer shown in Fig. 6 to the ROM with Eqs. (1) - (3).  The grey bold lines in Fig. 4 show the estimated stress-strain relations for the Cu (dashed-dotted line), the Cu6Sn5 (dotted line) and the Cu3Sn (solid line). Both IMCs of the Cu6Sn5 and the Cu3Sn show the plastic deformation behavior. In addition, the stress-strain relation of the Cu3Sn has larger stress than that of the Cu6Sn5.   

 
4 CONCLUSIONS  This paper proposed an experimental method which employs the MCS specimen to estimate tensile characteristics of the IMCs of the Cu3Sn and the Cu6Sn5. A data processing method was also proposed to estimate the stress-strain relations of the Cu/Sn IMCs from the tensile tests results of the MCS specimen. As a result, the following conclusions were obtained: (1)  The uniform elongation of the Cu/Sn IMCs is approximately 1 %. (2)  Both the IMCs of the Cu6Sn5 and the Cu3Sn show the plastic deformation behavior. (3)  The stress-strain relation of the Cu3Sn has larger stress than that of the Cu6Sn5.   
REFERENCES  (1) Deng, X., Koopman, M., Chawla, N., and Chawla, K.K. (2004) Mater. Sci. Eng. A 364, 240-243. (2) Jiang, L. and Chawla, N. (2010) Scr. Mater. 63, 480-483. (3) Deng, X., Chawla, N., Chawla, K.K., and Koopman, M. (2004) Acta Mater. 52, 4291-4303. (4) BALAKRISNAN, B., CHUM, C.C., LI, M., CHEN, Z. and CAHYADI, T. (2003) J. Electron. 

Mater. 32, 166-171. (5) W. D. Callister, Jr. (2007) Materials Science and Engineering: An Introduction, 137. 
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ABSTRACT  In order to evaluate the effect of gaseous environment on grain boundary fracture, a novel micro-mechanical experimental method was proposed. A micro-cantilever containing a single grain boundary was fabricated from a bulk poly-crystalline intermetallic compound (Ni3Al). The micro-cantilever was then loaded by using a nano-indenting specimen holder operated in a special high-voltage transmission electron microscope (HVTEM) equipped with an environmental cell (EC). It was shown that, among two specimen types (V-notched and unnotched), grain boundary cracking was only observed in a V-notched specimen loaded in a gas environment containing hydrogen (H2).  
 
 
1 INTRODUCTION 
 The strength of a material is dependent on various microstructures. Grain boundary (GB) is one of such microstructures. Since a GB acts as a barrier against slip transmission and, moreover, a potential site of cracking, direct strength measurement of each GB is important for clarifying the mechanism of macroscopic deformation and/or failure. Recent studies have demonstrated that the mechanical testing of a single GB is possible by utilizing a usual nano-indenter tool (1,2). These studies, however, are limited to the evaluation conducted under an atmospheric environment. Very few reports have been made on the strength property of an environmentally affected single GB (3). The aim of our study is to develop a completely novel approach that enables the mechanical testing of a single GB under various gaseous environments combined with an in-situ microscopy. Here, we report on our recent achievements regarding the issue of brittle GB fracture triggered by hydrogen gas.  
 
2 MATERIALS AND METHODS  The wafer of a stoichiometric Ni3Al was electropolished to remove a damaged surface layer. The crystallographic orientation of the wafer surface was analysed by electron backscattered diffraction (EBSD) measurement. Figure 1 shows an example of the inverse pole figure map of the wafer. The average grain size was measured as approximately 110 μm. A random-type GB having a relatively large orientation 
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difference (> 20°) was selected. A micro-mechanical specimen was fabricated by focused ion beam (FIB) technique, see e.g. (4). A block containing a GB was firstly cut out and picked out from the wafer. The block was then transferred and adhered onto the flattened end of a wire. The block was further milled and a cantilever shape was formed. In order to evaluate the effect of gas environment on GB fracture behaviour, several specimens were sampled from the same GB.  
(a) (b)
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Figure 2  SEM micrographs of cantilever specimens containing a grain boundary 

(tilted view): (a) unnotched and (b) V-notched.  Figure 2 shows the scanning electron microscope (SEM) images of cantilever specimens. Two types of specimens were prepared: one with a smooth lever shape and the other with a V-notch. The former contains a GB located close to the fixed end of the lever. The shape of the GB (i.e. interface) free-edge for this type is 90°/90°. The latter contains a GB located at the tip position of the V-notch. The shape of the upper GB free-edge for this type is 135°/135°. The approximate size of the cantilevers are shown in Table 1.  
Table 1  Specimen dimensions (in nm) Specimen type Length, L Height, H Width, W Notch depth, V Smooth(unnotched) 1000 400-500 400-500 - V-notched 1000 1000 400-500 300-400  The micro-mechanical experiment was conducted inside a high-voltage transmission electron microscope (HVTEM) equipped with an open-type environmental cell (EC) (5). A nano-indenting TEM specimen holder was used for the experiment. The detail of these special tools will be reported elsewhere. The position between the micro-specimen and diamond indenter tip was aligned under TEM observation by the fine movement of a piezo-actuator. Hydrogen gas diluted with nitrogen gas (N2:H2 = 4:1) was admitted to the EC until the total gas pressure reached about 5000 Pa. The specimen was loaded by piezo-displacement control at 0.5 nm/s. Note that the load was applied at an extra carbon layer of the cantilever which was hard enough for preventing indent mark formation. The applied load and the in-situ TEM image were simultaneously recorded during the experiments. A high electron acceleration voltage (1 MeV) was used for the observation because electron scattering by the gas layer was significant particularly under a relatively high gas pressure (6). 

 
Figure 1  Inverse pole figure color map 
of a Ni3Al poly-crystal used for study. 
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3 RESULTS AND DISCUSSION  Figure 3 shows test results of unnotched specimens. Since the displacement value shown in the charts is the operational value of a piezo-actuator, it does not directly represent the deflection of the specimens. However, it is clearly seen that significant amount of plastic deformation follows after elastic deformation. No eminent hardening occurs during plastic deformation which is accompanied by extensive slip around the fixed end of the cantilever. The slip is apparently blocked by the GB (orientation difference: 25.8°) and concentrated to one side of the grain. The loading was continued even after the contact position between indenter tip and specimen shifted from the initial position due to the severe bending deformation. No cracking along the GB was, however, observed both in vacuum and H2-containing gas environments.   
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Figure 3  Test results of unnotched specimens: (a) in vacuum and (b) in N2/H2 gas. 

Top: TEM image after deformation, middle: SEM image after test, bottom: load-
displacement relation.  Figure 4 shows test results of V-notched specimens. The orientation difference for this GB is 53.7°. Similar to unnotched specimens, significant amount of plastic deformation with no eminent hardening continues after elastic deformation. In situ TEM and the subsequent high-magnification SEM revealed that slip appeared in both grains, particularly around the notch tip region. The deformation behaviour in both environments was generally similar. The marked difference was the emergence of a sudden cracking along the GB in H2-containing gas environment. This phenomenon was clearly observed both in TEM image and load-displacement chart. The sudden drop of load indicates that the crack initiation was a rather brittle event. The crack, however, 
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stopped propagation soon after initiation. This was found to be the result of crack arrest at a slip plane intersecting the GB (e.g. see the lowermost of Fig. 4(b)). In vacuum, the specimen showed no GB cracking even at a severer deformation level.  
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Figure 4  Test results of V-notched specimens: (a) in vacuum and (b) in N2/H2 gas. 

Top: TEM image during test, middle: load-displacement relation, bottom: SEM 
image after test.  The important points are summarised as follows: (i) the influence of H2 gas environment (i.e. GB fracture) was only observed in V-notched specimen, (ii) GB fracture occurs after severe plastic deformation. The former point may suggest that hydrogen embrittlement (HE) of the current GB is facilitated by the magnitude of local stress concentration. A rough calculation of stress state around the upper GB free-edge by an elastic analysis showed that the stress singularity around a V-notch tip was much higher than 90°/90° free-edge. The high level of local hydrostatic stress might effectively collect solute hydrogen around the notch tip (7). Such an effect alone, however, seems not enough for causing GB fracture as it was not attained during elastic loading. The later point may then suggest that the accumulation of plastic deformation around a GB assists GB embrittlement; transport of solute hydrogen to a GB by dislocation (8) may increase hydrogen concentration around the GB and promote its weakening. These interesting phenomena provide important information as to the fundamental mechanisms of HE that have not been directly obtained by conventional macroscopic tests.    
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4 SUMMARY  In this study, a novel testing method for evaluating the strength of a single grain boundary (GB) subjected to gaseous environments was proposed. The method combined a high-voltage TEM with environmental cell and a nano-indenting specimen holder. The method was applied to a micro-cantilever specimen having a GB sampled from a bulk poly-crystalline Ni3Al. It was shown that, among two specimen types (V-notched and unnotched), grain boundary cracking was only observed in a V-notched specimen loaded in a H2-containing gas environment. 
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ABSTRACT  In this study, residual stresses in polyamide (PA) materials were measured by the x-ray stress measurement technique. There are two problems for measuring residual stresses in polymer. Firstly, the diffraction peak from the polymer appears at the low 2θ angle region. Thus the measurement accuracy for strains reduces. Secondly, the low 2θ angle region is very difficult to use the sin²ψ method. In this study, we employed the transmission diffraction in Ω-diffractometer method to resolve these problems. X-ray elastic constant (XEC) of PA was estimated as the material characteristics. 
 
 
1   INTRODUCTION 
 The fiber reinforced plastics always keeps residual stresses from each the fiber and the matrix. Because there is large different thermal expantion coefficient between the fibre and the matrix (1,2). For example, few reports is published that in x-ray stress measurement of the polymer (3). However, in many cases, residual stresses in polymer materials were calculated indirectly from the stress value of the metallic particle or fiber phase in the composite (4). It is better for it to be able to directly measure the stress in polymer materials by the x-ray diffraction.  In this study, residual stresses in polymer constituting the matrix phase in the composite were measured by x-ray stress measurement. This measurement is widely used to measure residual stresses, and so-called sin²ψ method is common non-destructive technique for evaluation residual stresses in near surface layer. On the other hand, an x-ray beam penetrates into polymeric materials because they are the low absorption coefficient. Thus, we used transmission method of x-ray diffraction instead of the traditional reflection method (5, 6).   
2 X-RAY STRESS MEASUREMENT  Fig.1 shows the coordinate system of the x-ray stress measurement. In the theory of x-ray stress measurement, the ψ angle is defined between the normal direction of the diffraction plane and the normal axis of the sample surface. Then the equation of d-sin²ψ method under the plane stress condition can be expressed as  
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   where E is Young's modulus, ν  is Poisson's ratio, d0 is stress-free lattice spacing, dψ is lattice spacing in tilt angle ψ and direction of σx is coincided with the principle direction in the plane stress. The term ∂dψ/∂(sin²ψ) in Eq.(1) is calculated from the gradient of the regression line in the d-sin²ψ diagram. Thus σx can be calculated from Eq.(1) with the d-sin²ψ diagram. E/(1+ ν) is called the x-ray elastic constant (XEC) that can also be expressed by  
  where M is the gradient of the regression line in the d-sin²ψ diagram. The XEC connects macroscopic stresses and the lattice strain calculated from the lattice spacing dψ. In this study, it was not only the calculation of the XEC, but also including parameters of the elastic constant: E and the Poisson's ratio: ν were separated from the XEC by following equations,  

  where ∂dψ=0/∂σ is the gradient of regression line in dψ=0-σ diagram, and dψ=0 is lattice spacing when the ψ=0° angle.  In this study, the diffraction profile of the PA samples was measured by the Ω-diffractometer method combining the transmission method and the parallel beam slits (5-7). Here parallel beam slits were essential for measurement to the x-ray transmission diffractions, since the x-ray beam will diverge if it’s not used. On the other hand, in this study, this diffraction method was employed in the transmission configurations (0.4≦ sin²ψ≦1.0). It should be noted that the d-sin²ψ method is based on the assumption of the plane stress condition because of a shallow penetration of x-rays. On the other hand, though x-rays penetrate deeply into polymeric materials, we use the d-sin²ψ method in this study. Because these samples were very thin (0.068mm), therefore we assumed that there was no stress component normal to surface. Furthermore, PA samples used in this study consist of two phases: an amorphous phase and a crystalline phase. Residual stresses are only able to be measured from the crystalline phase of PA by x-ray diffraction.   
3      MEASUREMENT METHOD  In this study, measurement samples were cut out from a commercial PA sheet. The thickness of samples is 0.068mm. These samples were used for the tensile testing and the x-ray stress measurement. Fig.2 shows results of tensile testing of the PA samples and sample dimensions are 80mm×10mm. Three kinds of tensile speeds are used. From 

, 

,           (3) ,           (4) 

Fig.1 Difinition of coordinate 
system and ψ angle. 
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0.5mm/min to 3mm/min and these tests were repeated three times, respectively. We decided to use the result of the slowest tensile speed 0.5mm/min in this report.  In this study, three types of sample were prepared in each characteristic deformation. In Fig.2, first is the position A in the elastic deformation and near the yield point area. Second is the position B in the softening area and third is the position C in the oriented hardening area. Stresses in PA samples were measured by x-ray stress measurement under several loads. Fig.3 shows a photograph of one example of transmission method for longitudinal direction with a parallel beam system.  

 
Fig.2 Stress-strain diagram in PA and 

sample picking places for the x-ray  
stress measurement.  In Fig.3, loads were applied by the plate weights. The weight of one plate is 4.9kN and a maximum load, four plates total, is 19.6kN. In elastic deformation of position A, the maximum load could be employed. However in positions B and C the maximum load could not be used, because the deformation levels were over the elastic deformation. Therefore, positions B and C used until tensile loads of 9.8kN, respectively. Table 1 shows the conditions of the x-ray stress measurement.   

Table 1. Conditions of stress measurement 

   
4 RESULTS AND DISCUSSION 
 Fig.4 shows the peak profile from PA and the results of a peak separation. In this figure, three peaks are included in the measured peak profile. There are a halo from the amorphous phase and two diffraction peaks from the crystalline phase. X-ray stress measurement is not applicable for a multi peak in usual cases (8). However, it was impossible for other PA peaks to use the x-ray stress measurement because of the weak 

Fig.3 Photograph of small tensile 
system mounted on a Ω-

diffractometer and maximum 
plate weights loaded. 
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intensity. Therefore, in this study we tried to measure this multi peak. Fig.5 shows the diffraction peak shift by applied loads. The right side line in the peak profile is shifted to the low angle with increasing applied loads. However, the left side line in the peak profile is not shifted. In the x-ray stress measurement method, the alternation of lattice spacing is estimated from the shift of the peak profile and stresses are calculated. From the results in Fig.5, though the peak shift of the peak profile is only in the right side of the peak profile, it seems that there is a possibility of the x-ray stress measurement for PA material.                  Fig.6 shows one example of the d-sin²ψ diagram under several applied loads. This measurement employed the Ω-diffractometer method with the transmission x-ray diffraction. From this result, regression lines of the d-sin²ψ diagram show the good linearity in each line. Therefore, these results can expect to have highly accurate calculations for residual stresses. The gradient of the regression line increases with the load rising. These phenomena indicate that the crystalline phase responded to the external forces.  Fig.7 shows the relationship between the gradients of d-sin²ψ diagram and the applied stresses for comparing of the results in position A, B and C. From this results, the gradient in position A is increased with the applied load rising. On the other hand, position B and C don't respond the applied loads. Therefore, it is assumed that the residual stress in the elastic region can be measured by x-ray stress measurement with d-sin²ψ method. However, when the sample includes the x-ray residual stress measurement is not available. The cause of this phenomenon is considered as follows. In the x-ray 

Fig.4 Diffraction peak in PA. This 
peak consists of three peaks.

Fig.5 Example of the peak shift by 
several loads. Right side of diffraction 
peak shift to the low angle region with 

increased applied loads. 

 
Fig.6 d-sin²ψ diagram of Ω- 

diffractometer method in position A. 
 
 

 
Fig.7 Relationship between ∂dψ/∂(sin²ψ) 

and applied stresses for comparing  
position A, B and C. 
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stress measurement, stresses are calculated by the diffraction peak from a specific diffraction plane. In the initial condition, it is assumed that the orientation of the crystalline phase is a random condition. Therefore, the x-ray residual stress is available in the elastic region in position A. However, when the plastic deformation were generated in the PA sample, it is considered that the orientation which arranges the crystalline phase unidirectionally was also generated in PA. In the result, the crystalline phase contributed the x-ray diffraction changes and decreases. Therefore, the x-ray stress measurement is not available in the PA sample including plastic deformation in positions B and C. Furthermore, though the crystalline phase contributing the diffraction peak decreased, the whole peak profile did not disappear, because the multi peak is used for the x-ray stress measurement in this study.  Fig.8 shows the relationship between dψ=0 with applied stresses in position A. The dψ=0 is the intercept of regression line in d-sin²ψ diagram. This diagram is used to calculate x-ray elastic constant: E and Poisson's ratio: ν in Eq.(2) and (3). In this study, calculated results of XEC, E and ν are 0.384GPa, 0.622GPa and 0.6, respectively.   
5  CONCLUSIONS 
 1. Though the PA peak profile in this study includes multi peaks, the right side line of this peak profile shifted to 2θ low angle side with increasing applied loads. Therefore, using the ordinary d-sin²ψ method, this peak is able to measure the residual stresses of the PA. 2. In the elastic region, d-sin²ψ method is available to measure in PA. However, the samples included plastic deformation, this method is not available.   
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Fig.8 The relationship between dψ=0  
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ABSTRACT  Zirconia is a unique material widely used in engineering, medicine and dentistry as load-bearing structures. Zirconia structures can be shaped either in pre-sintered or sintered states by abrasive machining. However, abrasive machining inevitably induces surface and sub-surface cracks in both pre-sintered and sintered zirconia materials, resulting in poor surface quality and shortened lifespans of zirconia products. This research was undertaken to predict the resistance to machining-induced cracking for pre-sintered and sintered zirconia in nanoindentation using the Sakai model at a peak load of 10 mN and loading rates of 0.1–2 mN/s. The results show that pre-sintered zirconia yielded higher ductility indices and better resistances to machining-induced cracking than sintered zirconia. Both materials revealed the loading rate-independent resistances to machining-induced cracking. This work suggests that pre-sintered zirconia can sustain more mechanical damage and absorb more energy and therefore can be more easily machined than sintered zirconia. 
 
 
1 INTRODUCTION 
 Zirconia ceramics exhibit high strength and fracture toughness due to their phase transformation toughening. These properties make them attractive for load-bearing applications in mechanical bearings. Zirconia ceramics also display good biocompatibility and chemical inertness which make them a wide usage in medicine and dentistry as orthopedic bones and joints, dental implants, crowns and bridges [1]. Currently, zirconia products are manufactured by either machining of pre-sintered blocks followed by post-machining sintering or direct machining of fully sintered blocks [2]. In both processing routes, diamond abrasive tools make numerous cuts on pre-sintered and sintered zirconia blocks, inducing surface/subsurface damage in both zirconia materials and resulting in poor surface quality [3]. Further, these machining-induced flaws in zirconia are stress concentration sites for crack nucleation and propagation, reducing the fatigue strength and lifetimes of zirconia products. To minimize machining-induced cracking for pre-sintered and sintered zirconia during manufacturing, it is important to predict their resistances to fracture. The resistance to machining-induced cracking of pre-sintered and sintered zirconia can be simulated in nanoindentation due to similar micromechanical involvements in indentation and abrasive machining [4]. In indentation, the Sakai model [5], which incorporates fracture energy, Rc, and ductility index, D, can be used to determine the resistance to machining-induced cracking, M. The model was based on the premise that the extent of the plastic process zone ahead of a crack tip controls the fracture resistance. Therefore, the aim of this study was to predict the resistances to machining-induced cracking, M, for pre-sintered and sintered zirconia by nanoindentation using the Sakai model.     
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2 MATERIALS AND METHODS   Pre-sintered zirconia (IPS e.max ZirCAD, Ivoclar Vivadent) blocks commonly used in dental CAD/CAM machining process to make crowns and bridges was selected. The material consisted of 87–95 wt% ZrO2, 4–6 wt% Y2O3, 1–5 wt% HfO2 and 0.1–1 wt% Al2O3 [6]. The density, porosity, strength and grain size of this material were 3.09–3.21 g/cm3, 47.3–49.3%, 50–90 MPa and 0.3 μm, respectively [6]. The fracture toughness was 3.17 MPa.m0.5 [7]. Indentation samples were made with a thickness of 2 mm. They were metallographically ground and polished using successively finer diamond paste to obtain mirror surfaces [8]. Some polished pre-sintered zirconia samples were sintered in a furnace (MTI GSL1500X) to 1300°C for 2 hours at 10°C/min heating rate and then naturally cooled to room temperature. The sintered samples became rougher due to zirconia crystal growth and were metallographically re-polished to obtain mirror surfaces. The density and strength of the sintered zirconia were approximately 6.0 g/cm3 and 900 MPa, respectively; the porosity was less than 0.5%; the grain size was 0.5 μm and the fracture toughness was 5.5 MPa.m0.5 [6].    Nanoindentation was conducted on the pre-sintered and sintered zirconia samples using a nanoindentation system (Triboscope, Hysitron, USA) equipped with a diamond Berkovich indenter at a peak load of 10 mN and 0.1–2 mN/s loading rate. The system has load and displacement resolutions of 1 nN and 0.0002 nm, respectively. Other nanoindentation details are reported in [8]. At each loading rate, six indents were made on each specimen to generate force (p) and displacement (h) data for the p-h curves. The 
p-h curves were used to extract the ductility index, D, which is defined as [5]:  

r tD U U                                                                                                                                                 (1) where Ur and Ut, are the indentation absorbed energy and total energy, respectively. The 
Ut is the total area under the p-h curve, which can be expressed as: 
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tU Pdh k h dh k h n                                                                                            (2) where k1 and n are the loading curve constant and exponent, respectively; hmax is the maximum indentation depth. The elastic strain energy, Ue, is the area of the unloading portion of the p-h curve, which is expressed by:  
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where k2 and m are the unloading curve constant and exponent, respectively; hf is the final depth. The Ur is, therefore, the difference between Ut and Ue. The potential strain energy for machining-induced cracking is the Ue while the total energy consumed during surface cracking is the fracture energy, Rc, and the resultant fracture surface area for the mechanically induced i-th crack, 
1

n

i
i

A

 . The Rc is expressed as:  

2
c ICR K E                                                                                                                                               (4) where KIC is the fracture toughness and E′ is the plane strain modulus given by [9]:   

       2 2 11 1 1r i iE E v E E                                                                                           (5) 
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where Er is the reduced modulus, Ei and vi are the Young’s modulus and Poisson’s ratio of the indenter respectively, E and v are the Young’s modulus and Poisson’s ratio for the material. The Ei and vi for the diamond indenter are 1141 GPa and 0.07, respectively [9]. Assuming that all the potential strain energy is converted to surface energy, it is obtained:  
1

n

t r c i
i

U U R A


                                                                                                                                      (6) 
Substituting Eq. (1) into Eq. (6), and defining M is expressed as the inverse degree of damage for a unit applied work (4):  
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                                  (7) 

Thus, if D = 0, M reduces naturally to the fracture energy; if D = 1, M becomes infinite.   Mean values and standard deviations of ductility indices, D, and resistances to machining-induced cracking, M, were evaluated from six indentations at each loading rate. Single factor ANOVA was performed at 5% confidence interval to examine the loading rate effect in D and M.   
3 RESULTS AND DISCUSSION     Figure 1 shows the Force-displacement (p-h) curves for pre-sintered and sintered zirconia at 2 mN/s loading rate, in which pre-sintered zirconia has higher Ut and Ur than sintered zirconia.   

 
Figure 1. Force-displacement (p-h) curves for (a) pre-sintered zirconia  

(b) sintered zirconia at 2 mN/s loading rate   Figure 2(a) shows ductility indices, D, for pre-sintered and sintered zirconia versus loading rate. For pre-sintered zirconia, the ductility indices remained relatively constant regardless of the loading rate. For sintered zirconia, their ductility indices increased as the loading rate increased from 0.1–0.5 mN/s and then remained constant from 0.5–2 mN/s loading rates. ANOVA analyses show that there was no significant influence of 
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loading rate on ductility indices (p > 0.05) for both materials. The ductility index of pre-sintered zirconia at any loading rate was higher than those of sintered zirconia.   The loading rate-independent ductility indices for pre-sintered and sintered zirconia in Figure 2(a) indicate that ductility index, D, is a material characteristic parameter. Therefore, the average values of the indices from 24 indentations for pre-sintered and sintered zirconia of 0.75 ± 0.08 and 0.58 ± 0.16, respectively, can be used to rank the material ductility. Pre-sintered zirconia with a higher average index consumed or dissipated more energy in plastic deformation than sintered zirconia during nanoindentation, displaying higher quasi-plasticity than sintered zirconia. This is in agreement with the literature where porous hydroxyapatite was found to be more ductile than sintered hydroxyapatite [10]. The average ductility index of pre-sintered is slightly lower than copper’s index (≅ 0.9), which is a well-known ductile material [4].  Figure 2(b) shows resistances to machining-induced cracking, M, for pre-sintered and sintered zirconia versus loading rate. For pre-sintered zirconia, their resistances to machining-induced cracking increased with the loading rate from 0.1–0.5 mN/s, and then decreased when the loading rate was increased to 1 mN/s. From 1–2 mN/s, the resistance remained constant. For sintered zirconia, their resistances to machining-induced cracking remained constant regardless of the loading rate. In both cases, ANOVA analyses show insignificant loading effect on resistance values (p > 0.05). At any loading rate, the average resistances of pre-sintered zirconia were higher than those of sintered zirconia.   

 
Figure 2. (a) Ductility index, D, versus loading rate, (b) Resistance to  

machining-induced cracking, M, versus loading rate  Because resistances to machining-induced cracking for pre-sintered and sintered zirconias were not affected by the loading rate, they can represent a material parameter. The large standard deviations for pre-sintered zirconia can be attributed to the high porosity in the material [8]. Thus, the average resistance values from 24 indentations for pre-sintered and sintered zirconia are 1333.88 ± 440.76 J/m2 and 438.78 ± 135.58 J/m2, respectively. These values are comparable to magnesia-partially stabilized zirconia’s resistance (a very tough ceramic) for pre-sintered zirconia and silicon nitride’s resistance (a very brittle ceramic) for sintered zirconia [4], respectively. This indicates that pre-sintered zirconia can sustain more mechanical damage than sintered zirconia in indentation. This observation also agrees with the previous study where highly porous alumina exhibited better resistance to Hertzian contact damage than sintered alumina 

(a) (b) 
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[11]. Further, sintered zirconia with higher fracture toughness became less damage-resistant than pre-sintered zirconia. This indicates that it is the responses ahead of crack tips, such as plastic deformation and micro-void coalescence that govern the ceramic fracture resistance behaviour.  
 
4 CONCLUSIONS   This work applied nanoindentation and the Sakai model to predict resistances to machining-induced cracking for pre-sintered and sintered zirconia. The results show that both loading rate-independent ductility indices and resistances to machining-induced cracking represent the deformation and fracture resistance behaviors of pre-sintered and sintered zirconia. The higher ductility indices for pre-sintered zirconia predict its higher quasi-plasticity. The higher resistances to machining-induced cracking for pre-sintered indicate its better machinability.      
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ABSTRACT 
 The scattering of Lamb waves has been adopted for effective detection of different types of mechanical damage in both metal and composite structures. The scattering field from a defect is normally obtained through various types of sensors, which can quantify this field in only one direction. This paper presents experimental investigations adopting 3D laser vibrometry and the root mean square (RMS) of the velocity fields in isotropic plate-like structures. Experimental case studies with defects are considered. The results clearly illustrate the benefits of the method and utilisation of the full 3D characterisations of Lamb wave propagation and scattering.   
1  INTRODUCTION 
 Lamb waves signify a type of Guided Wave (GW) generated in plates and shell components. There are two fundamental modes of Lamb waves: symmetric and anti-symmetric. Damage prognostic systems and failure prediction techniques have recently been the subject of demanding research and development in a broad range of engineering applications. The potential benefits of such systems and techniques are significant. These include a considerable increase in reliability and cost reduction of maintenance procedures for critical structures by changing the maintenance strategies from schedule-driven to condition-based.   Lamb wave based testing in particular has been confirmed to be a capable tool among various structural health monitoring (SHM) techniques. Lamb waves have been proven to be reliable tools to identify most types of mechanical damage amongst a range of non-destructive methods. Lamb wave-based damage detection methods have been adopted for numerous research studies recently for both composite [1, 2] and metallic structures [3, 4, 5].   In terms of sensing the Lamb wave propagation, piezo and optical sensors are widely utilised for measurements of Lamb waves due to their high sensitivity and low response time [3, 4]. However, the conventional sensors (including 1D laser vibrometry) can only quantify the scattering field in one direction. Consequently the interpretation of the information obtained with conventional sensors produces significant uncertainties and difficulties. In addition, to achieve a satisfactory resolution for a large inspection area, a dense array of sensors is normally required. These challenges can impact on both the cost and reliability of the measurements.   
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The application of Laser vibrometry for Lamb wave propagation and scattering characterisation measurements and damage detection purposes has been growing significantly over the past twenty years [6, 7, 8, 9]. The main reason for utilising laser vibrometry is its ability to perform accurate and non-contact surface velocity measurements with high resolution images of wave propagation [10, 11]. The perception of Lamb waves propagating in various structures and their interaction with structural variations can be advanced by utilising 3D laser vibrometry technology.   Considering all the aforementioned limitations and challenges, this paper presents a Lamb wave based characterisation and damage imaging method, adopting advanced 3D laser vibrometry. The advanced, high sensitivity and resolution technology combines a high sensitivity resolution and processing time.  
 
 
 
2  EXPERIMENTAL SETUP  The test sample represents large aluminium plates 3 mm in thickness with in-plane dimensions of 400 mm by 800 mm.  A crack of 1.5 mm depth and 10 mm length were milled in the centre of the plate, as it is shown in Figure 1. To generate Lamb waves, a piezoelectric transducer of disk shape was glued 70 mm away from the centre of the plates.  

 
Figure 1: Picture of 10mm length 

crack at the centre of the plate.  The experimental equipment included a signal amplifier, 3D laser vibrometer and a built–in signal generator as illustrated in Figure 2. 5.5 cycle Hanning windowed tone burst signals at frequencies between 100 to 300 kHz were generated using the signal generator. Then, the signal was amplified up to ±50 V using a power amplifier and applied to the transducer mounted on the surface of the plate. The transducer transformed the amplified electrical signal to the surface displacements, which generate the incident Lamb wave burst. The out-of-plane and in-plane velocities were measured with a Polytec PSV-400 3D scanning laser vibrometer and recorded in a file.    

 
Figure 2: Photograph of the Polytec PSV-3D laser vibrometer focused  

at an aluminium specimen with a 10mm crack at the centre. 
 The velocity components were measured at different grid points of 100mm by 100mm, covering the defect and a sufficient area near the defect. In order to build a high resolution wave field image, a fairly small measurement grid size considering the 

10 mm
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specimen 

Laser 
heads PZT 

586



wavelengths of the Lamb waves and close to the transducer was set (giving approximately more than 8 points per wavelength).  A time averaging of 100 was used for the time response at each measurement point to improve the signal-to-noise ratio (SNR), also a band pass filter with lower and higher cut off frequencies based on the signal envelope energy of each centre frequency was applied to reduce the noise outside the frequency band. A sensitivity of 10 mm/s/V and a sampling rate of 1.5 MHz were employed. Each laser head can be autofocused for each scan point but this will seriously increase the scanning time. Instead, interpolated focusing was utilised and then all the other scan points were interpolated. According to the literature [10], this approach is suitable for planar surfaces. 
 
 
3  EXPERIMENTAL RESULTS 
 A plate with a crack was considered in this method. The two fundamental modes of Lamb wave (ܣ୭  and ܵ୭ ) were measured. Four snapshots of the Lamb wave propagation can be seen in Figure 3. The frames of the snapshots represent the out-of-plane velocity field across the surface of the plate. The incident waves, the propagation and scattering due to the presence of the crack, can be clearly seen.  Further to this, the crack location, representing a defect, is circled in Figures 3 and 4.  

 
Figure 3:  Snap shots of z-component velocity field (out-of-plane) at (a) 30.08µs 

(b) 32.20 µs (c) 35.40 µs (d) 40.69µs and (e) 46.20µs Location of the crack is 
marked by a circle.  The Root Mean Square (RMS) value of a set of values is the square root of the arithmetic mean (average) of the squares of the original values. In the case of a set of n values of ሼܽଵ , ܽଶ, ܽଷ , … , ܽሽ the RMS value is given by this formula: 

ܽோெௌ = ටଵ (ܽଵଶ + ܽଶଶ + ⋯ + ܽଶ)  (1)  
 
   

Figure 4: RMS velocity fields for 10 mm length crack in  
(a) x, (b) y and (c) z components.  To investigate more about Lamb wave characterisation, particularly in damage location, the signal ratio was defined. The signal ratio here means the ratio between the 

a 

HV (a) (b) HV (c) HV
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maximum RMS velocity value and the average RMS velocity value. The ratio was calculated along both horizental (H) and vertical (V) axis, crossing the damage location. The ratio can provide a good perspective for comparison of all three velocity components, along with their sensitivity and itraction to  the damage.  

 

Figure 5: Section views of RMS velocity fields along the (a) H and  
(b) V axis through the 10 mm crack for the specimen.  Considering Figure 5 and Table 1, it can be concluded that damage detection is more sensitive to in-plane modes, especially the x-component, rather than the out-of-plane mode. This illustrates that 3D characterisation of Lamb waves provides improved understanding of Lamb wave propagation and scattering for damage detection purposes.    

4  CONCLUSIONS  In the current paper, imaging and localization of various mechanical types of damage for isotropic plate-like structures were investigated. The investigation considered whether the application of 3D laser vibrometry can seriously advance the identification and localization of different types of mechanical damage, based on the scattering of Lamb waves. The main outcomes of this work are: 
 

(1) The merits of adopting the 3D scattering field characterisation in comparison with traditional (1D) measurements, based on laser vibrometry or an array of PZT sensors and    
(2) A presentation of a damage imaging method, based on utilising RMS velocity fields, particularly at the damage location.  Future work will be focused on composite materials and the characterisation of more common structural damage.  
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ABSTRACT 
 The fracture resistance of many alloys is largely determined by their microstructure which may consist of diverse constituents with characteristic architectures and fracture properties. However, the fracture properties of individual microscopic constituents cannot be directly measured with conventional mechanical tests. Micro-fracture testing is a powerful tool to overcome such experimental limitations and can be used to develop an understanding of the relationship between bulk materials properties and the localized mechanical properties of individual constituents. This paper focuses on the application of miniaturized fracture tests to determine the fracture properties of selected microstructural constituents with distinctive architectures. Site specific Focused Ion Beam (FIB) micro-machining was utilized to fabricate a sharply notched micro-cantilever, which was loaded by utilizing a nano-indenter with a large spherical tip. The fracture characteristics were assessed with a simplified plastic hinge model assisted with FE simulations.   
1     INTRODUCTION 
 The ongoing trend to miniaturize mechanical, optical and electronic components requires an understanding of the mechanical behavior of materials at small scales. Additionally, recent advances in material science focus on the development of design concepts for materials based on specific localized architectures and mechanical properties. These reasons are the main driving forces behind the development of experimental techniques for the evaluation of mechanical properties at micro- and nano-scales.  Over the past decade advances in the miniaturisation of mechanical test specimens have been largely associated with the development of Focused Ion Beam (FIB) micro-fabrication techniques. The increasing efficiency and accuracy of modern FIB workstations allow nowadays a reproducible, site-specific fabrication of micro and nano- scaled mechanical test specimens with diverse complex shapes. Mechanical loading of such small samples requires the application of nano-indentation techniques or micro-manipulators.   In the current paper we attempted to probe the fracture properties of a selected microstructural constituent (upper bainite) with a unique architecture. Micro-scaled sharply notched cantilever beams were manufactured using FIB techniques. The samples were loaded with a nano-indenter utilising a spherical tip of a sufficiently large diameter to avoid local plastic deformations in the vicinity of the contact area. The load displacement curve was recorded and analysed with a simplified plastic hinge model, as 
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the tested microstructure demonstrated an essentially ductile behaviour. The simplified model provided values of the critical plastic crack tip opening displacement and critical tip opening angle. Further analysis can include a detailed finite element modelling to evaluate other fracture controlling parameters. The developed technique can be applied to investigate fracture properties of other constituencies and microstructural architectures to identify main fracture mechanisms and the role of individual microstructural architectures in fracture resistance of bulk materials (1).   
2     MICROSTRUCTURAL ARCHITECTURE   Ferritic weld metal is due to the large variety of its intricate constituents with inherent mechanical properties a particularly interesting material to study the relationship between microstructural architecture and fracture properties (2, 3). A common constituent in weld metal is upper bainite. This characteristic microstructural region is typically an aggregate of adjacent clusters of ferrite plates with elongated cementite particles between the boundaries of the plates. This microstructure has been selected for the present investigations. In the next section we outline the fabrication procedure.   
3      FABRICATION  FIB milling is a unique, versatile technique, which allows the fabrication of relatively complex structures into various materials by using an accelerated, focused beam of Ga+ ions to selectively remove material from the surface of a sample. The scale of these structures can range from a couple of nanometres to a few hundred micrometres. Since the fabrication time strongly depends on the total volume of the removed material, this technique becomes largely impractical for applications at larger scales.   

 
  

   
 

a) b) c) 

d) e) f) 

Figure 1: (a-f) SEM images illustrate the fabrication process of the micro beams. 
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The selected test specimen shape was a micro-beam with a pentagonal profile. If the specimens are fabricated in the vicinity of free edge, it is also possible to machine micro-beams with a rectangular profile as it was demonstrated by (4). This could approach the shape of the micro-specimen to the standard (i.e. rectangular cross-section) shapes used for fracture testing, such as in SENB or CB fracture specimens. However, for the objective of the current work the fabrication of the specimens had to be very site specific to target a specific microstructural architecture; and therefore such an approach was not feasible 
 
 
4      TESTING RESULTS  A nano-indenter (IBIS Authority) with a closed loop motorized sample stage with an accuracy of 0.25 µm was used as a load cell to apply the bending load to the free end of the fabricated notched cantilever samples, see Fig. 2(a-b) as well as to measure the magnitude of the load and displacement shown in Fig. 3.   

   

  The loading type was displacement-control with a loading rate of 0.02µm/sec and a maximum displacement of 18 µm. A large spherical tip with a diameter of 40µm was utilised for the loading of the samples to avoid penetration and reduce the deformations 
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Figure 3: Load-deflection curve, i.e. the applied load, P, versus deflection δ. 

Figure 2: (a) SEM image of specimen before testing; (b) SEM image of 
specimen after testing. 
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at the contact area. The measured displacements were therefore dominated by the beam deflection rather than the contact deformation process. Load-deflection curve, see Fig. 3, is perceptibly linear at low loads; this confirms that the measured deflection is dominated by beam deflection. The maximum force and the corresponding deflection are identified from the load-deflection curve, which are utilised in fracture resistance characterisation.  The testing of the notched micro-cantilever reveals largely ductile fracture behaviour of this particular microstructural architecture. Therefore, the methods of LEFM are considered to be inapplicable to characterise the fracture resistance and a simplified plastic hinge model was instead utilised as described below. It is interesting to note that upper bainite is considered to be brittle at macro-scale.   
5      DISCUSSION  The presence of a large yielding region ahead of the crack tip requires non-linear approaches to the evaluation of fracture resistance. The most popular non-linear criteria, which are widely utilised for this purpose at macro-scale, are based on a the J-integral, crack tip opening displacement (CTOD) and crack tip opening angle (CTOA). These criteria assume that there are some critical values of these parameters, which to some extend are geometry and loading independent.   

 
  The CTOD and CTOA are particular appealing because of its readily-grasped physical significance and the opportunity that it offers for direct measurement. The latter is very important for the purpose of the current study as the material properties at the micron-scale are very different to the bulk properties, and there are no possibilities for instrumentation and other direct measurements except using SEM or similar imaging tools.  It also should be recognized that there are two different definitions of CTOA: a crack tip angle that reflects the actual slope. It can be linked directly to the fracture process but the measurement of this parameter represents a formidable measurement task. Another definition for CTOD is an averaged value of the slope, which can be measured but it has less physical justification (5).  Plastic CTOD and CTOA can be relatively easy evaluated from a simplistic plastic hinge model as illustrated in Fig. 4(b). The critical values of CTOD and CTOA can be found by substituting into (1) and (2) the displacement, δc, which corresponds to the maximum 

a) 

Figure 4: Determination of the rotation centre in plastic hinge model from the 
deformed sample. 

b) 
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load, Pc. The values were found to be 7.40 and 1.5 μm respectively. The first value (CTOA) is in the range of the corresponding values for structural materials (5). As a benchmark example, for a tungsten single crystal, a material which is too tough and too soft at room temperature, CTODC were reported from 230 nm to 570 nm, which resulted into fracture toughness of 9.2 MPa√m to 14.4 MPa√m (6). The critical plastic CTOD can also be linked to J-integral or specific surface energy and fracture toughness (7), however, this evaluation requires knowledge of material properties, which are obviously different to the bulk properties at this scale. Moreover, it is expected that the tested microstructural constituent (upper bainite) possesses a significant anisotropy, which makes the evaluation of other fracture characteristics quite problematic.  
 
6     CONCLUSION   In the current paper we attempted to probe the fracture properties of upper bainite, which is a common constituent in weld metal. It has a very distinctive architecture, which represents an aggregate of adjacent clusters of ferrite plates with elongated cementite particles between the boundaries of the plates. Microscopic sharply notched cantilever beams were manufactured using FIB techniques. The samples were loaded with a nano-indenter thereby utilising a spherical tip of a sufficiently large diameter to avoid local plastic deformations in the vicinity of the contact area. The load displacement curve was successfully recorded and analysed.  The respond of the sample to the applied loading had an initial linear region, which indicated that the deformations are largely dominated by beam deflections rather than the localised contact. The linear region was followed by almost a flat loading part (the force stayed constant with the continuous increase of beam deflections). Such mechanical behaviour normally indicates the development of large plastic deformations prior failure. The simplified plastic hinge model was therefore utilised to analyse the fracture behaviour, and non-linear critical parameters of crack tip field were calculated.  The developed technique can be applied to investigate fracture properties of other constituents and microstructural architectures within the same material, to identify, for example, main fracture mechanisms and the role of individual microstructural architectures in the overall fracture resistance. Ultimately, the described experimental technique can provide a unique insight on how microstructural design can be implemented more efficiently to develop new materials with superior fracture properties.   
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