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Foreword 

R esearch methods in the social sciences (I include behavioral 
sciences and education under this broader term) are quite varied, 
as the number of settings and situations in which our investiga­

tions occur are immense. Furthermore, concerns about research ethics and 
potential harm inflicted on human subjects put severe limits on what is 
feasible, requiring social scientists to have at their disposal a plethora of 
possible approaches to apply to a given problem. Social scientists, particu­
larly those who do nonexperimental research and those who conduct field 
research in naturalistic settings, must be well versed in many varied meth­
ods in order to be prepared to apply optimal approaches to address their 
research questions in specific settings. Although different disciplines within 
social science have developed some of their own approaches and practices, 
there is a great deal of overlap among disciplines in the methodologies 
utilized. 

One can classify methods according to whether they are qualitative or 
quantitative. Although there are a variety of approaches, qualitative meth­
ods are distinguished by their collection and synthesis of information in a 
largely nonquantitative way. For example, individuals might be interviewed 
about their experiences living in a college dormitory. The researcher will 
review and synthesize the responses, looking for meaningful themes. 
Quantitative methods, on the other hand, tend to involve defining variables 
in advance and then quantifying observations of those variables. Thus, one 
might ask college students to complete a survey in which questions ask for 
ratings about various aspects of the dormitory experience, such as how 
much they liked the food on a 1-to-5 scale. Different disciplines within 
social science tend to favor one approach over the other-for example, 
anthropologists make frequent use of qualitative methods whereas psy­
chologists mainly use quantitative methods, although there are exceptions 
on both sides. 

The qu~ntitative methods training in social science often divides meth­
odology into assessment, design, and statistics. Assessment concerns 



techniques for measuring or operationalizing variables largely using multiple­
item psychological tests and scales. Design is the structure of an investiga­
tion that defines the sequence and nature of both the conditions subjects 
are exposed to and the observations taken on those subjects. Statistics 
concerns the mathematical procedures used to analyze the quantitative data 
produced by the study once the design is implemented. Assessment, 
design, and statistics are all important elements in any quantitative investi­
gation, so students must develop expertise in all three. Certainly one must 
have sound measurement to be able to draw conclusions about the under­
lying variables of interest, and one must analyze data using appropriate 
statistics, but it is the design of the investigation that is most important in 
being able to draw inferences from an investigation. 

This book deals primarily with design, including both designs for 
experimental and nonexperimental research. It is perhaps unique in provid­
ing a balanced treatment of both qualitative and quantitative methods that 
are integrated at the end when mixed methods are discussed. The book 
begins with a general discussion of basic principles of the scientific method 
in social science, including topics such as validity and control. It then cov­
ers quantitative methods, including experimental, quasi-experimental (in 
Part I), and nonexperimental (in Part II) research. Part III discusses a variety 
of qualitative methods, including grounded theory, ethnography, narrative, 
and phenomenological approaches. The book concludes (Part IV) with a 
treatment of mixed methods and action research that involves elements of 
both qualitative and quantitative methods. 

This book includes both basic and advanced designs, making it useful 
as both a textbook for students in a course that covers design and as a 
guide to experienced researchers. The book provides an example from 
the literature for every design covered. A brief overview is provided of 
each example study's research question and procedure, as well as recom­
mended statistical approaches for data analysis. The citation is provided 
from widely available journals, so each article can be consulted for IJ1ore 
details. Thus, the reader can easily see how each research team was able 
to use each design and how those researchers handled data analysis and 
interpretation. 

Although not every.social),scientist will use all of these designs, the 
serious student of social science research methodology needs a basic 
understanding of how design features inform appropriate inference. Such a 
student should have a working knowledge of qualitative and quantitative 
methods, as provided in this book. It can provide an introduction to design 
that can later serve as a reference to details of specific designs that can be 
applied to a particular problem. The development of the computer over the 
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past three decades has shifted much of the focus of social scientists, espe­
cially those who do quantitative studies, from design to statistics as increas­
ing computing power has allowed the development of increasingly 
computationally complex statistical methods. Thus, in graduate programs 
we find many classes on statistics but few on design. It is important to 
remember that it is the design and not the statistic that is the basis for infer­
ence, making the study of design of vital importance, and this book is an 
invaluable resource for both social scientists and aspiring social scientists. 

Paul E. Spector 
University of South Florida 



Preface 

T he objective of this reference book is to visually present, with 
consistent terminology, quantitative, qualitative, and mixed meth­
ods research designs in education and the social and behavioral 

sciences in a way that students and researchers can readily understand 
and accurately apply in their own investigations. Through our experience 
and research for this guide, we realized there are many inconsistencies and 
variations of terminology, both within and between research texts in educa­
tion and the social and behavioral sciences, especially with the use of the 
terms method, research, approach, and design. We believe that the termi­
nology should be clearly distinguished with the appropriate nomenclature. 
The interchange of terminology creates confusion among consumers of 
research, particularly students. We attempt to resolve the confusion by 
breaking down each aspect of the research terminology into its compo­
nents in a hierarchical fashion to provide clarity for the reader. As seen in 
the chart that follows, the resulting nomenclature is thus used throughout 
the text for the quantitative and the qualitative method. 

QUANTITATIVE 

Level Explanation 

METHOD, The method provides the theoretical, philosophical, and data-analytic stance (e.g., 
a quantitative method,) . 

... 
RESEARCH2 

... 
. . ', 

Research refers to the systematic process of control (e.g., group assignment, 
selection, and data collection techniques). Research can be experimental, quasi­
experimental, or nonexperimental (e.g., a quantitative method, and experimental 
research 2). 

(Continued) 
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(Continued) 

QUANTITATIVE 

Level ' Explanation 

T T 
l 

' The approach is the first step to creating structure to the design, and it details (a) a APPROACH3 ' ' 
' theoretical model of how the data will be collected and (b) if one case, one 
' 
' group, or multiple groups will be associated with the process (e.g., a quantitative 
' ' method 11 experimental research 2 with a between-subjects approach 3). ' ' -----------------+----------------------------------------------------------------------------------

T ' T 

DESIGN4 The design is the actual structure or framework that indicates (a) the time frame(s) 
in which data will be collected, (b) when the treatment will be implemented (or 
not), and (c) the exact number of groups that will be involved (e.g., a quantitative 
method,, experimental research 2 with a between-subjects approach 3 and a pre-
and posttest control group design 4). 

QUALITATIVE 

Level Explanation 
-------------------+--------------------------------------------------------------------------------

METHOD 1 : The method provides the theoretical, philosophical, and data analytic stance 
: (e.g., a qualitative method,). 

-------------------+--------------------------------------------------------------------------------
T 

RESEARCH2 

' 

: Research for the qualitative method is nonexperimental (e.g., a qualitative 
: method, and nonexperimental research). 

-------------------+--------------------------------------------------------------------------------
' 

PERSPECTIVE3 : The perspective is the first step to creating structure to the design, and it details 
: the theoretical perspective (or lens) of how the researcher(s) will approach the 
: study (e.g., a qualitative method,, nonexperimental research 2 with an 

___________________ i ethnographic perspective 3). ____________________________________________________ _ 

T 

DESIGN4 

T 

: The design is the actual structure that indicates (a) if one case, one group, or 
: multiple groups will be associated with the process and (b) when the data will 
: be analyzed (e.g., a qualitative method 1, nonexperimental research 2 with an 
: ethnographic 3 and a case study design 4). 

This book is designed to improve one's ability to conceptualize, con­
struct, test, problem solve, and acquire knowledge, all of which are char­
acteristics of scientific inquiry and the creative process required when 



conducting research. We have discovered, in teaching research methods 
courses and supervising dissertation committees, that students often have a 
difficult time conceptualizing the most appropriate research design, en 
route to collecting the data and answering the stated research questions or 
hypotheses. Based on this observation, we sought to find the best text that 
could help resolve this critical issue. We found that most research methods 
texts are more broad, covering the entire spectrum of the research process 
while devoting only a single chapter or a few sections embedded through­
out (often incomplete) to research designs. Furthermore, the authors of 
these texts often present the research designs without quality visual repre­
sentations and sound real-life examples. The issue is further confounded 
when investigators omit from the Methods portion of published manu­
scripts an accurate description of the research design that was employed. 

We also discuss the issue of inconsistent terminology; for example, it is 
not unusual to see authors use the following terms interchangeably: a car­
relational method, correlational research, a correlational approach, or a 
correlational design. Although this may not be entirely wrong, it is not 
entirely accurate (or specific) and can lead to confusion. It would be more 
accurate to say all together in sequence, a quantitative method, nonexperi­
mental research, an observational approach, and a predictive design (and 
then, of course, the correlational statistic or regression analysis is applied 
to the observational data). These inconsistencies, at best, can lead to confu­
sion and difficulties when attempting to conceptualize and choose the 
design that best fits the research problem and subsequent questions or 
hypotheses; at worst, they can render findings invalid. Considering these 
aspects, students often find themselves lost at that critical part of the 
research process while attempting to (a) choose a design that will allow for 
the acquisition of data best suited to answer their research questions or 
examine their hypotheses and Cb) incorporate a design into the Procedures 
section of their Methods chapter of their dissertation. 

Although we cover a variety of practical research designs in quantita­
tive, qualitative, and mixed methods, this book is not intended to be a 
complete reference guide for individuals conducting program evaluations. 
We briefly address this issue at the end of this guide. We revealed through 
our research for this bo<ik that,piany of these sound research designs pre­
sented within are underused in education and the social and behavioral 
sciences. We hope the presentation of these materials will continue to 
strengthen research in the area through the application of sound method­
ological techniques. These designs can be applied in field, laboratory, and 
even web~based settings. Although this book does not go into great detail 
regarding the theory or philosophy of qualitative or quantitative methods 

Preface + xix 
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and the associated research designs, we do provide recommended texts 
and articles for the reader who is interested in a more thorough under­
standing of a particular approach, method, or design. The intent of this 
book is seemingly paradoxical, in that we attempt to give students and 
researchers a dense (no filler) yet quick reference guide for conceptualizing 
and creating a design that best fits the primary research question. Thus, this 
is an applied text, using visual aids and real-world examples, rather than 
covering foundational and theoretical issues. 

Visually delivering the information coupled with relevant examples 
may optimize the learning process and subsequent application of learning. 
The reader will notice that we often state that further decisions about the 
applications of particular research designs should be based on "theoretical 
and logistical considerations." Although we attempt to apply linear logic 
and black-and-white elements to scientific methodology, there are many 
instances in which "rules of thumb" and old laws do not apply. Research in 
the field of social sciences is still relatively new, and the vast and varied 
contexts in which we investigate create a level of complexity and sophisti­
cation that often requires subjectivity and interpretation. 

As mentioned earlier, this book is meant to cever the most practical and 
common research designs currently used in educational and the social and 
behavioral sciences. Referring to these research designs as "common" or 
"practical" is somewhat a misnomer, and it does not imply that the designs 
are less powerful or the results have less meaning. In reviewing many arti­
cles over the years, we have noticed that, all too often, researchers use 
unnecessarily complex research designs that complicate the application and 
subsequent statistical analyses, leaving much more room for error. Parsimony 
is a favorable word in science; that is, a design should be as complex as it 
needs to be and, at the same time, as simple as it needs to be. 

+ AUDIENCE 

The target audience for this book is the researcher in the fields of education, 
sociology, psychology, nursing, and other human service fields. More spe­
cifically, this book is written for undergraduate students working on honors 
theses and for graduate students working on theses or dissertations. This 
book will assist all students who (a) have a basic understanding of research 
methods, (b) are in the process of conducting research, or Cc) plan on con­
ducting research at some point during their careers. Furthermore, it can also 
be used as a tool by professors who are either teaching research courses or 
supervising students on theses and dissertations. Specifically, professors will 



find this reference guide useful in assisting and guiding students interested 
in improving their understanding of how research is set up and conducted. 
We have attempted to create a visual system in the form of a practical, easy­
to-follow reference guide to help in the conceptualization and development 
of many of the common research designs. We offer examples of this visual 
system "in action" for each of the designs presented with the use of pub­
lished studies. In addition, further recommendations and suggestions are 
provided for those interested in acquiring a more comprehensive under­
standing of basic research designs. The book includes the core designs that 
are used by quantitative, qualitative, and mixed method researchers. 
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FEATURES+ 

We have maintained a singular focus on research designs and have pro­
vided an example for each chosen research design with a relevant peer­
reviewed article. We have incorporated a number of features throughout 
the book that will assist students in designing their own studies. In each 
example, we summarize the procedures and include the relevant variables 
in a design notation model. In many cases, the research article examples 
include multiple research questions or hypotheses. However, for the sake 
of clarity, we attempt to present one overarching research question that 
summarizes the major goal of the study. In some instances, for research in 
qualitative methods, we include a research aim. Research using mixed 
methods usually contains an additional research question to answer the 
inquiry associated with combining quantitative results and qualitative find­
ings. In addition to the example research designs, we also include brief 
discussions on (a) the relevant aspects of research, (b) different types of 
designs, (c) the scientific method, and (d) a list of recommended readings 
pertaining to each area. Also, located in the appendices, we present many 
examples of rarely applied research designs, as well as case study designs, 
with ·brief notations on the intended use and effectiveness. 

·' UNIQUE FEATURES + 

We have summarized and condensed over 140 articles and books included 
in this reference guide. In addition, there are many unique features associ­
ated with this guide. These features were included to enhance the under­
standing of the concepts and designs presented: 
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• An array of relevant references and sources for the reader 
• Consistent terminology, which is emphasized throughout (a stan­

dardized taxonomy) 
• Discussions on the differences between within- and between-subject 

approaches 
o The use of the k-factor design as a means to distinguish multiple-

treatment groups 
• Inclusion of both within-subjects and between-subjects k-factor designs 
• Diagrams of factorial designs 
• Examples of the Solomon N-group designs as an extension of the 

four-group design 
• Diagrams of single-case approaches 
• Diagrams of nonexperimental research such as observational (cor­

relational) and survey approaches 
o Visual models for qualitative methods 
• Proposed designs for mixed method single-case approaches and the 

action research approach 
• Appendices covering examples of rarely used, but relevant, research 

designs for experimental and quasi-experimental research, case stud­
ies, and mixed methods 

• An appendix covering statistical analysis by design and a brief guide 
to reporting statistics 

• An appendix devoted to coding qualitative data 

+ NEW TO THE SECOND EDITION 

For the second edition of this book, we have expanded and added upon 
the already extensive coverage of research designs for qualitative, quantita­
tive, and mixed methods. Many of the additions were included based on 
feedback from students, researchers, reviewers, and our own personal 
experiences using the text in classes and in our research endeavors. As a 
result, the coverage of research designs is more complete and includes top­
ics not previously addressed. In addition, in many cases, we were able to 
update critical references in relation to a specific design or approach dis­
cussed within the text. 

This is a general list of the topics and areas included in the second 
edition: 

• Explanations and examples of conceptual and operational defini­
tions for independent variables 



• Examples of moving from the primary research question to the spe­
cific method, approach, and then appropriate research design 

• Elaboration on the survey approach, including a discussion of the 
most common threats of external and construct validity 

• Presentation of statistical tools common to the observational 
approach for nonexperimental research 

• An expanded discussion on the switching-replication design, includ­
ing a variant of this design when random assignment is used called 
the wait-list continuation design 

• An expanded chapter and updated references for the single-case 
approach 

• A new chapter on the action research approach, including diagrams 
for specific research designs that can be used for participatory action 
research approaches 

• A new appendix that details specific statistical analysis in relation to 
the research design, which includes vignettes, research questions, 
the design, and step-by-step analysis using SPSS (data files available 
via the companion website) 

• A new appendix covering the general procedural steps for qualitative 
data analysis 

• A new appendix that presents quick reference materials for writing 
and summing up preliminary statistical analysis, including effect size 
estimations, power analysis, and statistical symbol interpretations 

• A chart that allows researchers to gauge the quality of an experimen­
tal study based on internal validity, statistical conclusion validity, 
control, and cause-and-effect parameters 

• The Consort 2010: Checklist and Guidelines for Reporting Parallel 
Randomised Trials 

In relation to the updated content of the text, the ancillary materials 
were also updated. This includes the PowerPoints, syllabi, discussion ques­
tions, and assignments. Materials such as data sets, checklists, and articles 
are also available via the companion website . 

.. 

Preface + xxiii 

COMPANION WEBSITE + 

Visit the companion website at study.sagepub.com/edmonds2e to access 
valuable instructor and student resources. These resources include 
PowerPoint slides, discussion questions, class activities, SAGE journal 
articles, web resources, and online data sets. 
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CHAPTER 1 

A PRIMER OF THE 
SCIENTIFIC METHOD 
AND RELEVANT 
COMPONENTS 

T he primary objective of this book is to help researchers understand 
and select appropriate designs for their investigations within the 
field, lab, or virtual environment. Lacking a proper conceptualiza­

tion of a research design makes it difficult to apply an appropriate design 
based on the research question(s) or stated hypotheses. Implementing a 
flawed or inappropriate design will unequivocally lead to spurious, mean­
ingless, or invalid results. Again, the concept of validity cannot be empha­
sized enough when conducting research. Validity maintains many facets 
(e.g., statistical validity or validity pertaining to psychometric properties of 
instrumentation), operates on a continuum, and deserves equal attention at 
each level of the researcQ-pro~s. Aspects of validity are discussed later in 
this chapter. Nonetheless, the research question, hypothesis, objective, or 
aim is the primary step for the selection of a research design. 

The purpose of a research design is to provide a conceptual framework 
that will allow the researcher to answer specific research questions while 
using sound principles of scientific inquiry. The concept behind research 
designs is intuitively straightforward, but applying these designs in real-life 

1 
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situations can be complex. More specifically, researchers face the challenge 
of (a) manipulating (or exploring) the social systems of interest, (b) using 
measurement tools (or data collection techniques) that maintain adequate 
levels of validity and reliability, and (c) controlling the interrelationship 
between multiple variables or indicating emerging themes that can lead to 
error in the form of confounding effects in the results. Therefore, utilizing 
and following the tenets of a sound research design is one of the most 
fundamental aspects of the scientific method. Put simply, the research 
design is the structure of investigation, conceived so as to obtain the 
"answer" to research questions or hypotheses. 

+ THE SCIENTIFIC METHOD 

All researchers who attempt to formulate conclusions from a particular 
path of inquiry use aspects of the scientific method. The presentation of 
the scientific method and how it is interpreted can vary from field to field 
and method (qualitative) to method (quantitative), but the general premise 
is not altered. Although there are many ways or avenues to "knowing," 
such as sources from authorities or basic common sense, the sound appli­
cation of the scientific method allows researchers to reveal valid findings 
based on a series of systematic steps. Within the social sciences, the gen­
eral steps include the following: (a) state the problem, (b) formulate the 
hypothesis, (c) design the experiment, (d) make observations, (e) interpret 
data, CD draw conclusions, and Cg) accept or reject the hypothesis. All 
research in quantitative methods, from experimental to nonexperimental, 
should employ the steps of the scientific method in an attempt to produce 
reliable and valid results. 

The scientific method can be likened to an association of techniques 
rather than an exact formula; therefore, we expand the steps as a means 
to be more specific and relevant for research in education and the social 
sciences. As seen in Figure 1.1, these steps include the following: 
(a) identify a research problem, (b) establish the theoretical framework, 
(c) indicate the purpose and research questions (or hypotheses), (d) develop 
the methodology, (e) collect the data, CD analyze and interpret the data, and 
(g) report the results. This book targets the critical component of the scientific 
method, referred to in Figure 1.1 as Design the Study, which is the point in 
the process when the appropriate research design is selected. We do not 
focus on prior aspects of the scientific method or any steps that come after 
the Design the Study step, including procedures for conducting literature 
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reviews, developing research questions, or discussions on the nature of 
knowledge, epistemology, ontology, and worldviews. Specifically, this 
book focuses on the conceptualization, selection, and application of com­
mon research designs in the field of education and the social and behav­
ioral sciences. 

Again, although the general premise is the same, the scientific method 
is known to slightly vary from each field of inquiry (and type of method). 
The technique presented here may not exactly follow the logic required for 
research using qualitative methods; however, the conceptualization of 
research designs remains the same. We refer the reader to Jaccard and 
Jacoby (2010) for a review on the various scientific approaches associated 
with qualitative methods, such as emergent- and discovery-oriented 
frameworks. 

Q@Jil• The Scientific Method 

The Scientific Method 

Identify a Need 

Establish a Theoretical Foundation 

Formulate the Research Question 

Design the Study 

Collect the Data 

Analyze the Data 

Report the Results 

VALIDITY AND RESEARCH DESIGNS + 

The overarching goal of research is to reach valid outcomes based upon 
the appropriate application of the scientific method. In reference to 
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research designs, validity is defined as the extent to which the outcome 
accurately answers the stated research questions of the study. Validity is a 
complex construct and takes on many different forms, operates on a con­
tinuum, and theoretically can be considered multidimensional. In other 
words, the outcome of most studies cannot typically be dichotomized as 
valid or not valid. Validity also has a place in psychometrics (i.e., the theo­
ries and techniques associated with educational and psychological mea­
surements), and it is generally known as test validity. 

The validity of a measurement tool simply means that it measures what 
it is developed to measure. The focus within this book is the validity related 
to research designs, not test validity (for more information related to test 
validity, reliability, and measurement, see DeVellis [2011] and Viswanathan 
[2005]). Although securing validity is critical at the design stage, it should 
be a consideration throughout the general steps of the scientific method. 
The importance of securing "acceptable" levels of validity for research in 
quantitative methods cannot be overstated. However, aspects of validity 
have also been addressed for qualitative methods. Validity and the qualita­
tive method include focusing in on the trustworthiness of the data, such as 
Lincoln and Guba's (2013) evaluation criteria, as well as the rigor and qual­
ity of the data collection procedures (see also Golafshani, 2003; Loh, 2013; 
Williams & Morrow, 2009). Additionally, the concept of external validity can 
have a place in qualitative methods as well. We refer the reader to Chenail 
(2010) for a review on nonprobabilistic approaches to aspects of generaliz­
ability for qualitative methods. 

In the following sections, we summarize four types of validity related 
to research designs for quantitative methods: internal, external, construct, 
and statistical conclusion validity. Originally, the concepts of internal, 
external, construct, and statistical conclusion validity were all conceptual­
ized for the application and development of experimental and quasi­
experimental research (Campbell, 1957; Cook & Campbell, 1979). Since 
that time, many researchers, books, and Internet references have attempted 
to classify and order these types of validity very differently in accordance 
with nonexperimental research, as well as within different disciplines 
(e.g., epidemiology). 

With minor additions, we organize and present the types of validity 
primarily based on Cook and Campbell's 0979) original work, along with 
Shadish, Cook, and Campbell's (2002) composition. Any condition that 
compromises the validity related to a research design is known as a threat 
(i.e., confounding variables). All types of validity are applicable to experi­
mental and quasi-experimental research; however, the conceptualization of 
internal validity (by definition) does not apply to nonexperimental research, 
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including survey and observational (correlational) approaches. Another 
form of validity-statistical conclusion validity-applies to all research 
within quantitative methods and refers to the role of statistical analyses and 
its relation to research design. 

Independent and Dependent Variables 

In simple terms, the independent variable (IV) is the variable that is 
manipulated (i.e., controlled) by the researcher as a means to test its impact 
on the dependent variable, otherwise known as the treatment effect. In the 
classical experimental study, the IV is the treatment, program, or interven­
tion. For example, in a psychology-based study, the IV can be a cognitive­
behavioral intervention; the intervention is manipulated by the researcher, 
who controls the frequency and intensity of the therapy on the subject. In 
a pharmaceutical study, the IV would typically be a treatment pill, and in 
agriculture the treatment often is fertilizer. In regard to experimental 
research, the IVs are always manipulated (controlled) based on the appro­
priate theoretical tenets that posit the association between the IV and the 
dependent variable. 

Statistical software packages (e.g., SPSS) refer to the IV differently. For 
instance, the IV for the analysis of variance CANOVA) in SPSS is the "break­
down" variable and is called a factor. The IV is represented as levels in 
the analysis (i.e., the treatment group is Level 1, and the control group is 
Level 2). For nonexperimental research that uses regression analysis, the 
IV is referred to as the predictor variable. In research that applies control 
in the form of statistical procedures to variables that were not or cannot 
be manipulated, the IVs are sometimes referred to as quasi- or alternate 
independent variables. These variables are typically demographic vari­
ables, such as gender, ethnicity, or socioeconomic status. As a reminder, 
in nonexperimental research the IV (or predictor) is not manipulated 
whether it is a categorical variable such as hair color or a continuous vari­
able such as intelligence. The only form of control that is exhibited on 
these types of variables is that of statistical procedures. Manipulation and 
elimination do not applt (see l:ypes of control later in the chapter). 

The dependent variable (DV) is simply the outcome variable, and its 
variability is a function of IV and its impact on it (i.e., treatment effect). For 
example, what is the impact of the cognitive-behavioral intervention on 
psychological well-being? In this research question, the DV is psychological 
well-being. In regard to nonexperimental research, the IVs are not manipu­
lated, and the IVs are referred to as predictors and the DVs are criterion 
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variables. During the development of research questions, it is critical to first 
define the DV conceptually, then define it operationally. 

A conceptual def""tnition is a critical element to the research process 
and involves scientifically defining the construct so it can be systematically 
measured. The conceptual definition is considered to be the (scientific) 
textbook definition. The construct must then be operationally defined to 
model the conceptual definition. 

An operational definition is the actual method, tool, or technique 
that indicates how the construct will be measured (see Figure 1.2). 

Consider the following example research question: What is the relationship 
between Emotional Intelligence and conventional Academic Peiformance? 

Q§hiji) Conceptual and Operational Definitions 
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Internal Validity 

Internal validity is the extent to which the outcome was based on the 
independent variable (i.e., the treatment), as opposed to extraneous or 
unaccounted-for variables. Specifically, internal validity has to do with 
causal inferences-hence, the reason why it does not apply to nonexperi­
mental research. The goal of nonexperimental research is to describe phe­
nomena or to explain or predict the relationship between variables, not to 
infer causation (although there are circumstances when cause and effect 
can be inferred from nonexperimental research, and this is discussed later 
in this book). The identification of any explanation that could be respon­
sible for an outcome (effect) outside of the independent variable (cause) is 
considered to be a threat. The most common threats to internal validity 
seen in education and the social and behavioral sciences are detailed in 
Table 1.1. It should be noted that many texts do not indentify sequencing 
effects in the common lists of threats; however, it is placed here, as it is a 
primary threat in repeated-measures approaches. 

•ffln@H• Threats to Internal Validity 

Threat Explanation 

History Any event that occurs during the time of the treatment and the posttest that could 
affect the outcome (e.g., natural life events such as a death in the family, change in 
job, or moving) 

Maturation 

Testing 

j The natural process of changing, growing, and learning over time 

The effects of practice familiarity in taking the same test more than once (e.g., the 
participant who takes the same math achievement test twice in the pretest and 
posttest measures may improve performance simply because of the familiarity with 
the test) 

Instrumentation : The change in a measuring instrument over time (i.e., some instruments undergo 
: revisions) 

-------------------+---------------------------------------------------------------------------------· 
Statistical : The tendency for any extreme score to regress toward the average (i.e., regression 
regression : towar.d.the m~n is a statistical phenomenon that any extreme scores, high or low, 

: eventually regress or revert to the average) 
-------------------+----------------------------------------------------------------------------------

' Selection bias : Also known as selection effect; results when researchers do not use a systematic 
: assignment technique (e.g., random assignment) to assign participants to conditions 
: and is the largest threat to internal validity in quasi-experimental research 

(Continued) 
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•ffl§fii• (Continued) 

Threat 

Attrition 

Explanation 

The loss of participants during the term of the experiment (also known as drop-out 
or subject mortality) 

-------------------+----------------------------------------------------------------------------------
' Combination of ' 

selection and 
other treatments 

For designs that include more than one group-any one of the threats to 
internal validity can affect one of the groups in the study as opposed to 
the other (e.g., the participants in one condition may have been exposed to a 
stressful event not related to the experiment, but this event does not affect the 
other condition) 

-------------------+----------------------------------------------------------------------------------
Diffusion ' ' ' ' ' ' 

The inadvertent application of the treatment to the control group (e.g., 
in educational settings, teachers may use aspects of the math intervention 
in the control group that are supposed to be delivered only to the control 
condition) 

Special treatment ! Special attention to the control group, with the changes attributed only to the 
: attention (i.e., placebo effect) 

-------------------+---------------------------------------------------------------------------------· 
Sequencing 
effects 

-Order effects 

-Carryover effects 

' Related to within-subject (repeated-measures) approaches and also known as 
multiple-treatment interference, fatigue effects, and practice effects; can be 
separated into order effects (i.e., the order in which participants receive the 
treatment can affect the results) and carryover effects (i.e., performance in one 
condition affects performance in another condition) 

External Validity 

External validity is the extent to which the results can be general­
ized to the relevant populations, settings, treatments, or outcomes. 
Generally speaking, external validity can be secured if a true probability 
sampling technique (e.g., random selection) is used, although logisti­
cally this is often extremely difficult. Therefore, it is feasible that cause 
and effect can be established via the application of a sound experiment, 
but the findings may not generalize to the appropriate population or 
settings. As seen in Table 1.2, the primary threats to external validity are 
detailed and primarily slanted toward the examinations of causal rela­
tionships. However, issues pertaining to external validity should be 
considered for nonexperimental research. The most obvious threat to 
external validity for survey approaches (a form of nonexperimental 
research), for example, would be sample characteristics, sometimes 
referred to as sampling bias. 
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•Mn IP Threats to External Validity 

Threat 

Sample characteristics 

Explanation 

The extent to which the sample (i.e., unit) represents the population 
from which it is drawn (i.e., for a sample to represent a population, the 
researcher must employ random selection and the appropriate sampling 
procedure and power analysis) 

·----------------------------+-----------------------------------------------------------------------· ' Stimulus characteristics and : The unique factors involved in providing the treatment or intervention, 
settings : such as the setting and researchers (i.e., it is difficult to replicate 

: contrived laboratory conditions to real-life scenarios) 

Treatment variations 

Outcome variations 

Context-dependent 
mediation 

Construct Validity 

' 
: Variations in the same treatment or the combination of multiple or 
: partial treatments that account for different results 

' : Observing the effect of one type of outcome differs when alternate 
: outcomes are observed 
' 

Mediating variables related to outcomes differ between contexts or 
: settings 

Construct validity refers to the extent a generalization can be made 
from the operationalization (i.e., the scientific measurement) of the theo­
retical construct back to the conceptual basis responsible for the change in 
the outcome. Again, although the list of threats to construct validity seen in 
Table 1.3 are defined to imply issues regarding cause-effect relations, the 
premise of construct validity should apply to all types of research. Some 
authors categorize some of these threats as social threats to internal validity, 
and some authors simply categorize some of the threats listed in Table 1.3 
as threats to internal validity. The categorization of these threats can be 
debated, but the premise of the threats to validity cannot be argued (i.e., a 
violation of construct validity affects the overall validity of the study in the 
same way as a violation of internal validity). 

•. ', 

Statistical Conclusion Validity 

Statistical conclusion validity is the extent to which the statistical covari­
ation (relationship) between the treatment and the outcome is accurate. 
Specifically, the statistical inferences regarding statistical conclusion validity 
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•ffldlij Threats to Construct Validity 

Threat 

Attention and contact 
with participants 

Explanation 

Similar to special treatment; the level of attention (differentiated attention) 
from the experimenter varies between the groups (e.g., the researcher spends 
more time with Group 1 than Group 2, and the differences observed in the 
outcome can be explained by the increased amount of attention and not due 
to the intervention) 

·------------------------+----------------------------------------------------------------------------
Single operations and : The impact the researcher has on the development and implementation of 
narrow stimulus : the treatment (i.e., researchers deliver treatments differently based on 
sampling : experiences and expertise; therefore, it is difficult to measure the impact the 

: researcher has on the treatment itself) 
-------------------------+----------------------------------------------------------------------------
Experimenter : The researchers' expectancies, beliefs, and biases about the results (e.g., if a 
expectancies : researcher strongly believes anxiety reduces test performance, then the 

: interaction between the researcher and the participant may influence the 
: outcome because the delivery of instructions and adherence to protocols 
: may change) 

Cues of the : Sources of influence conveyed to prospective participants (e.g., rumors, 
experimental situation : information passed along from previous participants) 
·------------------------+---------------------------------------------------------------------------· 
Novelty effects : The novelty of being in a new or innovative context 
-------------------------+----------------------------------------------------------------------------
Inadequate explication : The construct under investigation is not appropriately defined conceptually, 
of constructs : leading to inadequate measurement (i.e., operationalization) 
-------------------------•----------------------------------------------------------------------------
Construct confounding : Multiple constructs not clearly identified and accounted for operationally 
-------------------------+----------------------------------------------------------------------------
Mono-operation bias : An operationalization (i.e., measurement) does not appropriately represent 

: the construct under investigation, leading to measuring unintended 
: constructs 

Mono-method bias : All measurement techniques are the same as a means to measure the 
: construct under investigation 

-------------------------+----------------------------------------------------------------------------
Confounding constructs : All the levels of a construct are not fully accounted for through the 
with levels of j appropriate measurement and reporting tools 
constructs : 

Treatment sensitive 
factorial structure 

: The interpretation and structure of a measure change as a result of the 
: treatment 

·------------------------+---------------------------------------------------------------------------· 
Reactivity to assessment : The participants' awareness of being studied may influence the outcome; 

: also known as acquiescence bias, social desirability, and the Hawthorne or 
: observer effect; also an unnatural reaction to any particular form of 
: assessment (i.e., when participants know they are being assessed, the 
: assessment is considered obtrusive and may alter outcome measures other 
: than what they would naturally) 
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Threat : Explanation 

Test sensitization : Also known as pretest sensitization; the sensitization to the intervention 
: when participants are pretested (e.g., participants are pretested on 
: perceptions of persuasive speeches and are then shown a movie on a 
: persuasive speech; the pretest may influence how they view the speech) 

-------------------------+-------------------------------------~--------------------------------------
Timing of measurement : The point in time the assessments are administered (i.e., unknown changes 

: may occur, and the different timing of assessments may reveal different 
: results) 

Compensatory 
equalization 

: When participants in one condition receive more desirable services or 
: compensation compared to that of another condition (thus, constituents may 
: provide enhanced services or goods to the condition not receiving the 
: benefits) 

Compensatory rivalry : When participants in the control condition make a concerted effort to make 
: improvements or changes in line with the treatment condition 

·------------------------+----------------------------------------------------------------------------
Resentful : When participants become resentful or demoralized when they perceive they 
demoralization : are receiving a less desirable treatment compared to that of another condition 

has to do with the ability with which one can detect the relationship 
between the treatment and outcome, as well as determine the strength of 
the relationship between the two. As seen in Table 1.4, the most notable 
threats to statistical conclusion validity are outlined. Violating a threat to 
statistical conclusion validity typically will result in the overestimation or 
underestimation of the relationship between the treatment and outcome in 
experimental research. A violation can also result in the overestimation or 
underestimation of the explained or predicted relationships between vari­
ables as seen in nonexperimental research. 

•fflbli• Threats to Statistical Conclusion Validity 

Threat Explanation 

Low statistical power 

' ' ' 

Power is the extent to which the results of an analysis accurately reveal a 
statistically significant difference between groups (or cases) when a statistical 
ilfferenc~ truly exists. 

------------------------+-----------------------------------------------------------------------------
' Assumption violation : Violating the assumptions (depending on the extent of the violation) of 

of statistical tests : statistical tests can lead to overestimation or underestimation of practical and 
: statistical significance of an outcome. 

(Continued) 
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•fflHMI• (Continued) 

Threat 

Error rate problem 

Explanation 

Statistical significance can be artificially inflated when performing multiple 
pairwise tests; it is also referred to as family-wise error rate (i.e., the probability 
of making a Type I error when performing multiple pairwise analyses). 

------------------------+-----------------------------------------------------------------------------
Restriction of range : A lack of variability between variables weakens the relationship and lowers 

: statistical power. 
------------------------•----------------------------------------------------------------------------· 
Extraneous variance in 
the experimental 
setting 

' : Variations within the experimental setting (e.g., temperature) may inflate 
: error. 
' ' ' ------------------------+-----------------------------------------------------------------------------

Inaccurate effect size : Some statistical analyses can overestimate or underestimate the size of an 
estimation : effect. 
------------------------+-----------------------------------------------------------------------------
Variability in the 
procedures 

Also referred to as unreliability of treatment implementation, the variations 
in the application of an intervention may affect the outcome (i.e., a 
nonstandardized approach will create variability in the outcome that is 
not attributable to the treatment, but rather to the application of the 

, treatment). 
------------------------+----------------------------------------------------------------------------· 
Subject heterogeneity : The variability of participant demographics (e.g., age, race, ethnicity, 

: background) may create unaccounted-for variations in the findings. 
------------------------+----------------------------------------------------------------------------· 
Unreliability of the 
measures 

Multiple comparisons 
and error rates 

' Measures maintain certain levels of validity and reliability (pertaining to 
psychometric principles), and lack of reliability causes inconsistency in 
measurement. 

The use of multiple dependent variables across conditions and multiple 
statistical analyses creates greater opportunities for error variance. 

The reader is referred to the following books and article for an in-depth 
review of issues related to validity in research: 

Cook, T. D., & Campbell, D. T. (1979). Quasi-experimentation: Design 
and analysis issues for field settings. Chicago, IL: Rand McNally. 

Shadish, W. R. (2010). Campbell and Rubin: A primer and comparison 

of their approaches to causal inference in field settings. Psychological 
Methods, 15, 3-17. 

Shadish, W.R., Cook, T. D., & Campbell, D. T. (2002). Hx:perimental and 
quasi-experimental designs for generalized causal inference. Boston, 
MA: Houghton Mifflin. 



Chapter 1 A Primer of the Scientific Method and Relevant Components + 13 

DESIGN LOGIC + 

The overarching objective of a research design is to provide a framework 
from which specific research questions or hypotheses can be answered 
while using the scientific method. The concept of a research design and its 
structure is, at face value, rather simplistic. However, complexities arise 
when researchers apply research designs within social science paradigms. 
These include, but are not limited to, logistical issues, lack of control over 
certain variables, psychometric issues, and theoretical frameworks that are 
not well developed. In addition, with regard to statistical conclusion valid­
ity, a researcher can apply sound principles of scientific inquiry while 
applying an appropriate research design but may compromise the findings 
with inappropriate data collection strategies, faulty or "bad" data, or misdi­
rected statistical analyses. Shadish and colleagues (2002) emphasized the 
importance of structural design features and that researchers should focus 
on the theory of design logic as the most important feature in determining 
valid outcomes (or testing causal propositions). The 'logic of research 
designs is ultimately embedded within the scientific method, and applying 
the principles of sound scientific inquiry within this phase is of the utmost 
importance and the primary focus of this guide. 

Control 

Control is an important element to securing the validity of research 
designs within quantitative methods (i.e., experimental, quasi-experimental, 
and nonexperimental research). However, within qualitative methods, 
behavior is generally studied as it occurs naturally with no manipulation or 
control. Control refers to the concept of holding variables constant or sys­
tematically varying the conditions of variables based on theoretical consid­
erations as a means to minimize the influence of unwanted variables (i.e., 
extraneous variables). Control can be applied actively within quantitative 
methods through (a) manipulation, (b) elimination, Cc) inclusion, (d) group 
or condition assignmen~, -.or (e}~tatistical procedures. 

Manipulation. Manipulation is applied by manipulating (i.e., controlling) 
the independent variable(s). For example, a researcher can manipulate a 
behavioral intervention by systematically applying and removing the inter­
vention or by controlling the frequency and duration of the application 
(see section on independent variables). 
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Ill 

Elimination. Elimination is conducted when a researcher holds a variable 
or converts it to a constant. If, for example, a researcher ensures the tem­
perature in a lab is set exactly to 76° Fahrenheit for both conditions in a 
biofeedback study, then the variable of temperature is eliminated as a factor 
because it is held as a constant. 

Inclusion. Inclusion refers to the addition of an extraneous variable into 
the design to test its affect on the outcome (i.e., dependent variable). For 
example, a researcher can include both males and females into a factorial 
design to examine the independent effects gender has on the outcome. 
Inclusion can also refer to the addition of a control or comparison group 
within the research design. 

Group assignment. Group assignment is another major form of control 
(see more on group and condition assignments later). For the between­
subjects approach, a researcher can exercise control through random assign­
ment, using a matching technique, or applying a cutoff score as means to 
assign participants to conditions. For the repeated-measures approach, con­
trol is exhibited when the researcher employs the technique of counterbal­
ancing to variably expose each group or individual to al_l the levels of the 
independent variable. 

Statistical procedures. Statistical procedures are exhibited on variables, 
for example, by systematically deleting, combining, or not including cases 
and/or variables (i.e., removing outliers) within the analysis. This is part of 
the data-screening process as well. As illustrated in Table 1.5, all of the 
major forms of control can be applied in the application of designs for 
experimental and quasi-experimental research. The only form of control 
that can be applied to nonexperimental research is statistical control. 

Control Techniques for Experimental, Quasi-Experimental, and Nonexperimental 
Research 

Type of Control 
Experimental and 

Quasi-Experimental Research Nonexperimental Research 

Manipulation Yes 
' ' ·-------------------------------------------------------•-----------------------------------------------------·---------------------------------------------------· 
' ' 

I ' ' 
-~-!_~!_~~~!~~-------------------------------------_i_-----------------------~~-: _______________________ _L_ _________________________________________________ , 
Inclusion j Yes j 

:~~i~:~:~~:~~;~;~;~;:~;~i:~:~:~:~~~::::::r::::::::::::::::::::::~~~:::::::::::::::::::::::r:::::::::::::::::::::::::::::::::::::::::::::::::: 
Statistical procedures j Yes j Yes 
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DESIGN NOTATIONS + 

Design notations are the symbols used to diagrammatically illustrate the 
process of a research design (see Table 1.6). Within the design, time 
moves from left to right of the design structure. We used the design nota­
tions presented here in each research design covered. The notations 
presented in this book are based on Campbell and Stanley's (1963) work. 

Observation (0). Observation, also known 'as 
measurement, is symbolized by an "O." The O can 
refer to a single measure of the dependent variable 
or multiple measures (0 1, 0 2 ••• 0,). 

•fflij@ft@ Design Notations 

Design Notation i Design Element 

0 Observation 
Treatment (X). Treatment, also known as inter­
vention or program (i.e., the treatment is techni­
cally the independent variable and also referred to 
as a factor), is symbolized with an "X." A control 
group typically does not receive the treatment and 
is designated as "-" in its place. 

·------------------------------•------------------------------· 
X Treatment 

·------------------------------•------------------------------· 
A, Factor 

Factor (A, B ... Z). Multiple treatments (factors) used in a design are 
designated as "XA" and "X8 " and can go as far up the alphabet as there 
are factors. 

ASSIGNMENT TECHNIQUES + 

In quantitative methods, each group in a research design has its own 
line within the structure of the diagram (see Table 1.7). One line equates 
to one group, two lines equate to two groups, and so on. The assign­
ment of a group is usually the first design notation listed in the line 
structure. 

Random assignmet\t (R)). Partici­
pants are randomly assigned to each 
condition to theoretically ensure 
group equivalency. Logistically, as 
seen in Figure 1.3, stratified random 
assignment (Rs), sometimes referred 
to as blocking, is used to ensure that 

•@nifj Group Assignment Design Notations 

Design Notation Assignment 

R Random 
------------------------------------------•-------------------------------------------· 

NR Nonrandom 
·-----------------------------------------•-------------------------------------------· 

C Cutoff score 
·-----------------------------------------•-------------------------------------------· 

Matched 
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the subjects are balanced within predetermined stratum blocks or strata 
(e.g., age, ethnicity) and then randomly assigned to conditions. See 
Imgen and Rubin (2015) for more on classical random-assignment 
approaches, such as Bernoulli trials, completely randomized, stratified, 
and paired-randomized experiments. 

Nonrandom assignment (NR). Participants are assigned to each con­
dition by a matter of convenience or necessity because random assign­
ment is neither an option nor required (nonequivalent groups). 

Cutoff score (C). A cutoff score (criterion) is used to assign partici­
pants to groups within regression-discontinuity approaches. To create 
a cutoff criterion, a single pretest continuous distribution is determined 
and then a division in the data (i.e., cutofO is made that determines the 
assignment of participants to conditions. 

Matched (M). Matching is a technique used by researchers to match 
participants on the basis of some extraneous variable that is related to 
the dependent variable. When this technique is used to assign partici­
pants to conditions, some researchers refer to these as match-group 
designs, but this is not entirely accurate. It is the assignment technique 
that changes, but the design remains the same. 

Matched pairs. For application in any research design indicated in 
the between-subjects approach, the researcher can (a) match partici­
pants in pairs based on certain criteria (e.g., IQ score), then randomly 
assign each member of the pair to conditions in order to ensure 
group equivalency (experimental design), and designate this as MR or 
(b) match participants based on certain criteria without random 
assignment to a specific group (quasi-experimental design), then des­
ignate this as MNR. For more on matched pairs, see Shadish et al. 
(2002, p. 118). 

Matched grouping. For application in observational approaches, as 
well as the ex post facto (i.e., after the fact) design, the researcher 
manually matches participants in groups (M) as a means to establish 
control over the variables of interest. This is conducted because the 
independent [treatment] variable has already occurred and is not 
manipulated; therefore, various levels of alternate independent vari­
ables (e.g., age, gender) can be statistically manipulated and used as a 
means to assign individuals to conditions (see more on ex post facto 
designs later in this guide). This is a form of statistical procedures 
control often used in epidemiology studies. 
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Counterbalancing. Counterbalancing is a technique used only in 
repeated-measures approaches to control for sequencing effects. 
Researchers use counterbalancing to variably expose each group or 
individual to all the treatments or various treatment levels. The most 
common form of counterbalancing is conducted at the group level 
(each group is exposed to the treatment at different sequences). 
However, counterbalancing can be randomized (sequence is ran­
domly determined for each participant), intrasubject (participants are 
exposed to more than one sequence, usually in one order, then 
reversed), complete (every possible sequence is offered), or incom­
plete (not every sequence is provided because it would require too 
many conditions, as seen later in the Latin-square design). 

The reader is referred to the following article and book for an in-depth 
review of topics related to group assignment: 

Cook, T. D., & Steiner, P. M. (2010). Case matching and the reduction 
of selection bias in quasi-experiments: The relative importance of pre­
test measures of outcome, of unreliable measurement, and of mode of 
data analysis. Psychological Methods, 15(1), 56-68. 

Rubin, D. B. (2006). Matched sampling for causal effects. Cambridge, 
England: Cambridge University Press. 

Q@iiit Example of a Stratified Random-Assignment Technique 

Sample of Subjects With CPAs Ranging From 2.0 to 4.0 (N = 52) 

Subjects With a Subjects With a Subjects With a Subjects With a 
CPA of 2.0 to 2.5 CPA of 2.6 to 3.0 CPA of 3. 7 to 3.5 CPA of 3.6 to 4.0 

(n = 74) (n = 7 2) (n = 7 6) (n = 70) 

J. J. J. J. 

Treatment (x) . ,., = 7 ..,, 
n=6 n=B n=S 

- - - - - - - - - - -f-- - - - - - - - f-- - - - - - -
2 Control(-) n=7 n=6 n=B n=S 

Note: This is an example of a two-group design (one treatment and one control group), and the pool of subjects is 
separated into strata based on grade point average (GPA; i.e., the stratification variable) and then randomly assigned 
to conditions. Some researchers recommend using this technique when N < 100 (Lachin, Matts, & Wei, 1988). 
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+ COMPARISON AND CONTROL GROUPS 

The group that does not receive the actual treatment, or intervention, is 
typically designated as the control group. Control groups fall under the 
group or condition assignment aspect of control. Control groups are com­
parison groups and are primarily used to address threats to internal validity 
such as history, maturation, selection, and testing. A comparison group 
refers to the group or groups that are not part of the primary focus of the 
investigation but allow the researcher to draw certain conclusions and 
strengthen aspects of internal validity. There are several distinctions and 
variations of the control group that should be clarified. 

Control group. The control group, also known as the no-contact con­
trol, receives no treatment and no interaction. 

Attention control group. The attention control group, also known as 
the attention-placebo, receives attention in the form of a pseudo-inter­
vention to control for reactivity to assessment (i.e., the participant's 
awareness of being studied may influence the outcome). 

Nonrandomly assigned control group. The nonrandomly assigned 
control is used when a no-treatment control group cannot be created 
through random assignment. 

Wait-list control group. The wait-list control group is withheld from 
the treatment for a certain period of time, then the treatment is pro­
vided. The time in which the treatment is provided is based on theoreti­
cal tenets and on the pretest and posttest assessment of the original 
treatment group. 

Historical control group. Historical control is a control group that is 
chosen from a group of participants who were observed at some time 
in the past or for whom data are available through archival records, 
sometimes referred to as cohort controls (i.e., a homogenous successive 
group) and useful in quasi-experimental research. 

+ SAMPLING STRATEGIES 

A major element to the logic of design extends to sampling strategies. 
When developing quantitative, qualitative, and mixed methods studies, it is 
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important to identify the individuals (or extant databases) from whom you 
plan to collect data. To start, the unit of analysis must be indicated. The 
unit of analysis is the level or distinction of an entity that will be the focus 
of the study. Most commonly, in social science research, the unit of analysis 
is at the individual or group level, but it can also be at the programmatic 
level (e.g., institution or state level). 

There are instances when researchers identify units nested within an 
aggregated group (e.g., a portion of students within a classroom) and refer to 
this as nested designs or models. It should be noted that examining nested 
units is not a unique design, but rather a form of a sampling strategy, and the 
relevant aspects of statistical conclusion validity should be accounted for (e.g., 
independence assumptions). After identifying the unit, the next step is to 
identify the population (assuming the individual or group is the unit of analy­
sis), which is the group of individuals who share similar characteristics (e.g., 
all astronauts). Logistically, it is impossible in most circumstances to collect 
data from an entire population; therefore, as illustrated in Figure 1.4, a sample 
(or subset) from the population is identified (e.g., astronauts who have com­
pleted a minimum of four human space-flight missions and work for NASA). 

Qijij(II• Example of a Sample Extracted From a Population 

Population 
Astronauts 

The goal often, but not always, is to eventually generalize the finding to 
the entire population. There are two major types of sampling strategies, prob­
ability and nonprobability ..sampliqg. In experimental, quasi-experimental, and 
nonexperimental (survey and observationaD research, the focus should be on 
probability sampling (identifying and selecting individuals who are considered 
representative of the population). Many researchers also suggest that some form 
of probability sampling for observational (correlational) approaches (predictive 
designs) must be employed-otherwise the statistical outcomes cannot be gen­
eralizable. When it is not logistically possible to use probability sampling, or as 
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seen in qualitative methods not necessary, some researchers use nonprobabil­
ity sampling techniques (i.e., the researcher selects participants on a specific 
criterion and/or based on availability). The following list includes the major 
types of probability and nonprobability sampling techniques. 

Probability Sampling Techniques 

Simple random sampling. Every individual within the population 
has an equal chance of being selected. 

Cluster sampling. Also known as area sampling, this allows the 
researcher to divide the population into clusters (based on regions) and 
then randomly select from the clusters. 

Stratified sampling. The researcher divides the population into 
homogeneous subgroups (e.g., based on age) and then randomly 
selects participants from each subgroup. 

Systematic sampling. Once the size of the sample is identified, the 
researcher selects every nth individual (e.g., every third person on the 
list of participants is selected) until the desired sample size is fulfilled. 

Multistage sampling. The researcher combines any of the probability 
sampling techniques as a means to randomly select individuals from 
the population. 

Nonprobability Sampling Techniques 

Convenience sampling. Sometimes referred to as haphazard or acci­
dental sampling, the investigator selects individuals because they are 
available and willing to participate. 

Purposive sampling. The researcher selects individuals to participate 
based on a specific need or purpose (i.e., based on the research objec­
tive, design, and target population); this is most commonly used for 
qualitative methods (see Patton, 2002). The most common form of 
purposeful sampling is criterion sampling (i.e., seeking participants 
who meet a specific criterion). Variations of purposive sampling 
include theory-guided, snowball, expert, and heterogeneity sampling. 
Theoretical sampling is a type of purposive sampling used in grounded­
theory approaches. We refer the reader to Palinkas et al. (2014) for a 
review of recommendations on how to combine various sampling 
strategies for the qualitative and mixed methods. 
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The reader is referred to the following book for an in-depth review. of a 
topic related to sampling strategies for quantitative and qualitative methods: 

Levy, P. S., & Lemeshow, S. (2009). Sampling of populations: Methods 
and applications (4th ed.). New York, NY: John Wiley & Sons. 

Now that we covered a majority of the relevant aspects to research design, 
which is the "Design the Study" phase of the scientific method, we now pres­
ent some steps that will help researchers select the most appropriate design. 
In the later chapters, we present a multitude of research designs used in quan­
titative, qualitative, and mixed methods. Therefore, it is important to review 
and understand the applications of these designs while regularly returning to 
this chapter to review the critical elements of design control and types of valid­
ity, for example. Let's now examine the role of the research question. 

RESEARCH QUESTIONS + 

Simply put, the primary research question sets the foundation and drives 
the decision of the application of the most appropriate research design. 
However, there are several terms related to research questions that should 
be distinguished. First, in general, studies will include an overarching obser­
vation deemed worthy of research. The "observation" is a general statement 
regarding the area of interest and identifies the area of need or concern. 

Based on the initial observation, specific variables lead the research­
ers to the appropriate review of the literature and a theoretical framework 
is typically established. The purpose statement is then used to clarify the 
focus of the study, and finally, the primary research question ensues. 
Research studies can also include hypotheses or research objectives. 
Many qualitative studies include research aims as opposed to research 
questions. In quantitative methods (this includes mixed methods), the 
research question (hypotheses and objectives) determines (a) the popula­
tion (and sample) to be investigated, (b) the context, (c) the variables to 
be operationalized, and ~) th~esearch design to be employed. 

Types of Inquiry 

There are several ways to form a testable research inquiry. For qualita­
tive methods, these can 'be posed as research questions, aims, or objectives 
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while identifying the central phenomenon to be explored. For the applica­
tion of quantitative methods, researchers can use questions and objectives 
as well, but also can use hypothesis. Hypotheses are simply predictions the 
researcher posits as to the direction a relationship will manifest between 
two or more variables. A hypothesis is purely statistical terminology that is 
thus tested with statistics. At the heart of every statistical analysis is the null 
hypothesis. For example, a basic t test is used to examine the mean differ­
ences between two groups. The null hypothesis for the t test is that no 
differences exist between the two groups. The researcher then collects data 
from the two groups, states an alternate hypothesis to the null, and then 
analyzes the data with the t test to either reject or accept that null. And in 
the process, the hypothesis is confirmed or disconfirmed. 

Research questions for the quantitative method are still tested in the 
same manner but are just presented in a different fashion. Creswell's (2014) 
composition presented three major types of research questions and scripts 
to be applied to aid in the development of these questions. The three types 
are the following: 

Descriptive. The descriptive question indicates the participants and at 
least one variable to be investigated. An example could be "What are 
the anxiety levels of students in the math class?" In this example, the 
variable to be measured is anxiety levels, and the participants are stu­
dents in a math class. 

Relational. A relationship question includes at least two variables and 
the participants from which the data should be collected. For example, 
"What is the relationship between pretest anxiety and test scores for 
students taking college entrance exams?" The two variables are anxiety 
and test scores. 

Comparison. A comparison question indicates at least two distinct 
groups and at least one variable that can be measured between the two 
groups. For example, "How do males compare to females in terms of 
the their pretest anxiety and test scores on college entrance exams?" 

Research questions for the qualitative method are classified as central 
and subquestions. It is recommended to begin qualitative research ques­
tions with open-ended verbs such as what or how to convey the emerging 
aspect reflective of the qualitative method. 

Central. The central research question is a broad statement of inquiry 
focused on the exploration of the central or primary phenomenon of 
focus. For example, a central research question for an ethnographic 
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approach could be "How do Latin-American immigrant children transi­
tion into the English-speaking school system?" 

Subquestion. The subquestions follow the central question and nar­
row the focus. The subquestions are a starting point to the develop­
ment of the qualitative data collection procedures (e.g., interview or 
focus group questions). Follow-up subquestions, for example, could be 
"What are the experiences of Latin-American students in the school?" 
and "How are these experiences reflected at home with their family?" 

A flowchart and examples follow that will assist researchers in deter­
mining the most appropriate design based on the primary research ques­
tion of the study. Recall from the Preface the chart that indicated the levels 
related to determining a design for quantitative and qualitative methods 
(Method, Research, Approach, and Design). The research question can be 
broken down, using this chart to determine the most appropriate design. 

Level 

METHOD1 

T 

RESEARCH2 

QUANTITATIVE 

Explanation 

The method provides the theoretical, philosophical, and data analytic stance 
(e.g., a quantitative method 1). 

T 

Research refers to the systematic process of control (e.g., group assignment, 
selection, and data collection techniques). Research can be experimental, 
quasi-experimental, or nonexperimental (e.g., a quantitative method 1 and 
experimental research). 

T 

APPROACH3 The approach is the first step to creating structure to the design, and it details 
(a) a theoretical model of how the data will be collected, and (b) if one case, 
one group, or multiple groups will be associated with the process (e.g., a 
quantitative method 1, experimental research 2 with a between-subjects 
approach/ ---------------------~-----·-·------),. ________________________________________________________________ _ 

T ' T 

DES1GN4 The design is the actual structure or framework that indicates (a) the time 
frame(s) in which data will be collected, (b) when the treatment will be 
implemented (or not), and (c) the exact number of groups that will be 
involved (e.g., a quantitative method 1, experimental research 2 with a 
between-subjects approach 3 and a pre- and posttest control group design 4) 
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QUALITATIVE 
--------------·----7-----------------------------------------------------------------------------------

METHOD, : The method provides the theoretical, philosophical, and data analytic stance (e.g., a 
: qualitative method,). 

·-----------------+-----------------------------------------------------------------------------------... 
RESEARC 1-li Research for the qualitative method is nonexperimental (e.g., a qualitative method 1 

and nonexperimental research2). 

PERSPECTIVE3 : The perspective is the first step to creating structure to the design, and it details the 
: theoretical perspective (or lens) of how the researcher(s) will spproach the study 
: (e.g., a qualitative method 1 nonexperimental research 2 with an ethnographic 
: perspective 3). ' 

------------------~-----------------------------------------------------------------------------------... ... 

Level 

: The design is the actual structure that indicates (a) if one case, one group, or 
: multiple groups will be associated with the process, and (b) when the data will be 
: analyzed (e.g., a qualitative method,, nonexperimental research 2 with an 
: ethnographic 3 and a case study design4). 

Type of Research Question 

Question 

METHOD, Quantitative or qualitative 
---------------------------+--------------------------------------------------------------------------... ... 

RESEARCH2 Experimental, quasi-experimental, or nonexperimental 
---------------------------•-------------------------------------------------------------------------· ... : ... 

APPROACH3 Quantitative or qualitative methodological variant 
·--------------------------+--------------------------------------------------------------------------... ... 

DES1GN4 Any design variant found under the quantitative or qualitative method 

Example 1.1 

Descriptive 

Level What are the levels of perceived anxiety students experience prior to testing? 

METHOD1 Quantitative 
·-----------------------------•-----------------------------------------------------------------------------------------------------------------------------------· 

------~-E~;R~~-'-' __ l _________________ ------------------------------~-~"-"x~;;O,~~".'I ___________________________________________________ _ 
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Descriptive 

T 

APPROACH3 Survey 
·-----------------------------•-----------------------------------------------------------------------------------------------------------------------------------· 

DESIGN Cross-sectional 

Note: Perceived anxiety is the only variable in this question that requires operationalization. It is likely that a cross­
sectional design will suffice, but if time allows for it, a longitudinal design can be employed. 

Example 1.2 

Relational 

Level To what extent do levels of perceived anxiety predict performance on 
standardized testing? 

METHOD 1 Quantitative 
--------------------+---------------------------------------------------------------------------------

T : T 
' 

. ____ RESEARCH2 ____ • _______________________________ Nonexperimental _______________________________ . 

T : T 

. ___ APPROACH3 ___ : _________________________________ ~?~~!~~!~~~~!-________________________________ . 
T : T 

DESIGN4 Predictive 

Note: The variables in this question are anxiety and test performance. This is a relational question that qualifies as an 
observational approach. The design can be explanatory, but if the data points are not collected at the same time (i.e., 
anxiety collected at Time Point 1 and then test performance at Time Point 2), then a predictive form of analysis can be 
used to reduce the data for further interpretation· and discussion. 

Example 1.3 

Comparison 

Level How d~the gr<'l\ips differ between the high-anxiety and low-anxiety conditions in 
terms of test performance? 

METHOD 1 Quantitative 
------------------+-----------------------------------------------------------------------------------

T : T 

RESEARCH2 Experimental 

(Continued) 
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Example 1.3 (Continued) 

Comparison 

... ... 
APPROACH3 , Between-subjects 

·-----------------+-----------------------------------------------------------------------------------... : ... 
DES1GN4 2-factor posttest 

Note: The research question includes one outcome variable broken down into two levels (high and low anxiety). This 
would require two groups to examine the differences. If random assignment to conditions is employed, then the 
research is experimental and only a 2-factor posttest design can be employed. If enough participants are available, a 
third group can be included and considered a control group. If time is on the researcher's side, then a pretest can be 
included as well, but it is not necessary, particularly if random assignment to conditions is employed. 

Example 1.4 

Level 

Comparison 

How do the groups differ when exposed to the high-anxiety and low-anxiety 
conditions in terms of test performance? 

__________ MET~OD, _________ 1-----------------------------------------------------q~~~~~~-~i-~'.:-----------------------------------------------------· 

·--------RESE:RCH2 --------1----------------------------------------------------Exper;ental ----------------------------------------------------· 

....... A::7::~' ··:-······-··············· .. . ··~::::::~:: .... ···························-
Note: Similar to the previous example, there is one outcome (dependent) variable at two levels. However, if the 
researcher has access to only a small group of participants, then a within-subjects (repeated-measures) approach can 
be used. The participants would experience both conditions through the application of the 2-factor crossover design. 

Example 1.5 

Level 

Central Question 

What are the experiences of parents who have children diagnosed with a 
pervasive developmental disorder (POD)? 

________ MET~OD, _______ 1-------------------------------------------------------_q~~~~-~i-~'.:--------------------------------------------------------· 

·------RES EARCH2 ______ j ___________________________________________________ N onexperi men ta 1---------------------------------------------------· 



Chapter 1 A Primer of the Scientific Method and Relevant Components + 27 

Central Question 

T T 

___ PE::~=~E, ----1------------____ ---------------~~~:::~----_ __ ----------------_ _ 

Note: The central phenomenon is the experience of parents who have children with PDDs. In this example, the 
researcher. is interested in using the narrative perspective as a means to simply provide storytelling to understand 
the phenomenon. The descriptive design further delineates the perspective that the goal is to provide the narrative 
of the life stories without providing a critique or assuming there are causes for the resulting phenomenon. 

Example 1.6 

Level 

METHOD 1 

Central Question 

What are the instructional approaches used by instructors to deal with 
multicultural populations in graduate school? 

Qualitative 
·-------------------------------------•--------------------------------------------------------------------------------------------------------------------------· 

T T 

RESEARCH2 Nonexperimental 
·-------------------------------------•--------------------------------------------------------------------------------------------------------------------------· 

T T 

PERSPECTIVE3 / Ethnographic 

- --------~:,7~:~-----T-------------------------------------:e:;:----------· ---------------------------

Note: The phenomenon to be explored is the instructional approaches for multicultural populations. The ethnographic 
perspective is adequate in that it will guide the researcher to further understand the point of view of participants from 
varied cultural backgrounds. The instructional approaches can be culled down for reporting as guided through the 
realist design. 

Keep in mind the examples only reflect general guidelines. Often, 
researchers pose multiple~esearbh questions, which are considered spinoffs 
of the primary questions. Although this doesn't change the research design, 
it guides the type of analysis required to properly interpret the data. In sum­
mary, if the primary question is descriptive, then the research will be non­
experimental, and a survey approach should be employed. If the primary 
question is comparative, then any approach and design that falls under the 
category of quasi-experimental or experimental research should be used. If 
the primary question is relational, then an observational approach and a 
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predictive or explanatory design should be applied. As a reminder, the 
application of the appropriate design relative to the primary research can 
vary depending on the specific research scenario and the field from which 
the examination is to be applied. The reader is referred to White (2009) for 
an in-depth review of the development of research questions for social 
scientists . 

Reviewing the Content 
and Testing Your Knowledge 

Discussion Points 

1. Explain from a technical viewpoint why it is important to distinguish 
a method, research, approach, and design. Next, briefly discuss how 
understanding each term individually in addition to how these terms 
interconnect is important for your understanding of the application 
of research designs. 

2. Discuss the importance of validity and research design. Next, 
choose one type of validity (internal, external, construct, or statisti­
cal conclusion) and discuss its relevance to experimental, quasi­
experimental, and nonexperimental research. 

Exercise 

1. Define a sampling strategy. 

2. Define the two major types of sampling strategies . 

3. Identify a hypothetical population . 

4. Identify the sample. 

5. What type of sampling strategy will be used? 

a. Why did you choose this type of strategy? 

6. Based on the strategy, what type of sampling technique will be used 
to identify the sample? 

a. Why did you choose this type of technique? 
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resources. These resources include PowerPoint slides, discussion questions, 
class activities, SAGE journal articles, web resources, and online data sets. 

Research in quantitative methods essentially refers to the application of 
the systematic steps of the scientific method, while using quantitative prop­
erties (i.e., numerical systems) to research the relationships or effects of 
specific variables. Measurement is the critical component of the quantitative 
method. Measurement reveals and illustrates the relationship between quan­
titatively derived variables. Variables within quantitative methods must be, 
first, conceptually defined (i.e., the scientific definition), then operational­
ized (i.e., determine the appropriate measurement tool based on the con­
ceptual definition). Research in quantitative methods is typically referred to 
as a deductive process and iterative in nature. That is, based on the findings, 
a theory is supported (or not), expanded, or refined and further tested. 

Researchers must employ the following steps when determining the 
appropriate quantitative research design. First, a measurable or testable 
research question (or hypothesis) must be formulated. The question must 
maintain the following qualities: (a) precision, (b) viability, and (c) rele­
vance. The question must be precise and well formulated. The more precise, 
the easier it is to appropriately operationalize the variables of interest. The 
question must be viable in that it is logistically feasible or plausible to col­
lect data on the variable(s) of interest. The question must also be relevant 
so that the result of the findings will maintain an appropriate level of practi­
cal and scientific meaning. The second step includes choosing the appropri­
ate design based on the primary research question, the variables of interest, 
and logistical considerations. The researcher must also determine if ran­
domization to conditions is possible or plausible. In addition, decisions 
must be made about how and where the data will be collected. The design 
will assist in determining when the data will be collected. The unit of analy­
sis (i.e., individual, group, or program level), population, sample, and sam­
pling procedures should be identified in this step. Third, the variables must 
be operationalized. And last, the data are collected following the format of 
the framework provided by the research design of choice. 

+ EXPERIMENTAL RESEARCH 

Experimental research (sometimes referred to as randomized experiments) 
is considered to be the most powerful type of research in determining cau­
sation among variables. Cook and Campbell (1979) presented three condi­
tions that must be met in order to establish cause and effect: 



Part I Quantitative Methods for Research + 31 

1. Covariation (the change in the cause must be related to the effect) 

2. Temporal precedence (the cause must precede the effect) 

3. No plausible alternative explanations (the cause must be the 
only explanation for the effect) 

The essential features of experimental research are the sound application 
of the elements of control: (a) manipulation, (b) elimination, (c) inclusion, 
(d) group or condition assignment, or (e) statistical procedures. Random 
assignment (not to be confused with random selection) of participants to 
conditions (or random assignment of conditions to participants [counterbal­
ancing] as seen in repeated-measures approaches) is a critical step, which 
allows for increased control (improved internal validity) and limits the impact 
of the confounding effects of variables that are not being studied. 

The random assignment to each group (condition) theoretically ensures 
that the groups are "probabilistically" equivalent (controlling for selection 
bias), and any differences observed in the pretests (if collected) are consid­
ered due to chance. Therefore, if all threats to internal, external, construct, 
and statistical conclusion validity were secured at "adequate" levels (i.e., all 
plausible alternative explanations are accounted for), the differences 
observed in the posttest measures can be attributed fully to the experimen­
tal treatment (i.e.,~cause and effect can be established). Conceptually, a 
causal effect is defined as a comparison of outcomes derived from treatment 
and control conditions on a common set of units (e.g., school, person). 

The strength of experimental research rests in the reduction of threats 
to internal validity. Many threats are controlled for through the application 
of random assignment of participants to conditions. Random selection, on 
the other hand, is related to sampling procedures and is a major factor in 
establishing external validity (i.e., generalizability of results). 'Randomly 
selecting a sample from a population would be conducted so that the 
sample would better represent the population. However, Lee and Rubin 
(2015) presented a statistical approach that allows researchers to draw data 
from existing data sets from experimental research and examine subgroups 
(post hoc subgroup analysis). Nonetheless, random assignment is related to 
design, and random sele~tion i~ related to sampling procedures. Shadish, 
Cook, and Campbell (2002) introduced the term generalized causal infer­
ence. They posit that if a researcher follows the appropriate tenets of experi­
mental design logic (e.g., includes the appropriate number of subjects, uses 
random selection and random assignment) and controls for threats of all 
types of validity (including test validity), then valid causal inferences can be 
determined along with the ability to generalize the causal link. This is truly 
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realized once multiple replications of the experiment are conducted and 
comparable results can be observed over time (replication being the opera­
tive word). Though, recently there have been concerns related to the repro­
ducibility of experimental studies published in the field of psychology, for 
example (see Baker, 2015; Bohannon, 2015). 

Reproducibility could be enhanced if the proper tenets of the scientific 
method are followed and the relevant aspects of validity are addressed (i.e., 
internal and construct). Researchers tend to gloss over these constructs and 
rarely report how they ensured the data to be valid, often assuming that a 
statistical analysis could be used to "fix" or overshadow the inherent prob­
lems of the data. Bad data is clearly the issue, which lends to a great com­
puter science saying "Garbage in, garbage out." To be more specific, taking 
the appropriate measures to ensure design and test validity, the data will 
be more "clean," which results in fewer reporting errors in the statistical 
results. Although probability sampling (e.g., random selection) adds 
another logistical obstacle to experimental research, it should also be an 
emphasis along with the proper random assignment techniques. 

Although this book is more dedicated to the application of research 
designs in the social and behavioral sciences, it is important to note the distinc­
tion between research designs in the health sciences to that of the social sci­
ences. Experimental research in the health or medical sciences shares the same 
designs, although the terminology slightly differs, and the guidelines for report­
ing the data can be more stringent (e.g., see Schultz, Altman, & Moher, 2010, 
and Appendix H for guidelines and checklist). These guidelines are designed 
to enhance the quality of the application of the design, which in turn leads to 
enhanced reproducibility. The most common term used to express experimen­
tal research in the field of medicine is randomized control trials (RCI'.). RCT 
simply infers that subjects are randomly assigned to conditions. The most com­
mon of the RCT designs is the parallel-group approach, which is another term 
for the between-subject approach and is discussed in more detail in the follow­
ing sections. RCTs can also be crossover and factorial designs and are desig­
nated under the within-subjects approach (repeated measures). 

+ QUASI-EXPERIMENTAL RESEARCH 

The nonrandom assignment of participants to each condition allows for 
convenience when it is logistically not possible to use random assignment. 
Quasi-experimental research designs are also referred to as field research 
(i.e., research is conducted with an intact group in the field as opposed to 
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the lab), and they are also known as nonequivalent designs (i.e., partici­
pants are not randomly assigned to each condition; therefore, the groups 
are assumed nonequivalent). Hence, the major difference between experi­
mental and quasi-experimental research designs is the level of control and 
assignment to conditions. The actual designs are structurally the same, but 
the analyses of the data are not. However, some of the basic pretest and 
posttest designs can be modified (e.g., addition of multiple observations or 
inclusion of comparison groups) in an attempt to compensate for lack of 
group equivalency. In the design structure, a dashed line (- - -) between 
groups indicates the participants were not randomly assigned to conditions. 
Review Appendix A for more examples of "quasi-experimental" research 
designs (see also the example of a diagram in Figure 1.2). 

Because there is no random assignment in quasi-experimental 
research, there may be confounding variables influencing the outcome 
not fully attributed to the treatment (i.e., causal inferences drawn from 
quasi-experiments must be made with extreme caution). The pretest mea­
sure in quasi-experimental research allows the researcher to evaluate the 
lack of group equivalency and selection bias, thus altering the statistical 
analysis between experimental and quasi-experimental research for the 
exact same design (see Cribbie, Arpin-Cribbie, & Gruman, 2010, for a 
discussion on tests of equivalence for independent group designs with 
more than two groups). 

@Mifj Double Pretest Design for Quasi-Experimental Research 

Group 

2 

Assignment 

NR 

NR 

Pretest1 

o, 

o, 

Pretest2 Treatment 

X 

Time~ 

Posttest 

Note: This is an example of a between-subjects approach with a double pretest design. The double pretest allows the 
researcher to compare the "treatment effects" between 0 1 to 0 2, and then from 0 2 to 0 3 • A major threat to internal 
validity with this design is testing, but it controls for selection bias and maturation. The two pretests are not necessary 
if random assignment is used .. • ', 

It is µot recommended to use posttest-only designs for quasi-experimental 
research. However, if theoretically or logistically it does not make sense to use 
a pretest measure, then additional controls should be implemented, such as 
using historical control groups, proxy pretest variables (see Appendix A), or 
the matching technique to assign participants to conditions. 
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The reader is referred to Shadish, Clark, and Steiner (2008) for an in­
depth discussion of how to use linear regression and propensity scores to 
approximate the findings of quasi-experimental research to experimental 
research. They discuss this in the greater context of the potential weak­
nesses and strengths of quasi-experimental research in determining 
causation. 



CHAPTER 2 

BETWEEN-SUBJECTS 
APPROACH 

T he between-subjects approach, also known as a multiple­
group approach, allows a researcher to compare the effects of 
two or more groups on single or multiple dependent variables 

(outcome variables). With a minimum of two groups, the participants in 
each group will only be exposed to one condition (one level of the 
independent variable), with no crossover between conditions. An 
advantage of having multiple groups is that it allows for the (a) random 
assignment to different conditions (experimental research) and (b) com­
parison of different treatments. If the design includes two or more 
dependent variables, it can be referred to as a multivariate approach, 
and when the design includes one dependent variable, it is classified as 
univariate. 

PRETEST AND POSTTEST DESIGNS + .. 
A common application to experimental and quasi-experimental research is 
the pretest and posttest between-subjects approach, also referred 
to as an analysis of covariance design (i.e., the pretest measure is used as 
the covariate in the analyses because the pretest should be highly corre­
lated with the posttest). The I-factor pretest and posttest control group 
design is one of the most common between-subjects approaches with many 

35 
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variations (one factor representing one independent variable and some­
times referred to as a single-factor randomized-group design). This basic 
multiple-group design can include a control group and is designed to have 
multiple measures between and within groups. Although there is a within­
subject component, the emphasis is on the between-subject variance. The 
advantage of including pretest measures allows for the researcher to test for 
group equivalency (i.e., homogeneity between groups) and for providing a 
baseline against which to compare the treatment effects, which is the 
within-subject component of the design (i.e., the pretest is designated as 
the covariate in order to assess the variance [distance between each set of 
data points] between the pretest and posttest measures). 

There is no set rule that determines the number of observations that 
should be made on the dependent variable. For example, in a basic pretest 
and posttest control group design, an observation is taken once prior to 
the treatment and once after the treatment. However, based on theoretical 
considerations, the investigator can take multiple posttest treatment mea­
sures by including a time-series component. Depending on the research 
logistics, groups can be randomly assigned or matched, then randomly 
assigned to meet the criteria for experimental research, or groups can be 
nonrandomly assigned to conditions (quasi-experimental research). With 
quasi-experimental research, the limitations of the study significantly 
increase as defined by the threats to internal validity discussed earlier. 

k-Factor Designs 

The between-subjects approach can include more than one treatment 
(factor) or intervention (i.e., the independent variable) and does not always 
have to include a control group. We designate this design as the k-factor 
design, with or without a control group. Shadish et al. (2002) refer to this 
design as an alternative- or multiple-treatment design. We prefer the k-factor 
design as a means to clearly distinguish exactly how many factors are pres­
ent in the design (i.e., the k represents the number of factors [independent 
variables]). To clarify, the treatments in a 3-factor model (k = 3), for exam­
ple, would be designated as XA> X8 , and Xe (each letter of the alphabet 
representing a factor) within the design structure. The within-subjects 
k-factor design is referred to as the crossover design and is discussed in 
more detail later in this book under repeated-measures approaches. 

A between-subjects k-factor design should be used when a researcher 
wants to examine the effectiveness of more than one type of treatment and a 
true control is not feasible. Within educational settings, a control group is some­
times not accessible, or there are times when a university's Institutional Review 
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Board considers the withholding of· treatment from specific populations as 
unethical. Furthermore, some psychologists and educators believe that using 
another treatment (intervention) as a comparison group will yield more mean­
ingful results, particularly when the types of interventions being studied have a 
history of proven success; therefore, a k-factor design is the obvious choice. We 
present a variety of examples of 2-, 3-, and 4-factor pretest and posttest designs, 
as well as posttest-only designs with and without control groups. 

Most common threats to internal validity are related, but not limited, to 
these designs: 

Experimental. Maturation, Testing, Attrition, History, and Instrumentation 

Quasi-Experimental. Maturation, Testing, Instrumentation, Attrition, 
History, and Selection Bias 

We refer the reader to the following article and book for full explanations 
regarding threats to validity, grouping, and research designs: 

Shadish, W. R., & Cook, T. D. (2009). The renaissance of field experi­
mentation in evaluating interventions. Annual Review of Psychology, 
60, 607-629. 

Shadish, W.R., Cook, T. D., & Campbell, D. T. (2002). Experimental and 
quasi-experimental designs for generalized causal inference. Boston, 
MA: Houghton Mifflin. 

Diagram 2.1 Pretest and Posttest Control Group Design 

Croup Pretest Treatment Posttest 

X 

2 

lime~ 

Note: In regard to design notations, a dashed line (- - -) would separate Groups 1 and 2 in the 
design structure if the participants were not randomly assigned to conditions, which indicates 
quasi-experimental research .. • ', 

Example for Diagram 2.1 

Chao, P., Bryan, T., Burstein, K.,. & Ergul, C. (2006). Family-centered inter­
vention for young children at-risk for language and behavior problems. 
Early Childhood Education journal, 34(2), 147-153. 
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Assignment 

R 

R 

Research Question: Does active parent engagement in selecting and using 
routine-based activities have a positive effect on children's language and 
appropriate behavior development? 

Procedures: The researchers randomly assigned parents to a control and an 
intervention group. The control group included parents of 19 children, and 
the intervention group consisted of parents of 22 children. Children in the 
control group participated only in the pretesting and posttesting phases of the 
study. Their parents did not receive training and were not required to attend 
regular meetings or submit weekly and monthly assessments of their children. 
Parents of children in the family-centered intervention group were trained to 
use the Child Behavior and Language Assessment (CBLA). Both groups were 
pretested and posttested on the Test of Early Language Development-Third 
Edition (TELD-3) and the Eyberg Child Behavior Inventory (ECBI). 

Design: Experimental research using a between-subjects approach with a 
pre- and posttest control group design 

Recommended Parametric Analysis: ANCOVA, MANCOVA, two-way 
RM-ANOVA, or two-way MANOVA (appropriate descriptive statistics and 
effect-size calculations should be included) 

Group 

1 (n = 22) 

2 (n = 19) 

Diagram 2.2 

Group 

2 

3 

Pretest Treatment Posttest 

TEL0-3, ECBI 
Family-centered 

TEL0-3, ECBI 
intervention 

TEL0-3, ECBI - TEL0-3, ECBI 

Time )I, 

2-Factor Pretest and Posttest Control Group Design 

Pretest Treatment Posttest 

01 XA 02 

01 XB 02 

01 02 

Time )I, 
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Example for Diagram 2.2 

Kazdin, A. E., Esveldt-Dawson, K., French, N. H., & Unis, A. S. 0987). 
Problem-solving skills training and relationship therapy in the treatment of 
antisocial child behavior. Journal of Counseling and Clinical Psychology, 
55(1), 76-85. 

Research Question: What are the effects of cognitive-behavioral problem­
solving skills training and nondirective relationship therapy on antisocial 
child behavior? 

Procedures: Children were randomly assigned to one of three conditions: 
(a) problem-solving skills training, (b) relationship therapy, or (c) a treat­
ment-control group. The children met individually for 20 sessions in the two 
treatment conditions. Sessions lasted approximately 45 minutes and were 
administered two to three times per week. Treatments were completed 
while the children were in the hospital. After completion of the sessions, 
the children were discharged. A treatment-control group was used to par­
tially control for therapist contact and attendance at special sessions outside 
of the usual ward routine. Children were assessed before and after the 
intervention with the Child Behavior Checklist (CBCL) and the School 
Behavior Checklist (SBCL). 

Design: Experimental research using a between-subjects approach with a 
2-factor pretest and posttest control group design 

Recommended Parametric Analysis: ANCOVA, MANCOVA, two-way 
RM-ANOVA, or two-way MANOVA (appropriate descriptive statistics and 
effect-size calculations should be included) 

Assignment Group Pretest Treatment 

R 1 (n = 20) CBCL, SBCL Problem solving 
~ 

-.. 
R 2 (n = 19) CBCL, SBCL Relationship therapy 

R 3 (n = 17) CBCL, SBCL -

Time~ 

Posttest 

CBCL,SBCL 

CBCL, SBCL 

CBCL, SBCL 
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Diagram 2.3 2-Factor Pretest and Posttest Design 

Group 

2 

Pretest 

o, 

o, 

Example for Diagram 2.3 

Treatment 

lime II-

Posttest 

Comaskey, E. M., Savage, R. S., & Abrami, P. (2009). A randomized efficacy 
study of web-based synthetic and analytic programmes among disadvantaged 
urban kindergarten children. Journal of Research in Reading, 32(1), 92-108. 

Research Question: Does the ABRACADABRA literacy program produce dif­
ferent effects for synthetic and analytic phonics interventions on phonologi­
cal, word, and nonword measures? 

Procedures: Children were randomly assigned to either the synthetic or 
analytic phonics intervention group using a manual random-allocation pro­
cess (allocation cards pulled blind from a hat). This resulted in 27 partici­
pants in the analytic phonics group and 26 participants ifl tlfe synthetic 
phonics group. Students were engaged in other learning centers and would 
rotate into the "ABRA" center during the designated time periods. Children 
would engage in ABRA activities around a single computer, supported by 
a facilitator. Interventions for the synthetic and analytic phonics groups fol­
lowed the same lesson structure, beginning with an Animated Alphabet 
followed by a "core activity." Three major measures were used in the pre­
testing and posttesting sessions, which were the Peabody Picture Vocabulary 
Test (PPVI) vocabulary scale, Letter-Sound Knowledge (L-SK), and the 
Wide Range Achievement Test (WRAT). 

Design: Experimental research using a between-subjects approach with a 
2-factor pretest and posttest design 

Recommended Parametric Analysis: ANCOVA, MANCOVA, two-way 
RM-ANOVA, or two-way MANOVA (appropriate descriptive statistics and 
effect-size calculations should be included) 
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Assignment Group Pretest Treatment Posttest 

R 1 (n = 27) PPVT, L-SK, WRAT Synthetic Phonics PPVT, L-SK, WRAT 

R 

Diagram 2.4 

Group 

2 

3 

2 (n = 26) PPVT, L-SK, WRAT 

Time~ 

3-Factor Pretest and Posttest Oesign 

Pretest Treatment 

Time~ 

Example for Diagram 2.4 

Analytic Phonics PPVT, L-SK, WRAT 

Posttest 

Lee, Y., Park, S., Kim, M., Son, C., & Lee, M. (2005).The effects of visual illustra­
tions on learners' achievement and interest in PDA-(personal digital assistant) 
based learning. Journal of Educational Computing Research, 33(2), 173-187. 

Research Question: What are the effects of three types of visual illustrations 
on learners' achievements, interests, and time spent reading content-specific 
materials? 

Procedures: Participants were randomly assigned to one of three treatment 
groups: the cognitive interest illustration group, the emotional interest illustra­
tion group, and the text-only group. The instructional material containing 
cognitive interest illustrations consisted of a PDA-based presentation on the 
topic of the life cycle of the hurricane. Each participant was given the material 
corresponding to his or her treatment group. A multiple-choice test was used 
to measure pretest and posttest interest on the topic. Participants then received 
posttest assessments on achievement and time spent reading the materials. 

. . ',. 
Design: Experimental research using a between-subjects approach with a 
3-factor pretest and posttest design 

Recommended Parametric Analysis: ANCOVA, MANCOVA, two-way 
RM-ANOVA, or two-way MANOVA (appropriate descriptive statistics and 
effect-size calculations should be included) 
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Assignment 

R 

R 

R 

Diagram 2.5 4-Factor Pretest and Posttest Design 

Group 

2 

3 

4 

Pretest 

o, 

o, 

o, 

o, 

Example for Diagram 2.5 

Treatment 

XA 

XB 

Xe 

Xo 

Time..,. 

Posttest 

Kramarski, B., & Mevarech, Z. R. (2003). Enhancing mathematical reasoning 
in the classroom: The effects of cooperative learning and metacognitive 
training. American Educational Research Journal, 40(1), 281-310. 

Research Question: What are the effects of cooperative learning strategies 
with and without metacognitive training and individualized learning strate­
gies with and without metacognitive training on mathematical reasoning 
and metacognitive knowledge? 

Procedures: Four schools (N = 384) were randomly assigned fr_om a pool of 
15 schools to one of four treatment conditions: (a) cooperative learning with 
metacognitive training (COOP+META), (b) cooperative learning (COOP), 
(c) individualized learning with metacognitive training (IND+META), and 
(d) individualized learning (IND). All groups received math instruction five 
times per week with the difference between the groups being the instruc­
tional method. The COOP+META condition studied in small heterogeneous 

Group Pretest Treatment Posttest 

1 (n = 15) Interest Cognitive interest 
Interest, achievement, 

time on reading 

2 (n = 15) Interest Emotional interest 
Interest, achievement, 

time on reading 

3 (n= 15) Interest Text-only 
Interest, achievement, 

time on reading 

Time..,. 
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groups using metacognitive strategies. The IND+META condition was the 
same as the first condition, but students studied individually as opposed to 
groups. The COOP condition studied in heterogeneous groups but did not 
use metacognitive training, while the IND group studied individually with 
no metacognitive training. All groups were administered a graph interpreta­
tion test, graph construction test, and a metacognitive questionnaire before 
and after the completion of the study. 

Design: Experimental research using a between-subjects approach with a 
4-factor pretest and posttest design 

Recommended Parametric Analysis: ANCOVA, MANCOVA, two-way 
RM-ANOVA, or two-way MANOVA (appropriate descriptive statistics and 
effect-size calculations should be included) 

Assignment Croup Pretest Treatment Posttest 

Graph interpretation Graph interpretation 

R 1(n=105) 
and construction, 

COOP+META 
and construction, 

metacogn itive metacogn itive 
questionnaire questionnaire 

Graph interpretation Graph interpretation 

R 2 (n = 95) 
and construction, 

IND+META 
and construction, 

metacogn itive metacogn itive 
questionnaire questionnaire 

Graph interpretation Graph interpretation 

R 3(n=91) 
and construction, 

COOP 
and construction, 

metacogn itive metacogn itive 
questionnaire questionnaire 

Graph interpretation Graph interpretation 

R 4 (n = 93) 
and construction, 

IND 
and construction, 

metacognitive meta cognitive 
questionnaire questionnaire 

Time"' 

POSTTEST DESIGNS + 

Another approach to experimental research is the between-subjects (or 
multiple-group) posttest design. The two-group posttest control group design 
is one of the more common approaches within this structure. By removing 
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the pretest observation, the within-subject component is eliminated. The 
main idea behind collecting pretest measures is to ensure group equivalency 
and control for selection bias, but it also allows for the examination of the 
differences between baseline (pretest) and posttest measures following the 
treatment. With posttest-only designs, if random assignment is used, then 
group equivalency is "secured." Because only one posttest is observed per 
condition, this design is not the most rigorous (due to the lack of comparative 
observations); however, in terms of internal validity, the two-group posttest 
control group design is considered one of the strongest (see Diagram 2.7). 

Research in education does not always allow for conditions suitable for 
random assignment; therefore, posttest-only designs are not recommended, 
but they are sometimes the only viable option. Therefore, if random assign­
ment is not used, then a cohort matching technique (i.e., homogeneous 
groups are assigned to conditions, such as participants from the same class) 
should be used to assign participants to conditions. The design presented 
in Diagram 2.6 is a strong alternative for researchers within the field of 
education who typically cannot use random assignment but have access to 
groups considered as cohorts. The design includes a between-subjects com­
ponent and combines a historical control group with a one-group posttest­
only design. For example, the researcher can match a group by grade level 
(i.e., cohort) and then assess the effects of a treatment by contrasting the 
differences between 0 1 of the control and 0 1 of the treatment group. An 
example of the use of this design might include accessing scores on a stan­
dardized achievement test (Group 1: 0 1) of last year's seniors with the cur­
rent senior class's scores (Group 2: 0 1), but only after they received an 
educational specific intervention (X). Group 1 is designated as a historical 
cohort (i.e., homogeneous) control group. 

Diagram 2.6 

Group 

2 

Example of a Posttest-Only and a Historical Control Group 
Design 

Assignment 

NR 

NR 

Test 

o, 

Time~ 

Treatment Posttest 

X o, 

Note: This design would be designated as quasi-experimental research, hence the NR designa­
tion in the chart. History would be the biggest threat to internal validity. An independent-samples 
t test is the appropriate analysis for this design. 
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Most common threats to internal validity are related, but not limited, to 
these designs: 

Experimental. Generally, all threats to internal validity are adequately 
controlled for. 

Quasi-Experimental. History, Maturation, Statistical Regression, and 
Selection Bias 

Diagram 2.7 

Group 

1 

2 

Posttest Control Group Design 

Treatment 

X 

Time~ 

Example for Diagram 2. 7 

Posttest 

Dennis,]. K. (2003). Problem-based learning in online vs. face-to-face envi­
ronments. Education for Health, 16(2), 198-209. 

Research Question: What are the differences between online and traditional 
problem-based learning programs? 

Procedures: Students were randomly assigned to one of two conditions: 
computer-mediated or control (i.e., traditional face-to-face). Students gener­
ated learning issues during the initial modules. The students then researched 
their learning issues and returned with their findings for the second tutori­
als. Students in the computer-mediated groups interacted with the resource 
person via e-mail, chat room, or bulletin board only. Following the training, 
posttest data was collected on learning outcomes (measured by a course 
examination), time on task (the self-reported time spent in and out of class 
on learning activities), and generation of learning issues. 

Design: Experimental re;earch \sing a between-subjects approach with a 
posttest control group design 

Recommended Parametric Analysis: Independent-samples t test, ANOVA, 
or MANOVA (appropriate descriptive statistics and effect-size calculations 
should be included) 
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Assignment 

R 

R 

Group Treatment Posttest 

1 (n = 17) 
Computer-mediated, problem- Learning outcomes, time on task, 

based learning learning issues 

2 (n = 17) - Learning outcomes, time on task, 
learning issues 

Time~ 

Diagram 2.8 2-Factor Posttest Control Group Design 

Group 

2 

3 

Treatment 

Time~ 

Example for Diagram 2.8 

Posttest 

o, 

o, 

o, 

Green, M., & Cifuentes, L. (2008). An exploration of online environments 
supporting follow-up to face-to-face professional development. Journal of 
Technology and Teacher Education, 16(3), 283-306. 

Research Question: To what extent do participants' attitudes and course 
completion rates of online teacher professional development programs dif­
fer based on the type of training program? 

Procedures: Prior to the assignment to each condition, participants were 
blocked into strata based on service and socioeconomic status (SES). 
Participants were then randomly assigned (stratified random assignment) 
to one of three conditions: (a) follow-up with peer interaction, (b) follow­
up without peer interaction, and (c) control condition (i.e., traditional train­
ing). Each condition included training using the WebCT platform. The two 
treatment conditions were developed based on the Texas Assessment of 
Knowledge and Skills standards. The peer interaction group interacted on 
a weekly basis based on the content from relevant journal articles, web­
sites, and Microsoft PowerPoint, whereas the other group did not interact. 
All three conditions were administered a posttest assessment on the 
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attitude of the training modules; completion rates of the workshops were 
also recorded. 

Design: Experimental research using a between-subjects approach with a 
2-factor posttest control group design 

Recommended Parametric Analysis: ANOVA or MANOVA (appropriate 
descriptive statistics and effect-size calculations should be included) 

Assignment Croup Treatment Posttest 

Rs 1 (n = 94) 
Follow-up with peer 

Attitude survey, course completion 
interaction 

Rs 2 (n = 98) 
Follow-up without peer 

Attitude survey, course completion 
interaction 

Rs 3 (n = 88) - Attitude survey, course completion 

Time,.. 

Diagram 2.9 2-Factor Posttest Design 

Croup Treatment Posttest 

2 

Time,.. 

Example for Diagram 2.9 

Villalta-Gil, V., Roca, M., Gonzales, N., Domenec, E., Cuca, Escanilla, 
A., ... Haro, J.M. (2009). Dog-assisted therapy in the treatment of chronic 
schizophrenia inpatients. Antrozoos, 22<..2), 149-159. 

Research Question: Doe~ dog-::ljsisted therapy improve the perceptions of 
social competence, quality of life, negative and positive symptoms, and 
satisfaction of schizophrenia inpatients? 

Procedures: Patients diagnosed with schizophrenia living in long-term care 
units were randomly assigned to one of two treatment conditions: Integrated 
Psychological Treatment (n = 9) and Integrated Psychological Treatment 
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Assignment 

R 

R 

with a therapy dog (n = 12). The treatment intervention included 25 ses­
sions of 45 minutes each following the Integrated Psychological Treatment 
guidelines. A certified female Labrador therapy dog was used to assist the 
psychologist with the dog therapy condition. Posttests were administered 
following the intervention and included the Positive and Negative Symptoms 
scale, the Living Skills scale, the Brief World Health Organization Quality of 
Life Assessment, and a Satisfaction With Treatment scale. 

Design: Experimental research using a between-subjects approach with a 
2-factor posttest design 

Recommended Parametric Analysis: independent-samples t test, ANOVA, or 
MANOVA (appropriate descriptive statistics and effect-size calculations 
should be included) 

Croup Treatment Posttest 

Integrated Psychological 
Positive and Negative Symptoms 

1(n=12) scale, Living Skills Profile, Quality 
Treatment with therapy dog 

of Life, Satisfaction 

Integrated Psychological 
Positive and Negative Symptoms 

2 (n = 9) scale, Living Skills Profile, Quality 
Treatment of Life, Satisfaction 

lime,... 

Diagram 2.10 3-Factor Posttest Design 

Croup Treatment Posttest 

2 

3 

lime,... 

Example for Diagram 2.10 

Stewart, A. L., King, A. C., & Haskell, W. L. 0993). Endurance exercise and 
health-related quality of life in 50-65 year-old adults. Tbe Gerontologist, 
33(6), 782-789. 
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Research Question: What are the differences between group-based high­
intensity training, home-based high-intensity training, and home-based low­
intensity training on the V0 2 max, body mass index (BMI), and quality of 
life indicators of older adults? 

Procedures: One hundred and ninety-four participants were randomly 
assigned to one of three conditions: (a) group-based high-intensity train­
ing, Cb) home-based high-intensity training, and (c) home-based low­
intensity training. The group-based sessions were conducted at a local 
community college. The home-based training included a first-time face­
to-face session and subsequent weekly phone calls for the first 4 weeks, 
biweekly for the following 4 weeks, and then once a month for the 
remainder of the 12-month program. Following the yearlong program, 
participants' V0 2 max, BMI, and perceptions of quality of life (QOL) were 
assessed. 

Design: Experimental research using a between-subjects approach with a 
3-factor posttest design 

Recommended Parametric Analysis: ANOVA or MANOVA (appropriate 
descriptive statistics and effect-size calculations should be included) 

Assignment Group Treatment 

R 1 (n = 64) Group-based high-intensity training 

R 2 (n = 64) Home-based high-intensity training 

R 3 (n = 64) Home-based low-intensity training 

Time.,.. 

Reviewing the Content 
and Testing You .. · Knuwledge 

Discussion Points 

1. Control is an important element in any type of research. Considering 
experimental research, come up with a hypothetical research sce­
nario and apply each of the five types of control to the scenario. Use 
specific examples to illustrate your point. 

Posttest 

vo2' BMI, QOL 

vo2' BMI, QOL 

vo2' BMI, QOL 
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2. Discuss the three major conditions that must be met in order to 
establish cause and effect. Next, choose one of these conditions and 
come up with a scenario that would not allow a researcher to meet 
this condition. Why would this affect the overall validity of the 
findings? 

3. What makes a posttest-only design "stronger" in terms of internal 
validity than a design with a pretest? Is it more appropriate to 
include random assignment for these designs? Why or why not? 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
a Pretest and Posttest Control Group Design. The research will be 
considered nonexperimental. 

1. Identify the research scenario, including the relevant independent 
and dependent variables. 

2. Develop the appropriate primary research question to be associated 
with this design. 

3. Discuss the sampling strategy and technique used to access the 
appropriate sample. 

4. Identify the assignment technique to be used. Discuss whether it 
will be experimental or quasi-experimental research. 

5. Identify what type of comparison group will be used opposite of the 
treatment group. Why would this type of comparison group be 
used? 

6. In accordance with the assignment technique and comparison 
group, discuss the various control techniques that will be used with 
this specific design. 

7. Discuss the major threats to validity associated with this design and 
type of research (experimental or quasi-experimental). How will 
these threats be addressed, based on the discussion of the control 
techniques in the previous question? 

8. Briefly discuss any limitations associated with this research scenario 
and the specific design. 



CHAPTER 3 

REGRESSION­
DISCONTINUITY 
APPROACH 

T he regression-discontinuity (RD) approach is often referred to as 
an RD design. RD approaches maintain the same design structure 
as any basic between-subjects pretest and posttest design. The 

major differences for the RD approach are (a) the method by which 
research participants are assigned to conditions and Cb) the statistical analy­
ses used to test the effects. Specifically, the researcher applies the RD 
approach as a means of assigning participants to conditions within the 
design structure by using a cutoff score (criterion) on a predetermined 
quantitative measure (usually the dependent variable, but not always). 
Theoretical and logistical considerations are used to determine the cutoff 
criterion. The cutoff criterion is considered an advantage over typical ran­
dom or nonrandom assignment approaches as a means to target "needy" 
participants and assign them to the actual program or treatment 
condition. • '>. 

The most basic design used in RD approaches is the two-group pretest­
posttest control group design. However, most designs designated as 
between-subject approaches can use an RD approach as a method of 
assignment to conditions and subsequent regression analysis. RD approaches 
can also be applied using data from extant databases (e.g., Luytena, Tymms, 
& Jones, 2009) as a means to infer causality without designing a true 
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randomized experiment (see also Lesik, 2006, 2008). As seen in Figure 3.1, 
the cutoff criterion was 50 (based on a composite rating of 38 to 62). Those 
who scored below 50 were assigned to the control group, and those who 
scored above were assigned to the treatment group. As the figure shows, 
once the posttest scores were collected, a regression line was applied to the 
model to analyze the pre-post score relationship (i.e., a treatment effect is 
determined by assessing the degree of change in the regression line in 
observed and predicted pre-post scores for those who received treatment 
compared to those who did not). 

Some researchers argue that the RD approach does not compromise 
internal validity to the extent the findings would not be robust to any viola­
tions of assumptions (statistically speaking). Typically, an RD approach 
requires much larger samples as a means to achieve acceptable levels of 
power (see statistical conclusion validity). We present two examples of 
studies that employed RD approaches: one that implemented an interven­
tion, and one that used observational data. See Shadish, Cook, and 
Campbell (2002) for an in-depth discussion of issues related to internal 
validity for RD approaches, as well as methods for classifying RD 
approaches as experimental research, quasi-experimental research, and 
fuzzy regression discontinuity (i.e., assigning participants to conditions in 
violation of the designated cutoff score). 

Q@Jijj Sample of a Cutoff Score 

69 

64 

Ill 59 (I) ... 
0 u 54 (/) -Ill 49 (I) --Ill 0 44 D. 

39 

34 
38 

Control Group 

42 46 

Treatment Group 

50 

Pretest Scores 

54 

Cutoff 
Score 

58 62 
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Most common threats to internal validity are related, but not limited, to 
these designs: 

.Experimental. History, Maturation, and Instrumentation 

Quasi-.Experimental. History, Maturation, Instrumentation, and Selection 
Bias 

We refer the reader to the following articles and book chapter for full 
explanations regarding RD approaches: 

Imbens, G. W., & Lemieux, T. (2008). Regression discontinuity designs: 
A guide to practice.Journal of Econometrics, 142, 615-635. 

Trochim, W. (2001). Regression-discontinuity design. In N. J. Smelser,]. 
D. Wright, & P. B. Baltes (Eds.), International encyclopedia of the social 
and behavioral sciences (Vol. 19, pp. 12940-12945). North-Holland, 
Amsterdam: Pergamon. 

Trochim, W., & Cappelleri,]. C. 0992). Cutoff assignment strategies for 
enhancing randomized clinical trials. Controlled Clinical Trials, 13, 
190-212. 

Diagram 3.1 

Pretest 

Regression-Discontinuity Pretest-Posttest Control Group 
Design 1 

Assignment 

C 

C 

Group 

2 

Time,... 

Treatment Posttest 

X 

Note: OA refers to the preassignment measure, and C refers to the cutoff score. 

. ',. 

Example for Diagram 3.1 

Bryant, D. P., Bryant, B. R., Gersten, R., Scammacca, N., & Chavez, M. M. 
(2008). Mathematic intervention for first- and second-grade students with 
mathematics difficulties: The effects of tier 2 intervention delivered at 
booster lessons. Remedial and Special Education, 29(1), 20-31. 
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Pretest 

TEMI-PM 

, TEMI-PM 

Research Question: What are the effects of a Tier 2 mathematical interven­
tion on mathematical achievement of first- and second-grade students? 

Procedures: The effects of the intervention were determined by including a 
total of 126 first graders and 140 second graders from a primary-level ele­
mentary school. The students were then assessed using the Texas Early 
Mathematics Inventory-Progress Monitoring (TEMI-PM). Based on the ini­
tial results, students who scored at or below the 25th percentile (standard 
score of 90 or below) were assigned as Tier 2 and subsequently were 
assigned to the treatment condition. Students who scored above 90 were 
assigned to the control condition. The result of the cutoff criterion was 26 
first graders and 25 second graders who qualified for Tier 2, which included 
the intervention. The intervention was conceptualized as a booster or 
supplement to their regular course instruction. This included being exposed 
to 18 weeks of ~utoring sessions. The intervention was grounded in the 
Texas Essential Knowledge and Skills (TEKS) standards. After the comple­
tion of the intervention, all students were administered the TEMI-PM. 

Design: Experimental research using an RD approach with a pretest­
posttest control group design 

Recommended Parametric Analysis: See Imbens and Lemieux (2008) for 
details. 

Assignment Group Treatment Posttest 

C 1 (n = 51) TEKS TEMI-PM 

C 2 (n = 215) - TEMI-PM 

Time~ 

Note: Group = First and second graders. 

Diagram 3.2 

Pretest 

Regression-Discontinuity Pretest-Posttest Control Group 
Design2 

Assignment 

C 

C 

Group 

2 

Time~ 

Treatment Posttest 

X 
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Example for Diagram 3.2 

Leake, M., & Lesik, S. A. (2007). Do remedial English programs impact first­
year success in college? An illustration of the regression-discontinuity design. 
International Journal of Research & Method in Education, 30(1), 89-99. 

Research Question: What are the effects of participating in a university 
remedial English program on first-year GPA? 

Procedures: A total of 197 first-time university students' scores from an 
English placement examination were included in this study. An exogenous 
cutoff score was determined on the placement exam, and students who 
scored within a 6-point range on either side of the cutoff score on the 
English placement examination were included in the analysis. Those who 
scored below the cutoff score, the treatment group (n = 94), were required 
to take a remedial English program. Those who scored above the cutoff 
score (n = 103) did not have to take any remedial courses. Upon comple­
tion of the remedial program assignment, the first-year GPA of both groups 
was included in the RD analysis. 

Design: Quasi-experimental research using an RD approach with a pretest­
posttest control group design 

Recommended Parametric Analysis: See Imbens and Lemieux (2008) for 
details. 

Pretest Assignment Group Treatment 

English placement 
C 1 (n = 94) Remedial English program 

examination 

English placement 
C 2 (n = 103) -

examination 

Time~ 

Reviewing the Content 
and Testing Your Knowledge 

Discussion Points 

1. What are the advantages to including a cutoff score as a means of 
assignment in the regression-discontinuity approach? 

Posttest 

GPA 

GPA 
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2. Discuss a research scenario that would warrant the use of a regression­
discontinuity approach. 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
a Regression-Discontinuity Posttest-Only Control Group Design. The 
research will be considered nonexperimental. 

1. Identify the research scenario, including the relevant independent 
and dependent variables. 

2. Develop the appropriate primary research question to be associated 
with this design. 

3. Discuss the sampling strategy and technique used to access the 
appropriate sample. 

4. Identify the variable and what criteria will be used as the cutoff 
score for group assignment. Discuss whether it will be experimental 
or quasi-experimental research. 

5. In accordance with the assignment technique and comparison 
group, discuss the various control techniques that will be used with 
this specific design. 

6. Discuss the major threats to validity associated with this design and 
type of research (experimental or quasi-experimental). How will 
these threats be addressed, based on the discussion of the control 
techniques in the previous question? 

7. Briefly discuss any limitations associated with this research scenario 
and the specific design. 



CHAPTER 4 

WITHIN-SUBJECTS 
APPROACH 

M ajor challenges when conducting research are often related to 
(a) access to participants and (b) an inability to randomly 
assign the participants to conditions. With these limitations in 

mind, researchers often employ a within-subjects approach. Although the 
pretest and posttest designs of between-subjects approaches include a 
within-subject component, the objective is not necessarily to test the within­
subject variances as intended with within-subject approaches. The within­
subjects approach to research assumes one group (or subject) serves in 
each of the treatment conditions. 

This approach is referred to as repeated measures because participants 
are repeatedly measured across each condition. The advantage to this 
approach is that it can be used with smaller sample sizes with little or no 
error variance concerning individual differences between conditions (i.e., 
the sarpe participants exist in each condition). Some disadvantages to this 
approach are the threats to internal validity, which are primarily maturation 
and history, and the bigg~st iss~ is sequencing effects (i.e., order and car­
ryover effects). More specifically, performance in one treatment condition 
affects the performance in a second treatment condition. If possible, it is 
recommended to randomize the order of the treatments (also known as 
counterbalancing) to control for sequencing effects. 

The simplest within-subjects approach is the one-group with a single 
pretest and posttest measure (quasi-experimental research 1-factor design), 
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which is presented here. This design can be extended to multiple pretest 
and posttest measures and is designated as an interrupted time-series (ITS) 
design and is sometimes called the "time-series" approach. For this guide, 
we categorize the ITS design under the repeated-measures approach. 
Traditionally, it was believed that ITS designs should include upward of 
100 observations (in regard to statistical power), but many of these designs, 
when applied, often have anywhere from 10 to 50 observations and are 
often designated as short ITS designs. 

+ REPEATED-MEASURESAPPROACH 

The repeated-measures approach is structured so the researcher can collect 
numerous measures from the participants. Specifically, designs that include 
repeated measures allow researchers to gather multiple data points over 
time to study the rate of change as a function of treatment or time. These 
types of designs typically are more advanced, which require advanced sta­
tistical analysis to summarize the data. Most single-case approaches must 
use repeated-measures approaches. This approach allows for the single unit 
of analysis to serve as its own control to minimize treatment effects. Designs 
that employ repeated-measures approaches are also useful in longitudinal 
studies when examining trends or phenomena over a designated period of 
time. There are several designs that use the repeated-measures approach. 

It is important to clarify that designs within the repeated-measures 
approach are classified as experimental as long as participants are ran­
domly exposed to each condition (i.e., counterbalancing must occur 
because sequencing effects are the biggest threat to internal validity within 
this approach). However, there are repeated-measures approaches that are 
considered nonexperimental research. The ITS design is an example of 
nonexperimental research and is often referred to as a longitudinal data 
structure because data is collected at varying time points over days, 
months, or even years. The application of this approach, as with all 
approaches, is considered along with theoretical tenets and logistical 
considerations. 

Repeated-measures approaches can also include a between-subjects 
component as seen in the pretest and multiple-posttest design and the 
switching-replications design (the emphasis is usually on the between- and 
within-subject variances, which are sometimes not referred to as repeated 
measures because technically each group is not exposed to each condi­
tion). We present one example of the pretest and multiple-posttest design 
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and two examples of a switching-replication design (one experimental and 
one quasi-experimental). This design allows the researcher to assess the 
effects of the treatment on the first group while withholding the treatment 
to the second group. The second group is designated as a wait-list control 
group. This design includes only one treatment or factor. We also present 
a similar design, the crossover design (also known as a changeover design), 
which includes at a minimum two factors, but it can include more (Ryan, 
2007; Shadish, Cook, & Campbell, 2002). Some researchers, as seen in the 
experimental example presented later, refer to a switching-replications 
design as a crossover design. To be clear, the switching-replications design 
includes one treatment and a wait-list control group, while the crossover 
design includes a minimum of two treatments and no control. 

Switching-Replications Design: A Primer 

The switching-replications design is one of the most effective experi­
mental designs at controlling for threats to internal validity. Perhaps more 
importantly, it eliminates the need to deny any potentially beneficial inter­
vention to participants due to random assignment (to control group). The 
design is straightforward: The treatment is replicated (repeated) with each 
group, with one group receiving the treatment first. In theory, external 
validity should also be improved through the use of two independent 
administrations of the same intervention. Treatment environment and con­
dition always vary somewhat over time (outside of a laboratory setup), thus 
having the treatment replicated at a later time (with the potential of many 
variations in the treatment application and environment and history) with 
similar results would demonstrate generalizability. 

However, the standard design structure for a switching-replication 
design should not be chosen if the research can use random assignment to 
conditions because it is nearly impossible to avoid violating the standard 
statistical assumptions associated with repeated-measures analysis. 
Therefore, we propose a variant called the wait-list continuation design 
when random assignment is available for application. The design includes 
both a within- and bctween-'#jubjects component (i.e., mixed-subjects 
approach). A wait-list control group is incorporated and doesn't include the 
pretest for that condition. In effect, each group serves as both treatment and 
control at different points in time and allows for statistical analysis without 
relying on statistical assumptions to fall into place naturally (e.g., multivariate 
normality and sphericity). We provide a mock statistical analysis of this 
design in Appendix E. 
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@iifil• Wait-List Continuation Design (for Random Assignment) 

Group 

2 

Treatment Test Treatment Test Test 

XA 01 Time Delay 02 

03 XA 04 Time Delay 

Time Jll> 

The quasi-experimental application of this design works well in educa­
tional environments where programs are repeated at standard intervals 
throughout the year. The public school system is a good example. 
Specifically, most school systems work on a semester structure, which 
allows for one group of students to receive an intervention during the first 
semester and a second group of students to receive the same intervention 
during the second semester. When resources (teachers, space, etc.) are 
limited, this affords an organization the opportunity to provide a program 
to a greater number of students over time. Since all participants eventually 
participate, this design is often the most ethical (as well as feasible) of all 
the quasi-experimental designs. 

ii@iitifj Switching-Replications Design (for Nonrandom Assignment) 

Group 

2 

Pretest Treatment Midtest Treatment Posttest 

01 

Time Jll> 

There are a couple of important factors to consider when contemplat­
ing a switching-replications design. Specifically, is the intervention some­
thing that would theoretically (or desirably) have a lasting impact, or does 
the researcher want the intervention to maintain its effect, even after the 
treatment session is complete? If so, a critical part of the analysis is to exam­
ine what occurs between Time Point 2 and Time Point 3 of the group that 
first receives treatment; in this case, the within-subjects analysis would be 
primary and between-subjects secondary. If, however, the treatment is 



Chapter 4 Within-Subjects Approach + 61 

something that would not theoretically continue to impact the dependent 
variable (e.g., the impact of aspirin on a headache), then theoretically all of 
the data from the control condition (from the two groups) should be col­
lapsed, and all of the data from the treatment condition (from the two 
groups) should be collapsed and a between-subjects analysis used as the 
primary analysis with the within-subjects being secondary. In both cases a 
between- and a within-subjects analysis should be used when conducting 
a switching-replications design. 

Crossover and Latin-Square Designs 

Crossover designs are the repeated-measures version of the k-factor 
design and are used to assess the order of effects of two or more factors 
(also known as multiple-treatment counterbalanced designs). When apply­
ing crossover designs, it is important to ensure a "washout period," or 
return to baseline, between the adjacent treatment periods as a means to 
control for sequencing effects (i.e., multiple-treatment interference). These 
types of designs are ideal for eliminating issues associated with the 
between-subject variations and when a limited number of test subjects are 
available. However, if there are enough subjects to assign to groups to each 
condition, as seen in the 2-factor example presented later, then a between­
and within-subject analysis should be used. Alternatively, a 3-factor model 
(k = 3; see Diagram 4.1), with one participant assigned to each condition, 
would require only a within-subjects analysis. The reader is referred to 
Hedayat, Stutken, and Yang (2006) for more examples of crossover designs. 

We also present two examples of ITS designs. The basic ITS design 
includes one treatment (or factor) and many consecutive observations on 
the same outcome variable prior to and after the treatment. The number of 
pretest and posttest observations is based on theoretical, logistical, and 
statistical considerations. The first example includes two groups and one 
factor, and the second example includes one group and one factor. The 
strength of the ITS design is that it can account for the immediate and/or 
delayed effects of a treatment. The largest threats to internal validity for ITS 
designs are history and attrition. See Glass, Wilson, and Gattman (2008) for 
in-depth coverage of ITS design) and analysis. 

Last, similar to the crossover design, we present an example of an n x 
n Latin-square design. The Latin-square design is a one-factor model with 
two nuisance or procedural factors (one for the rows and one for the col­
umns), and it is most commonly applied in engineering, agriculture, and 
industrial research but rarely in the social sciences. However, there are 
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Diagram 4.1 A Repeated-Measures Approach 3-Factor Crossover Design 

Subject Treatment Midtest Treatment Midtest Treatment Posttest 

XA 01 XB 02 Xe 03 

2 XB 01 Xe 02 XA 03 

3 Xe 01 XA 02 XB 03 

4 Xe 01 XB 02 XA 03 

5 XA 01 Xe 02 XB 03 

6 XB 01 XA 02 Xe 03 

Time._ 

Note: Each participant (N = 6) serves in one condition, and the conditions are counterbalanced to control for sequencing 
effects. This design can be modified in multiple ways, such as adding additional factors, introducing the same factor more 
than once in each condition, and including more observations. 

instances within educational and the social and behavioral sciences in 
which a Latin-square design may be used. Within the Latin-square structure, 
each row and each column contain the treatment as a means to counterbal­
ance the order of effects. A basic 3 x 3 Latin-square design can be applied, 
for example, if a researcher wishes to examine the effectiveness of three 
types of emotive imagery techniques (strong, medium, weak) on profes­
sional athletes' level of concentration (assuming a total of 75 athletes 
divided between each condition is adequate with regard to power). As seen 
in Diagram 4.2, the researcher would use three different settings (office, 
home, field) and three types of formats (live, recorded, combination) to 
administer the technique. This one-factor design includes emotive imagery 
(at three levels) and then two procedural factors (format and setting), each 
at three levels, hence the 3 x 3 framework. 

This design is best applied in highly controlled conditions, and it is 
typically used as a means to protect against the effects of multiple extra­
neous variables. Some researchers use some form of a crossover design 
in their research and set up the·rows and columns in the form of a Latin 
square. However, without the inclusion of two procedural (blocking) 
factors, the examination does not take full advantage of the design char­
acteristics for which the Latin-square design was originally created. The 
major assumption of this design is that there is no interaction (or very 
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Diagram 4.2 Example of a 3 x 3 Latin-Square Design 

Format 

Group Setting Live Recorded Combo 

1 (n = 25) Office A B C 

2 (n = 25) Home ·B C A 

3 (n = 25) Field C A B 

Note: A= Strong emotive imagery; B = Medium emotive imagery; C = Weak emotive imagery. 
Concentration would be assessed within each session. A general linear model one-way 
ANOVA is the appropriate analysis for this design. 

minimal) between rows and columns. The problem associated with this 
design when applied to the social sciences is the small number of obser­
vations for each combination of factor levels; in addition, when including 
humans as test subjects, the carryover effects are usually problematic 
(i.e., the efficiency of this design is application and data dependent). We 
refer the reader to McNemar (2007) for a discussion regarding the issues 
associated with the use of Latin-square designs in the social sciences. 
Based on the example scenario presented earlier, not every combination 
of imagery-format-setting is conducted. Theoretically, a 3 x 3 x 3 factorial 
design may be a more suitable design for this application. Nonetheless, 
if the researcher wishes to include a third procedural factor (type of 
athlete, for example), then a Graeco-Latin square design should be used 
(see Box, 2009, for more on Graeco-Latin square designs). We also refer 
the reader to Reese (1997) for more information regarding the applica­
tions and analyses of Latin-square designs. We later present an example 
of a 6 x 6 Latin-square design. 

Most common threats to internal validity are related, but not limited, to 
these designs: 

Experimental. History, Matrtption, Testing, Instrumentation, Attrition, 
and Sequencing Effects 

Quasi-Experimental. History, Maturation, Testing, Instrumentation, 
Statistical Regression, Selection Bias, Attrition, and Sequencing 
Effects 
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We refer the reader to the following books for full explanations regard-
ing research for repeated-measures approaches: 

Hinkelman, K. (2012). Design and analysis of experiments, Vol. 3: 
Special designs and applications. Hoboken, NJ: Wiley. 

Spector, P. E. (1981). Research designs. Beverly Hills, CA: Sage. 

Diagram 4.3 Pretest and Posttest Design (One-Group) 

Group Pretest Treatment Posttest 

o, X 

Time.,.. 

Example for Diagram 4.3 

Wyatt, T. H., & Hauenstein, E. J. (2008). Pilot testing Okay With Asthma™: 
An online asthma intervention for school-age children. Tbe Journal of 
School Nursing, 24(3), 145-150. 

Research Question: What are the effects of the Okay With Asthma interven­
tion on asthma knowledge and attitude in school-age children? 

Procedures: Thirty-five school-age children were recruited to participate in 
the study. During the first session, children completed the pretests and 
Okay With Asthma program under the supervision of the investigator. The 
investigator conducted a debriefing with each child after he or she viewed 
the multimedia program. Following the end of the program, the children 
completed a round of posttest measures. The pretest and posttest measures 
included the Asthma Information Quiz and the Child Attitude Toward 
Illness Scale. 

Design: Quasi-experimental research using a within-subjects approach and 
a one-group pretest and posttest design 

Recommended Parametric Analysis: Descriptive statistics; dependent-sam­
ples t test, or paired-samples t test (appropriate effect-size calculations 
should be included) 
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Assignment Group Pretest Treatment Posttest 

Asthma Information 
Okay With 

Asthma Information Quiz, 
NR 1 (n = 35) Quiz, Child Attitude Asthma TM 

Child Attitude Toward Illness 
Toward Illness Scale 

lime.,_ 

Diagram 4.4 Pretest and Multiple-Posttest Design 

Group Pretest Treatment Posttest1 Posttest2 

X 

2 

Time.,_ 

Note: Any number of posttests and factors can be included, based on theoretical and logistical 
considerations. 

Example for Diagram 4.4 

Acee, T. W., & Weinstein, C. E. (2010). Effects of value-reappraisal interven­
tion on statistics students' motivation and performance. Journal of 
Experimental Education, 78(4), 487-512. 

Research Question: What are the effects of a value-reappraisal intervention on 
task value, endogenous instrumentality, self-efficacy, and exam performance? 

Procedures: Participants were stratified based on instructor type, gender, 
and year in school and then randomly assigned to each condition: the 
value-reappraisal (VR) group (n = 41) and the control group (n = 41). Both 
groups were assessed prior to the intervention on task value (TV), endog­
enous instrumentality (EI), self-efficacy (SE), and exam performance (EP). 
For the next 3 weeks, the students in the treatment group were exposed to 
the VR intervention, which was designed to help them reappraise their 
values of the statistics coJrse. Idnnediately following the intervention, both 
groups received the TV, EI, SE, and EP assessments. Following a 2-week 
delay, another round of the assessments was given. 

Design: Experimental research using a repeated-measures approach with a 
pretest and double-posttest design 

Scale 
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Assignment 

Rs 

Rs 

Diagram 4.5 

Group 

2 

Recommended Parametric Analysis: One-way RM-ANOVA or one-way 
MANOVA (appropriate descriptive statistics and effect-size calculations 
should be included) 

Posttest (2-Week 
Group Pretest Treatment Posttest Delay) 

1 (n = 41) TY, El, SE, EP Value-Reappraisal TV, El, SE, EP TY, El, SE, EP 

2 (n = 41) TV, El, SE, EP - TV, El, SE, EP TV, El, SE, EP 

Time~ 

Switching-Replications Design (Experimental) 

Pretest Treatment Midtest Treatment Posttest 

Time~ 

Example for Diagram 4.5 

Cernin, P.A., & Lichtenberg, P.A. (2009). Behavioral treatment for depressed 
mood: A pleasant events intervention for seniors residing in assisted living. 
Clinical Gerontologist, 32, 324-331. 

Research Question: What are the effects of pleasant-events-focused treat­
ment on factors of mood and depression in older, frail adults? 

Procedures: Participants were randomly assigned to either the immediate 
treatment condition (n = 8) or wait-list treatment condition (n = 7). Both 
groups received the same events-focused treatment. Data were collected 
by the project coordinator for all participants at baseline, 3 months, and 6 
months. Participants enrolled in the immediate treatment condition 
received the intervention after baseline data collection in the first 3 
months of the study. Participants enrolled in the wait-list treatment condi­
tion received the intervention between 3 and 6 months. Treatment con­
sisted of pleasant-event activities mutually agreed upon with residents and 
was delivered in 30-minute sessions with a target goal of three sessions 
per week. 
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Design: Experimental research using a repeated-measures approach with a 
switching-replications design 

Recommended Parametric Analysis: One-way RM-ANOVA or a combination 
of independent- and dependent-samples t tests (appropriate descriptive 
statistics and effect-size calculations should be included) 

Pretest Midtest (3 
Assignment Group (Baseline) Treatment Months) Treatment 

Pleasant-

R 1 (n = 8) 
Mood, events- Mood, 

depression focused depression 
-

treatment 

Pleasant-

R 
2 (wait-list; Mood, Mood, events-

n = 7) depression 
-

depression focused 
treatment 

Time,.. 

Diagram 4.6 Switching-Replications Design (Quasi-Experimental) 

Group Pretest Treatment Midtest Treatment 

2 

Time,.. 

Example for Diagram 4.6 

Basadur, M., Graen, G. B., & Scandura, T. A. (1986). Training effects on 
attitudes toward divergent thinking among manufacturing engineers. 
Journal of Applied Psychotogy, 7X4), 612-617. 

Research Question: What are the effects of a training process of problem 
solving based on divergent thinking on engineers' attitudes? 

Procedures: Initially, two groups of manufacturing engineers were identi­
fied as participants for the study. Group 1 (n = 65) was assigned to the 

Posttest (6 
Months) 

Mood, 
depression 

Mood, 
depression 

Posttest 
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Assignment 

NR 

NR 

Diagram4.7 

Group 

2 

first treatment condition (creative problem-solving program) and Group 2 
(n = 47) was assigned to the wait-list control condition. Both groups were 
administered scales that measured the preferences for ideation in problem 
solving and a second scale that measured the premature convergence in 
problem solving. After 5 weeks, the measures were administered to both 
groups, and then the wait-list control went through the creative problem­
solving program. Following the next 5 weeks, participants were adminis­
tered the final posttest measures. 

Note: The authors refer to this design as a crossover design; however, to 
qualify as a crossover design, it would require a minimum of two factors 
or treatments. Therefore, this is a switching-replications design (Ryan, 2007; 
Shadish et al., 2002). 

Design: Quasi-experimental research using a repeated-measures approach 
with a switching-replications design 

Recommended Parametric Analysis: Combination of independent- and 
dependent-samples t tests (The RM-ANOVA is not recommended because 
of the obvious violations of the specific statistical assumptions; appropriate 
descriptive statistics and effect-size calculations should be included.) 

Group Pretest Treatment Midtest Treatment Posttest 

Preference Creative Preference Preference 

1 (n = 65) 
for ideation, problem- for ideation, 

-
for ideation, 

premature solving premature premature 
evaluations program evaluations evaluations 

Preference Preference Creative Preference 
2 (wait-list; for ideation, for ideation, problem- for ideation, 

-
n = 47) premature premature solving premature 

evaluations evaluations program evaluations 

Time~ 

Crossover Design (2-Factor) 

Pretest Treatment Midtest Treatment Posttest 

Time~ 
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Example for Diagram 4.7 

Burgess, G., Grogan, S., & Burwitz, L. (2006). Effects of a 6-week aerobic 
dance intervention on body image and physical self-perceptions in adoles­
cent girls. Body Image, 3, 57-66. 

Research Question: What are the effects of an aerobic and physical educa­
tion program on perceptions of body image in adolescent girls? 

Procedures: A total of 50 school-age girls (Mage = 13.5) were randomly 
assigned to one of two conditions. The first condition was an aerobic dance 
program, and the second condition was physical education. Each condition 
lasted approximately six weeks. Following the completion of the first pro­
gram, the participants changed over (crossed over) to participate in the 
other treatment program. All participants were administered pretest, 
midtest, and posttest the Body Attitudes Questionnaire (BAQ), the Children 
and Youth Physical Self-Perceptions Profile (CY-PSPP), and the Leisure 
Time Physical Activity Questionnaire (LTPAQ). 

Design: Experimental research using a repeated-measures approach with a 
2-factor cro~sover design 

Assignment Group Pretest Treatment Midtest Treatment 

R 1 (n = 25) BAQ, CY-PSPP, Aerobic BAQ, CY-PSPP, Physical 
LTPAQ dance LTPAQ education 

R 2 (n = 25) BAQ, CY-PSPP, Physical BAQ, CY-PSPP, Aerobic 
LTPAQ education LTPAQ dance 

Time .,.. 

Diagram 4.8 lnterrupt~d Tim\-Series Design (One-Group) 

Posttest 

BAQ, 
CY-PSPP, 
LTPAQ 

BAQ, 
CY-PSPP, 
LTPAQ 

Group Pretests Treatment Posttests 

o, ... 08 X 07 ... 010 

Time .,.. 

Note: Any number of pretest and posttest observations can be taken in an ITS design. 
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Recommended Parametric Analysis: One-way RM-ANOVA or one-way 
MANOVA (appropriate descriptive statistics and effect-size calculations 
should be included) 

Example for Diagram 4.8 

Rimondini, M., Del Piccolo, L., Goss, C., Mazzi, M., Paccaloni, M., & 
Zimmerman, C. (2010). The evaluation of training in patient-centered inter­
viewing skills for psychiatric residents. Psychological Medicine, 40, 467-476. 

Research Question: What is the impact of patient-centered interview train­
ing on patient-centered interviewing skills? 

Procedures: A single group of psychiatric residents (n = 10) interviewed a 
total of 12 different patients. Each resident interviewed 8 patients and was 
objectively tested by trained raters who used the Verona Psychiatric Interview 
Classification System (VR-PICS). The residents then went through a patient­
centered skills training using the standards of the Verona Communication 
Skills Training in Psychiatry. The residents were then interviewed and were 
rated on a total of four more time points using the VR-PICS. The major cat­
egories tested were gathering information, handling emotion, and handling 
doctor-centered issues, as well as an overall performance index. 

Design: Quasi-experimental research using a one-group inter1>1pted time­
series design 

Assignment Group Pretests 1-8 Treatment Posttests 7-1 O 

NR 1 VR-PICS Verona Skills Training VR-PICS 

Time tJ> 

Diagram 4.9 Interrupted Time-Series Design (Two-Group) 

Group Pretests Treatment Posttests 

01 ... 06 07 ... 011 
X 

2 01 ... 06 07 ... 011 

Time tJ> 
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Recommended Parametric Analysis: Growth curve analysis, autoregressive 
integrated moving average (ARIMA), or time-series regression (appropriate 
descriptive statistics and effect-size calculations should be included) 

Example for Diagram 4.9 

May, H., & Supovitz,]. A. (2006). Capturing the cumulative effects of school 
reform: An 11-year study of the impacts of America's Choice on student 
achievement. Educational Evaluation and Policy Analysis, 28(3), 231-257. 

Research Question: What is the evidence of, and rate of increase in, learning 
in low-achieving and minority students in America's Choice programs? 

Procedures: Eleven years of student performance school data were ana­
lyzed: 6 years of data before schools' adoption of the America's Choice 
program and up to 5 years after (depending on the year a school intro­
duced the reform). During this period, more than 55,000 students in Grades 
1 through 8 in 42 elementary and 10 middle schools were tested in reading 
and mathematics. Multiple achievement tests during the 11-year span cov­
ered the study: (a) Stanford Achievement Test (SAT-9), (b) California 
Achievement Test (CAT-5), (c) Degrees of Reading Power test (DRP), 
(d) New York State assessments (NYS), (e) New York Pupil Evaluation 
Program tests (PEP), and CD New York Preliminary Competency Test (PCT). 

Design: Quasi-experimental research using a two-group interrupted time­
series design 

Recommended Parametric Analysis: Growth curve analysis, autoregressive 
integrated moving average (ARIMA), or time-series regression (appropriate 
descriptive statistics and effect-size calculations should be included) 

Assignment Group Years 7-6 Treatment Years 7-11 

NR 
., 

', SAT-9, CAT-5, DRP, SAT-9, CAT-5, DRP, 
(Reading: n = 56,693) NYS, PEP, PCT 

America's 
NYS, PEP, PCT 

2 SAT-9, CAT-5, DRP, 
Choice 

SAT-9, CAT-5, DRP, 
NR 

(Math: n = 55,932) NYS, PEP, PCT NYS, PEP, PCT 

Time~ 
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Diagram 4.10 6 x 6 Latin-Square Design 

Group 

2 

3 

4 

5 

6 

A 

B 

C 

D 

E 

F 

B 

C 

F 

E 

A 

D 

Conditions 

C D 

F A 

B E 

A B 

D F 

E C 

lime 1JJ, 

E F 

D E 

A D 

F C 

C B 

B A 

Note: There are many possible ordering variations of treatments in the Latin-square design, and 
the design presented here is only one example of a type of ordering. 

Example for Diagram 4.10 

Meijer, J., & Oostdam, R. (2007). Test anxiety and intelligence testing: A 
closer examination of the stage-fright hypothesis and the influence of 
stressful instruction. Anxiety, Stress, and Coping, 20(1), 77-91. 

Research Question: What are the effects of text anxiety and style of instruc­
tion (stressful versus reassuring) on intelligence? 

Procedures: A series of intelligence tests were administered to students over 
a 1-year time span. There were 135 students across six classes, and each class 
varied in size from 17 to 26 children. The age range was between 10 and 13 
years old. The intelligence tests were taken from a version of the Netherlands 
Differentiation Test and included a vocabulary test, picture recall, dice and 
dominoes, verbal analogies, paired associates, and figure series. The admin­
istration of each test was counterbalanced for each class according to the 
Latin-square design. The first three tests for each class were administered 
under stressful conditions and the last three were administered under reas­
suring conditions. The Revised Worry-Emotionality Scale (RW-ES) was used 
to determine the level of perceived stress prior to each series of tests. 

Design: Experimental research using a 6 x 6 Latin-square design 

Recommended Parametric Analysis: General linear models one-way 
ANOVA (appropriate descriptive statistics and effect-size calculations 
should be included) 



Chapter 4 Within-Subjects Approach + 73 

Class Stressful Reassuring 
(N = 735) Instruction Intelligence Tests Instruction Intelligence Tests 

1 RW-ES Voe Pie Dice RW-ES Ana Pair Fig 

2 RW-ES Pie Dice Ana RW-ES Pair Fig Voe 

3 RW-ES Dice Ana Pair RW-ES Fig Voe Pie 

4 RW-ES Ana Pair Fig RW-ES Voe Pie Dice 

5 RW-ES Pair Fig Voe RW-ES Pie Dice Ana 

6 RW-ES Fig Voe Pie RW-ES Dice Ana Pair 

Time~ 

Note: Voe= Vocabulary; Pie= Picture recall; Dice= Dice and dominoes; Ana= Verbal analogies; Pair= Paired associ­
ates; Fig = Figure series. This design is ordered as a Latin square; however, it does not follow the exact tenets of a 
Latin-square design (the lack of two blocking factors). Therefore, it can be considered a modified version of a repeated­
measures 6-factor crossover design configured as a Latin square. 

Reviewing the Content 
and Testing Your Knowledge 

Discussion Points 

1. Discuss several reasons why a researcher would choose a within­
subjects approach over a between-subjects approach. 

2. Discuss three of the major threats to validity related to the repeated­
measures approach. What is it about this approach that would make 
these threats important to consider? 

3. Develop a hypothetical research scenario that would necessitate the 
use of a 3-factor crossover design. Why would this design be the 
best option to utilize? 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
a 3-Factor Crossovel Des}gn. The research will be considered 
nonexperimental. 

1. Identify the research scenario, including the relevant three indepen­
dent variables and dependent variable(s). 

2. Develop the appropriate primary research question to be associated 
with this design. 



74 + PART I QUANTITATIVE METHODS 

3. Discuss the sampling strategy and technique used to access the 
appropriate sample. 

4. Identify the assignment technique to be used. 

5. In accordance with the assignment technique and comparison 
group, discuss the various control techniques that will be used with 
this specific design. 

6. Discuss the major threats to validity associated with this design and 
type of research (experimental). How will these threats be 
addressed, based on the discussion of the control techniques in the 
previous question? 

7. Briefly discuss any limitations associated with this research scenario 
and the specific design. 



CHAPTER 5 

FACTORIAL DESIGNS 

A n extension of the k-factor design is the factorial design. The 
simplest factorial design includes, at a minimum, two factors (i.e., 
independent variables), each with two levels (Kazdin, 2002; Vogt, 

2005). Two factors each with two levels is designated as a 2 x 2 factorial 
design. Factorial designs are denoted by the form sk. The s represents the 
number of levels, and k represents the number of factors (e.g., 2 x 2 is the 
same as 22

). Recall that a factor is another term for the independent vari­
able, or treatment, or intervention. 

Many k-factor designs can be transformed into factorial designs (based 
on theoretical and logistical consideratio~s) by partitioning the factors into 
at least two levels and by subsequently changing the statistical analysis 
used to examine the data. For example, a researcher is interested in looking 
at the effects of a math intervention (1: factor) partitioned into two levels 
Cl-visual math, 2-auditory math) and how it differs by gender (2: factor; 
1-males, 2-females) on a math competency exam (i.e., dependent vari­
able). Unlike the k-factor design, factorial designs allow for all combina­
tions of the factor levels to be tested on the outcome (i.e., male and female 
differences for auditory-style teaching compared to male and female differ­
ences for visual-style teac'hing).'rhus, factorial designs allow for the exami­
nation of both the interaction effect (the influence of one independent 
variable on the other independent variable) and the main effects (the influ­
ence of each independent variable on the outcome). 

We must caution the social and behavioral science researcher not to get 
overzealous with the application of more complex factorial designs outside 
of the 2 x 2 design. A general assumption related to the factorial design is 

75 
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that there is no interaction between the factors, but this is typically impos­
sible when including humans as test subjects. The factorial design was 
originally developed for agricultural and engineering research where the 
variables are static (e.g., amount of fertilizer or blade length) and does not 
suffer from the typical threats to internal validity that occurs when human 
participants are the test subjects (e.g., testing, sequencing effects). 

The factorial design is not one design; rather, it is considered a family of 
designs. For example, some research requires that the number of levels for 
each factor is not the same. The simplest version would be a 2 x 3 design 
(i.e., one independent variable has two levels and the other has three). 
Factorial designs can also include three factors (e.g., 2 x 2 x 2 represents 
three independent variables, each with two levels). Factorial designs can use 
within-subjects or between-subjects approaches, and they can include pretest 
and posttest or posttest-only measures (most contain only posttests). The 
within-subjects approach to factorial designs is set up so there is one group, 
and each participant serves in each of the treatment conditions. The between­
subjects approach allows the researcher to test multiple groups across condi­
tions without exposing each participant to all treatment conditions. This 
approach requires larger sample sizes, and random assignment is highly 
recommended to control for differentiation and selection bias. 

Another option to the factorial design is the mixed-subjects approach. 
A mixed-factorial design includes both a within- and between-subjects 
approach. For instance, a 2 x 3 mixed-factorial design would be constructed 
so the first factor at two levels is tested as within subjects, _and the second 
factor at three levels would be tested as between subjects. To determine the 
number of groups (also referred to as cells), the number of levels for each 
factor can be multiplied (e.g., 2 x 2 = 4 groups; 2 x 3 = 6 groups). The 
strength of this design is that it allows a researcher to examine the indi­
vidual and combined effects of the variables. There are many types and 
variations of factorial designs not illustrated in this reference guide. 

We provide three examples of a 2-factor between-subjects factorial 
design (a pretest and posttest design [2 x 2] and two posttest-only designs 
[2 x 2 and 3 x 21) and one example of a 2 x 2 within-subjects factorial 
design. We also provide two examples of a between-subjects factorial 
design with three factors (2 x 2 x 2 and 2 x 3 x 2) and one example of a 
mixed-factorial design (2 x 2 x 2). 

Factorial designs that include within-subjects components are also 
affected by the threats to internal validity listed under the repeated­
measures approach (e.g., sequencing effects). 

Most common threats to internal validity are related, but not· limited, to 
these designs: 
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Experimental. Maturation, Testing, Diffusion, and Instrumentation 

Quasi-Experimental. Maturation, Testing, Instrumentation, Diffusion, 
and Selection Bias 

We refer the reader to the following article and book for full explana­
tions regarding factorial designs: 

Dasgupta, T., Pillai, N. S., & Rubin, D. B. (2014). Causal inference from 
2K factorial designs using potential outcomes. Journal of the Statistical 
Society: Series B (Statistical Methodology), 77(4), 727-753. 

Ryan, T. P. (2007). Modern experimental design. Hoboken, NJ: Wiley. 

Diagram 5.1 
2 x 2 Factorial Pretest and Posttest Design (Between­
Subjects) 

Group 

2 

3 

4 

Pretest 

01 

01 

01 

01 

Example for Diagram 5.1 

Time~ 

Treatment Posttest 

XA1B1 02 

XA1B2 02 

XA2B1 02 

XA2B2 02 

Stem, S. E., Mullennix, J. W., & Wilson, S. J. (2002). Effects of perceived 
disability on persuasiveness of computer-synthesized speech. Journal of 
Applied Psychology, 87(2), 411-417. 

Research Question (main and interaction effects): What are the effects of 
perceived disabilities on the persuasiveness of computer-synthesized and 
normal speech? • ', 

Procedures: Participants completed an attitude pretest and were randomly 
assigned to watch an actor deliver a persuasive speech under one of the 
following four conditions: (a) disabled using normal speech, Cb) nondis­
abled using normal speech, (c) disabled using computer-synthesized 
speech, or (d) nondisabled using computer-synthesized speech. Participants 
then completed an attitude posttest survey. Additionally, the following 
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Assignment 

R 

R 

R 

R 

posttest measures not included in the factorial analysis were collected: 
(a) questionnaires assessing attitudes, Cb) perceptions of voice characteristics, 
and (c) the effectiveness of the message. 

Design: Experimental research using a between-subjects approach 2 x 2 
factorial pretest and posttest design 

Recommended Parametric Analysis: 2-way between-subjects ANCOVA or 
2-way MANCOVA (appropriate follow-up analysis plus descriptive statistics 
and effect-size calculations should be included) 

Factor Factor 
Group Pretest Ability (A) Speech Type (8) Posttest 

1 

2 

3 

4 

Attitudes Disabled (A1) 

Attitudes Disabled (A1) 

Attitudes 
Nondisabled 

(A) 

i 

Attitudes 
Nondisabled 

(A2) 

Time II>-

2x2(N=189) 

Independent Variable 

Speech Type (Bl 

Attitudes, speech 

Synthetic speech (B1) 
characteristics, 
effectiveness of 

message 

Attitudes, speech 

Normal speech (B2) 
characteristics, 
effectiveness of 

message 

Attitudes, speech 

Synthetic speech (B1) 
characteristics, 
effectiveness of 

message 

Attitudes, speech 

Normal speech (B2) 
characteristics, 
effectiveness of 

message 

Independent Variable 

Ability (A) 

Nondisabled (A2) 

puter-synthesized speech (B1) n = 48 n = 47 

n = 47 n = 47 
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Diagram 5.2 2 x 2 Factorial Posttest Design (Between-Subjects) 

Group Treatment 

2 

3 

4 

Example for Diagram 5.2 

XA1Bl 

XA1B2 

XA2B1 

XA2B2 

Time~ 

Posttest 

01 

01 

01 

01 

Sidani, Y. M. (2007). Perceptions of leader transformational ability: The role 
of leader speech and follower self-esteem. Journal of Management 
Development, 26(8), 710-722. 

Research Questions 

• Main effect: Are individuals with low self-esteem more prone to the 
transformational message? Do leader speeches characterized by a 
good use of rhetorical devices lead to higher levels of attributed 
transformational abilities? 

• Interaction effect: Does the interaction of the transformational leader 
style with inspirational speech lead to greater attributions of transfor­
mational leadership than when either or both of these components 
are absent? Is the same true for transactional leadership approach? 
Does the interaction of the nontransformational leader style with 
noninspirational speech lead to lower attributions of transforma­
tional leadership compared to other interactions? 

Procedures: Participants were Sftidents enrolled in undergraduate business 
courses in a North American university. The participants were randomly 
assigned to one of four groups: (a) inspirational speech by a transforma­
tional leader (n = 81), (b) noninspirational speech by a transformational 
leader (n = 77), Cc) inspirational speech by a transactional leader (n = 76), 
and (d) noninspirational speech by a transactional leader (n = 79). 



80 + PART I QUANTITATIVE METHODS 

Assignment 

R 

R 

R 

R 

Leadership style was manipulated by developing two leadership profiles 
describing the differences between transactional and transformational 
leaders. Next, participants were presented either with a noninspirational 
speech or an inspirational speech. All participants completed posttests on 
the Multifactor Leadership Questionnaire. 

Design: Experimental research using a between-subjects approach 2 x 2 
factorial posttest design 

Recommended Parametric Analysis: 2-way between-subjects ANOVA or 
2-way MANOVA (appropriate follow-up analysis plus descriptive statistics 
and effect-size calculations should be included) 

Group 
Factor Factor 

Posttest 
Leader Type (A) Speech Type (B) 

1 Transformational (A1) 
Inspirational speech Multifactor Leadership 

(B,) Questionnaire 

2 Transformational (A1) 
Noninspirational Multifactor Leadership 

speech (82) Questionnaire 

3 Transactional (A2) 
Inspirational speech Multifactor Leadership 

(B,) Questionnaire 

4 Transactional (A) 
Noninspirational Multifactor Leadership 

speech (Bi) Questionnaire 

Time~ 

Note: The authors refer to the design as a randomized-factorial design, which means the order of the treatments was 
randomized (i.e., counterbalanced) for each participant to control for sequencing effects. 

2 x 2 (N = 313) 
Independent Variable 

Leader Type (A) 

Independent Variable 

Speech Type (8) Transformational (Ai) 
if 

Transactional (A2) 

Inspirational (81) n = 81 n = 76 

Noninspirational (82) n = 77 n = 79 



Diagram 5.3 

Group 
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2 x 2 Factorial Pretest and Posttest Design 
(Within-Subjects) 

Pretest Treatment 

01 XA1B1 

01 XA1B2 

01 XA2B1 

01 XA2B2 

Time~ 

Posttest 

Example for Diagram 5.3 

Lopez, E. N., Drobes, D. ]., Thompson, K. ]., & Brandon, T. H. (2008). 
Effects of body image challenge on smoking motivation among college 
females. Health Psychology, 27(3), 243-251. 

Research Questions: Does body dissatisfaction lead to a situational increase 
in smoking motivation among young college females? Do individuals with 
greater trait body dissatisfaction show the greatest impact of the body 
image challenge on smoking urges? 

Procedures: Sixty-two participants were recruited to participate in the 
study. Participants were exposed to pairs of cues associated with each 
factor simultaneously on a split screen. Thus, the four conditions were 
thin models/smoking cues, thin models/neutral cues, neutral cues/ 
smoking cues, and neutral cues/neutral cues. Initially, participants com­
pleted measures assessing basic demographics, Smoking Status 
Questionnaire (SSQ), and the Short-Smoking Consequences Questionnaire 
(Short-SCQ). The order of the treatment conditions were randomized for 
all the participants. The in-test and posttest measures included the 
Eating Disorders Examination-Questionnaire Version-Weight Concern 
subscale (EDEQ-WC), t~ Urg\to Smoke Visual Analogue Scale (Smoke 
VAS), and the Weight Dissatisfaction Visual Analogue Scale (Weight 
Dissatisfaction VAS). 

Design: Experimental research using a within-subjects approach 2 x 2 factorial 
pretest and posttest design 
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Croup 

1 

1 

1 

1 

Factor Factor 
Pretest Body Image (A) Smoking Cue (B) ln-Test!Posttest 

SSQ, Short-SCQ Thin (A1) Smoking (B1) 
EDEQ-WC, Smoke VAS, Weight 

Dissatisfaction VAS 

SSQ, Short-SCQ Thin (A,) Neutral (82) 
EDEQ-WC, Smoke VAS, Weight 

Dissatisfaction VAS 

SSQ, Short-SCQ Neutral (A2) Smoking (B1) 
EDEQ-WC, Smoke VAS, Weight 

Dissatisfaction VAS 

SSQ, Short-SCQ Neutral (A2) Neutral (B2) 
EDEQ-WC, Smoke VAS, Weight 

Dissatisfaction VAS 

Time,,.. 

2 x 2 (N = 62) 
Independent Variable 
Body Image Manipulation (A) 

Independent Variable 

Smoking Cue (B) Thil) (A 1) Neutral (A2) 

Smoking (B1) n = 62 n = 62 

Neutral (B;) n = 62 n = 62 

Note: Each cell represents the same participants (i.e., within-subjects). 

Diagram 5.4 

Croup 

2 

3 

4 

5 

6 

3 x 2 Factorial Posttest Design (Between-Subjects) 

Treatment Posttest 

XAlBl 01 

XA2Bl 01 

XA3Bl 01 

XA1B2 01 

XA2B2 01 

XA3B2 01 

Time,,.. 
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Recommended Parametric Analysis: 2-way RM-ANOVA or 2-way MANOVA 
(appropriate follow-up analysis plus descriptive statistics and effect-size 
calculations should be included) 

Example for Diagram 5.4 

Gier, V. S., Kreiner, D. S., & Natz-Gonzalez, A. (2009). Harmful effects of 
preexisting inappropriate highlighting on reading comprehension and 
metacognitive accuracy. The Journal of General Psychology, 136(3), 
287-300. 

Research Questions 

• Main effect: Does inappropriate highlighting reduce performance on 
a comprehension test in comparison with no highlighting and appro­
priate highlighting? Does inappropriate highlighting result in reduced 
ability to monitor comprehension and test performance? Does more 
difficult reading material result in lower comprehension and meta­
cognitive accuracy? 

• Interaction effect: Do metacognitive accuracy and comprehension 
scores differ with respect to text difficulty as a result of no highlight­
ing, appropriate highlighting, and inappropriate highlighting? 

Procedures: Participants were 180 undergraduate students from a south­
eastern university in the United States. The researchers manipulated 
text difficulty (two levels) and type of highlighting (three levels). 
Participants read texts that were either (a) not highlighted (control 
group), (b) appropriately highlighted (i.e., the sentences relevant to the 
comprehension questions were highlighted), or (c) inappropriately 
highlighted (i.e., the sentences highlighted were not relevant to the 
comprehension questions). Participants were randomly assigned to one 
of the six conditions. Immediately after reading each passage, partici­
pants provided metacomprehension ratings by recording how well they 
thought they had comprehlllj1.ded the passage. Then, participants 
responded to the comprehension test, which consisted of six multiple­
choice questions. After responding to the comprehension questions, 
participants provided confidence ratings that their answers were correct. 
The researchers measured and scored all of the metacomprehension 
visual analogue and comprehension scales. 
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Design: Experimental research using a between-subjects approach 3 x 2 
factorial posttest design 

Recommended Parametric Analysis: 2-way between-subjects ANOVA or 
2-way MANOVA (appropriate follow-up analysis plus descriptive statistics 
and effect-size calculations should be included) 

Factor Factor 
Assignment Group Highlighted (A) Text Difficulty (B) Posttest 

Metacomprehension scale, 
R 1 None (A1) Low (B1) comprehension test, 

confidence 

Metacomprehension scale, 
R 2 Appropriate (A2) Low (B1) comprehension test, 

confidence 

Metacomprehension scale, 
R 3 Inappropriate (A3) Low (B1) comprehension test, 

confidence 

Metacomprehension scale, 
R 4 None (A,) High (Bz) comprehension test, 

confidence 

Metacomprehension scale, 
R 5 Appropriate (A2) High (B2) comprehension test, 

confidence 

Metacomprehension scale, 
R 6 Inappropriate (A) High (Bz) comprehension test, 

confidence 

Time II> 

2 x 3 (N = 180) Independent Variable 
Highlighted Reading Passages (A) 

Independent Variable 

Text Difficulty (B) None (A 1) Appropriate (A1) Inappropriate (A3) 

Low (B1) n = 30 n = 30 n = 30 

High (B2) n = 30 n =,30 n = 30 
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Diagram 5.5 2 x 2 x 2 Factorial Posttest Design (Between-Subjects) 

Group Treatment Posttest Group Treatment Posttest 

XA1B1C1 o, 5 XA1B1C2 o, 
2 XA1B2C1 o, 6 XA1B2C2 o, 
3 XA2B1C1 o, 7 XA2B1C2 o, 
4 XA2B2C1 o, 8 XA2B2C2 o, 

Time )I> Time,.. 

Note: For ease of reading, Groups 1-4 and 5-8 have been placed side by side, but (for example) Group 1 and Group 
5 are not related. 

Example for Diagram 5.5 

Baylor, A. L., & Kim, S. (2009). Designing nonverbal communication for pedagogi­
cal agents: When less is more. Computers in Human Behavior, 25, 450-457. 

Research Questions 

• Afain effect: What is the effect of types of instruction, deictic ges­
tures, and types of facial expressions on student perceptions of 
pedagogical agent persona, attitude toward content, and learning? 

• Interaction effect: Is there an interaction effect between the type of 
instruction and agent nonverbal behavior? 

Procedures: A total of 236 undergraduate students participated in this study. 
The participants were ,randomly assigned to one of eight treatment condi­
tions (roughly n = 29 per cell). The three major factors (independent vari­
ables) were each portioned into two levels: type of instruction (procedural, 
attitudinal), deictic gestures (presence, absence), and facial expressions 
(presence, absence). The two major modules developed were the proce­
dural and attitudinal. The participants were exposed to the conditions dur­
ing a computer literacy course. }allowing the exposure to the modules and 
conditions, the participants were assessed in three different areas: percep­
tions of agent persona, attitudes, and learning. The perceptions were 
assessed with the Agent Persona Instrument (APO. 

Design: Experimental research using a between-subjects approach 2 x 2 x 2 
factorial posttest design 
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Recommended Parametric Analysis: 3-way between-subjects ANOVA or 
3-way MANOVA (appropriate follow-up analysis plus descriptive statistics 
and effect-size calculations should be included) 

Factor Factor 
Instruction Factor Facial 

Assignment Group Type (A) Deictic Gesture (8) Expression (C) Posttest 

R 1 Procedural (A1) Presence (81) Presence (C1) 
API, attitudes, 

learning 

R 2 Procedural (A1) Absence (8) Presence (C1) 
API, attitudes, 

learning 

R 3 Attitudinal (A2) Presence (81) Presence (C1) 
API, attitudes, 

learning 

R 4 Attitudinal (A2) Absence (82 ) Presence (C1) 
API, attitudes, 

learning 

R 5 Procedural (A1) Presence (81) Absence (C2) 
API, attitudes, 

learning 

R 6 Procedural (A1) Absence (82) Absence (C2) 
API, attitudes, 

learning 

R 7 Attitudinal (A2) Presence (81) Absence (C2) 
API, attitudes, 

learning 
-

R 8 Attitudinal (Az) Absence (8) Absence (C2 ) 
API, attitudes, 

learning 

Time JI> 

Independent Variable (IV) 
2x2x2 Instruction Type (A) N = 236 

IV IV 

Deictic Gesture (8) Procedural Module (A 1) Attitudinal Module (A2) Facial Expression (C) 

Presence (81) n = 29 n = 30 Presence C1 

Absence (82) n = 29 n = 30 Absence C1 

Presence (B1) n = 29 n = 30 Presence C2 

Absence (82) n = 29 n = 30 Absence C2 
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Diagram 5.6 

Croup 

2 

3 

4 

5 

6 

2 x 3 x 2 Factorial Posttest Design (Between-Subjects) 

Treatment Posttest Croup Treatment Posttest 

XA1B1C1 01 7 XA1B1C2 01 

XA1B2C1 01 8 XA1B2C2 01 

XA1B3C1 01 9 XA1B3C2 01 

XA2B1C1 01 10 XA2B1C2 01 

XA2B2C1 01 11 XA2B2C2 01 

XA2B3C1 01 12 XA2B3C2 01 

Time,.. Time,.. 

Note: For ease of reading, Groups 1-6 and 7-12 were placed side by side, but (for example) Group 1 and Group 7 
are not related. 

Example for Diagram 5.6 

Young, P., & Miller-Smith; K. (2006). Effects of state mandated policy (site­
based councils) and of potential role incumbents on teacher screening 
decisions in high and low performing schools. Education Policy and 
Analysis Archives, 14(7), 1-21. 

Research Questions 

• Main effect: What are the effects of state-mandated policy and the 
potential role of incumbents on teacher screening in high- and low­
performing schools? 

• Interaction effect: Do legislative action, the role of the evaluator, and 
accountability differ with respect to perceived skill levels and the 
willingness to select a candidate? 

Procedures: Public schoc,J adm~istrators from two neighboring states par­
ticipated in this study. A total of 624 participants were randomly selected 
from these locations. Three factors (independent variables) were evaluated 
in this study. The first was the state-legislative process, which was broken 
down into two levels: site-based and nonsite-based. The next factor was the 
role of the evaluator within the teacher-screening process. The screening 
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Assignment 

R 

R 

R 

R 

R 

R 

R 

R 

R 

R 

R 

R 

process (i.e., role of the evaluator) was portioned into principals, teachers, 
and parents. The third factor was the academic performance of public 
school districts and was broken down into high and low performers. All the 
participants were randomly assigned to 1 of 12 conditions. Each participant 
was assessed on two dependent variables. The first outcome variable mea­
sured the candidate's perceived skill level in relation to the job-related cri­
teria. The second outcome variable measured the willingness that an 
evaluator (teacher, principal, or parent) would consider a candidate for an 
interview. 

Factor Factor Factor 
Legislative Role of Accountability 

Group Action (A) Evaluator ( B) (C) Posttest 

1 Site-based Principal (81) Low (C1) Perceived skill level, 
(A1) willingness to select candidate 

2 Site-based Teacher (82) Low (( 1) Perceived skill level, 
(A1) willingness to select candidate 

3 Site-based Parent (83) Low (C1) Perceived skill level, 
(A1) willingness to select candidate 

4 Nonsite- Principal (81) Low(C 1) Perceived skill level, 
based (A2) willingness to select candidate 

5 Nonsite- Teacher (82) Low(C 1) Perceived skill level, 
based (A2) willingness to select candidate 

6 Nonsite- Parent (83) Low(C 1) Perceived skill level, 
based (A2) willingness to select candidate 

7 Site-based Principal (81) High (C2) Perceived skill level, 
(A1) willingness to select candidate 

8 Site-based Teacher (82) High (C) Perceived skill level, 
(A1) willingness to select candidate 

9 Site-based Parent (BJ High (C2) Perceived skill level, 
(A1) willingness to select candidate 

10 Nonsite- Principal (81) High (C2) Perceived skill level, 
based (A2) willingness to select candidate 

11 Nonsite- Teacher (82) High (C) Perceived skill level, 
based (A2) willingness to select candidate 

12 Nonsite- Parent (83) High (C) Perceived skill level, 
based (A) willingness to select candidate 

Time~ 
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IV 
2x3x2 Role of Evaluator (BJ N = 624 

IV IV 

Legislative Action (AJ Principal (8 1) Teacher (82) Parent (B) Accountability (CJ 

Site-based (A1} n = 52 n = 52 n = 52 

Nonsite-based (A2) n = 52 n = 52 n = 52 

Site-based (A1) n = 52 n = 52 n = 52 

Nonsite-based (Ai) n = 52 n = 52 n = 52 

Diagram 5.7 2 x 2 x 2 Mixed-Factorial Design (Mixed-Subjects) 

Croup 

2 

3 

4 

Treatment 

XA1B1 C1C2 

XA182 C1C2 

XA281 C1C2 

XA282 C1C2 

Time Ii> 

Posttest 

01 

01 

01 

01 

Croup Treatment 

5 XA181 C2C1 

6 XA182 C2C1 

7 XA281 C2C1 

8 XA282 C2C1 

Time Ii> 

Low (C1) 

Low(C 1) 

High (Ci) 

High (C2) 

Posttest 

01 

01 

01 

01 

Note: In this particular study, the third factor (Independent Variable: Cl and C2) was the variable treated as the within­
subjects condition. Therefore, all eight groups were exposed to both levels of Factor C (1 and 2). 

Design: Experimental research using a between-subjects approach 2 x 3 x 2 
factorial posttest design 

Recommended Parametric Analysis: 3-way between-subjects ANOVA or 
3-way MANOVA (appropriate follow-up analysis plus descriptive statistics 
and effect-size calculation., sho~d be included) 

Example for Diagram 5.7 

Guadagno, R. E., & Sagarin, B. J. (2010). Sex differences in jealousy: An 
evolutionary perspective on online infidelity. Journal of Applied Social 
Psychology, 40(10), 2636-2655. 
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Assignment 

R 

R 

R 

R 

R 

Research Questions 

• Main effect: What is the effect of infidelity context and type on per­
ceptions of jealousy? Are there differences in regard to gender? 

• Interaction effect: Is there an interaction effect between infidelity 
type and the context? 

Procedures: A total of 332 undergraduate students (n = 132 males; n = 200 
females) participated in this study. The participants were randomly assigned 
to one of eight treatment conditions (between 30 and 50 per cell). The 
three major factors (independent variables) were each portioned into two 
levels: infidelity context (online or conventional), gender (male or female), 
and infidelity type (sexual or emotional). Infidelity context and gender 
were between subjects, and infidelity type was within subjects. The partici­
pants were then exposed to one of two hypothetical scenarios, which 
included a series of questions related to emotional and sexual infidelity 
either in an online environment or in a conventional environment. 
Following the exposure, the participants were asked to complete a survey 
to assess their level of jealousy. 

Design: Experimental research using a 2 x 2 x 2 mixed-factorial design 

Recommended Parametric Analysis: 3-way mixed ANOVA or 3-way 
MANOVA (appropriate follow-up analysis plus descriptive statistics and 
effect-size calculations should be included) 

Factor (BS) 

I 
Factor (BS) 

I 
Factor (WS) 

Group Infidelity Context (A) Gender (8) Infidelity Type (C) Posttest 

1 Online (A1) Male (B1) Emotional (C1) and Test 
sexual (C2) 

2 Online (A1) Female (Bz) Emotional (C1) and Test 
sexual (C2) 

3 Conventional (A2) Male (B1) Emotional (C1) and Test 
sexual (C2) 

4 Conventional (A2) Female (Bz) Emotional (C1) and Test 
sexual (C2) 

5 Online (A1) Male (B1) Sexual (C2) and Test 
emotional {C1) 
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Factor (BS) Factor (BS) 

I 
Factor (WS) 

Assignment Group Infidelity Context (A) Gender (B) Infidelity Type (C) Posttest 

R 6 Online (A1) Female (Bi) Sexual (Ci) and Test 
emotional (C1) 

R 7 Conventional (A2) Male(B 1) Sexual (Ci) and Test 
emotional (C1) 

R 8 Conventional (Ai) Female (82) Sexual (C2) and Test 
emotional (C1) 

Time~ 

Note: Factors A and B were treated as between subjects and Factor C was treated as within subjects (BS = Between 
subjects; WS = Within subjects). 

Independent Variable (IV) 

2x2x2 Infidelity Context (A) N = 332 

IV IV 

Gender (B) 9nline (A,) Conventional (Az) Infidelity Type (CJ 

Male (B1) n = 33 n = 33 Emotional (C1) and sexual (C2) 

Female (B2) n = 50 n = 50 Emotional (C1) and sexuaJ (C2) 

Male (B1) n = 33 n = 33 Emotional (C1)and sexual (Ci) 

Female (B2) n = 50 n = 50 Emotional (C1) and sexual (C2) 

Reviewing the Content 
and Testing Your Knowledge 

Discussion Points 

1. Explain the major premise for using a factorial design. 

2. What is the minimtim nu)nber of IVs required for a factorial design? 
What is the minimum number of levels that should be included for 
each IV? 

3. Considering threats to internal validity, is a factorial design consid­
ered a "strong" design? 
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Exercise 

Develop a hypothetical research scenario that would necessitate the use of a 
2 x 2 Factorial Design. The research will be considered nonexperirnental. 

1. Identify the research scenario, including the relevant two indepen­
dent variables and dependent variable(s). Identify the two levels of 
each independent variable. 

2. Develop the appropriate primary research question to be associated 
with this design, including the research questions that will address 
main effects and interactions. 

3. Discuss the sampling strategy and technique used to access the 
appropriate sample. 

4. Identify the assignment technique to be used. 

5. In accordance with the assignment technique, discuss the various 
control techniques that will be used with this specific design. 

6. Discuss the major threats to validity associated with this design and 
type of research (experimental). How will these threats be 
addressed, based on the discussion of the control techniques in the 
previous question? 

7. Briefly discuss any limitations associated with this research scenario 
and the specific design. 



CHAPTER 6 

SOLOMON 
N-GROUP DESIGN 

T he Solomon four-group design (Solomon, 1949) was developed 
specifically to combine the strengths of both types of between­
subj~cts approaches (pretest only and the pretest and posttest 

design) as a means to minimize the weaknesses associated with ~sing only 
one type. As a result, most of the major threats to internal validity (e.g., test­
ing) and construct validity (e.g., pretest sensitization) are minimized. The 
inclusion of a control (or comparison) group to a research design can 
strengthen the internal validity and the ov~rall validity of the findings. 
However, as noted earlier, there are strengths and costs in using between­
subjects pretest and posttest control group designs compared to that of 
between-subjects posttest-only control group designs. The Solomon four­
group design is an extension of the factorial design and is considered one of 
the strongest experimental designs, b'ut its application in the social sciences 
is uncommon. Many investigators believe that logistical considerations (e.g., 
time, costs, number of participants, statistical analysis) are too much to over­
come when applying this.design, Although Solomon's original work did not 
include a sound statistical analysis for this design, researchers have attempted 
to offer statistical solutions and recommendations for power analysis 
(Sawilowsky, Kelley, Blair, & Markman, 1994; Walton Braver & Braver, 1988). 

Originally, the S9lomon four-group design was developed to include 
only four groups. Specifically, the four-group design includes one treatment 
(or factor; k = 1), with Group 1 receiving the treatment with a pretest and 

93 
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posttest, Group 2 receiving the pretest and posttest with no treatment, 
Group 3 receiving the treatment and only a posttest, and finally Group 4 
receiving only the posttest. This allows the researcher to assess the main 
effects, as well as interaction effects between the pretest and no-pretest con­
ditions. However, it has been proposed that the original design can include 
more than one treatment, thus extending the design to six groups for 
2-factor models or eight groups for 3-factor models (i.e., Solomon N-group 
design). These designs allow researchers to test the effects of more than one 
type of treatment intervention against one another. Therefore, the design can 
be referred to as a Solomon four-, six-, or eight-group design. We present 
examples of research that used a Solomon four-group design (k = 1), one 
example of a six-group design (k = 2), and one example of an eight-group 
design (k = 3). 

Most common threats to internal validity are related, but not limited, to 
these designs: 

Experimental. This design controls for all threats to internal validity 
except for Instrumentation. 

Quasi-Experimental. Instrumentation and Selection Bias 

We refer the reader to the following article for full explanations and 
recommended analyses regarding Solomon four-, six-, and eight-group 
designs: 

Steyn, R. (2009). Re-designing the Solomon four-group: Can we 
improve on this exemplary model? Design Principles and Practices: An 
International Journal, 3(1), 1833-187 4. 

Diagram 6.1 

Croup 

2 

3 

4 

Solomon Four-Group Design 

Pretest Treatment Posttest 

Time~ 

Note: It is highly recommended that random assignment be used when applying the Solomon 
N-group designs. 
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Example for Diagram 6.1 

Probst, T. M. (2003). Exploring employee outcomes of organizational 
restructuring. Group & Organization Management, 28(3), 416-439. 

Research Questions 

• Main effect: Does job security, job satisfaction, commitment, physical 
and mental health decline, and turnover intention increase following 
the announcement and implementation of organizational restructuring? 
Do individuals who are affected by organizational restructuring report 
lower levels of job security, less job satisfaction, more negative affec­
tive reactions, greater intentions to quit, lower levels of physical and 
mental health, higher levels of role ambiguity, and higher levels of time 
pressure than individuals not affected by organizational restructuring? 

• Interaction effect: The authors of this study did not explore interac­
tion effects. A 2 x 2 factorial design would allow for the examination 
of the interactions within a Solomon four-group design. In this 
study, each independent variable has two levels (treatment and no­
treatment; pretest and no-pretest). See the chart that follows for an 
example of a 2 x 2 factorial design for this study. 

Procedures: A stratified random sample of 500 employees from five state 
agencies going through reorganization was selected. The stratification was 
based on whether the employee was affected by the reorganization. A total 
of 313 employees (63% of the sample) participated in the study. The sample 
was divided into two groups: those affected by the reorganization (n = 147) 
and those unaffected by the reorganization (n = 166). In addition, all par­
ticipants were randomly assigned to either a pretest (n = 126) or no pretest 
(n = 187) group. Data were collected at two different time points: (a) imme­
diately prior to the workplace reorganization announcement and (b) 6 
months following the merger announcement. There were four different 
groups of participants: (a) pretested and affected by the reorganization, 
Cb) pretested but unaffected by t~e reorganization, (c) affected but not 
pretested, and (d) unaffected and pretested. A survey assessing each of the 
variables (see Research Q\lestioO§) of interest was administered prior to the 
merger announcement and 6 months into the reorganization. 

Design: Experimental research using a between-subjects approach and a 
Solomon four-group design 

Recommended Parametric Analysis: 2-way factorial ANOVA or maximum like­
lihood regression (appropriate descriptive statistics and effect-size calculations 
should be included) 
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Assignment 

R 

R 

R 

R 

Group Pretest Treatment Posttest 

1 (n = 64) Survey Organizational restructuring Survey 

2 (n = 62) Survey - Survey 

3 (n = 83) - Organizational restructuring Survey 

4 (n = 104) - - Survey 

Time~ 

Independent Variable 
2x2(n=313) Organizational Restructure (X) 

Independent Variable 

Pretest Yes * No 

Yes n = 64 (0) n = 62 (0 4) 

No n = 83 (0 5) n = 104 (0 6) 

Note: 0 2, for example, represents the posttest observation for Group 1 from the design 
structure. 

Diagram 6.2 

Group 

2 

3 

4 

5 

6 

Solomon Six-Group Design 

Pretest Treatment 

o, XA 

03 XB 

XA 

XB 

07 

Time~ 

Posttest 

02 

04 

05 

06 

08 

09 

Note: The study had two treatment conditions (fake-good [XA] and fake-bad [X8]) with one 
confrbl and one pretest-posttest no treatment group serving both treatment conditions; thus, 
technically, it is a Solomon six-group design, although the authors refer to it as a four-group 
design. 
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Example for Diagram 6.2 

Whitman, D. S., Van Rooy, D. L., Viswesvaran, C., & Alonso, A. (2008). The 
susceptibility of a mixed model measure of emotional intelligence to faking: 
A Solomon four-group design. Psychology Science, 50(1), 44-63. 

Research Questions 

• Main effect: Do individual differences influence the extent to which 
emotional intelligence (El) can be faked? To what extent do indi­
vidual differences affect how much EI can be faked? Does a within­
subjects design produce a higher effect size than a between-subjects 
design? 

• Interaction effect: Was there an interaction effect between pretesting 
and faking instructions? 

Procedures: The study included a sample of 300 undergraduate psychol­
ogy students. Three measures were collected from different groups at 
different time points during the course of the study: (a) general mental 
ability (GMA), Cb) personality (IPI), and (c) emotional intelligence (EIS). 
All participants were randomly assigned to one of six experimental con­
ditions, and each group took the EIS, either (a) once under .. respond 
honest instructions and then once under fake-good instructions (Group 1); 
(b) once under respond honest instructions and then once under fake-bad 
instructions (Group 2); Cc) only once (no pretest) under fake-good 
instructions (Group 3); Cd) only once (no pretest) under fake-bad instruc­
tions (Group 4); (e) twice, both times under respond honest instructions 
(Group 5); or (0 one time (no pretest) under respond honest instructions 
(Group 6). Only one control group (Group 6) and only one no treatment 
pretest-posttest group (Group 5) were used for both the fake-good and 
fake-bad conditions. 

Design: Experimental research using a within- and between-subjects 
approach and a Solomoll' six-gr)jup design 

Recommended Parametric Analysis: 2-way factorial ANOVA, hierarchical 
multiple regression, or maximum likelihood regression (appropriate 
descriptive statistics and effect-size calculations should be included) 
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Assignment Croup Pretest Treatment Posttest 

R 1 (n = 50) GMA, IPI, EIS Fake-Good GMA, IPI, EIS 

R 2 (n = 50) GMA, IPI, EIS Fake-Bad GMA, IPI, EIS 

R 3 (n = 50) - Fake-Good GMA, IPI, EIS 

R 4 (n = 50) - Fake-Bad GMA, IPI, EIS 

R 5 (n = 50) GMA, IPI, EIS - GMA, IPI, EIS 

R 6 (n = 50) - - GMA, IPI, EIS 

Time.,. 

Note: Groups 5 and 6 did not receive the treatment (i.e., were not told to fake-good or fake-bad) and completed the 
EIS with the instruction to respond honestly. 

2 X 2 (n = 200) 

Independent Variable 

Pretest 

Yes 
' ~ ,~ 

hl~:~i"?f ~ No 

2 X 2 (n = 200) 

Independent Variable 

Pretest 

Yes 

No 

Example for Diagram 6.3 

Independent Variable 

Fake-Bad (X8) 

" 

Yes No 

n = 50 (0 4) n = 50 (0 8) 

n = 50 (0 6) n = 50 (0 9) 

Independent Variable 

Fake-Good (XA) 

Yes No 

n = 50 (0) n = 50 (0 8) 

n = 50 (0 9) 

McCarthy, A. M., & Tucker, M. L. (2002). Encouraging community service 
through service learning. journal of Management Education, 26(6), 
629-647. 
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Diagram 6.3 Solomon Eight-Group Design 

Group 

2 

3 

4 

5 

6 

7 

8 

Research Questions 

Pretest 

o, 

010 

Treatment Posttest 

o,, 

Time Ii>-

• Main effect: Does the participation in a seivice-learning project affect 
a student's intention to participate in community seivice? Does expo­
sure to a community-seivice lecture affect a student's intention to 
participate in community seivice? 

• Interaction effect: Was there an interaction effect between the ser­
vice-learning project and the community-seivice lecture condition 
and the intention to participate in community seivice? Which of the 
three conditions (i.e., seivice learning, seivice lecture, or both com­
bined) had the greatest effect on intehtion to participate in commu­
nity seivice? Was there an interaction between the students' 
pre-inteivention intention and the particular inteivention they 
received and their postinteivention intention to engage in commu­
nity seivice? 

Procedures: The sample ·ibclude~ 437 college students enrolled in business 
classes at a state university. The research design employed eight groups: six 
treatment groups (two educational groups: each by themselves and in com­
bination) and two control groups. The first treatment was a lecture by an 
instructor about the benefits of community seivice; the second treatment 
was a seivice-learning project that required students to perform tasks 
related to the content of the course for a local nonprofit organization. The 
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Assignment 

NR 

NR 

NR 

NR 

NR 

NR 

NR 

NR 

third treatment combined both the lecture and the service-learning project 
interventions. The dependent variable was the students' intention to partici­
pate in community service. This outcome variable was measured via a 
questionnaire that was administered as a pretest on the first day of class 
and as a posttest during the last week of class. 

Design: Quasi-experimental research using a between-subjects approach 
and a Solomon eight-group design 

Recommended Parametric Analysis: 2- or 3-way factorial AN OVA, hierarchi­
cal multiple regression, means analysis, or maximum likelihood regression 
(appropriate descriptive statistics and effect-size calculations should be 
included) 

Group Pretest 

1 

2 

3 

4 

5 

6 

7 

8 

Questionnaire 

Questionnaire 

Questionnaire 

-

-

-

Questionnaire 

-

Time JI,, 

2x2(n=210) 

Independent Variable 

Pretest 

Yes 

Treatment Posttest 

Lecture Questionnaire 

Service Learning Questionnaire 

Both Questionnaire 

Lecture Questionnaire 

Service Learning Questionnaire 

Both Questionnaire 

- Questionnaire 

- Questionnaire 

Independent Variable 
Lecture (XA) 

Yes Np 

07 
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Independent Variable 
2 X 2 (n = 286) Service Learning (X8) 

. 
Independent Variable 

Pretest Yes No 

Yes 04 011 

No 08 012 

Independent Variable 
2 X 2 (n = 782) Both (Xe) 

' £ 

Independent Variable 

Pretest Yes No 

' " ' 

Yes 06 011 

No 09 012 

Reviewing the Content 
and Testing Your Knowledge 

Discussion Points 

1. What are the strengths to conducting a study using the Solomon 
N-group design? Can cause and effect be established from such a 
design? 

2. What are the different types of designs embedded in the Solomon 
N-group design? 

3. What are the common threats to internal validity of this design? 
Why? 

Exercise 

Develop a hypothetical research scenario that would necessitate the use 
of a Solomon N-Group Design. The research will be considered 
nonexperimental. 
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1. Identify the research scenario including the relevant independent 
variable and dependent variable. 

2. Develop the appropriate primary research question to be associated 
with this design, including the research questions that will address 
main effects and interactions. 

3. Discuss the sampling strategy and technique used to access the 
appropriate sample. 

4. Identify the assignment technique to be used. 

5. In accordance with the assignment technique, discuss the various 
control techniques that will be used with this specific design. 

6. Discuss the major threats to validity associated with this design and 
type of research (experimental). How will these threats be addressed 
in accordance based on the discussion of the control techniques in 
the previous question? 

7. Briefly discuss any limitations associated with this research scenario 
and the specific design. 



CHAPTER 7 

SINGLE-CASE 
APPROACH 

T he single-case approach is often referred to as the single-participant 
or single-subject design. In addition, some single-case approaches 
use more than one participant (N = 1) and are referred to as small-n 

designs, but the emphasis and unit of analysis remain on the single subject as 
reporting guidelines are regularly updated and produced (see Tate et al., in 
preparation). We remain consistent with our terminology and refer to these as 
single-case approaches and reserve the word design for the specific type of 
design defined within the approach. A single-case approach is used to dem­
onstrate a form of experimental control with one participant (in some 
instances more than one participant). As seen in within-subject and 
between-subject approaches, the major contingencies required to qualify as 
a "true" experiment are randomization of conditions to participants (i.e., 
counterbalancing) or random assignment of participants -to conditions. 
However, in single-case approaches, the participant serves as his or her 
own control, as well as serving in the treatment during which repeated 
measures are ta~en. More. speciv;_cally, each condition is held constant and 
the independent variable is systematically withheld and reintroduced at 
various intervals as a means to study the outcome. The interval between the 
variable being withheld and reintroduc~d is based on theoretical and logis­
tical considerations. A rule of thumb may be to consider equal intervals; 
however, there may be conditions that require washout periods, creating 

' unequal intervals. 

103 
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As a reminder, the treatment is also the same as a factor or intervention, 
and it is the independent variable. Although there are still debates concern­
ing the number of experimental replications required to determine causa­
tion, as well as issues related to power, single-case approaches take a 
unique approach to experimentation. The threats to internal validity associ­
ated with the single-case approach are similar to those found in the within­
subjects approach (e.g., sequencing effects), primarily because of the issues 
related to collecting repeated measures. In most cases, this approach meets 
the critical characteristics of experimental control (see Manolov, Solanas, 
Bulte, & Onghena, 2010, and Shadish, 2014a, for a review of robustness and 
power of randomization tests in A-B-A-B designs). 

There are many forms, variations, and names of research designs for 
single-case approaches. We discuss four of the major designs here, with the 
understanding that this is not a comprehensive coverage of all the designs 
developed within this approach. The primary goal of the single-case 
approach is to measure the dependent variable and at the very minimum 
measure it against the presence and absence of the independent variable 
(treatment or intervention). Therefore, the design logic of a single-case 
approach starts with the baseline, which is designated as A, and then the 
treatment is designated as B. See Table 7 .1 for the explanation of design 
notations that are unique to single-case approaches. 

@fflnfij Design Notations for Single-Case Approaches 

Design Notation Design Element 

A Baseline 
·----------------------------------------------------------------•----------------------------------------------------------------· 

B TreatmentA 
·----------------------------------------------------------------·----------------------------------------------------------------· 

C Treatments 
·----------------------------------------------------------------•----------------------------------------------------------------· 

0 Observations 

Note: An observation (On) indicates multiple measures within each phase. 

The most basic design within this approach is the A-B design (i.e., the 
dependent variable is measured during the baseline and then again during 
the treatment). Most single-case approach designs represent some variation 
and extension of the A-B design. It is important to note that, in order to 
qualif): as an experiment, a researcher would, at a minimum, need to 
employ an A-B-A design (i.e., this is to establish that there is indeed a 
functional relationship between the independent and dependent variables). 
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There are many other variations of this design structure such as A-B-A-B, 
B-A-B, or A-B-C-A (C is used to represent a second treatment or indepen­
dent variable). Any variation of the A-B design can be employed based 
solely on theoretical and logistical considerations. 

When a researcher wants to study more than one treatment at a time, 
a multi-element design (also referred to as multitreatment or alternating­
treatment designs) can be employed. This design requires rapid shifts 
between or within treatments to establish experimental control, and it 
allows an investigator to research two or more treatments (sometimes up 
to five or six). The third type of design within this approach is the multiple 
baseline design. While the A-Band multi-element require a withdrawal or 
reversal of conditions, the multiple baseline design requires no withdrawal 
or reversal (i.e., some treatments have carryover effects, so withdrawal or 
reversal is not theoretically appropriate). Specifically, two or more baselines 
are established, and the intervention is introduced at various points (usually 
across p_articipants), but it is never removed. Most multiple baseline designs 
include more than one participant, but they may be used on a single par­
ticipant applying the multiple baselines across multiple behaviors (as mea­
sured by the dependent variables). As previously noted, many of the 
single-case approach applications include more than one participant; how­
ever, each participant is analyzed individually. 

Finally, there is a changing criterion design. Similar to the multiple baseline 
design, the changing criterion design allows for a gradual systematic manipula­
tion of a targeted outcome and does not require a reversal or return to baseline 
phase as in the A-B design. This design is best applied when the researcher is 
interested in observing the stepwise increases of the targeted behavior. 

We included three examples of the A-B design. Specifically, an A-B-A 
design, an A-B-A-B design, and an A-B-A-B-C-B-C design are presented. We 
also introduce one example of a changing criterion design and two multiple 
baseline designs (a I-factor and a 2-factor design), which are forms of the 
basic A-B design. 

The reader is referred to Dixon et al. (2009) to learn how to create graphs 
in Microsoft Excel for designs within the single-case approach. We also 
refer the reader to Shadi!h (20Ma) for a review of a the most recent issues 
regarding the analysis of the single-case approach such as modeling trend, 
modeling error covariances, computing standardized effect size estimates 
and assessing statistical power. In addition, we recommend the following 
article and book for a comprehensive overview of the single-case 
approach, specific forms o~ analysis for this approach, and software 
designed to analyze data from the family of A-B designs: 
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Gast, D. L., & Ledford, J. R. (2014). Single case research methodology: 
Applications in special education and behavioral sciences (2nd ed.). 
London, England: Routledge. 

Shadish, W. R. (2014b). Statistical analyses of single-case designs: The 
shape of things to come. Current Directions in Psychological Science, 
23, 139-146. 

Diagram 7.1 

Case 

A-B-A Design 

Baseline 
A 

Example for Diagram 7 .1 

Time~ 

Treatment 
B' 

Baseline 
A 

Haydon, T., Mancil, G. R., & Van Loan, C. (2009). Using opportunities to 
respond in a general education classroom: A case study. Education and 
Treatment of Children, 32(2), 267-278. 

Research Question: What are the effects of a choral responding procedure 
and increased rate of delivering questions for an elementary student identi­
fied as at risk? 

Procedures: An 11-year-old African American female student was the target 
participant for this study (N = 1). She was selected based on the fact that 
she displayed chronic disruptive behavior and an elevated score on the 
Systematic Screening for Behavior Disorders. The study took place in a sci­
ence classroom. The classroom was not self-contained but considered 
departmentalized for the particular science class. The participant was mea­
sured on three separate dependent variables: (a) disruptive behavior, 
(b) correct response, and (c) on-task behavior. The treatment was identified 
as presenting a mode of questioning called choral responding. It consisted 
of an increased rate of questions and varied mode of questioning. The 
participant was observed during a baseline period when the teacher 
engaged in routine classroom instruction. Next, the choral responding tech­
nique was used; at this time point, the participant was again assessed on 
the three outcome measures. Last, the class returned to a routine lecture, 
and the participant was assessed again on the three outcome measures. 
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Design: Experimental research using a single-case approach and an A-B-A 
design 

Recommended Stattstical Analysis: Time-series analysis, autocorrelation, 
chi-square, or descriptive statistics (frequency, duration, latency, interre­
sponse time, and celeration) 

Baseline (A) Treatment (BJ Baseline (A) 
Case Four Observations Four Observations Five Observations 

1 Disruptive behavior, correct Disruptive behavior, correct Disruptive behavior, correct 
response, on-task behavior response, on-task behavior response, on-task behavior 

Time Ii>-

Diagram 7.2 A-8-A-B Design 

Baseline Treatment Baseline Treatment 
Case A B A B 

0 1 ••• 0 10 o, ... 010 o, ... 013 o, ... o,o 

2 o, ... 010 o, ... o,o o, ... 013 o, ... 010 

3 o, ... o,o o, ... 010 o, ... 013 o, ... 010 

Time Ii>-

Note: Although this example includes a total of three subjects (N = 3),, the emphasis remains 
only on the single subject, and the data between cases are not aggregated. 

Example for Diagram 7 .2 

Bernard, R. S., Cohen, L. L., & Moffett, K. (2008). A token economy for 
exercise adherence in pediatric cystic fibrosis: A single-subject analysis. 
Journal of Pediatric Psychology, 34( 4), 354-365. 

Research Question: What' are th\ effects of a token economy on exercise 
adherence in children with cystic fibrosis? 

Procedures: The study included three participants (N = 3) between the ages 
of 8 and 12. Initially for the baseline phase of the study, the participants 
were asked to complete the Children's OMNI Scale of Perceived Exertion 
and an exercise diary. The diary required them to track minutes of exercise 



108 + PART I QUANTITATIVE METHODS 

Case 

1 

2 

3 

per day. The treatment phase consisted of two parts, which were the train­
ing and implementation. The participants were trained how to properly 
exercise and ensure activity levels stayed at an appropriate level. The token 
economy was built in as part of the treatment so that whenever the partici­
pants exercised they would receive a "token" (i.e., small prize or money). 
The participants and their parents were also properly trained on dietary 
needs. The parents were asked to continue with the token economy during 
the treatment phase for at least 1 week. After the treatment phase, the token 
economy was removed for approximately 10 days, then returned for the 
next week, then removed again for the final phase. The participants com­
pleted the OMNI scale and exercise diary throughout the process. 

Design: Experimental research using a single-case approach and an A-B­
A-B design 

Recommended Statistical Analysis: Time-series analysis, autocorrelation, 
chi-square, or descriptive statistics (frequency, duration, latency, interre­
sponse time, and celeration) 

Baseline (A) Treatment (B) Baseline (A) Treatment (8) 
10 Observations -10 Observations 13 Observations - 1 0 Observations 

OMNI Scale, OMNI Scale, OMNI Scale, OMNI Scale, 
exercise diary exercise diary exercise diary exercise diary 

OMNI Scale, OMNI Scale, OMNI Scale, 8MNI Scale, 
exercise diary exercise diary exercise diary exercise diary 

OMNI Scale, OMNI Scale, OMNI Scale, OMNI Scale, 
exercise diary exercise diary exercise diary exercise diary 

Time Ii>-

Diagram 7.3 A-B-A-B-C-B-C Design 

Baseline Treatment A Baseline Treatment A Treatments Treatment A Treatments 
Case A B A B C B C 

on on on on on on on 
2 on on on on on on on 
3 on on on on on on on 

Time Ii>-

Note: Each On represents multiple measures (observations), sometimes referred to as sessions. 
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Example for Diagram 7.3 

Mancil, G. R., Haydon, T., & Whitby, P. (2009). Differential effects of paper and 
computer-assisted Social Stories™ on inappropriate behavior in children with 
autism. Focus on Autism and Other Developmental Disabilities, 24( 4), 205-215. 

Research Question: What are the effects of using a social story on aberrant 
behaviors of children diagnosed with autism? 

Procedures: Three elementary students (N = 3) diagnosed with autism 
between the ages of 6 and 9 participated in this study. The behaviors that 
were targeted and measured were pushing, grabbing, touching, and shov­
ing. The first intervention (TreatmentA) was a computer-assisted social skills 
training (CASST), which included a social story told using a PowerPoint 
format. The story was developed to address the specific needs of autistic 
children. The second intervention (Treatmenti) included the same social 
story, but it was presented using a paper format. For the initial baseline 
condition, teachers were asked to measure aberrant behaviors (e.g., push­
ing, grabbing) using an event-recording system. Next, the participants were 
introduced to the storytelling intervention using the CASST. Another base­
line was measured, and then the storytelling format using CASST was again 
administered. Finally, the participants were exposed to the storytelling 
intervention with the use of paper. A return to the original intervention was 
presented (CASST), and then participants were again exposed to the paper 
storytelling intervention. Throughout the process, teachers recorded the 
target behavior with the event-recording system. 

Design: Experimental research using a single-case approach and an A-B-A­
B-C-B-C design 

Recommended Statistical Analysis: Time-series analysis, autocorrelation, 
chi-square, or descriptive statistics (frequency, duration, latency, interre­
sponse time, and celeration) 

TreatmentA TreatmentA Treatments Treatment A 
Baseline (AJ (~ \§aseline (A) (BJ (CJ (BJ 

Five Five Five Six Five Six 
Case Observations Observations Observations Observations Observations Observations 

1 Behavior Behavior Behavior Behavior Behavior Behavior 

2 Behavior Behavior Behavior Behavior Behavior Behavior 

3 Behavior Behavior Behavior Behavior Behavior Behavior 

lime,.. 

Treatments 
(CJ 
Five 

Observations 

Behavior 

Behavior 

Behavior 
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Diagram 7 .4 Changing Criterion Design (A-B) 

Case Baseline (A) Treatment (8) 

o, ... 05 o, ... 020 

2 o, ... 05 

3 o, ... 05 o, ... 020 

Time~ 

Note: Any number of observations can be made during the treatment phase until the desig­
nated criterion is met. 

Example for Diagram 7.4 

Ganz, J. B., & Flores, M. M. (2009). The effectiveness of direct instruction 
for teaching language to children with autism spectrum disorders: 
Identifying material. journal of Autism and Developmental Disorders, 39, 
75-83. 

Research Question: What are the effects of a direct-instruction language 
program on students with autistic spectrum disorders and their oral skills? 

Procedures: Three participants (Mage = 10.5; N = 3) diagnosed with autism par­
ticipated in this study. The intervention for this study was a direct-instruction 
program developed from the Language for Learning Materials. The specific 
strand of instruction chosen was the identification of common materials. These 
included items such as shirts, pants, robes, napkins, and leather shoes. The 
researchers created language probes designed after the tasks of the direct 
instruction intervention in order to assess the correct identification of items 
developed from the differential materials. For the initial phase, baseline data 
were collected until each individual performed consistently. Next, the treatment 
phase was implemented. The treatment phase lasted at each criterion level 
until all three participants achieved the predetermined criterion. 

Design: Quasi-experimental research using a single-case approach and 
changing criterion design 

Recommended Statistical Analysis: Time-series analysis, autocorrelation, 
chi-square, or descriptive statistics (frequency, duration, latency, interre­
sponse time, and celeration) 



Case 

1 

2 

3 

Diagram 7.5 

Case 

Case 

2 

Case 

3 

Baseline (A) 
5 Observations 

Language probe 

Language probe 

Language probe 

Time~ 

Multiple Baseline Design (A-8) 

Baseline 

A1 

Baseline 

A2 

Baseline 

A3 

o, ... 013 

Time~ 
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Treatment (B) 
20 Observations 

Language probe 

Language probe 

Language probe 

Treatment 
B 

Treatment 

B 

o, ... 015 

Treatment 

B 

0 1 ••• 0 16 

Note: The baselines for A,, A2, and A3 should vary in length. The vertical dashed line signifies 
the varied length for the baseline phase between cases. 

Example for Diagram 7.5 

Schoenfeld, N. A., & Mathur, S. R. (2009). Effects of cognitive-behavioral 
intervention on the school performance of students with emotional or 
behavioral disorders and anxiety. Behavioral Disorders, 34(4), 184-195. 

Research Question: What•are thb effects of cognitiv~-behavioral interven­
tion on academic engagement and anxiety in children diagnosed with 
emotional and behavioral disorders? 

Procedures: Three students (N = 3) were recruited to participate in this 
study. Each participant attended a private school for students with emo­
tional and behavioral disorders. Students' levels of anxiety were assessed 
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Case 

1 

Case 

2 

Case 

3 

by their teacher using the Child Symptom Inventory IV (CSI-IV). Participants' 
levels of academic engagement and school-appropriate behavior were also 
assessed as outcome measures. The intervention was the FRIENDS pro­
gram, which is a cognitive-behavioral curriculum designed to help anxious 
children with emotional and behavioral disorders. After the initial baseline 
phase, each participant was exposed to the treatment twice a week in 

30-minute intervals for a total of 29 sessions for each participant, including 
the baseline phase. 

Design: Quasi-experimental research using a single-case approach and a 
multiple baseline design 

Recommended Statistical Analysis: Time-series analysis, autocorrelation, 
chi-square, or descriptive statistics (frequency, duration, latency, interre­
sponse time, and celeration) 

Baseline (A) Treatment (B) 
-5 Observations -24 Observations 

CVI-IV, engagement, behavior CVI-IV, engagement, behavior 

Baseline (A) Treatment (B) 

-9 Observations -15 Observations 

CVI-IV, engagement, behavior CVI-IV, engagement, behavior 
-

Baseline (A) Treatment (B) 

-13 Observation -16 Observations 

CVI-IV,, engagement, behavior CVI-IV, engagement, behavior 

lime~ 

Diagram 7.6 Multiple Baseline Design (A-B-C) 

Case Baseline A, TreatmentA B Treatment 8 C 

Case Baseline A2 TreatmentA B Treatment 8 C 

2 

lime~ 

Note: Four cases were used in this study. 
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Example for Diagram 7.6 

Lyon, A. R., Gershenson, R. A., Farahmand, F. K., Thaxter, P. J., Behling, S., 
& Budd, K. S. (2009). Effectiveness of teacher-child interaction training 
(TCIT) in a preschool setting. Behavior Modification, 33(6), 855-884. 

Research Question: What is the impact of teacher-child interaction training 
on preschool teachers' positive attention and discipline skills as a means to 
enhance children's psychosocial functioning and prevent mental health 
problems? 

Procedures: Four classrooms and 12 teachers participated in this study. 
There were 3 teachers associated with each classroom, and each class­
room represented a case (N = 4). The study included four experimental 
phases: (a) baseline, Cb) treatmentA, (c) treatment 8 , and (d) follow-up. The 
first 2 to 4 weeks served as the baseline period in which teachers were 
observed during routine instructional activities with the use of the Dyadic 
Parent-Child Interaction Coding System (DPICS). Next, the child-directed 
interaction (CDI) program was implemented and the observations with 
the DPICS continued. Then, after about 10 days, the teacher-directed 

Baseline (A) Treatment (B) Treatment (C) 
Case -3 Observations -11 Observations -1 0 Observations 

1 DPICS DPICS DPICS 

Baseline (A) Treatment (B) Treatment (C) 

Case -6 Observations -9 Observations -1 0 Observations 

2 DPICS DPICS DPICS 

Baseline (A) Treatment (B) Treatment (C) 

Case -9 Observations -13 Observations -6 Observations 

3 DPICS DPICS DPICS 

Bas~line (A). Treatqient (B) Treatment (C) 

Case -11 Observations -1 3 Observations -7 Observations 

4 DPICS DPICS DPICS 

Time~ 

Note: Each case represented one classroom and three teachers. 
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interaction (TDI) program was implemented. The DPICS observation con­
tinued through this phase as well. At the commencement of the CDI and 
TDI phases, the teachers completed a teacher satisfaction survey. Classes 
1, 2, and 3 were observed a total of 28 times, and then Class 4 was 
observed a total of 31 times over the baseline and treatment phases. 

Design: Experimental research using a single-case approach and a multiple 
baseline design 

Recommended Statistical Analysis: Time-series analysis, autocorrelation, 
chi-square, or descriptive statistics (frequency, duration, latency, interre­
sponse time, and celeration) 

Reviewing the Content 
and Testing Your Knowledge 

Discussion Points 

1. Is the single-case approach as "powerful" as a traditional or classical 
experimental design? 

2. Discuss some applications for which the single case approach is 
best suited. 

3. What are some of the general threats to internal validity of this 
design? Why? 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
an A-B-A Design. The research will be considered nonexperimental. 

1. Identify the research scenario, including the relevant independent 
variable and dependent variable. 

2. Develop the appropriate primary research question to be associated 
with this design. 

3. Discuss the sampling strategy and technique used to access the 
appropriate case. 

4. Discuss the various control techniques that will be used with this 
specific design. 
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5. Discuss the major threats to validity associated with this design and 
type of research (experimental). 

6. How will these threats be addressed in accordance, based on the 
discussion of the control techniques in the previous question? 

7. Identify the number of observations for each phase and a rationale 
for the number of observations. 

8. Briefly discuss any limitations associated with this research scenario 
and the specific design. 



[ 

PART II 
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manifestations have already occurred. That is, nonexperimental research is 
used when the variables of interest cannot be controlled though the means 
of manipulation, inclusion, exclusion, or group assignment. However, the 
one form of control that can be used for nonexperimental research is 
through different types of statistical procedures. This form of control can 
include the matching or pairing of alternate forms of independent variables 
(e.g., gender, socioeconomic status) prior to conducting an analysis or 
through the application of regression-discontinuity approaches to existing 
data sets, causal-modeling techniques, or propensity-scoring methods (i.e., 
equating groups on known covariates and assigning to conditions). 
Although the research is considered nonexperimental, it does not imply 
that less value or meaning may be derived from the findings. Typically, 
causal relationships can only be inferred from experimental research; but 
considering the limitations and difficulty applying experimental research, 
findings from nonexperimental research (observational/correlational) can 
be a compelling indicator of cause and effect (e.g., the relationship between 
smoking cigarettes and lung cancer). 

Much of our knowledge today regarding cause-and-effect relationships 
(from astronomy to epidemiology) is derived from the nonexperimental 
research of observational data. As previously noted, researchers believe 
that causal links can be drawn from examinations that are nonexperimen­
tal in nature, particularly with the application of causal-modeling tech­
niques and propensity-scoring methods. The reader is referred to Rubin 
(2007, 2008) for more information regarding the appro~ma!~on of obser­
vational approaches to experimental tenets, as well as Imbens and Rubin 
(2015) for statistical procedures designed to infer causat inference from 
observational data. 

Again, in nonexperimehtal research, the researcher does not attempt to 
control or manipulate the actual conditions (i.e., independent variables); 
rather, control is exerted over levels of variables (through statistical proce­
dures). Hence, technically speaking, the concept of internal validity does 
not apply to nonexperimental research. Nonexperimental research is pri­
marily used to explain or predict relationships or to describe and measure 
the degree of association (relationship) among variables. However, unlike 
internal validity, issues related to external, construct, statistical conclusion 
validity should still be accounted for when conducting nonexperimental 
research, although these concepts were originally defined to address the 
issues related to the determination of cause-effect relations through experi­
mental or quasi-experimental research. 

We present a one-group posttest-only design, which is considered non­
experimental and one of the "weakest" designs presented in this book. We 
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also present one example of an ex post facto design. However, the two 
most common forms of quantitative methods and nonexperimental research 
are observational and survey approaches (sometimes referred to in texts as 
correlational designs and descriptive research, respectively), which are pre­
sented in this part. As a simple reminder, the critical difference between 
experimental and nonexperimental research is the concept of control of the 
independent variable(s) . 

• 
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CHAPTER 8 

EX POST FACTO AND 
POSTTEST-ONLY 
DESIGNS 

A nother form of nonexperimental research is called the ex post 
facto (after the fact) design, sometimes referred to as causal­
comparative research (the term causal-comparative is consid­

ered a misnomer). This widely misunderstood and underused design is an 
attempt at creating quasi-experimental research out of nonexperimental 
research. Ex post facto designs are used when the researcher cannot con­
trol the treatment variable (i.e., the treatment and control groups are 
selected after the treatment has occurred), and there are no pretest mea­
sures, while only a posttest is collected. Unlike all the designs in nonex­
perimental research, the ex post facto design is unique in that issues related 
to internal validity still should be considered when evaluating the out­
comes. The major threats include history, selection bias, maturation, and 
attrition. Clearly, the most obvious threat is selection bias because groups 
are self-selected and nonrandomly assigned to conditions for a multitude of 
reasons. Therefore, researchers can implement some type of "control" for the 
selection-bias issue by using a post hoc matched-grouping technique. This 
allows the researcher to establish control over the variables of interest-that 
is, because the independent (treatment) variable is not manipulated, various 
levels of alternate independent variables (e.g., age or gender) can be statisti­
cally manipulated (controlled) and used as a means to include individuals 



Chapter 8 Ex Post Facto and Posttest-Only Designs + 121 

in the desired conditions. These alternate independent variables are some­
times referred to as quasi-independent variables because they are not sub­
jected to the various control techniques (e.g., manipulation, elimination). 
See Diagram 8.1 for an example of an ex post facto design. The reader is 
referred to Giuffre (1997) and Spector (1981) for more details regarding ex 
post facto designs. 

Diagram 8.1 Two-Group Ex Post Facto Design 

Group Treatment Posttest Assignment Group 

X Time delay 

2 

Time.,.. 

Note: MA represents the matched-grouping criteria (i.e., statistical procedures) used as a means 
to include the desired participants in each condition. The assignment to conditions is con­
ducted after the treatment has occurred. 

The one-group posttest-only design (often referred to as the one-shot 
case study) is considered nonexperimental and a "weak" design. Although 
the one-group posttest-only design is nonexperimental, threats to inter­
nal validity still should be a consideration-that is, the major threats to 
internal validity associated with this design are what determine the limi­
tations in assessing the outcome. The obvious threats are selection bias 
and special treatment. Because there is only one designated observation 
with no comparison groups or multiple observations within subjects, it 
is nearly impossible to rule out plausible alternative explanations (i.e., 
the identified cause cannot be determined to be the only explanation for 
the effect). 

Diagram 8.2 Posttest Design (One-Group) 

Group ·" "rreatment Posttest 

X 

Time.,.. 

Note:,Statistical procedures is th~ o~ly form of control to be used in nonexperimental research. 
However, this design is unique in that the independent variable can also be controlled via 
elimination and manipulation. This is the only exception in nonexperimental research. 
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Example for Diagram 8.2 

Assignment 

NR 

Morgan, B. J. (2001). Evaluation of an educational intervention for military 
tobacco users. Military Medicine, 166(12), 1094-2001. 

Research Question: What is the short-term effect of a tobacco-hazard educa­
tion intervention on tobacco use and intent to quit? 

Procedures: A tobacco-hazard education intervention was developed and 
presented to military tobacco users. The presentation lasted approximately 
1 hour with a follow-up question-and-answer period. One month after the 
intervention, participants were asked to complete a survey regarding 
tobacco use and their intent to quit. 

Design: Nonexperimental research using a one-group posttest-only design 

Recommended Statistical Analysis: Descriptive statistics, one-sample t test 

Group Treatment Posttest 

1 (N = 151) Tobacco hazard education Tobacco use, intent to quit 

Time~ 

Diagram 8.3 Ex Post Facto Design 

Group Treatment Posttest Assignment Group 

Time delay 
X o, 

2 

Time~ 

Note: The current example included one treatment for both groups, but some applications of 
this design can include two separate treatments or a treatment and control. 

Example for Diagram 8.3 

Chapin, M. H., & Holbert, D. (2009). Differences in affect, life satisfaction, and 
depression between successfully and unsuccessfully rehabilitated persons 
with spinal cord injuries. Rehabilitation Counseling Bulletin, 53(1), 6-15. 
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Research Question: What are the differences between persons with spinal 
cord injuries who were successfully rehabilitated from those who were not 
in regard to affect, life satisfaction, and depression? 

Procedures: A total of 67 individuals with spinal cord injuries participated 
in the study. The participants went through a series of rehabilitative pro­
grams from the Division of Vocational Rehabilitation Services (DVRS). 
Participants were then assigned (matched grouping) to conditions based on 
successful rehabilitation (n = 36) or unsuccessful rehabilitation (n = 31). 
Following the rehabilitation program, participants completed the following 
questionnaires: Positive and Negative Affect Scale (PANAS), Satisfaction 
With Life Scale (SWLS), and the Center for Epidemiological Studies­
Depression Scale (CES-D). 

Design: Nonexperimental research using an ex post facto design 

Recommended Parametric Analysis: One-way ANOVA, MANOVA, or 
independent-samples t test (appropriate descriptive statistics and effect­
size calculations should be included) 

Group Treatment Posttest Assignment 

PANAS, SWLS, CES-D Unsuccessful 
N= 67 DVRS program 

PANAS, SWLS, CES-D Successful 

Time._ 

Group 

1 (n = 31) 

2 (n = 36) 

Note: The matched-grouping assignment to each condition was based on the success of the rehabilitation program. 
However, for example, the researcher could have matched the groups on gender and only included males in one analy­
sis and females in the second, although this approach would require a larger sample size. 

Reviewing the Content 
and Testing Your Knowledge . 

Discussion Points 

1. Why would a researcher choose to conduct nonexperimental 
research? What are the strengths and weaknesses associated with 
this type of research? Can cause and effect be established via this 
type of research? Why or why not? 
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2. Although the ex post facto design and one group posttest-only 
design are nonexperimental research, how are these designs unique 
compared to the other designs designated as nonexperimental? 

Exercise 

Develop a hypothetical research scenario that would necessitate the use 
of an Ex Post Facto Design. The research will be considered 
nonexperimental. 

1. Identify the research scenario, including the relevant independent 
variable (which would have already occurred) and dependent 
variable. 

2. Develop the appropriate primary research question to be associated 
with this design. 

3. Discuss how the statistical procedures control technique will be 
used as a means to assign participants to each group. Discuss the 
rationale for this technique. 

4. Ex post facto is unique in that it is nonexperimental research, but 
aspects of internal validity still apply. Discuss the major threats to 
validity associated with this design and type of research 
(nonexperimental). 

5. Briefly discuss any limitations associated with this research scenario 
and the specific design. 



CHAPTER 9 

OBSERVATIONAL 
APPROACH 

T he observational approach is considered a correlational approach 
to research. The researcher does not intervene or use experimen­
tal control (i.e., manipulation, elimination, inclusion, group or 

condition assignment), hence this is considered nonexperimental research. 
Investigator11 use this approach when they are interested in measuring the 
degree of association (i.e., relationship). between variables or to predict 
some outcome (criterion) based on the predictor variable(s). The only type 
of control that can be used for nonexperimental research and the observa­
tional approach is statistical procedures. Because statistical technique$ are 
the only form of control to be appHed to the observational approach, some 
researchers and authors tend to refer to the actual analysis as the research 
design. This is misleading and not accurate because the statistical analysis 
is a tool to be applied to summarize the data which is organized via the 
research questions and research design. 

Using correlational analyses or regression analyses, researchers can 
measure the strength (magniwde) and direction of the relationship 

' • 1) 
between variables or predict the influence one variable has on another. 
Researchers can also apply analysis to observational data that compares 
the mean differences of multiple groups. Some researchers prefer to use 
the word explanation, instead of prediction (i.e., if a phenomenon can be 
explained, then it can be predicted, although a prediction does not infer 

125 
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explanation). As previously noted, results from nonexperimental observa­
tional data oftentimes can provide a strong case for making causal infer­
ences (e.g., the systematic observation of many data points over time, 
indicating that texting while driving increases the likelihood of getting 
into an accident). However, scientists should be cautious when making 
causal inferences based on nonexperimental observational data. Sample 
size and correlational inference is an important aspect to consider for the 
observational approach (see Anderson, Doherty, & Friedrich, 2008). The 
two most common designs within the observational approach are 
explanatory and predictive designs. 

+ EXPLANATORY DESIGN 

Through correlational or regression analysis, investigators attempt to 
explain the degree of association between two (or more) variables (some­
times referred to as relational research). Analyses can also be used to 
compare means of multiple groups depending on the research objectives 
(e.g., ANOVA, t test).When applying this design, data are collected at one 
point in time (theoretically) from a single group. Data can also be collected 
from extant data sets (i.e., retrospective analysis); once the research ques­
tions are applied to the data, and the design is identified, the appropriate 
analyses can be employed. More advanced explanatory designs can include 
collecting data on multiple variables as a means to confirm the direct and 
indirect effects between the variables (i.e., researchers attempt to infer cau­
sation through the application of causal modeling and confirmatory factor 
analysis and are sometimes referred to as single-stage and multistage mod­
els). Various forms of regression such as multiple, canonical, and cluster 
analysis, along with structural equation modeling, are used to summarize 
the data from these advanced explanatory designs (see Kline, 2010, for 
more information on multistage models). 

+ PREDICTIVE DESIGN 

The predictive design goes beyond the explanatory design in that it allows 
the researcher to anticipate or predict the outcome based on the analysis 
of the relationship between two or more variables. Within this design, at 
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least one variable is indicated as the predictor variable, and one variable 
is designated as the criterion or outcome variable. Advanced predictive 
designs can include multiple predictor variables, while requiring more 
advanced forms of regression analyses to summarize the data. Time is a 
factor built into this design, so the researcher will typically collect data on 
the predictor variable(s) at one point and then at a later point collect data 
on the criterion variable(s). Furthermore, data can be collected from extant 
data sets and the predictive design can thus be applied to set up the appro­
priate research questions and subsequent analyses, as long as the concept 
of time appropriately exists between the predictor and criterion variables. 

Statistical Tools 

Some statistical tools and example research questions follow that would 
warrant the use of the particular tool. These analyses can be applied to 
observational data, depending on the research objective, when there is no 
independent variable (IV) to be manipulated. These are simplified and 
general guidelines. As a reminder, various sources refer to IVs differently 
between various forms of research (refer to Chapter 1 for a further discus­
sion on this topic). We will reserve the use of the term IV for experimental 
or quasi-experimental research, and for nonexperimental research, we will 
refer to the IV as the predictor variable and the outcome or dependent vari­
able as the criterion variable. 

Comparison of Means for the Explanatory Design (one criterion 
variable, otherwise known as univariate comparison of means) 

t Test (independent samples). What are the differences between 
School A and School B on standardized test scores? The test score is 
the criterion variable. 

ANOV,4. What are the differences between Schools A, B, and Con stan­
dardized test scores? 

ANCOV,4. What are the differences between Schools A, B, and C on 
standardized test sc~r~s con~olling for socioeconomic status (SES)? SES 
is considered the covariate. · 

Trend Analysis. What are the quality-of-life-ratings of working col­
lege students for freshmen, sophomores, juniors, and seniors? These 
students had jobs as they entered college and maintained work 
throughout all 4 years of their college span. 
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2-Way ANOWL What are the differences between gender and SES on 
standardized test scores? The two predictors (IVs) used are gender 
(male and female) and SES (high and low), both broken down into two 
levels each. 

RM-ANOV,4. What are the differences in college freshmen's quality-of­
life indicators at the start of college and then again 1, 3, 5, and 7 
months later? 

Predicting a Single Variable for the Predictive Design 

Hierarchical Linear Regression. What is the level (or prediction) of 
perceived satisfaction of voters based on years of voting experience, 
hours devoted to studying candidates, and ideas of collectivism as 
reported by political science professors? The researchers are interested 
in predicting one aspect of satisfaction (criterion variable), which is 
broken down by three subscales in the assessment: individual, collec­
tive, and familial. The predictor variables are voting experience, num­
ber of hours devoted to studying candidates, and collectivism. 

Multiple Regression. How do levels of exercise and mental training pre­
dict levels of HbAlc for patients with type 2 diabetes? The interaction 
between exercise and mental training will also be examined. 

Mediation. To what extent is the predictive effect of exercise on levels 
of HbAlc for type 2 diabetics mediated by mental training? 

Predicting More Than One Variable 

Binary Logistic Regression. To what extent do gender, age, and entrance 
exam scores predict graduate school success? Success is the binary 
criterion variable and is conceptualized as successful or not 
successful. 

Multinomial Logistic Regression. To what extent do narc1ss1sm, self­
efficacy, and gender predict type of leadership style (autocratic, demo­
cratic, equal)? The criterion variable in this example (leadership style) 
is broken down into three levels: autocratic, democratic, equal. 

There are many other forms and types of analyses that can be applied 
to observational data sets. Keep in mind that statistical guides and texts 
often refer to the variables as either predictor variables or independent 
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variables, and for the criterion variable, it is often referred 
to as the outcome or dependent variable. These analyses can 
be used for the explanatory or predictive designs based on 
the research question(s). Examples of other analysis that can 
be used, depending on access and type of data, are multi­
level linear modeling, contextual modeling, mixed models, 
discriminant function analysis, and principal and explor­
atory component analysis. 

Diagram 9.1 

Variable 

2 

We refer the reader to the following books for further details regarding 
observational approaches and analyses: 

Imbens, G. W., & Rubin, D. B. (2015). ·causal iriference for statistics, 
social, and biomedical sciences: An introduction. Cambridge, UK: 
Cambridge University Press. 

Keith, T. Z. (2014). Multiple regression and beyond (2nd ed.). Boston, 
MA: Pearson. 

Meyers, L. S., Gamst, G., & Guarino, A. J. (2012). Applied multivariate 
research: Design and interpretation (2nd ed.). Thousand Oaks, CA: Sage. 

Example for Diagram 9 .1 

Walker, C. 0., & Greene, B. A. (2009). The relations between student moti­
vational beliefs and cognitive engagement in high school. Journal of 
Educational Research, 102(6), 463-471. 

Research Question: What is the association between classroom motivation 
variables and students' sense of belonging? 

Procedures: Questionnaires were distributed to participants (N = 249) during 
the middle of the term and completed in English classes. Perceived instru­
mentality and self-efficacy items were taken from the Approaches to 
Learning Survey. Student and classroom-achievement goal orientations were 
measured using the Pattetns of)i.daptive Learning Su,rvey. Sense of belong­
ing was assessed using the Psychological Sense of School Membership scale. 

Design: Nonexperimental research using an observational approach with 
an explanatory design 

Recommended Statistical Analysis: Correlational analysis 

Explanatory 
Design 

Observation 
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Variable Observation 

Motivation Self-efficacy, instrumentality, goals 

Sense of belonging Sense-of-belonging survey 

Note: Motivation = Self-efficacy, perceived instrumentality, mastery goals, and performance­
based goals. 

Diagram 9.2 Predictive Design, 

Variable 

Predictor 

Criterion 

Observation 

Time~ 

Observation 

o, 

Note: A designated period of time must elapse before data on the criterion are collected. 

Example for Diagram 9.2 

Erdogan, Y., Aydin, E., & Kabaca, T. (2008). Exploring the psychological 
predictors of programming achievement.journal of Instructional Psychology, 
35(3), 264-270. 

Research Question: What mental factors significantly predict programming 
achievement? 

Procedures: Forty-eight students (N = 48) completed four different measure­
ment tools that served as the predictor variables: (a) KAI creativity scale, 
Cb) Problem Solving Inventory (PSI), (c) General Skills Test Battery (GSTB), 
and (d) Computer Attitude Scale (CAS). The criterion variable was mea­
sured using the Programming Achievement Test (PAT) after students com­
pleted the programming language course designed to introduce them to 
basic concepts of structured programming. 

Design: Nonexperimental research using an observational approach with a 
predictive design 

Recommended Parametric Analysis: Regression analysis or discriminant 
analysis 
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Variable Observation Observation 

Mental factors KAI, PSI, GSTB, CAS -

Programming achievement - PAT 

lime~ 

Note: Observations from Time Points 1 and 2 are from the same participants. 

Diagram 9.3 Predictive Design2 

Variable Observation Observation Observation Observation Observation Observation 

Predictor 

Criterion 

Example for Diagram 9 .3 

Time~ 

Hinnant, J. B., O'Brien, M., & Ghazarian, S. R. (2009). The longitudinal rela­
tions of teacher expectations to achievement in early school years.Journal 
of Educational Psychology, 101(3), 662-670. 

Research Question: To what extent do factors of teacher expectations in the 
early school years predict future academic performance? 

Procedures: Children from 10 sites were followed from first td fifth grade 
(N = 2,892). Two measures of children's academic abilities were collected 
in the spring of the children's first- (n = 966), third- (n = 971), and fifth-grade 
(n = 955) years: (a) teacher reports of classroom performance in reading 
and math and Cb) children's scores on standardized measures. In the spring 
of the first, third, and fifth grades, children were administered two subtests 
from a standardized psychoeducational assessment. A discrepancy score 
between tead'ler report of . child academic performance and children's 
observed performance od standlrdized tests was calculated to determine 
the congruency of teacher expectancy and academic performance. 

Design: Nonexperimental research using an observational approach with a 
predictive design 

Recommended Parametric Analysis: Regression analysis 
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Variable 

Teacher 
expectations 

Child 
academic 

performance 

Observation Observation Observation Observation Observation Observation 

Teacher Teacher Teacher - - -
expectancy expectancy expectancy 

Academic Academic Academic -
performance 

-
performance 

-
performance 

Time.,. 

Reviewing the Content 
and Testing Your Knowledge 

Discussion Points 

1. What type of validity should be considered 'when using the obser­
vational approach? 

2. Explain why the only type of control that can be applied to obser­
vational approach is statistical procedures. 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of a 
Predictive Design. The research will be considered nonexperirnental. 

1. Identify the research scenario, including the relevant predictor vari­
able and criterion variable. 

2. Develop the appropriate primary research question to be associated 
with this design. 

3. Describe why the observational approach and predictive design is 
the most appropriate methodology to be used considering the 
research scenario. 

4. How is the concept of time being factored into this design? 

5. What type of sampling procedure and sampling technique will be 
used to access the appropriate sample? 

6. Discuss how the only form of control (statistical procedures) will be 
used in this scenario. 

7. Pick several threats each from external, construct, and statistical 
conclusion validity, and discuss how they will be accounted for. 

8. Briefly discuss any limitations associated with this research scenario 
and the specific design. 



CHAPTER 10 

SURVEY APPROACH 

T he most common form of nonexperimental research is the survey 
approach (sometimes referred to as descriptive research). Typically, 
investigators administer a survey to a randomly selected sample 

of individuals or, if possible, to an entire population (see Fowler, 2013). 
Random selection is a critical element to survey research in that generaliza­
tion (external validity) is the primary goal of the findings (i.e., external 
validity is the focus; internal validity does not apply). However, it must be 
noted that construct validity and statistical conclusion validity do apply to 
the survey approach. Again, the conc;ept of internal validity is concerned 
with the establishment of cause-effect relatipns, whereas the survey 
approach is not applied to determine cause and effect. Surveys are used 
to observe trends, attitudes, or opinions of the population of interest. 
Participants are usually selected from the population to discover the relative 
incidence, distribution, and interrelations of educational, sociological, 
behavioral, or psychological variables. Thus, it can be classified as quantita­
tive and is often considered a variant of the observational approach. 

Often, as noted, when applying the survey approach, the goal is to 
eventually generalize the findings to the entire population. To achieve this, 
some form of a probabilicy sam)ling strategy should be employed when 
applying the survey approach. Many major news outlets conduct surveys 
on a regular basis, but they are considered nonscientific, and the findings 
are not expected to generalize to the greater population. Why? First, the 
scientific method was not applied to the scenario, and second, a nonprob­
ability sampling strategy, was used to collect the data (only viewers of that 
particular news source and users of the specific website participate). 

133 
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+ PRIMARY THREATS TO VALIDITY 

External validity. Keep in mind that external validity, by definition, is the 
construct that is related to generalization. The major threat to external valid­
ity for the survey approach is sample characteristics. Sample characteristics 
are the extent to which the sample surveyed represents the identified 
population. To ensure this form of validity is not violated (assuming gener­
alization is desired), then the appropriate probability sampling strategy 
should be employed. The following are the various types of probability 
sampling: simple random, cluster, stratified, systematic, and multistage. 

Construct validity. The focus for the survey approach is seated in measure­
ment. Therefore, it is vital that one can generalize the findings or results of a 
survey to the theory and primary inquiry posed by the researcher. Issues 
related to the survey instrument directly affect the validity of the outcome. The 
primary threats to construct validity for the survey approach are reactivity to 
assessment or acquiescence response bias and timing of measurement. Typically 
when participants know they are being surveyed, they may change or alter the 
way they respond to items on a survey, which is different than the way they 
truly feel. This is known as reactivity to assessment or more commonly known 
as social desirability. The second major threat is the timing of the measure­
ment. The time in which the survey is administered can greatly affect the 
results due to numerous conditions outside the control of the researcher. 

Statistical conclusion validity. Surveys and assessment tools should 
measure and gather the information that the instrument is purported to 
measure. This is fundamental to any form of research. And the greatest 
threat to statistical conclusion validity for the survey approach is unreliability 
of the measures. Clearly, if the measure is not reliable or suffers from inad­
equate levels of validity, then the result or outcome will be compromised. 

Response rate. Response rates for the survey approach are always notori­
ously low. Often, researchers can expect a 15% to 20% return rate for exter­
nal surveys, and internal surveys (workplace surveys) may exceed those 
percentages. Researchers are often limited in time and resources (e.g., 
money for incentives), which adds to the problem of securing adequate 
response rates. The quality of the response rate can directly affect the validity 
of the outcome. Fincham (2008) recommended a 60% response rate should 
be the general goal for most types of research, but researchers should strive 
for at least 80% for the survey approach when the intent is to generalize 
to the entire population. Again, these numbers are often unrealistic, 
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particularly for students conducting research for theses and dissertations. 
Mundia (2011) exemplified the threats to validity when social desirability 
and response rates are not secured, which should be noted in the potential 
limitations for all studies classified under the survey approach. As a result, 
in order to address "low" response rates, researchers should conduct non­
response bias analysis. Drechsler (2015) and Thompson and Oliver (2012) 
offered recommendations for strategies to address nonresponse bias in the 
form of multiple and fixed-affect imputations. 

The reader is referred to Lavrakas (2009) for an in-depth and compre­
hensive coverage of the survey approach and the open-access journal 
Suroey Methodology (http://www5.statcan.gc.ca/ olc-cel/ olc.action?objld= 
12-001-X&objType=2&lang=en&limit=O). 

CROSS-SECTIONAL DESIGN t 

The cross-sectional design allows the researcher to collect data at one point 
in time. This design is one of the most common designs that media outlets 
use to present information of public opinion on political or social circum­
stances. The most common application of this design is to gather opinions 
or attitudes from one specific group. However, in many cases, the same 
instrument can be administered to different populations as a means to com­
pare a group's attitudes or opinions on the same variable. Basic descriptive 
statistical analyses are typically used to summarize data. 

LONGITUDINAL DESIGN t 

An extension of the cross-sectional design is the longitudinal design. This 
design allows the researcher to collect survey data over a designated period 
of time with the same or different samples within a population. Researchers 
can collect data using trend (identify a population to examine changes over 
time), cohort (identify a subpopulation based on specific characteristics), or 
panel (survey the same p~ople c)ver time) studies. Ba~ed on theoretical and 
logistical considerations, longitudinal designs can include any combination 
of data collected from cohorts, trends, and panels. Variations of this design 
include the cohort-sequential design and _!be accelerated longitudinal 
design. These designs allow the researcherto collect data from temporally 
related cohorts over time to determine the extent of the relation between 
the cohorts (see Prinzie & Onghena, 2005). 
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Diagram 10.1 

Variable 

Cross-Sectional 
Design 

Observation 

01 

We r~fer the reader to the following book for further 
details regarding survey approaches: 

Fink, A. G. (2012). How to conduct surveys: A step-by-step 
guide (5th ed.). Thousand Oaks, CA: Sage. 

Example for Diagram 10.1 

Jones, M.A., Stratten, G., Reilly, T., & Unnithan, V. B. (2004). A school-based 
survey of recurrent non-specific low-back pain prevalence and conse­
quences in children. Health Education Research, 19(3), 284-289. 

Research Question: What evidence exists to demonstrate the prevalence 
and consequences of recurrent low-back pain in children? 

Procedures: Questionnaires were issued to seven different schools (N = 500). 
A cross-sectional sample of 500 participants, boys (n = 249) and girls (n = 251), 
was collected. Participants were required to complete a questionnaire to 
assess their low-back pain history. The questionnaire was designed to identify 
lifetime prevalence, point prevalence, recurrent prevalence, and duration of 
the low-back pain. 

Variable Observations 

Low-back pain Low-back pain survey 

Diagram 10.2 Longitudinal Design 

Variable 

2 

3 

4 

5 

Observation 

o, 

o, 

o, 

o, 

o, 

Observation Observation 

Time~ 

-

Observation 

Note: Any number of variables and observations can be associated with this design. 
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Design: Nonexperimental research using a survey approach with a cross­
sectional design 

Recommended Statistical Analysis: Descriptive statistics 

Example for Diagram 10.2 

Steinfield, C., Ellison, N. B., & Lampe, C. (2008). Social capital, self-esteem, 
and use of online social network sites: A longitudinal analysis. Journal of 
Applied Developmental Psychology, 29, 434-445. 

Research Questions: How does the use of a social network among a college 
population change over time? What is the directionality of the relationship 
between social network use and development of bridging social capital? 
How does an individual's, psychological well-being influence the relation­
ship between social capital and social network site use? 

Procedures: Survey data were collected from university students at two time 
points a year for 2 consecutive years. Initially, undergraduate students were 

Observation Observation Observation 

Full Sample Panel Random Sample 
Variable (n = 288) (n = 92) (n = 481) 

' 
, 

Internet use 
Internet use Internet use Internet use 

survey survey survey 

Social Social network Social network Social network 
network use survey survey survey 

Well-being 
Well-being Well-being Well-being 

survey survey survey 

Self-esteem 
Self-esteem Self-esteem Self-esteem 

~Ulvey ', survey survey 

Satisfaction 
Satisfaction Satisfaction Satisfaction 

survey survey survey 

Time~ 

Observation 

Panel 
(n = 92) 

Internet use 
survey 

Social network 
survey 

Well-being 
survey 

Self-esteem 
survey 

Satisfaction 
survey 

Note: Panel refers to the same participants that were surveyed from the full and random samples. 
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sent an e-mail invitation with a short description of the study, information 
about confidentiality, an incentive for participation, and a link to the survey. 
Participants were surveyed on general Internet use, social network use, 
psychological well-being, self-esteem, and satisfaction. As a follow-up to 
the first-year survey, in-depth interviews were conducted with 18 students 
primarily drawn from the initial sample. 

Design: Nonexperimental research using a survey approach with a longitu­
dinal design 

Recommended Parametric Analysis: Descriptive statistics or correlational 
analysis 

Reviewing the Content 
and Testing Your Knowledge 

Discussion Points 

1. What is the major difference between a cross-sectional and a longi­
tudinal design? 

2. What type of scenario would warrant the application of a longitudi­
nal design overall a cross-sectional design? 

3. Describe some of the threats to external validity that are common 
with the survey approach. 

Exercise 

Develop a hypothetical research scenario that would necessitate the use 
of a Longitudinal Design. The research will be considered 
non experimental. 

1. Identify the research scenario, including the relevant variable(s). 

2. Develop the appropriate primary research question to be associated 
with this design. 

3. Describe why the longitudinal design is the most appropriate meth­
odology to be used, considering the research scenario. 

4. How is the concept of time being factored into this design? 
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5. What type of sampling procedure and sampling technique will be 
used to access the appropriate sample? 

6. Discuss how the only form of control (statistical procedures) will be 
used in this scenario. 

7. Pick several threats each from external, construct, and statistical 
conclusion validity, and discuss how they will be accounted for. 

8. Briefly discuss any limitations associated with this research scenario 
and the specific design . 

• 



PART III 

Qualitative Methods 

Note: Qualitative methods for 
design. 

Ctitical Case Study 

Hermeneutic 
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human behavior and what governs these behaviors. Specifically, it is a 
method for examining phenomena, predominantly using "words" for data. 
The qualitative process is generally inductive, although it can be abductive 
(an inductive-deductive cycle) and emerging. Qualitative researchers usu­
ally take a naturalistic approach to the world (i.e., studying things in their 
natural setting), while attempting to understand phenomena through the 
"voice" of the participants. Biases are accepted as part of the process (e.g., 
purposive sampling and the "researcher as instrument"). These biases make 
it critical that the researcher is fully aware of his or her ontological and 
epistemological stance that provides the framework for the research. 

Behavior is generally studied as it occurs naturally, with no manipula­
tion or control. The overarching aim of the qualitative method is to under­
stand or interpret phenomena within the context of the meaning that 
people express, without attempting to infer causation or generalize (i.e., 
external validity) the results to other individuals or populations. However, 
as previously mentioned, the concept of external validity can have a place 
in qualitative methods such as theory-focused and case-to-case generaliza­
tion (see Chenail, 2010, for a review on nonprobabilistic approaches to 
generalizability for qualitative methods), as well as improving issues related 
to validity (e.g., trustworthiness) and reliability through triangulation tech­
niques (Golafshani, 2003). 

Generally, the aim of the qualitative method is to reveal and understand 
phenomena within a particular context, without attempting to infer any 
type of causation. This is profoundly different from the nature of experi­
mental research, which is designed to infer cause and effect; however, there· 
is a unique technique used to infer causation from qualitative case studies 
known as qualitative comparative analysis (QCA). QCA, developed by 
Ragin (1997), allows researchers to combine the in-depth qualitative meth­
odological strategies with a quantitative-oriented approach into a single 
framework. QCA is used when a researcher has data from a moderate 
number of cases (typically too many for a traditional cross-case qualitative 
analysis), then transcribes the data via qualitative analytic software and 
converts the data to dichotomous or ordinal data in preparation for the 
QCA analysis. At that point, the researcher attempts to draw causal infer­
ences from the outcomes of the QCA analysis (see Rihoux & Lobe, 2009, 
for more on QCA applications). 

Although we include many specific (named) designs used by qualita­
tive researchers, it is important to discuss what we refer to as the generic 
qualitative design. The generic design for qualitative methods can borrow 
from any of the approaches and designs covered irt this section. The 
generic design is a "catchall" approach, with qualitative data collection and 
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the successive qualitative analyses being the common thread between the 
various manifestations. The type of analysis for this approach is usually 
inductive, involving the organization of data into categories and the subse­
quent identification of patterns and relationships among these categories. 
Although the approaches to data collection and analytic style differ among 
these generic designs, the general process of qualitative data analysis is 
fairly standard (see Wertz et al., 2011). 

THE CASE STUDY + 

Many disciplines use various forms of the case study to examine an indi­
vidual or phenomenon within a specified context. The approach and appli­
cation of case study designs also can vary widely between various 
disciplines such as medicine, law, and the social sciences. However, in the 
social and behavioral sciences, case studies are often referred to as uncon­
trolled studies. Yin (2013) defined the case study as an empirical inquiry 
that investigates a phenomenon· within its real-world context, when the 
boundaries between phenomena and context are not clearly evident, in 
which multiple data sources are used. Yin referred to the case study as a 
"method" as opposed to confining it to only an approach or a "tradition" 
within the various forms of qualitative research (e.g., Creswell, 2012). 
Generally, the focus of the case study is on developing a narrative or reveal­
ing a phenomenon based on an in-dep'th, real-time, or retrospective analy­
sis of a case. Therefore, issues related to experimental control and internal 
validity are nonfactors within this' approach. Although case studies do not 
infer causation and the results .should not be generalized, the findings can 
provide rich insight toward phenomena and serve as support for theories 
and the generation of hypotheses. However, if desired, Yin does offer 
approaches and models for researchers interested in attempting to infer 
causation from case study designs (which differs from QCA analysis). 

The emphasis in a case study is primarily the qualitative method; how­
ever, cross sections of quantitative data are usually collected as supplemen­
tary data throughout the apalyse\ (see mixed method embedded case study 
design). The label of case study is often applied to- many social science 
examinations as a catchall term, many times misapplying the concept 
(Malcolm, 2010). However, the case study design can be applied to any of the 
approaches within the qualitative method, such as the most commonly 
applied narrative and phenomenological approach in psychology (Singer & 
Bonalume, 2010a) or the ethnographic approach in education (Creswell, 2014). 
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Creswell took a different angle than Yin (2013) regarding the type and 
description of designs for the case study. Gall, Gall, and Borg (2007) suc­
cinctly described a case study "as (a) the in-depth study of Cb) one or more 
instances of a phenomenon (c) in its real-life context that (d) reflects the 
perspective of the participants involved in the phenomenon" (p. 447). 

Confusion does arise when authors use different terminology for simi­
lar constructs. These semantic differences can be seen in the work of Yin, 
who uniquely defined and applied the terms holistic and embedded (see 
Appendix B) differently than their traditional uses; for example, the term 
embedded has an entirely different meaning when used by Creswell. 
Another example of this is the term case study design, used within the 
qualitative method and most often associated with the ethnographic and 
phenomenological approaches. However, the case study can also be 
applied to the narrative approach and arguably any other approach within 
the qualitative method, as long as the "case" being explored is bound by 
time, place, person, or environment. When deciding to use a case study, we 
refer the reader to Yin's (2004, 2012, 2013) books for a review of his unique 
and widely accepted approach to the case study. See Appendix B for a list 
of case study designs defined by Yin (2013) and Creswell (2014). 

Recommended programs for qualitative data analyses: ATIAS/TI, The 
Ethnograph, HyperRESEARCH, NVivo, NUD*IST, SPSS Text Analysis for 
Surveys™ 

We refer the reader to the following books and book chapter for further 
details regarding qualitative methods: 

Creswell, ]. W. (2012). Qualitative .inquiry and research design: 
Choosing among five approaches (3rd ed.). Thousand Oaks, CA: Sage. 

Lincoln, Y. S., Linham, S. A., & Guba, E. G. (2011). Paradigmatic con­
troversies, contradictions, and emerging influences., revisted. In N. K. 
Denzin & Y. S. Lincoln (Eds.), The SAGE handbook of qualitative 
research (4th ed.), pp. 191-215. Thousand Oaks, CA: Sage. 

Wertz, F. ]., Charmaz, K., McMullen, L. M., Josselson, R., Anderson, R., 

& Emalinda, M. (2011). Five ways of doing qualitative analysis: 
Phenomenological psychology, grounded theory, discourse analysis, 
narrative research, and intuitive inquiry. New York, NY: Guilford 
Press. 



CHAPTER 11 

GROUNDED 
THEORY PERSPECTIVE 

T he grounded theory approach was first developed by Glaser and 
Strauss (1967) as a way to generate a theory based on data that 
are systematically gathered and analyzed. In general, this is an 

inductive process in which the theoretical propositions are not presented a 
priori; rather, the theory emerges from the data that are being collected. 
However, this process often becomes abductive, with testing of the theory 
occurring as it emerges from the data. The emerging theory is constantly 
being compared to the evidence brought forth from new data that are ana­
lyzed, as in the "constant comparative method." The use of memoing (i.e., 
the process of recording the personal thoughts and ideas of the researcher 
throughout the data collection procedures) is critical when using a system­
atic, emerging, or constructivist design. Qualitative researchers often use 
memoing to help make conceptual links between raw data and abstractions 
to better explain the phenomena being studied within its appropriate 
context. See Birks, Chapman, and Francis (2008) for an in-depth discussion 
of memo-writing techniques. 

According to Corbin• and )trauss (2015), a good grounded theory 
should (a) fit the phenomenon; (b) provide understanding; (c) provide 
generality, in that the theory includes extensive variation and is abstract 
enough to be applicable to a wide variety of contexts; and (d) provide 
control, in the sense of stating the conditions under which the theory 
applies and describing a reasonable basis for action. 

145 
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+ SYSTEMATIC DESIGN 

• The systematic design is the most structured of the grounded theory 
approaches, with rigid procedures and a preconceived framework for 
categories. This design emphasizes theory verification based on the 
theory that is generated (i.e., inductive-deductive process). The design 
uses the three-stage coding method (open, axial, and selective) to help 
generate a visual depiction of a theory. 

+ EMERGING DESIGN 

The emerging design is also a theory generation design; however, it is less 
prescriptive than the systematic design. This design allows the theory to 
emerge "naturally" from the data. The key components of this design are 
fit, work, relevance, and modifiability. 

+ CONSTRUCTIVIST DESIGN 

The constructivist design further distances itself from the procedurally 
laden systematic design, stressing the role of the researcher as an active 
participant who interacts with the field being explored. Constructivist 
researchers are interested in the co-construction of knowledge between 
researcher and participant and embrace and explore the inherent biases 
within this interaction. This design recognizes that knowledg~ emerging 
from the data is not only "discovered" but also created. It is important to 
be cognizant of the assumptions brought to the investigation by the 
researcher. Also, one should be aware of the socially constructed meanings 
that occur during the collection of data and those socially constructed 
meanings that were in place prior to engaging with the participant. 

WHEN TO USE GROUNDED THEORY 

Till build/discover theory inductively 
To build/discover substantive .. and/or formal Jheory 

. When there is little or no prior information on an area or phenomenon 
• To study the microcosm pf interaction 
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We refer the reader to the following books for further details regarding the 
" grounded theory approach: 

C,harmaz, K. (2014). Constructing grounded theory: A practical guide through 
qualitative analysis (2nd ed.). London, England: Sage. 

Corbin, J., & Strauss, A. (2015). Basics of qualitative research: Techniques and 
procedures for developing grounded theory(4th ea.). Thousand Oaks, CA: Sage. 

Glaser, B. G., & Strauss, A. (1967). The discovery of grounded theory: Strategies 
for qualitative research. Hawthorne, NY: Aldine Transaction. 

Q@fi@H• Systematic Design 

Phase 1: 
Open Coding 

Phase 2: 
Axial Coding 

Phase 3: 
Selective Coding 

Example for Figure 11.1 

-

Theoretical 
Model 

Han, G. S., & Davies, C. (2006). Ethnicity, health and medical care: Towards 
a critical realist analysis of general practice in the Korean community in 
Sydney. Ethnicity and Health, 11(4), 409-430. . ',. 
Research Question: What are the general practitioners' views on the health 
of Koreans and the complex process of providing and seeking effective and 
satisfactory medical care? 

Procedures: This study investigated the use and provision of biomedicine 
among men on the basis of interview data from eight doctors. 
Semistructured interview schedules were prepared around the doctors' 



148 + PART III QUALITATIVE METHODS 

views of (a) health, immigrant life, and health care use among Koreans 
from different socioeconomic backgrounds; Cb) common ailments; (c) par­
ticular difficulties servicing fellow Koreans; Cd) general practitioner refer­
rals to specialists; and Ce) the competing nature of doctoring. The 
interviews with the eight doctors were tape-recorded and then transcribed 
into a full-text report for analysis. 

First, open coding of the data was conducted to form categories of 
information about the event being examined. Next, axial coding was per­
formed; this step involved the researchers taking one of the categories 
generated during open coding and exploring it as a core phenomenon. 
During this phase, other categories (e.g., casual conditions, content, inter­
vening condition, strategies, and consequences) were connected to the 
core phenomenon. Finally, in selective coding, the core category (i.e., the 
central phenomenon under investigation) was selected and systematically 
related (or integrated) with other categories. These three phases allowed 
for the construction of the overarching theoretical model. 

Figure 11.2 Emerging Design 

Fit 
Do concepts fit with the incidents they 

are representing? 

-0-

Relevance 
The real concerns of the participants 

are represented. 

-0-

Workability 
The variations in participants' 

behaviors are explained. 

-0-

Modifiability 
Compare new data to existing data to 

improve theory. 

Source: Glaser and Strauss (1967). 

Grounded 
Theory 
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Design: Qualitative method using a grounded theory perspective with a 
systematic design 1 

Example for Figure 11.2 

Zoffmann, V, & Kirkevold, M. (2007). Relationships and their potential for 
change developed in difficult type 1 diabetes. Qualitative Health Research, 
17(5), 625-638. 

Research Aim: To develop a theory that interprets patient-provider relation­
ships as a framework for acknowledging and exploiting the relational 
potential for change in difficult diabetes care. 

Procedures: Dyads (one patient and one nurse) were formed based on the 
assignment of nurses to patients in the units. Following the principles of theo­
retical sampling, researchers used the first case (dyad) to generate a hypoth­
esis. To investigate and compare the processes related to this hypothesis, 
subsequent patients were theoretically sampled to ensure a variation in levels 
of self-management resources. As the primary data sources, two patient­
nurse conversations were taped from each dyad, one at the beginning and 
one at the end of the hospital stay. These interviews revealed the experiences, 
considerations, and feelings of both parties with regard to the hospital stay. 

The abductive process of applying constant comparative analysis was 
performed. First, initial open coding of each interview was conducted. 
Through a combination of listening and writing, notes were created that 
provided ideas for the tentative advancement of more abstract codes. Second, 
critical comparisons were performed on the most solid categories that were 
supported by transcriptions of the coded data. This process was used to 
specify the content and further the advancement of lasting categories and 
subcategories. During the third step, comparisons across data sources were 
performed to explore and confirm links between concepts and thus pattern 
out theoretical connections. These initial theoretical constituents were com­
pared in the fourth step (ongoing throughout the process of writing) to con­
nect them to larger elements for further theory building. At each step, there 
was a return to former stet>s to i&t fit, work, relevance, and modifiability. 

Design: Qualitative method using a grounded theory perspective with an 
emerging design 

1Although the authors state a "critical realist analysis" in the title, a systematic design 
was applied. 
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G@jjfjjp Constructivist Design 

Initial Coding 

. -0--

Focused Coding 

Axial Coding 

Theoretical Coding 

Memo Writing 

Theoretical Sampling, 
Saturation, Sorting 

Source: Charmaz (2014). 

Ontological 
"multiple realities" 

Core Story 
Views, values, beliefs, 
feelings, assumptions, 
and ideologies of the 

participants 

Subjectivist Epistemology 
"researcher and participant 

co-create an understanding" 

Example for Figure 11.3 · 

Naturalistic 
"11atural setting" 

Jones, S. R., & Hill, K. E. (2003). Understanding patterns of commitment: 
Student motivation for community service involvement. Journal of Higher 
Education, 74(5), 516-539. 

Guiding Research Questions: What are students' reasons for participation in 
community service in high school? What are students' reasons for participa­
tion in community service (or not) in college? How do students explain and 
understand the relationship between high school and college involvement? 
To what extent do students attribute differences or changes in their motiva­
tions as well as to their experiences? 

Procedures: Purposive sampling was used for both the identification of col­
lege and university participants and the selection of student participants at 
each institution. The primary strategy for data collection was in-depth, 
semistructured interviewing. Questions focused on the nature of commu­
nity service involvement in high school and college, the reasons students 
attributed to their participation, and the meaning they attached to commu­
nity service. The researchers were also interested in understanding the 
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campus context in which students' decisions about community service 
participation were enacted. Thus, they examined materials from the com­
munity service programs. 

All data were analyzed using the constant comparative method. The 
analytic process moves from more concrete codes to abstract themes and 
categories that are reflective of the meaning that participants attach to their 
experiences, rather than the generation of objective truth. Thus, the data 
analysis proceeds in a cyclical manner with the researchers constantly 
returning to the data with new questions and ideas until a narrative 
emerges that describes the essence of experience for study participants. 
This essence of experience is described as the core story. 

Design: Qualitative method using a grounded theory perspective with a 
constructivist design 

Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop ·a hypothetical research scenario that would necessitate the use of 
the Qualitative Method and the Grounded Theory Perspective. The 
research will be considered nonexperimental. 

1. Identify the research scenario, including the general area of focus. 

2. Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate. 

3. Develop the appropriate primary research question to be associated 
with this design. 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design, briefly discuss the data collection procedures 
to be used. Be surt! to inc)ide the area of focus and targeted sample 
as part of these procedures. 

6. Discuss the themes, theory, and/or phenomenon that would be 
anticipated to emerge as a result of the examination. 

7. Briefly discuss the strengths and limitations associated with this 
approach and the specific design. 



CHAPTER 12 

ETHNOGRAPHIC 
PERSPECTIVE 

E 
thnography is an approach that was developed to describe 
cultures; this includes any culture that shares group characteristics 
such as values, beliefs, or ideas. The ethnographic researcher is 

interested in understanding another way of life from the point of view of 
the participants who make up the culture or group being studied. Because 
this perspective is based on understanding anything associated with human 
behavior and belief, it is well-suited for the fields of education and the 
social and behavioral sciences, including more recent areas of study like 
the research of culture and its relation to the Internet (see Hine, 2015). 

Ethnography can be defined as research designed to describe and ana­
lyze the social life and culture of a particular social system, based on detailed 
observations of what people actually do. The researcher is embedded within 
the culture and takes a firsthand account of the beliefs, motivations, and 
behaviors of the individuals in the group. The data that are collected are 
used to (a) document the lives of the participants within the context of the 
culture, (b) understand the experiences of the individuals within the culture, 
or (c) interpret the behaviors shaped by the cultural context. 

+ REALIST DESIGN 

152 

Van Maanen (1988) stressed three aspects of the realist design: (a) the invis­
ible author (i.e., narrating in third person), (b) thick descriptions of the 
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mundane (using a system of standard categories to organize the descrip­
tions), and (c) interpretive "omnipotence" (i.e., allowing the author the final 
word in presenting the culture). The realist design offers one researcher's 
overall perspective of a phenomenon from facts that are meticulously 
culled down to support a perspective. Thus, although the researcher's duty 
is to objectively (without bias) present the facts, ultimatE;ly the interpreta­
tions of the facts come from the "omnipotent" researcher. In general, 
Spradley's (1979, 1980) designs are less "narrative" or "literary" than those 
of van Maanen (1988) and Geertz (1998). 

CRITICAL DESIGN + 

The critical design allows for the critiquing (i.e., challenging the status quo) 
of some existing system while maintaining a level of scientific inquiry. It 
provides a scientific framework for advocacy or a structure for directly 
examining relationships among cultural features, economic systems, knowl­
edge, society, and political action. Put simply, Madison (2011) and Thomas 
(1993) both asserted that the critical design is used to describe, analyze, and 
scrutinize hidden agendas, power centers, and assumptions that inhibit, 
repress, and constrain. Thus, the real utility of a critical design is the struc­
ture it provides for researchers who are interested in explaining some form 
of ideology or power relations through the transformation of meaning and 
conceptualization of existing social systems. 

CASE STUDY DESIGN + 

The case study design is often used with the ethnographic perspective; 
however, it has some distinct differences from traditional ethnography. 
While traditional ethnography is focused on group behavior, the case study 
design allows for the investigation of individuals as a whole (Creswell, 
2012).1 This design provides the framework for an in-depth contextual 
analysis of a finite numb~r of e)ents or conditions and their associations. 
More specifically, the ethnographic case study allows for the examination 
of an actual case within some cultural group. The "case" being explored 
also can be a group bound by time, place, or environment (i.e., a group 

1Creswell (2012) identified many different types of designs within the ethnographic 
approach, such as confessional, life history, autoethnography, microethnography, 
feminist, postmodern, and ethnographic novels. 
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must be considered a unit, which is more than just a homogenous group). 
Researchers interested in exploring activities of a group, rather than shared 
patterns of group behavior, should follow this design. 

WHEN TO USE ETHNOGRAPHY . 

• Studying a school, organization, or program in-depth 
• Studying what people do 
• Studying how things work or run 
• Studying "insiders" 
•· Studying aspects of "culture" (e.g., practices, rituals, lives, interconnec­

tions, customs, values, beliefs, everyday life) 

We refer the. reader to the .following books for further details. regarding the 
ethnograpbic approach: · 

Fetterman, D. M. (2009). Ethnography: Step-by-step (3rd ed.). Thousand Oaks, 
CA Sage. 

Madison, D.S. {2011 ). Critical ethnography: Methods, ethics, and performance ' 
(2nd ed.). Thousand Oaks, GA: Sage. 

Makagon, D., & Neumann, M. (2008). Recording culture. Thousand Oaks, CA: 
Sage. 

Van Maanen, J. (1988). Tales of the field: On writing ethnography. Chicago, IL: 
University of Chicago Press. · 

Example for Figure 12.1 

Purser, G. (2009). The dignity of job-seeking· men: Boundary work among 
immigrant day laborers. Journal of Contemporary Ethnography, 38(1), 
117-139. 

Research Aim: Examine the discourses through which Latino immigrant day 
laborers make sense of, and find dignity within, their ongoing quest for work. 

Procedures: The data collection involved ethnographic fieldwork and 
interviews with individual day laborers. The researcher conducted 
a total of 22 in-depth, loosely structured interviews with day laborers, 
10 of whom regularly sought work out of the employment center and 



Qijijji•J• Realist Design 

Objectively 
report the 

''facts" 
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Narrate the 
story in 

third person 

Reproduce 
participants' views 

with edited questions 

12 of whom regularly sought work on the street. This was followed by 
a series of open-ended questions that focused ·on the objective and sub­
jective dimensions of the men's work experiences and job-searching 
strategies. Substantial attention was devoted to understanding how the 
men made sense of their precarious position on the margins of the labor 
market. 

This study involved an inductive approach to data analysis. The third­
person voice was used, and no personal ideas were included in the report; 
rather, the facts were presented through· the actual words of the partici­
pants. Objective data were reported without personal bias or judgment. 
Ordinary details of each participant's life were included, and standard 
categories for cultural deicripti~ were used (e.g., work life and family 
systems). The final interpretive report allowed the researcher to provide 
subjective explanations of the data representing the culture being 
studied. 

Design: Qualitative method using an ethnographic perspective with a realist 
design 
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Q~ijiifjj Critical Design 

Collaborate with participants to 
prevent further marginalization (give 

back to the participants studied) 

Goal 

Empower participants through 
"speaking" on their behalf 

(nonneutral stance) 

To change societal views or 
challenge the status quo 

Embrace biases in research 
(researcher's role is reflexive and 

self-aware) 

Example for Figure 12.2 

Connect the meaning of a 
situation to the broader context 

of social issues 

Varcoe, C., Browne, A. J., Wong, S., & Smye, V. L. (2009). Harms and 
benefits: Collecting ethnicity data in a clinical context. Social Science & 

Medicine, 68, 1659-1666. 

Research Aim: Critically examine the implications of collecting ethnicity 
data in health care settings. 

Procedures: Data were collected in four modes: (a) in-depth interviews 
with dec;,ision-makers and policy leaders affiliated with health authorities, 
(b) focus groups of community leaders who served on committees of the 
health authority to represent patients' perspectives concerning health 
care planning, (c) semistructured interviews with patients seeking health 
services in either a subacute area or a community health center, and 
(d) interviews with health care workers who were involved in either 
administering an ethnic identity question in health care agencies or 
whose agencies were considering doing so as part of intake data. Patient 
interviews were focused on their thoughts of their identification of eth­
nicity in health care settings, past experiences with being asked, and their 
thoughts on the benefits and concerns. 

An interpretive thematic analysis was conducted. The theoretical per­
spective was guided by an ethical lens. Each transcript and associated 
field notes were read to get a sense of the whole and then coded themati­
cally. Collaboration with participants occurred throughout the process 
to optimize the study's benefits and avoid harm. The meaning of the 
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phenomenon under investigation was connected to the broader context 
of power and the social positions of patients within existing power struc­
tures. Themes were compared across interviews and revised, based upon 
the views and biases of the researcher and participants. The final report 
advocated on behalf of the participant group. The researchers challenged 
the status quo assumption that providing quality care in the clinical con­
text requires the collection of ethnicity data. The intent was to change 
societal standards by a call to action and to address the structural inequi­
ties at health care settings. 

Design: Qualitative method using an ethnographic perspective with a critical 
design 

Example for Figure 12.32 

Richardson,]. B. (2009). Men do matter: Ethnographic insights on the socially 
supportive role of the African American uncle in the lives of inner-city 
African American male youth.journal of Family Issues, 3CX.8), 1041-1069. 

GQhii•J• Case Study Design 

Case 2 

Case 1 Case 3 

Phenomenon 

2According to Creswell (2012), this example is a collective case study, with several 
(there can be more than three) cases that provide insight into a phenomenon. There 
is also an (a) intrinsic case study design, which explores a single unusual case, and 
(b) an instrumental case study design, which examines a single case to gain insight 
into a phenomenon. 
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Research Question: What is the role of the African American uncle as a form 
of social support and social capital in the lives of adolescent African 
American males living in single-female-headed households? 

Procedures: The study involved in-depth life-history interviews and ethno­
graphic participant observations of young men and their single mothers over 
a period of 4 years. The use of ethnography provided exhaustive and rich 
contextual data. The qualitative inquiry highlights the contextual nature of 
social life; it explores subjective perceptions and meanings, and it identifies 
social processes and dynamics. In the three cases studied, the young men in 
the sample and their mothers were able to clearly identify and explain the 
socially supportive role that uncles filled as surrogate fathers. In some 
instances, the uncles themselves articulated their roles as surrogate fathers. 

First, a phenomenon (role of the African American uncle as a form of 
social support) was identified. Next, the appropriate case(s) (individual, 
activity, event, or process) were chosen that allowed for the examination of 
the phenomenon. The description and comparisons of three cases helped 
to provide insight into the role of the African American uncle as a form of 
social support in the lives of adolescent African American males (i.e., the 
phenomenon). Multiple forms of data were collected to increase the depth 
of understanding regarding the phenomenon of interest. The cases were 
also presented within a larger context (setting, political climate, social and 
economic status). 

Design: Qualitative method using an ethnographic perspective with a case 
study design 

Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop a hypothetical research scenario that would necessitate the use 
of the Qualitative Method and the Ethnographic Perspective. The 
research will be considered nonexperimental. 

1. Identify the research scenario, including the general area of focus. 

2. Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate. 
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3. Develop the appropriate primary research question to be associated 
with this design. 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design, briefly discuss the data collection procedures 
to be used. Be sure to include the area of focus and targeted sample 
as part of these procedures. 

6. Discuss the themes, theory, and/or phenomenon that would be 
anticipated to emerge as a result of the examination. 

7. Briefly discuss the strengths and limitations associated with this 
approach and the specific design . 

• 
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CHAPTER 13 

NARRATIVE 
PERSPECTIVE 

T he narrative approach involves gathering information, in the form 
of storytelling by the participant, for the purpose of understanding 
a phenomenon. J-Iumans are storytelling beings by nature; we lead 

storied lives, both individually and collectively. Ultimately, the narrative 
approach is most widely used in the disciplines of psychology and psychia­
try and is the study of the multitude of ways humans experience the world. 
Specifically, this approach involves collaboration between the researcher and 
participant, as a way to under15tand phenomena through stories lived and 
told. The narrative design involves (a) the exploration of a single participant 
or a small sample of participants, (b) gathering data through the collection 
of stories, (c) retelling the stories (restorying), and (d) reviewing the story 
with the participant to help validate the meaning and subsequent interpreta­
tion. The narrative design can be either biographical or autobiographical. 

Dialogic listening skills are essential to the narrative approach; this type 
of "listening" is used throughout the whole process, as the researcher gath­
ers data through conversations and engaged interchanges of ideas and 
information with the participant(s). The narrative approach can be concep­
tualized as descriptive, explanatory, or critical by design and follows the 
"underlying assumptions that there is neither a single, absolute truth in 
human reality nor one correct reading or interpretation of a text" 
(Polkinghorne, 1988, p. 2). There is also a structural approach in the way 
individual stories are studied (Riessman, 2007). 
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Dan McAdams (creating self in narrative) and Jefferson Singer (explana­
tory potential of the life story) have had a profound influence on the develop­
ment and use of the narrative approach within the social and behavioral 
sciences. McAdams, Josselson, and Lieblich's (2006) contributions included 
(a) the Life Story Interview method, (b) the Guided Autobiography, (c) the 
Loyola Generativity Scale, and (d) a set of coding manuals to analyze the 
stories of research participants. Singer's (1997) book Message in a Bottle 
focused on men whose addictions were resistant to the traditional 12-step 
method and served as an excellent exemplar of the narrative approach. Singer 
also used the explanatory potential of the life story of individuals within the 
therapeutic context (see Singer & Bonalume, 2010a and 2010b, for more on 
autobiographical narrative approaches for case studies in psychotherapy). 

DESCRIPTIVE DESIGN t 

The descriptive design involves the description of any one or more of the fol­
lowing: (a) individual or group narratives of life stories or specific life events, 
(b) the conditions or contextual factors supporting the story, (c) the relation­
ship between individual stories and the culture the stories are embedded 
within, and (d) how certain life events impact the participants' story line. Thus, 
the descriptive design is used to explore the status of some phenomenon and 
to describe what exists with respect to the individual, group, or condition. 

EXPLANATORY DESIGN t 

The explanatory design is used to provide an account of some phenome­
non by means of why something happened. Thus, the explanatory design 
is used to explore the causes and reasons of phenomena . 

. . 
CRITICAL DESIGN + 

Van Maanen (1988), in his book on ethnography, discussed the use of "critical 
tales." These critical tales are conceptualized as narrative approaches using a 
critical framework. A critical tale may illuminate individual experiences as 
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well as larger social, political, symbolic, or economic issues. Thus, the critical 
design within the narrative approach involves the same structure or frame­
work as the critical design within the ethnographic approach. Ultimately, this 
design allows for the critiquing of some existing system while maintaining a 
level of scientific inquiry. 

WHEN TO USE NARRATIVE INQUIRY 

• Telling stories abouJ: stories 
• Exploring identity and conflict 
• Examining""the structure of experience 
• Focusing on how people create meaning in their lives 
• Exploring the interaction of individual stories with cultural narratives 

We ~efer
0
the reader to the following books for further details regarding the 

narrative approach: " 

Clandinin, D. J., & Conne!ly, F. M. (2004). Narrative inquiry: Experience and 
story in qualitative research. Sari Francisco, Ck Wiley. 

Lieblich,A., Tuval-Mashiach, R., & 2ilber, T. (1998). Narrative research: Reading, 
analysis, and interpretation. Thousand Oaks, CA: Sage. 

Riessman, C. K. (2007). Narrative methods for the human sciences. ;i-housand 
Qaks, CA: Sage. 

Example for Figure 13.1 

Lapadat, J. C. (2004). Autobiographical memories of early language and 
literacy development. Narrative Inquiry, 14(1), 113-140. 

Research Aim: To explore adults' memorJes of their own acquisition of lan­
guage and literacy learning 

Procedures: Participants kept a journal in which they made regular entries 
over the semester, reflecting on their own personal history of learning lan­
guage and literacy from the preschool years through the end of adoles­
cence. The participants were asked to recall personally significant events, 
situations, and people that made a difference to their learning, as well as 
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Q.+11111• Descriptive Design 

Stage 1 
Identify a 

phenomenon. - Stage 6 
Stage 5 

Write a story about 
L Collaborate with --the participants. 

the participants' 

Stage 2 experiences. 

Use purposeful 
sampling. 

t • 
Stage 3 Stage 4 

Stage 7 

Collect 
c--+ 

Restory or retell. 
Validate the 

stories. 
accuracy of the 

narrative 
account. 

Note: At Stage 5 of the process, the researcher can revert to any previous stage as indicated by the arrows. 

ways in which their learning and use of language made a difference in their 
lives. The participants were asked to structure entries around particular top­
ics they set for themselves, to avoid holding tightly to a chronological 
sequence, and to discuss specific examples. 

In Stage 1, the researchers chose to explore the acquisition of early 
language and literacy. Purposeful sampling (Stage 2) was conducted (i.e., 
adults in a language development seminar). During Stage 3, stories from 
the participants were collected (e.g., personal history of learning language 
and literacy). The fourth stage involved the identification of categories 
(e.g., family and home, peers and friends, school and teachers, books and 
becoming literate, culture•and layguages) and then r(!storying by sequenc­
ing and organizing the elements of the story identified by the researcher 
(e.g., poetic transcription). The fifth stage occurred throughout the pro­
cess, as the researcher collaborated with the participant to ensure the 
validity of the individual experiences. Stage 6 involved the use of the first 
person to complete the narrative report. During Stage 7, the researcher 



164 + PART III QUANTITATIVE METHODS 

consulted with the participants to ensure the accuracy of the final narrative 
account. 

Design: Qualitative method using a narrative perspective with a descriptive 
design 

Q@(iQj Explanatory Design 

Stage 1 
Identify a Stage 6 

phenomenon. - Stage 5 Write a story about 

Collaborate with the the participants' 

i participants. experiences as they 
relate to the 

Stage 2 
phenomenon. 

Use purposeful l sampling coding. 

Stage 7 

l 
,. 

Validate the 
accuracy of the 

Stage 3 Stage 4 narrative account. 
Collect stories - Restory or retell. 

about the 
causes and 

reasons for the 
phenomenon. 

Example for Figure 13.2 

Hirakata, P. (2009). Narratives of dissociation: Insights into the treatment of 
dissociation in individuals who were sexually abused as chil_dren. Journal 
of Trauma & Dissociation, 10(1), 297-314. 

Research Aim: To explore the treatment of dissoci~tion and provide support 
for treatment approaches that are viewed as helpful by clients who engage 
in dissociative behavior 

Procedures: Participants engaged in a single interview (cross-sectional) 
designed to identify factors that positively or negatively influenced 
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therapy and minimized the overall need to dissociate. Interviews were 
semistructured and included questions such as "How was dissociation 
addressed in therapy?", "What did you find helpful?", and "What did you 
find not helpful or even harmful?" The interviews were also audiotaped 
and transcribed, and the data were analyzed using a holistic-content 
approach (Lieblich, Tuval-Mashiach, & Zilber, 1998): Each interview was 
read for its content in a holistic manner until patterns, or themes, began 
to emerge. Global impressions were noted by the space dedicated to a 
certain issue and the repetitive nature that occurred both within and 
across narratives. Any exceptions or unusual and contradictory features 
were also recognized. Each participant read and validated his or her indi­
vidual narrative. 

Three major themes emerged from this study: (a) tools and techniques, 
(b) a nonpathologizing approach, and (c) the therapeutic relationship. 
These themes were further divided into 16 subthemes. Each subtheme was 
discussed individually, and excerpts from the participants' interviews were 
provided. The findings from this study were explanatory in nature, providing 
insight into the treatment of dissociation. 

Q@fi•jj Critical Design 

Stage 6 
Stage 1 Write a story about the 

Identify a system or participants' experiences. 
situation to critique. 

Stage 5 
Empower participants 

through "speaking" 
Collaborate t with the ~ 

on their behalf 

participants. 
(nonneutral stance). 

Stage 2 
Use purposeful v--- ~ sampling. 

l Stage 4 Stage7 
Stage 3 • ', Restory or retell. Validate the accuracy 

Collect stories Embrace biases iri of the narrative 
through collaborating research account. Connect the 

with participants ____. 
(researcher's role is meaning of the 

(to prevent further reflexive and situation to the broader 
marginalization). self-aware). context of social issues. 
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Design: Qualitative method using a narrative perspective with an explanatory 

design 

Example for Figure 13.3 

Berman, H., Mulcachy, G. A., Forchuk, C., Edmunds, K. A., Haldenby, A., & 
Lopez, R. (2009). Uprooted and displaced: A critical narrative study of 
homeless, aboriginal, and newcomer girls in Canada. Issues in Mental 
Health Nursing, J(X.,.7), 418-430. 

Research Aim: Examine how uprooting and displacement have shaped 
mental health among three groups: (a) newcomers to Canada (immigrant 
and refugee girls), (b) homeless girls, and (c) Aboriginal girls. 

Procedures: During face-to-face dialogic interviews, the researchers 
explored the means and strategies of uprooting and displacement and how 
these experiences affected the participants., Dialogic and reflective tech­
niques were used to allow the respondents to become actively involved in 
the construction and validation of meaning (Maguire, 1987). An interview 
guide was used flexibly, with probes to encourage dialogue, critical reflec­
tion, and elaboration of responses. The research team was there to establish 
the context for the interview, offering overall direction and providing affirm­
ing feedback. However, the open-ended structure to the narrative interview 
allowed the participants to direct the flow and focus of the conversation. 

All participants were given the choice of being interviewed alone or in 
a small group consisting of two to four girls. The researchers' rationale for 
this option was the potential power of group interviews to provide a con­
text in which individuals are able to analyze the struggles they had encoun­
tered and the challenges they had faced, to simultaneously begin to 
collectivize their experiences, and to develop a sense of empowerment as 
they began to see the possibilities for change. The researchers analyzed the 
participants' words systematically, in line with the narrative approach. 

The researchers were guided by the supposition that the stories told by 
participants would provide insight into the perceptions about what hap­
pened to them, as well as the social, economic, and political meanings of 
those events. Consistent with the tenets of a critical design, the researchers' 
goal was to facilitate the development of knowledge in ways that had the 
potential for emancipation and empowerment. 

Design: Qualitative method using a narrative perspective with a critical 
design 
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Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
the Qualitative Method and the Narrative Perspective. The research 
will be considered nonexperimental. 

1. Identify the research scenario, including the general area of focus. 

2. Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate. 

3. Develop the appropriate primary research question to be associated 
with this design. 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design, briefly discuss the data collection procedures 
to be used. Be sure to include the area of focus and targeted sample 
as part of these procedures. 

6. Discuss the themes, theory, and/or phenomenon that would be 
anticipated to emerge as a result of the examination. 

7. Briefly discuss the strengths and limitations associated with this 
approach and the specific design . 

• 



CHAPTER 14 

PHENOMENOLOGICAL 
PERSPECTIVE 

P 
henomenology, put simply, is the description of an individual's 
immediate experience. The phenomenological approach was born 
out of Edmond Husserl's philosophical position that the starting 

point for knowledge was the self's experience of phenomena, such as one's 
conscious perceptions and sensations that arise from life experience. From 
this philosophy emerged the modem-day phenomenological approach to 
research with the goal of understanding how individuals construct reality. 
Researchers use the phenomenological approach when they are interested 
in exploring the meaning, composition, and core of the lived experience of 
specific phenomena. The researcher explores the conscious experiences of 
an individual in an attempt to distill these experiences or get at their essence. 

+ EXISTENTIAL DESIGN 

168 

The aim is to illuminate the essential general meaning structure of a specific 
phenomenon, with a focus on grasping the whole meaning of the experi­
ence, instead of dividing it into parts. Researchers using the existential 
design move from the concrete description of the experience of a given 
participant (co-researcher) to the interpretation of said experience. The 
participants (co-researchers) are asked for a description of their concrete 
experiences. The ultimate goal is to comprehend human experience as it is 
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actually lived in the "real world" rather than in some artificial environment 
(von Eckartsberg, 1997). 

Basic themes of existential phenomenology are (a) lived experience, 
(b) modes of being, and (c) ontology (the study of the nature of being, 
existence, or reality). In fact, the existential phenomenology associated with 
Heidegger's philosophy is often referred to as ontological phenomenology, 
as it is primarily concerned with "being." This differs from transcendental 
phenomenology, which is most associated with Husserl's epistemological 
philosophy (concern~d with knowledge). 

TRANSCENDENTAL DESIGN + 

Some key tenets of the transcendental design are (a) intentionality (con­
sciousness is always intentional), (b) eidetic reduction (researcher accesses 
the consciousness of the participant to get at the pure essence of some 
phenomenon, thus revealing the essential structure), and (c) constitution of 
meaning (returning to the world from consciousness). This design is 
descriptive in nature, as it is through analysis and description of how things 
are constituted in, and by, consciousness that allows us to understand 
various phenomena. This design is useful for researchers who are inter­
ested in gathering data to grasp the essence of the human experience. 

HERMENEUTIC DESIGN + 

Some key tenets of the hermeneutic design are (a) interpretation, Cb) textual 
meaning, (c) dialogue, (d) pre-understanding, and (e) tradition. The hermeneu­
tic design deviates from the descriptive nature of which the phenomenological 
approach is most often associated. This design has a strong focus on reflective 
interpretation, made evident by Heidegger, who asserted that description is 
inextricably linked 'to interpretation. Essentially, this design is based on the 
fundamental theory that all ffrms ~ human awareness a~e interpretive. 

CASE STUDY DESIGN + 

The case study design is also often used with the phenomenological 
perspective. This design lends itself well to the exploration of meaning of 
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a lived experience of some phenomenon. This design provides the frame­
work for an in-depth analysis of a finite number of participants. Researchers 
interested in exploring activities of an individual or small group, rather than 
the shared patterns of group behavior, should follow this design. 

WHEN TO USE PHENOMENOLOGY 

• Studying peopf e's experiences 
• Studying how people make meaning in their1ives 
• Studying relationships between what happened and how people have 

come tp understapd these events 
• -Exploring how people experience the essence of a particular phenomenon 
• Examining the commonalities across individuals 

We refer the reader tp the following books for further details regarding the 
phenomenological approach: 

Smith, J. A., Flowers, P., & Larkin, M. (2009). Interpretive phenomenological 
analysis: Theory," method, and research. Thousand Oaks, CA: Sage. 

Vag!e, M. D. (2014). Crafting phenomenological research. Walnut Creek, CA; 
Left Coast Press. 

van Manen, M. (2014). Phenomenology of practic~ Meaning-giving"methods 
in phenomenological research and writing. Walnut Creek, CA: Left Coast Press. 

Example for Figure 14.1 

Smith, M. E. (2007). Self-deception among men who are mandated to attend 
a batterer intervention program. Perspectives in Psychiatric Care, 43(4), 
193-203. 

Research Aim: Gain an understanding of the perceptions of perpetrators of 
intimate partner violence (IPV) prior to beginning a Batterers' Intervention 
Program (BIP). 

Procedures: Qualitative methods used in this study were conducted accord­
ing to the existential-phenomenological method outlined by Pollio, Henley, 
and Thompson (1997). The method of existential phenomenology was used 
in this study to provide men the opportunity to describe their perceptions 
concerning the meaning attached to being mandated to attend a BIP. 
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Q@JIIH• Existential Design 

Epoche and bracketing 

Phenomenological 
reduction 

Exploring 
people's 

experiences 

How participants 
make meaning in 

their lives 

Ontological 
(concerned with 

being) 

Synthesis 

Participants were asked to fill out a demographic questionnaire and 
then participate in a face-to-face, audiotaped interview. Prior to beginning 
the study, the first author of Pollio et al. (1997) participated in an individual 
bracketing interview in order to become more aware of her own biases as 
a result of her clinical practice with women who experience IPV. Men par­
ticipated in a face-to-face interview after being mandated to attend a BIP 
but before attending their first class. 

The interviews began with the prompt "Tell me about your experiences 
that brought you to a batterers' intetvention program." Except for the initial 
question, all questions flowed from the dialogue. Additional questions were 
limited to areas of cl~rification and/or elaboration. 

The respondents' own words were used to support a given interpreta­
tion. Participant transcripts were then related to each other to identify com­
mon patterns or global themes. A;l.l of the transcripts .yere read in a group 
context to reduce researcher bias. Subsequently, an overall thematic 
description was developed of the meaning the perpetrator attached to 
attending a BIP. 

Design: Qualitative method using a phenomenological perspective with an 
existential design 

Imaginative 
variation 
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@¥0,i@fj Transcendental Design 

Consciousness 
is intentional 

\ Epoche and bracketing 

' 

Accessing the participants' 
consciousness to get at the 

phenomenon being 
explored 

Analysis and description of 
what is found in the 

consciousness to understand 
the phenomenon 

Imaginative 
variation 

Phenomenological 
reduction 

Example for Figure 14.2 

Moerer-Urdahl, T., & Cr.eswell, J. W. (2004). Using transcendental phenom­
enology to explore the "ripple effect" in a leadership mentoring program. 
International journal of Qualitative Methods, 3(2), 19-35. 

Research Aim: To understand the meaning of mentors' experiences with the 
ripple effect and their experiences of reinvesting in others. 

Procedures: Two central questions in this study address key questions that 
van Manen (2014) recommended that phenomenologists ask: What were 
their experiences with the ripple effect? And in what context or situations 
did they experience it? They were also asked if they considered themselves 
to be mentors today and, if so, to whom, and if they had been mentored 
in the past, and by whom. 

Detailed telephone interviews were conducted with nine participants, 
and these interviews were audiotaped, lasting for 25 to 50 minutes. 
Transcendental phenomenology was chosen as the appropriate methodol­
ogy for this research as the researchers were searching for an understanding 
of the meaning of the participants' experiences. Additionally, the systemic 
procedures and detailed data analysis steps as outlined by Vagle (2014) are 
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ideal for assisting less experienced researchers. The researchers set aside 
prejudgments in a process called epocbe, a Greek word meaning to refrain 
from judgment. The researchers described their own experiences with the 
phenomenon, identified significant statements in the database from partici­
pants, and clustered these statements into meaning units and themes 
(epoche and bracketing). Next, the tesearchers synthesized the themes into 
a description of the experiences of the individuals (textual and structural 
descriptions) and then constructed a composite description of the meanings 
and the essences of the experiences. 

Design: Qualitative method using a phenomenological perspective with a 
transcendental design 

@jjii@i• Hermeneutic Design 

Reflective interpretation 

-0-

Textual meaning 

-0-

Dialogue 

-0-

Pre-understanding 

-0-

Tradition 

Example for I:igtire 14.3 

Interpretive report 
(all forms of human 

awareness are 
interpretive) 

Shin, K. R. (2002). Using hermeneutic phenomenology to elicit a sense of 
body at mid-life. International journal of Qualitative Methods, 1(2), 39-50. 
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Research Aim: To seek the essence of women's experience of bodily changes 
caused by menopause and thereby to provide a conceptual framework for 
women's health promotion education program and theory development 

Procedures: This study w;is a phenomenological and hermeneutic perspective 
of Korean women who experienced menopause. After exploring the literature, 
the researcher reflected on artistic depictions of midlife women and conversa­
tions,with menopausal women in Korea. Phenomenological conversations were 
conducted with six menopausal women, including two in-depth, tape-recorded 
interviews and observations. During the initial meeting with participants, the 
researcher explained the purpose of the study, and then interviewees gave their 
informed consent to participate in the study. All participants were guaranteed 
anonymity. Van Manen's (1990) thematic analysis and line-by-line approach, by 
which every statement of the participants is thoroughly examined, was used to 
find what their words or sentences implied about their experiences. 

Design: Qualitative method using a phenomenological perspective with a 
hermeneutic design 

@Mill• Case Study Design 

Case 
(Family) 

"ll ,, 
Phenomenon 

(Lived experience) 

Example for Figure 14.4 1 

Ryndak, D. L., Storch, J. F., & Hoppey, D. (2008). One family's perspective 
of their experiences with school and district personnel over time related to 

1According to Creswell (2012), this is an example of an intrinsic case study design, 
which explores a single unusual case. There is also an instrumental case study 
design that examines a single case to gain insight into a phenomenon and a collec­
tive case study that uses several cases to provide insight into a phenomenon. 
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inclusive educational services for a family member with significant disabili­
ties. International journal of Whole Schooling, 4(2), 29-51. 

Research Aim: To understand the impact of placement and special educa­
tion services, especially in relation to receiving services in inclusive general 
education classes 

Procedures: The study used a phenomenological lens to explore the experi­
ence of one family (mother, father, son, and a daughter with significant 
disabilities) as they sought, lived through, and reflected upon placement 
and services for the daughter with disabilities. The study focused on how 
the family understood, developed, and socially constructed meanings from 
the events and interactions that occurred over time as one of the family 
members moved from receiving special education services and supports in 
a more restrictive context to receiving special education services and sup­
ports in more inclusive contexts. 

Phenomenological interviews were conducted three times with each of 
the daughter's family members (mother, father, and brother). The interviews 
included open-ended questions to build upon and explore each partici­
pant's past and present. Interviews were scheduled 2 weeks apart for 
each family member so that the researchers had time to inquire in-depth 
into the family's lived experiences, while at the same time providing space 
for the family members to share their own unique insights, stories, and expe­
riences. Thus, each participant was able to reconstruct his or her own 
experience over time and construct meanings of their own e~periences. 
The researchers then viewed these individual experiences collectively in an 
attempt to understand the meaning and essence of the family member's 
collective experiences. 

After each interview, the researcher shared the transcript with the 
interviewee and requested that the family member check the transcript for 
accuracy, making additions and deletions to further clarify his or her 
experiences and perspectives. The researchers used Wolcott's 0994) 
approach of description, analysis, and interpretation as a method for mak­
ing sense of interview data. The constant comparison method of reflecting 
and exploring the data .tllowec) emerging patterns . to collectively come 
into focus. 

Design: Qualitative method using a phenomenological perspective with a 
case study design 
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Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
the Qualitative Method and the Phenomenological Perspective. The 
research will be considered nonexperimental. 

1. Identify the research scenario, including the general area of focus . 

2. Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate . 

3. Develop the appropriate primary research question to be associated 
with this design . 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design , briefly discuss the data collection procedures 
to be used. Be sure to include the area of focus and targeted sample 
as part of these procedures. 

6. Discuss the themes, theory, and/ or phenomenon that would be 
anticipated to emerge as a result of the examination. 

7. Briefly discuss the strengths and limitations associated with this 
approach and the specific design . 



PART IV 

1 Mixed :Methods 

Nonexperimental 

Embedded­
Experiment 

Explanations 

Treatment­
Development 
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access valuable instructor and student resources. These resources include 
PowerPoint slides, discussion questions, class activities, SAGE journal articles, 
web resources, and online data sets. 

Mixed methods examinations combine various aspects of quantitative 
and qualitative methods (often referred to as quantitative and qualitative 
strands). Because this type of methodology mixes both the quantitative and 
qualitative method, the logic of inquiry may include the use of induction, 
deduction, and abduction. This approach allows researchers to further 
examine constructs at a "deeper" level, where the quantitative strand reveals 
what the qualitative strand leaves out and vice versa. From a philosophical 
viewpoint, a link has been established between pragmatism and mixed 
methods. That is, this method was developed as an attempt to legitimatize 
the use of multiple methodological strategies when answering research ques­
tions within a single study, which is considered a more practical approach 
to research. To conduct a sound mixed method study, it is critical that the 
researcher has a firm understanding of the distinguishing characteristics of 
quantitative methods (deduction, confirmation, hypothesis testing, explana­
tion, prediction, standardized data collection, and statistical analysis) and 
qualitative methods (induction, discovery, exploration, theory generation, 
researcher as an instrument of data collection, and qualitative analysis). 
The mixed method includes the collection and analyses of quantitative 
(closed-ended and numerical) and qualitative (open-ended and textual) 
data (i.e., a quantitative and qualitative research question must be posed, 
individually analyzed and interpreted, and followed up _with an overall 
interpretation). 

Creswell and Plano Clark (2011) noted that one of the primary objec­
tives in designing a mixed method study is to determine if the design should 
be fixed or emergent. Specifically, a fixed mixed method design is applied 
when the researcher predetermines the application and integration of a 
qualitative and quantitative method within a study. On the other hand, an 
emergent design is conducted when a researcher decides to include a quali­
tative or quantitative strand within an ongoing examination, purely based on 
necessity. The presentation within this guide falls more toward a typology­
based approach-that is, we emphasize the various designs that are classi­
fied and developed for the use and application for mixed methods studies. 
Following those tenets, a researcher must consider many aspects regarding 
the implementation of a mixed method study. For example, the priority (or 
emphasis) of the qualitative and quantitative strands should be considered. 
Equal emphasis can be placed on the qualitative and quantitative method, 
or one strand can take priority over the other. The timing of the strands is 
also relevant. The strands can be implemented concurrently, sequentially, 
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nested (embedded), or multilayered. The mixing of the strands should also 
be considered, which can happen during the interpretation phase, data col­
lection, data analysis, or at the level of the design. 

Philosophically speaking, although mixed methods studies are considered 
pragmatic, researchers should still be cautious when using the typology­
based approach to mixed method research (Collins & O'Cathain, 2009). 
Many of the "established" mixed methods designs may not fully address the 
needs of the variety of research scenarios across the various disciplines. 
Therefore, a more general or generic approach may be warranted. Tashakkori 
and Teddlie (2010a) produced a sound matrix of the various fnixed methods 
designs, which is summarized in Appendix C. However, most of the designs 
presented within this part follow Creswell and Plano Clark's (2011) design 
typology. Within their book, they referred to these designs as variants. In 
addition, in an earlier version of their text, they refe.rred to these designs as 
models, many with different names than those seen in their more recent text. 

MIXED METHODS LEGEND + 

The following notations are used in the depiction of the various mixed 
methods approaches and designs: 

Design Notation Design Element 

QUAN Quantitatively driven study 
·-------------------------------•---------------------------------------------------------------------------------------------------------------------------------· 

QUAL Qualitatively driven study 
·-------------------------------•----------------------------------------------------------------------------------------------------------------------------------

quan Quantitative data is secondary to qua! itative data 
·-------------------------------•---------------------------------------------------------------------------------------------------------------------------------· 

qua! Qualitative data is secondary to quantitative data 
·-------------------------------·---------------------------------------------------------------------------------------------------------------------------------· 

+ Indicates that quantitative and qualitative data are collected concurrently 
·-------------------------------•---------------------------------------------------------------------------------------------------------------------------------· 

--+ Indicates that quantitative and qualitative data are collected sequentially 
·-------------------------------•---------------------------------------------------------------------------------------------------------------------------------· 

() j Parentheses indicate that one method is embedded within an emphasized 
! method such as QUAL(quan) 

·-------------------------------:----------~---------'>---------------------------------------------------------------------------------------------------------· 

:::::::::::J:f::::::::::::: !:_:::::::::~:~;~~~~I~:~~:~::: :h:i:::: ::::::s s:~:~ ~;~::e:::~ ;eac~:::::':!:~~~:~:i:~~::::::::: 

Indicates the transition to mixing methods 

Note: The mixed method legend is based on a notation system developed by Morse (1991 ), Plano Clark (2005), Nastasi 
et al. (2007), and Morse and Niehaus (2009). 
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We refer the reader to the following books and article for further details 
regarding mixed methods: 

Creswell, J. W., & Plano Clark, V. L. (2011). Designing and conducting 
mixed methods research (2nd ed.). Thousand Oaks, CA: Sage. 

Morse, J. M., & Niehaus, L. (2009). Mixed methods design: Principles 
and procedures. Walnut Creek, CA: Left Coast Press. 

Palinkas, L. A., Horwitz, S. A., Green, C. A., Wisdom, J. P., Duan, N., & 

Hoagwood, K. (2014). Purposeful sampling for qualitative data collection 
and analysis in mixed method implementation research. Administrative 
Policy and Mental Health. doi:10.1007/s10488-013-0528-y 

Tashakkori, A., & Teddlie, C. B. (2010a). SAGE handbook of mixed methods 
in social & behavioral research (2nd ed.). Thousand Oaks, CA: Sage. 



CHAPTER 15 

CONVERGENT-PARALLEL 
APPROACH 

QUAN 

QUAN 
+ 

QUAL 
or qual 

T he convergent-parallel approach is a concurrent approach arid 
involves the simultaneous collection of qualitative and quantitative 
data (usually both QUAL and QUAN are the emphasis), followed 

by the combination and comparisons of these multiple data. sources (i.e., 
the two methods are ultimately'jlerged). This approach involves the collec­
tion of different but complementary data on the same phenomena. Thus, it 
is used for the converging and subsequent interpretation of quantitative and 
qualitative data. This approach is often referred to as the concurrent trian­
gulation design (single-phase) because the data is collected and analyzed 
individually but a.t the same time. 
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+ PARALLEL-DATABASES DESIGN 

The parallel-databases design is structured so the QUAN and QUAL data are 
collected separately (not within the same measures) but at the same time 
(concurrently). The analyses of data are also analyzed concurrently. The 
results are then converged by comparing and contrasting the data en route 
to one overall interpretive framework. This design allows researchers to 
validate data by converging the QUAN results with the QUAL findings. This 
design is also referred to as a triangulation design and convergence model, 
as seen in Seifert, Goodman, King, and Baxter Magolda's (2010) examination. 

+ DATA-TRANSFORMATION DESIGN 

The data-transformation design allows the researcher to collect QUAN and 
QUAL data separately but concurrently. Following the subsequent analyses, 
data are transformed by either transforming QUAN to QUAL or QUAL to 
QUAN. Therefore, the data are mixed during this stage, followed by the 
subsequent analyses. 

+ DATA-VALIDATION DESIGN 

The validating quantitative data design is used to validate QUAN data with qual 
findings. Data from QUAN and qual are collected together (within the same 
measures), not separately. Within this design, the qual findings are not the 
emphasis; therefore, they are not subject to rigorous data reduction or analysis. 

+ MULTILEVEL DESIGN 

The multilevel design was originally introduced by Tashakkori and Teddlie 
(2002). This design allows the researcher to use different methodological 
techniques for addressing QUAN and QUAL data within a system. The QUAN 
results and QUAL findings from each level are then merged to provide an 
overall interpretation. 
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G@Jj~jj Parallel-Databases Design 

QUAN 

QUAL 

Data collection 
and analysis 

Data collection 
and analysis 

Results 

Results 

Compare 
and 

contrast 

Interpret 
QUAN 

+ 
QUAL 

Note: Any research design designated as experimental, quasi-experimental, or nonexperimental research can be used 
for the QUAN phase, and any approach designated under the qualitative method can be used for the QUAL phase. 

Example for Figure 15.1 

Hall-Kenyon, K. M., Bingham, G. E., & Korth, B. B. (2009). How do linguisti­
cally diverse students fare in full- and half-day kindergarten? Examining 
academic achievement, instructional quality, and attendance. Early 
Education and Development, 20, 25-52. 

Research -Questions 

Quantitative: What are the effects of instructional quality on academic 
achievement (math and literacy)? 

Qualitative: What are teacher and administrator perceptions of full- and 
half-day programs, and how do teachers' instructional behaviors influ­
ence academic achievement? 

Mixed Method: To what extent do the QUAN data and QUAL data 
converge? 

Procedures .. 
Quantitative: Eight kindergarten classrooms were used-four full-day 
classrooms and four half-day classrooms. The four kindergarten classrooms 
from the treatment school were in the first year of implementing a full-day 
pilot program. The four classrooms were receiving a half-day pro~ram as 
usual. Students' academic achievement was assessed prior to and at the 
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end of the school year using the following measures: (a) Peabody Picture 
Vocabulary Test, (b) Phonological Awareness Literacy Screening, and 
(c) the Applied Problems subtest of the Woodcock-Johnson III. 

Qualitative: To assess the instructional quality of the teaching programs, 
the Classroom Assessment Scoring System was used, which includes 
observing teachers' instructional behaviors. Additionally, teachers and 
administrators from both schools were interviewed at the end of the school 
year using a structured interview protocol. Interview transcriptions were 
analyzed inductively by two of the three authors. The two authors inde­
pendently read all of the interview transcriptions and coded each separate 
idea generated by the teachers and administrators into categories. 

Design: A mixed methods study using nonexperimental research with a 
convergent-parallel approach and a parallel-databases design 1 

Q@iif.fj Data-Transformation Design 

QUAN Data collection 
and analysis Interpret 

Interrelate 
QUAN QUAN 

data + 
QU~L Data collection Transform QUAL 

and analysis to QUAN 

Note: Any research design designated as experimental, quasi-experimental, or nonexperimental research can be used 
for the QUAN phase, and any approach designated under the qualitative method can be used for the QUAL phase. 

Example for Figure 15.2 

Kaldjian, L. C., Jones, E. W., Rosenthal, G. E., Tripp-Reimer, T., & Hillis, S. 
L. (2006). An empirically derived taxonomy of factors affecting physicians' 
willingness to disclose medical errors. Journal of General Internal Medicine, 
21, 942-948. 

1The authors refer to the design as a concurrent triangulation strategy, which follows 
the parallel-databases design. 
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Research Questions 'l 

Quantitative and Qualitative: What is the taxonomy of factors that 
affect voluntary disclosure of errors by physicians? 

Mixed Method: To what extent do the same types of data (QUAN and 
QUAL) confirm each other? 

Procedures: Initially, a literature review was conducted. Articles were 
selected that addressed the experience of selected physicians. Specific fac­
tors were identified and selected from the review process. Labels for facili­
tating and impeding factors were derived through an iterative process. The 
iterative process of naming served to synthesize the linguistic heterogeneity 
of the literature reviewed. Next, focus groups were conducted to discuss 
factors related to physician self-disclosure of medical errors to institutions, 
patients, and colleagues. The factors identified from the focus groups were 
combined with the factors from the literature review. The next step 
included ·a pile-sorting task. The pile-sorting results were entered into a 
database for hierarchical cluster analysis to construct clustering schemes. 
For each pair of factors, a "distance" score was computed. Four types of 
hierarchical cluster analysis were performed. Focus groups were then used 
to validate the clustering scheme. The resulting taxonomy was indepen­
dently reviewed'by two qualified individuals in ethics. 

Design: A mixed methods study using nonexperimental research with a 
convergent-parallel appro~ch and a data-transformation design 

., 

Q@ii•J• Data-Validation Design 

QUAN 

qual 

Data collection 
and analysis 

,··':lr..,._,._,."""'"""'"""'=-• 

Data collection 
and analysis 

Results 

Results 

Validate 
QUAN 

with qual 

Interpret 
QUAN 

+ 
qual 

Note: Any research design designated as experimental, quasi-experimental, or nonexperimental research can be used 
for the QUAN phase, and cross sections'of qualitative data can be collected for the qual phase. 
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Example for Figure 15.3 

Abrams, L. S., Shannon, S. K. S., & Sangalang, C. (2008). Transition services 
for incarcerated youth: A mixed methods evaluation study. Children and 
Youth Services Review, 30, 522-535. 

Research Aims: Examine recidivism outcomes for youth participants in a 
transitional living program at 1-year postrelease; explore child protective 
services involvement as a risk factor for recidivism at 1-year postrelease; 
compare youth and staff perspectives on the strengths and limitations of the 
transitional living program in preparing youth for community reentry. 

Research Question (Mixed Method): To what extent do the open-ended 
themes support the survey results? 

Procedures 

Quantitative: Archival data were retrieved from the state administrative 
data system for juvenile and adult offenders and official client case 
records. Variables retrieved from the state administrative data included 
basic demographic information, number of prior arrests, new substanti­
ated crimes up to 1-year postrelease, and participation in the transition 
living program. Variables retrieved from the intake forms included a his­

tory of child welfare system involvement, family structure, substance 
abuse, and additional comprehensive descriptors of each case. The pri­
mary independent variable was participation in the 6-week transition liv­
ing program. Child welfare system involvement was another independent 
variable. The dependent variable for the analysis was recidivism at 1-year 
postrelease. Control variables retrieved from the administrative database 
included number of prior arrests, race! and age at admission to program. 

Qualitative: The sample for the qualitative component of the study 
included 10 youth who participated in the transition living program and 
were interviewed repeatedly over a 6-month period. Interviews with 
youth were semistructured. The interviews were taped with a digital 
recording device. Interviews with staff occurred after the youth-inter­
view component of the project was completed. Questions were geared 
to gather staff perspectives on the imgortant components of transition, 
the benefits and limitations of the transition program, and their views on 
the challenges of youths' postrelease environments. Digitally taped inter­
views were transcribed verbatim and further reduced via data analysis. 

Design: A mixed methods study using nonexperimental research with a 
convergent-parallel approach and a data-validation design 



Chapter 15 Convergent-Parallel Approach + 187 

G@Jid• Multilevel Design 

Level1 
QUANorQUAL 

Data collection, analysis, result 

Level2 
QUANorQUAL 

Data collection, analysis, result 

Level3 
QUANorQUAL 

Data collection, analysis, result 

I Interpretation I 
I 

Note: Any research design designated as experimental, quasi-experimental, or nonexperimental can be used for the 
QUAN phases, and any appn;iach designated under the qualitative method can be used for the QUAL phases. 

Example for Figure 15.4 

Elliott, M. S., & Williams, D. I. (2002). A qualitative evaluation of an 
employee counselling service from the perspective of client, counselor, and 
organization. Counselling Psychology Quarterly, 15(2), 201-208. 

Research Questions 

Quantitative and Qualitative: What is the degree of congruence across 
the aims and expectations of all three parties (the client, counselor, and 
organization)? Are their needs being met? 

Mixed Method: What similarities and differences exist across levels of 
analyses? . ',. 

Procedures: Data were collected from three different levels: (a) the client, 
Cb) the counselor, and (c) the organization. Client data included semistruc­
tured interviews with each party. The form of the interviews followed the 
client's path from before counseling to the present. Participants were inter­
viewed between 6 and 20 months posttermination of counseling. The coun­
selor completed an "encounter questionnaire" with respect to each of the 
clients interviewed in the study. The counselor was asked for an evaluative 
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trace through counseling for each client, concentrating on relevant areas 
such as conceptualization, process and outcome, impact on the organiza­
tion, and professional and personal issues raised by the work. An intense 
in-depth study of the counselor perspective was conducted through a series 
of four linked interviews with one of the counselors. Organizational data 
were also collected from semistructured interviews with high-level officials 
within the organization. Awareness was assessed by administering ques­
tionnaires to a stratified sample of the staff. Bottom-line benefits were 
assessed by reviewing the sickness records of the client group. 

Design: A mixed methods study using nonexperimental research with a 
convergent para}lel approach and a multilevel design 

Reviewing the Content 
and Testing Your Knowledge 

· Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
the Mixed Method and the Convergent-Parallel Approach. The research 
will be considered nonexperimental. 

1. Identify the research scenario, including the general area of focus. 

2. Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate. 

3. Develop the appropriate primary research question to be associated 
with this design (including both QUAL and QUAN questions). 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design, briefly discuss the data collection procedures 
to be used. Be sure to include the area of focus and targeted sample 
as part of these procedures. 

6 .. Djscuss the themes, theory, and/or phenomenon that would be 
i· anticipated to emerge as a result of the examination. 

i. 'Briefly discuss the strengths and limitations associated with this 
apprdach and the specific design. 



CHAPTER 16 

EMBEDDED APPROACH 

QUAN QUAL 
or 

qual quan 

T he embedded approach is a nested approach and is used when 
one type of data (QUAN or QUAL) is most critical to the researcher. 
This approach is used when different questions require different 

types of data (qualitative and quantitative). The embedded approach is 
appropriate when one type of data clearly plays a secondary role and would 
not be meaningful if not embedded within the primary data set. The embed­
ded approach is also useful when the researcher logistically cannot place 
equal priority on both types of data or simply has little experience with one 
of the forms of data. Many variants of the embedded approach have been 
proposed, such as the embedded narrative and ethnographic designs. For 
many years, clinic;:al psy6lolog~ have used a form. of the embedded nar­
rative case study design for cases classified in abnormal psychology (see 
Oltmanns et al., 2014)-that is, a clinician would collect relevant quantita­
tive indices and qualitative data and develop a cohesive narrative account, 
explaining the clinical features of the individual case. Based on theoretical 

189 
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and logistical considerations, many other design variants of the embedded 
approach can be meshed with many of the traditional designs presented in 
this book. These are sometimes referred to as hybrid designs. 

+ EMBEDDED-EXPERIMENT DESIGN 

The embedded-experiment design allows the researcher to embed qual 
data within experimental research. If the research is considered quasi-exper­
imental, then the design can be referred to as an embedded quasi-experimental 
design. The researcher can use any research design that is designated as 
such (i.e., within- or between-subject approaches). This model can be fur­
ther designated as one-phase, which allows the researcher to collect the 
qual data during the intervention, or two-phase, in which the researcher 
collects qual data before and after the experimental or quasi-experimental 
phase. 

+ EMBEDDED-CORRELATIONAL DESIGN 

The embedded-correlational design allows the researcher to embed qual 
data within nonexperimental research (observational appro~ch). The 
designs can be either predictive or explanatory. QUAN data is the emphasis 
within this design. 

+ EMBEDDED CASE STUDY DESIGN 

The embedded case study design can be applied as a means to explore a 
phenomenon within its real-world context when the boundaries between 
phenomena and context are not clearly evident in which multiple data 
sources and types (QUAL and quan) are used. QUAL data is the emphasis, 
while the quan data provides a supplementary role to the qualitative find­
ings. An ethnographic or narrative approach is commonly applied to guide 
the tenets of the case study design. 
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@\lilCM• Embedded-Experiment Design (One-Phase) 

Interpret 
QUAN 

~ Intervention 1-- QUAN QUAN 
(posttest) ---> 

(pretest) (qual) 

T 
Collect 
qual 

Note: Any research design designated as a between-subjects or repeated-measures approach can be used for the 
QUAN phase, and a cross section of qualitative data can be collected for the qual phase. 

Example for Figure 16.1 1 

Zydney, ]. M. (2008). Cognitive tools for scaffolding students defining an 
ill-structur~d pr9blem. Journal of Educational Computing Research, 38(4), 
353-385. 

Research Questions 

Quantitative and Qualitative: What is the effect, of cognitiv,e tools iq 
scaffolding students defining an ill-structured problem, as measured by 
(a) students' problem understanding, (b) ability to generate questions, 
and (c) ability to formulate hypotheses on how to solve the problem? 

Mixed Method: How do the qual results inform the. development 'of the, 
treatment? What additional information is obtained during the trial from 
the qual data? How do the qual results expand on the QUAN data? 

Procedures: During the first session, students were introduced to the project 
and completed the flu~11cy tesi;,, During the second_ session, students met 

1The example uses the one-phase approach to the embedded design (also known as 
a concurrent nested mixed methods design) with the qualitative data collected dur­
ing the intervention. A two-phase approach can also be used when the qualitative 
data is collected before or after the intervention. 
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their supervisor and their client, who explained the acid rain problem faced 
by the company. During the third session, students discussed what informa­
tion they needed and saw a brief demonstration on how to find information 
within the Pollution Solution learning environment. During the fourth ses­
sion, students independently researched and took notes about the problem. 
The students with the higher-order thinking tool and the combination tool 
completed their status reports, and students in the organization tool and 
control groups continued their research. After completing their research 
plans, the students completed a questioning assessment. After this assess­
ment, the students answered a few survey questions to determine if they 
were absent at any time, worked at home, lost any data during the study, 
or discussed their work outside of class. 

The quantitative and qualitative data were collected concurrently 
(when data are collected during the intervention, it is considered a one­
phase approach). The quantitative data were obtained through computer­
based assessments, and the qualitative data were captured through 
classroom observations. The classes were randomly assigned to one of four 
conditions of the treatment. The control group provided students with 
directions to write the research plan. Another group received the organiza­
tion tool. Field notes carefully described the classroom activity during the 
study, and special notes were made of any differences between the classes. 
To analyze these field notes, qualitative differences among the classes were 
coded. These qualitative differences were organized in a chart along with 

Figure 16.2 Embedded-Correlafional Design 

QUAN QUAN Interpret 
(IV or predictor (DV or criterion QUAN 

variable) variable) (qual) 
~ 

Collect 
qual 

Note: The observational design can be either explanatory or predictive. 
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the quantitative findings in order to see whether the statistical differences 
could be explained by the qualitative differences among the classes. 

Design: A mixed methods study using experimental research with an 
embedded approach and an embedded-experiment design 

Example for Figure 16.2 

Forchuk, C., Norman, R., Malla, A., Martin, M., McLean, T., & Cheng, S., ... 
Gibney, C. (2002). Schizophrenia and the motivation for smoking. 
Perspectives in Psychiatric Care, 38(2), 41-49. 

Research Questions 

Quantitative and Qualitative: Are individuals with schizophrenia moti­
vated to smoke for relief of psychiatric symptoms and to relieve anti­
psychotic medication side effects? 

Mixed Method: How does the qual data add to the expansion of the 
constructs in the correlational model? 

Procedures: Participants were selected randomly by staff members at vari­
ous settings. After informed consent was obtained, the interviewer and 
participant agreed on a meeting place. The interview took appro~imately 
one hour. All data were collected through an interview format, which 
included the questionnaires and open-ended questions. 

'1 

Data were collected through a single interview 'with individuals who 
have been diagnosed with schizophrenia for a minimum of 1 year and who 
smoke. The research design included two· components to examine smoking 

Figure 16.3 Embedded Case Study Design 

Single case Interpret · 
QU~L ., QUAL 

I quan I (quari) 

Note: Yin (2009) refers to the term embedded as collecting data from multiple sources regard­
less of method. "Embedded" in this example refers to the collection of quan data within the 
QUAL data collection procedures. 
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and schizophrenia: (a) a descriptive, correlational design that described and 
examined the relationships among psychiatric symptoms, medication side 
effects, and reasons for smoking; and (b) a content analysis of open-ended 
questions related to the subjective experience of smoking. 

Design: A mixed methods study using nonexperimental research with an 
embedded approach and an embedded-correlational design 

Example for Figure 16.3 

Beeke, S., Wilkinson, R., & Maxin, J. (2007). Individual variation in agram­
matism: A single case study of the influence of interaction. Journal of 
Language and Communication Disorders, 42(6), 629-647. 

Research Questions 

Quantitative and Qualitative: In what ways do grammatical structure, 
verbs, and argument structure qualitatively reveal the single case? What 
is the influence of the interaction on the structure of the utterances 
from the case? 

Mixed Method: How does the quan data add to and expand on the 
QUAL findings? 

Procedures: A single case diagnosed with severe and chronic agrammatism 
is videotaped completing a set of spoken tests. Videos were also taken of 
independent conversations between the case and family members. The 
case was, administered six ,different measures, which were qualitatively 
driven but contained quantitative components. These include the 
Psycholinguistic Assessment of Language Processing in Aphasia, Subtest 53: 
Spoken Picture Naming (PALPA), Thematic Roles in Production (TRIP), Verb 
and- Sentence Test (VAST), Cookie Theft Picture Description, Dinner Party 
Cartoon Strip Description, and the Cinderella Story-Telling technique. The 
PALPA, TRIP, and VAST were analyzed and assigned quantitative values 
based on the outcome data. The data from the remaining assessments were 
microanalyzed based on all the utterances in each set. The data were then 
combined and discussed as a whole using a narrative approach. 

0 

Design: A mixed methods study using nonexperimental research with an 
embedded approach and an embedded case study design 



Chapter 16 Embedded Approach + 195 

Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
the Mixed Method and the Embedded Approach. The research will be 
considered nonexperimental. 

1. Identify the research scenario, including the general area of focus. 

2. Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate. 

3. Develop the appropriate primary research question to be associated 
with this design. 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design, briefly discuss the data collection procedures 
to be used. Be sure to include the area of focus and targeted sample 
as part of these procedures. 

6. Discuss the themes, theory, and/or phenomenon that would be 
anticipated to emerge as a result of the examination. 

7. Briefly discuss the strengths and limitations associated with this 
approach and the specific design . 

• 
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CHAPTER 17 

EXPLANATORY­
SEQUENTIAL APPROACH 

QUAN qual 

or 

quan QUAL 

or 

QUAN QUAL 

T he explanatory-sequential approach is a sequential approach and 
is used when the researcher is interested in following up the 
quantitative results with qualitative data. Thus, the qualitative data 

is used in the subsequent interpretation and clarification of the results from 
the quantitative data analysis. In many instances, because the QUAN design 
is the emphasis, a generic qual design is used in explanatory approaches. 
This two-phase approach is particularly useful for a researcher interested in 
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explaining the findings from the first phase of the study with the qualitative 
data collected during Phase 2. However, either the qualitative or quantita­
tive data (or both equally) may be the primary focus of the study (see 
introductory figure). For example, the qualitative phase is often emphasized 
when using the participant-selection design. 

FOLLOW-UP EXPLANATIONS DESIGN + 

The follow-up explanations design provides a framework for the researcher 
to collect qual data in order to expand on the QUAN data and results. 
Within this design, a researcher analyzes the relevant QUAN results and 
then uses the qual findings to further explain the initial QUAN results. Thus, 
the primary emphasis is on the QUAN results. 

PARTICIPANT-SELECTION DESIGN + 

The participant-selection design involves a two-phase process: First, the 
participant selection (Phase l) is conducted using a quantitative method, 
followed by a qualitative data collection phase (Phase 2). Participants are 
selected during the first phase based on parameters set a p~iori by the 
researcher as a means of purposeful sampling. ThpJ, the quan phase is 
strictly used to generate the sample. 

G@IIM• Follow-Up Explanation Design 

QUAN data Identify 

1 qualdata qual data 
collection, analysis, ,..... results for 

collection 
...... analysis ~ 

and results fo~w-up and results • 

Interpret 
QUAN~qual 

Note: Any research design designated as experimental, quasi-experimental, or nonexperimental research can be 
used for the initial QUAN phase of this design, and cross sections of qualitative data can be collected for the qual 
phase. 
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Figure 17.2 

Example for Figure 17 .1 

Lee, K. S., Osborne, R. E., Hayes, K. A., & Simoes, R. A. (2008). The effects 
of pacing on the academic testing performance of college students with 
ADHD: A mixed methods study. Journal of Educational Computing 
Research, 39(2), 123-141. 

Research Questions 

Quantitative and Qualitative: What is the relationship between com­
puter-paced and student-paced item presentation on the academic test 
performance in college students diagnosed with attention-deficit/ 
hyperactivity disorder (ADHD)? 

Mixed Method: In what ways do the qual data help to explain the 
QUAN results? 

Procedures: Participants were randomly assigned to one of two treatment 
conditions. In the computer-paced testing condition, the students were 
allowed 90 seconds per question and were forced to move on to the next 
question when the time expired. In the student-paced testing condition, 
students were allowed an average of 90 seconds per question but were not 
forced to move on to the next question. Upon completion of either the 
computer-paced or student-paced test, each participant was individually 
interviewed face to face by the primary investigator to explore the student's 
perception of the testing experience. 

This exploratory study used a follow-up explanation with quasi­
experimental design (QUAN) to explore and explain the effects of paced-item 
presentation for college students diagnosed with ADHD. The goal was to 
analyze two testing conditions and interpret their impact on a small number 
of participants who participated in the study. 

Participant-Selection Design 

quandata QUAL H QUALdata 
QUALdata 

Interpret 
collection, analysis, ;-+ participant 

collection 
~ analysis i-> 

quan~QUAL 
and results selection and results 

Note: Cross sections of quantitative data can be collected for the initial quan phase, and any approach and design 
designated under the qualitative method can be used for the QUAL phase. 
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Design: A mixed methods study using quasi-experimental research with an 
explanatory-sequential approach and a follow-up explanations design 

Example for Figure 17.2, 

Hannan, M., Happ, M. B., & Charron-Prochownik, D. (2009). Mothers' per­
spectives about reproductive health discussion with adolescent daughters 
with diabetes. The Diabetes Educator, 35(2), 265-273. 

Research Aim and Question 

Quantitative and Qualitative: Explore mothers' perspectives about 
reproductive health (RH) discussions with their adolescent daughters 
with diabetes. 

Mixed Method: Which cases provide the best insights into the quan results? 

Procedures: The researchers followed a two-phase sequential explanatory 
process. Phase 1 involved the selection of participants from a larger study 
sample through purposeful sampling. More specifically, criterion-related 
purposeful sampling was used to select a subset of 10 mothers from the 
total sample. Participants were selected for variation on the following 
parameters: baseline knowledge (modified Family Planning Behavior and 
Diabetes Study questionnaire) and intention scores (modified Initiating 
Discussion questionnaire), daughters' gr6up assignment (IG or CG), and 
daughters' age group. Data from questionnaires a'dministered in Phase 1 

were used for criterion-related sampling. r 

Phase 2, the focus of the report, was a qualitative descriptive study 
using open-ended, semistructured telephone interviews. The principal 
investigator conducted interviews via the telephone using a semistructured 
interview guide that began with a grand tour question ("I'd like for you to 
tell me about discussing RH issues, such as monthly periods, sex, birth 
control, or pregnancy, with your daughter"). Additional questions probed 
the mother's perceptions of who initiated discussions, timing of discus­
sions, barriers and facilitators to discussions, and her comfort with initia­
tion of discussion. The;e wa;>, no time limit to the interviews, which 
generally lasted 20 to 30 minutes. Interviews were digitally recorded, 
transferred to a secure laptop, transcribed verbatim, and reviewed for accu­
racy. The interviews were conducted over a 1-year period of time, which 
began 2 years after mothers' completion of the quantitative portion of this 
study. Qualitative content analysis techniques were used to analyze the 
interview transcripts. 
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Design: A mixed methods study using nonexperimental research with an 
explanatory-sequential approach and a participant-selection design 

Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
the Mixed Method and the Explanatory-Sequential Approach. The 
research will be considered nonexperimental. 

1. Identify the research scenario, including the general area of focus. 

2. Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate. 

3. Develop the appropriate primary research question to be associated 
with this design. 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design, briefly discuss the data collection procedures 
to be used. Be sure to include the area of focus and targeted sample 
as part of these procedures. 

6. Discuss the themes, theory, and/or phenomenon that would be 
anticipated to emerge as a result of the examination. 

7. Briefly discuss the strengths and limitations associated with this 
approach and the specific design. 



CHAPTER 18 

EXPLORATORY­
SEQUENTIAL APPROACH 

QUAL quan 

or 

qual QUAN 

or 

QUAL QUAN 

T he exploratory-sequential approach is a sequential approach and 
is used when the rese"\rcher is interested it). following up qualita­
tive findings with quantitative analysis. This two-phase approach 

is particularly useful for a researcher interested in developing a new instru­
ment, taxonomy, or treatment protocol (Creswell & Plano Clark, 2011). The 
researcher uses the qualitative (exploratory) findings from the first phase to 
help develop the instrument or treatment and then tests this product during 
the second phase (quantitative). In general, when variables are unknown, 
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this approach is useful to identify important variables (Phase 1) for subse­
quent quantitative analysis (Phase 2). It is also a useful approach for revis­
ing existing instruments and treatment protocols, as well as for developing 
and testing a theory. Although the QUAL phase is usually the primary focus, 
either-the qualitative or quantitative phase (or both equally) may be,, the 
primary emphasis of the study (see introductory figure). 

+ INSTRUMENT-DEVELOPMENT DESIGN 

The instrument-development design is often QUAN emphasized and pro­
vides a framework for the researcher to first develop and then test (psycho­
metrically) an instrument on a specific population. With this design, the 
researcher uses the qualitative results to help construct the instrument and 
validates the instrument during the subsequent quantitative phase. Either 
the qualitative or quantitative data (or both equally) may be the primary 
emphasis of the study. 

+ THEORY-DEVELOPMENT DESIGN 

The theory-development (and taxonomy-development) design is often 
QUAL emphasized. The researcher uses the qualitative data collected dur­
ing the first phase to identify, develop, and construct a classification system 
or theory. Tl;ie taxonomy or theory is subsequently analyzed quantitatively 
during Phase 2. Oftentimes, researchers will use the qualitative findings to 
develop their research questions, which guide the quantitative phase of the 
study. Either the qualitative or quantitative data (or both equally) may be 
the primary emphasis of the study. 

+ TREATMENT-DEVELOPMENT DESIGN 

. 
Th~ treatment-development design is both QUAL and QUAN emphasized 
and provides a framework for the researcher to develop and then test a 
treaµnent protocol or approach with a specific population. With this design, 
the researcher uses the qualitative results to help construct the treatment 
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protocol and then tests the efficacy of the treatment during the subsequent 
quantitative phase. Either the qualitative or quantitative data (or both 
equally) may be the primary emphasis of the study. 

@jQl1ii1:jj Instrument-Development Design 

qual data 
Develop H QUANdata ~ 

QUAN data 
collection, analysis, -,. 

instruments collection 
analysis ..... 

and results and results 

Interpret I qual~QUAN 

Note: Cross sections of qualitative data can be collected for the qual phase, and an explanatory design within the 
observational approach is typically used for the QUAN phase of this design. 

Example for Figure 18.1 

Zolotor, A.]., Runyan, D. K., Dunne, M. P., Jain, D., Petrus, H. R., Ramirez, 
C., ... Isaeva, 0. (2009). ISPCAN Child Abuse Screening Tool Children's 
Version (ICAST-C): Instrument development and multi-national pilot testing. 
Child Abuse & Neglect, 33(11), 833-841. 

Research Aims and Question 

Phase 1: Develop a child victimization survey. 

Phase 2: Examine the performance of the instrument through a set of 
international pilot studies. 

Mixed Method: What items and scales represent the qua! findings? 

Procedures: The researchers developed the initial draft of the instrument 
after receiving input from scientists and practitioners representing 40 coun­
tries. The,original instru~nt co~ained 82 screener questions regarding the 
potentially victimizing experiences at home and school or work. Volunteers 
from the larger group of scientists participating in the Delphi review of the 
ISPCAN Child Abuse Screen Tool-Parent Version (ICAST-P) and Retrospective 
Version (ICAST-R) reviewed the Children's Version (ICAST-C) by e-mail in 
two rounds, resulting in a final ins'trull}ent. The ICAST-C was then translated 
and back-translated ,into six languages and field tested in four countries 



204 + PART IV MIXED METHODS 

Figure 18.2 

using a convenience sample of 571 children 12 to 17 years of age, who 
were selected from schools and classrooms to which the investigators had 
easy access. 

Design: A mixed methods study using nonexperimental research with an 
exploratory-sequential approach and an instrument-development design 

Theory-Development Design 

QUALdata Develop 

H quandata 

~ 
quandata Interpret 

collection, analysis, -+ taxonomy 
collection 

analysis .... 
QUAL~quan 

and results or theory and results 

Note: Any approach and design designated under the qualitative method can be used for the QUAL phase, and cross 
sections of quantitative data can be collected for the quan phase. 

Example for Figure 18.2 

Kartalova-O'Doherty, Y., & Doherty, D. T. (2008). Coping strategies and 
styles of family carers of persons with enduring mental illness: A mixed 
methods analysis. Scandinavian Journal of Caring Sciences, 22(1), 19-28. 

Research Aims and Question 

Phase 1: Identify and describe the coping strategies and styles of 
participants. 

Phase 2: Investigate the interaction of identified coping strategies and 
styles with the sociodemographic characteristics of participants, and 
then explore the interaction of the identified coping styles with contextual 
factors. 

Mixed Method: How do the quan results generalize to the QUAL 
findings? 

Procedures: During Phase 1, content analysis was used to explore and clas­
sify the self-reported coping strategies and styles of participants as emerg­
ing from the original interviews. Statistical procedures were employed 
during Phase 2 to explore the interaction of coping styles with contextual 
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factors, including duration of illness, living arrangements, and occupational 
status of the ill relative. The mixed methods analysis allowed the research­
ers to explore the qualitative data from the perspective of well-established 
quantitative findings in the areas of stress and coping and to further inter­
pret the emergent findings using qualitative data. 

Design: A mixed methods study using nonexperimental research with an 
exploratory-sequential approach and a theory-development design 

Figure 18.3 Treatment-Development Design 

QUALdata Develop QUAN data 
QUAN data 

H ~ 
Interpret 

collection, analysis, -,. the 
collection 

analysis 
-+ QUAL ~ QUAN 

and results treatment and results 

Note: Any approach and design designated under the qualitative method can be used for the QUAL phase, and any 
research design designated as experimental, quasi-experimental, or nonexperimental research can be used for the 
initial QUAN phase of this design. 

Example for Figure 18.3 

Nagel, T., Robinson, G., Condon, J., & Trauer, T. (2009). Approach to treat­
ment of mental illness and substance dependence in remote indigenous 
communities: Results of a mixed methods study. Australian Journal of 
Rural Health, 17(4); 174-182. 

Research Aims and Question 

Phase 1: Develop a culturally adapted brief intervention for indigenous 
people with chronic mental illness. 

Phase 2: Evaluate the_ effica\Y of the brief interv~ntion. 

Mixed Method: What treatment was developed from the QUAL 
findings? 

Procedures: An exploratory phase of qualitative research was followed by 
a nested randomized controlled trial. The first phase of the study focused 
on understanding local perspectives of mental health through collaboration 
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with local aboriginal mental health workers (AMHWs). These perspectives 
were then incorporated into a brief motivational care planning (MCP) inter­
vention. Qualitative data providing rich description of the personal experi­
ences of patients were gathered concurrently with the randomized 
controlled trial and integrated into the final analysis. 

The exploratory phase (Phase 1) of the study was conducted over 12 
months. Data were collected during 15 field trips of 1- to 3-day duration. 
Group and individual interviews were supplemented by informal observa­
tion. Three key themes emerged: the importance of family, the strength 
gained from traditional and cultural activities, and the importance of a 
storytelling approach to sharing information. 

• During Phase 2, 49 indigenous patients with mental illness and 37 care­
givers were recruited. Patient participants were randomly allocated to two 
groups using a block-randomization, random-number-sequence technique 
after completion of baseline measures. Participants, caregivers, and AMHWs 
were given an explanation of the project in spoken, written, and pictorial 
format. When necessary, translation to local language was provided by the 
AMHWs in order to ensure that informed consent was obtained. The treat­
ment was delivered at baseline in the first group (the "early treatment" 
group) and at 6 months in the second group (the "late treatment" group). 

Design: A mixed methods study using both nonexperimental and experi­
mental research with an exploratory-sequential approach and a treatment­
development design 

Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
the Mixed Method and the Exploratory-Sequential Approach. The 
research will be considered nonexperimental. 

1. Identify the research scenario, including the general area of focus. 

2. Identify the most appropriate approach and then design. Provide ·a 
rationale as to why this approach and design would be most 
appropriate. 
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3. Develop the appropriate primary research question to be associated 
with this design. 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design, briefly discuss the data collection procedures 
to be used. Be sure to include the area of focus and targeted sample 
as part of these procedures. 

6. Discuss the themes, theory, and/or phenomenon that would be 
anticipated to emerge as a result of the examination. 

7. Briefly discuss the strengths and limitations associated with this 
approach and the specific design. 
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CHAPTER 19 

MIXED METHODS, CASE 
STUDIES, AND SINGLE­
CASE APPROACHES 

T he primary reason for using mixed methods is to maximize the 
use of blending methods to answer research questions within a 
study (i.e., converge and confirm results from different method­

ological techniques). Keep in mind that the use and application of mixed 
methods in education and the social and behavioral sciences are still rela­
tively new and evolving (see Tashakkori & Teddlie, 2010b). Many of the 
designs presented are difficult to locate in the literature; that is, authors 
typically do not indicate the name of the mixed method research design (or 
use different names) in their published manuscripts. Nonetheless, there is 
a growing interest and need for the application of mixed methods as a 
means to reveal complex and relevant scientific inquiries. There are many 
applications of mixed methods not yet identified in the literature or in text­
books that we propose. Based on our observations in the field, we recom­
mend combining qualitative methodology with the family of A-B designs 
(i.e., the single-case approach). Developing a structure and framework 
for mixed method single-case approaches can strengthen the results from 
N = l designs en route to implying causal relations. 

The mixed method single-case approach still maintains the key charac­
teristics (as defined by the quantitative methodological tenets), which are 
(a) continuous assessment (repeated measures), (b) baseline assessment, 
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(c) accounting for stability in performance, and Cd) the introduction of 
varied phases. However, the qualitative (qual) method should serve as a 
secondary role to the quantitative (QUAN) method (i.e., the emphasis is on 
the design of the single-case approach). Because the qualitative method is 
secondary, a sound generic qualitative design should usually suffice for 
these applications. For example, a cross section of qual data can be col­
lected concurrently, sequentially, or can be nested (embedded) within the 
design. When applying these designs and staying true to the tenets of 
mixed methodology, it is critical to discuss how the qual findings add to, 
explain, and expand on the QUAN results. 

MIXED METHOD A-B-A DESIGNS + 

Although we present diagrams of the A-B-A mixed method design, any 
version of the A-B family of designs can be used (e.g., A-B-A-B, A-B-C, 
multiple baseline, changing criterion, etc.). Diagram 19.1 is the A-B-A 
concurrent design. The qual data is collected concurrently (simultane­
ously) throughout the process of the design. Next, Diagram 19.2 illus­
trates the A-B-A sequential design. Within this design, qual data is 
collected sequentially throughout the various phases of the treatment and 
baseline applications. In addition to collecting qual data between each 
session, the qual data can also be collected prior to and after the baseline 
and follow-up sessions. Last, Diagram 19.3 is an A-B-A nested design. 
This design allows the researcher to collect qual data prior to and follow­
ing the application of the entire design. See the diagrams for diagram­
matic representations of the mixed methods single-case approaches. The 
applications of these designs should always be based on theoretical and 
logistical considerations. 

Diagram 19.1 A-B-A Concurrent Design 

• 8-lf_eline Treatment Baseline 
Case Method A B A 

QUAN on on on 

qual oqual oqual oqual 

lime II> 

Note: Multiple forms and types of qual data oan be collected during each phase. 
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Diagram 19.2 A-B-A Sequential Design 

Baseline Treatment Baseline 

Case A B A 

on oqual on oqual on oqual 

Time~ 

Note: A cross section of qual data can be collected at any point between treatment and baseline phases. 

Diagram 19.3 

Case 

A-B-A Nested Design 

Pretest 

oqual 

Baseline 
A 

Treatment 
B 

Time~ 

Baseline 
A Posttest 

Note: A cross section of qual data is collected prior to and following the completion of the study. 

Sequential Case Study Single-Case Design 

As seen in Figure 19.1, we propose the application of combining the 
case study design and the single-case approach as a means to provide a 
truly in-depth and rigorous analysis and assessment of a single participant 
(N= 1) .. This design would be considered an exploratory approach, and the 
emphasis would be both on qualitative (QUAL) and quantitative (QUAN) 
methods sequentially delivered. This des\gn is applicable in a wide array of 
disciplines, such as education, psychiatry, rehabilitation, and medicine. The 
generaf steps would include, for example, using the case study approach 

@Mi@jj Sequential Case Study Single-Case D~sign 

Case study A-8-A design 
Interpret 

QUALHQUAN 

Note: Any version of the case study (see Appendix B) can be used as defined by Yin (2013) or 
Creswell (2014), and any version of the A-B family of designs can be used. 
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to detail and reveal the intricate cognitive and behavioral patterns associ­
ated with a child diagnosed with a pervasive developmental disorder. For 
example, information gathered from the case study can be applied to a 
form of cognitive behavioral therapy and the effects assessed through the 
use of an A-B-A design. As with all mixed methods studies, the results 
from the case study and A-B-A design should be analyzed,and discussed 
individually and collectively. 

Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop a hypothetical research scenario that would necessitate the use 
of the Mixed Method A-B-A Design. The research will be considered 
experimental. 

1. Identify the research scenario, including the general area of focus. 

2, Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate. 

3. Determine if the mixed metliod asrect is concurrent, sequential,, or 
nested. 

4. Develop the appropriate primary research question to be associated 
with this design. 

5. Discuss the sampling strategy and technique to be used. 

6. Based oa the design, briefly discuss the data collection procedures 
to be used. Be sure to include the area of focus and targeted sample 
as part of these procedures. Be sure to include both the qualitative 
and quantitative data collection procedures. .i 

7. Discuss the them~s, th~ry, and/or phenomenon that would be 
anticipated to emerge as a result of the examination. 

8. Briefly discuss the strengths and limitations associated with this 
approach and the specific design. 
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CHAPTER 20 

ACTION RESEARCH 
APPROACHES 

T he action research approach is a form of research that enables 
individuals to reveal functional solutions to problems encoun­
tered in the context in which they operate or work. The general 

framework (which can be likened to the scientific method) includes a cycli­
cal approach, starting with the identification of the problem, data collection, 
analysis, and then a feedback phase. Chevalier and Bua<les- (2013) dis­
cussed action research as a spiral of activity, including the phases of plan, 
act, observe, and reflect. Stringer (2013) presented the action research 
model in three phases: look, think, and act. Action research is best suited 
for educational, health, and community organizations in which the intent is 
to generalize the findings back to the sample and context where the 
research takes place, as opposed to extending the findings to the popula­
tion. We would like to point out that many texts on action research claim 
that action research is not like traditional scientific inquiry because the 
findings are not intended to 'be generalized (i.e., external validity) to popu­
lations outside of the research focus. However, the traditional application 
of the scientific method and experimental research is primarily intended to 
ensure aspects of internal validity (i.e., the findings can be attributed to the 
program or treatment). 

We have also found in reviewing many action research texts that 
authors provide the general cyclic framework for action research then dis­
cuss a mixed bag of quantitative and qualitative data collection strategies 
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as a means to answer (or solve) the stated problems. Using mixed methods 
for action research is advisable, but it is vit,!l to include the data collection 
strategies as part of a greater research-design framework to ensure the 
results can ultimately be attributed to the program or treatment of interest. 
Therefore, when applying the action research approach it is advisable to 
follow the steps of the scientific method and use the sound principles and 
application of research designs that are known to produce results while 
ensuring adequate levels of internal validity. 

Where action research begins to diverge from the traditional form of 
experimental research is with the role of the researcher. The researcher is 
considered more or less a facilitator or consultant to the stakeholders who 
generally drive the research-question process, although this is clearly not 
true in all circumstances. Nonetheless, this, in many ways, is more like the 
program evaluation model, only on a smaller scale. This lends itself to what 
is known as the participatory action research (PAR) model, in which the 
research is based on community-driven goals, and all those affected partici­
pate and take action. This is often referred to as community-based action 
research. The action research approach is an attempt to involve the interest 
of those affected and who are concerned about problems by providing a 
framework that delivers workable solutions. 

We should note that th!'! action research approach is still evolving, and 
new ideas and frameworks are often introduced and refined to suit specillc 
research contexts. For example, researchers have proposed and demonstrated 
that the application of collaborative and analytic autoethnography can be 
combined with the action research approach (Acosta, Goltz, & Goodson, 
2015). PAR models have also been combined with the Delphi technique as a 
means to address specillc research objectives (see Fletcher & Marchildon; 
2014). Helmer (1967) originally developes:i the Delphi technique as a system­
atic approach to gamer relevant and appropriate data from those who are 
considered experts in a respective field in the absence of a standard theoretical 
framework. This is a complementary approach for the PAR model and should 
be used more often in relevant contexts. We refer the reader to learn more 
about the application of the Delphi technique in the health sciences (Keeney, 
McKenna, & Hasson, 2011) and in education (Manley & Zinser, 2012). 

The action research .appr~ch is iterative and cyclical and can be 
represented as the following characteristic cycle: · 

• Explore 
• Deliver the intervention 
• Observe 
• Reflect and revise 
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@j@iiifJ•I• The Cyclical Action Research Approach 

Explore 

t 
Reflect and 

Revise 

Deliver the 
Intervention 

t 
Observe 

We refer the reader to the following books to learn more about the action 
research approach: 

Chevalier, J.M., & Buckles, D. J. (2013). Participatory action research: 
Tbeory anq methods/or engaged inquiry. London, England: Routledge. 

Stringer, E. T. (2013). Action research (4th ed.). Thousand Oaks, CA: 
Sage. 

+ EMBEDDING RESEARCH DESIGNS 
WITHIN THE ACTION RESEARCH APPROACH 

' 

We recommend four basic research designs that can be embedded within 
the action research approach. Because this approach is indeed cyclical and 
participatory in rl.ature, it does not preclude it from including relevant 
aspects of the 'research desi~n framework to secure the internal validity of 
the findings. That is, the researcher can confidently attribute the findings to 
the program or treatment under examination ancl reduce the probability of 
reporting spurious results. Keep in mind that the findings are intended to 
feed back into the environment from which the research takes place, and 
they are not intended to generalize to the greater population of interest. 

We detail the components of a design used within the action research 
approach in Table 20.1. Dependent variables (0 1) should be indicated after 
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the program of interest (X) is targeted. Various forms of qualitative and 
quantitative data should be collected. The types of data depend on data 
that are available and relevant to the stated research questions or objectives. 
Data can be collected, for example, via interviews, focus groups, observa­
tions, assessments, documents, surveys, and reports. Throughout the pro­
cess of analyzing and feeding the data back into the program, an evaluation 
process should be ongoing. The evaluation process ensures fidelity of the 
procedural steps. Ideally, an individual who is external to the process 
should be charged with the task of evaluation to minimize the bias and 
overall workload. 

•ffln@)ii• Design Notations for the Action Research Approach 

Design 
Notation Design Element 

The dependent variable (includes qual and quan data collected from artifact, 
observational and inquiry data) 

-----------------------•-----------------------------------------------------------------------------------------------------------------------------------------

--~----------------___!_The independent_ variable-also known_ as the treatment,_ factor,_ or program-----------------

--~-~~!~=~---------! __ Analyze qualitative _and quantitative_ data-----------------------------------------------------------------------
i Based on the analyses, researcher makes necessary adjustments, feeds findings back 

--~~~~~~~~------i--into _program-------------------------------------------------------------------------------------------------------------------
Eval uate j After feedback adjustments, program is evaluated, tested again 

Diagram 20.1 
Posttest With a Historical Control for the Action Research 
Approach 

Group Test Program Posttest 

1 0 - - Analyze 
·------------------- , _____ ,_•-----\..-----------------

Feedback 

2 X 0 1 

£valuate 

Note: The initial test can include data from a cohort control. This will allow the research to 
compare the results from the treatment group to a previous cohort that was not exposed to the 
treatment or program. ,. 
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Diagram 20.4 

r 
1 fifrrwram already i -:Xcutred 

Diagram 20.2 

Group 

Diagram 20.3 

Group 

Pretest and Posttest Design for the Action Research 
Approach 

Test Program 

X 

Posttest 

Evaluate 

Analyze Feedback 

Posttest-Only Design for the Action Research Approach 

Program 

X 

Posttest 

Analyze Feedback 

Ex Post Facto Design for the Action Research Approach 

•• t 
Group Program Posttest Program Posttest 

x* Analyze Feedback X Analyze Feedback 

Note: The original program already occurred. The data are collected, analyzed, and then fed back to the program; they 
are reapplied in real time, and then data are collected again, analyzed, and fed back. 

Reviewing the Content 
and Testing Your Knowledge 

Exercise 

Develop a hypothetical research scenario that would necessitate the use of 
the Action Research Approach and a Posttest With a Historical 
Control Design. The research will be considered nonexperimental. 
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1. Identify the research scenario, including the general area of focus. 

2. Identify the most appropriate approach and then design. Provide a 
rationale as to why this approach and design would be most 
appropriate. 

3. Develop the appropriate primary research question to be associated 
with this design. 

4. Discuss the sampling strategy and technique to be used. 

5. Based on the design, briefly discuss the data collection procedures 
to be used. Be sure to include tl;J.e area of focus and targeted sample 
as part of these procedures. 

6. Discuss the themes, theory, and/or phenomenon that would be 
anticipated to emerge as a result of the examination. 

7. Briefly discuss the strengths and limitations associated with this 
approach and the specific design . 

• 
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CONCLUSION 

+ PHILOSOPHICAL TENETS 
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The goal of this guide is to provide practical applications and visual 
representations of the most common research designs in the fields of 
education, health and the social and behavioral sciences. We hope that the 
presentation of each design and the relevant applied examples will 
encourage researchers to apply many of these theoretically sound designs, 
which, in our opinion, are underused (particularly mixed methods). This 
is an applied text, focused on presenting visual aids and real-world exam­
ples, to illustrate the key points rather than covering foundational and 
theoretical issues. However, the importance and relevance of the theory 
and philosophy related to the various research methods should be noted. 
That is, there are many theoretical tenets and philosophical principles 
undergirding the use of a particular method and associated design. More 
specifically, quantitative researchers focus on testing an a priori theory 
with an emphasis on deductive reasoning, and they are more in line with 
postpositivism. Alternatively, qualitatively oriented researchers often use 
inductive reasoning (or abductive), which is reflective of constructivism. 
Mixed methods can be viewed more as pragmatic in that this form most 
efficiently combines both the philosophical approaches of inductive and 
deductive reasoning. Some researchers would argue that all research 
should include mixed methods in that the form addresses the complexity 
of current research problems and counteracts the limitations inherent in 
using only one type of method. The reader is referred to Creswell (2012) 
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for an in-depth overview of philosophical approaches to quantitative, 
qualitative, and mixed methods. 

EVALUATION APPROACHES + 

Within this book, we cover some of the most common research designs in 
quantitative, qualitative, and mixed methods. We have not included evalu­
ation approaches or program evaluation models within the book. 
Evaluation approaches are primarily used to judge (or evaluate) the merit 
or worth of an entire program or the product or processes of a program. 
Although many evaluation approaches have emerged from the traditional 
framework of social science research, there is a point when evaluation and 
research diverge in several key areas. More specifically, the primary goal of 
research (quasi-experimental or experimental and nonexperimental) is to 
(a) expand, confirm, or develop theories; (b) seek outcomes; (c) generalize 
the findings (to the subject or population of interest in quantitative meth­
ods); and (d) disseminate the results. Alternatively, the primary goal of an 
evaluation is to draw judgments based on the findings; however, instead of 
disseminating the findings, the results are fed back to the stakeholders and 
ultimately integrated into the program of interest. Another key distinction 
between research and evaluation is that a researcher develops the research 
objectives or questions, whereas the stakeholders typically develop the 
aims or objectives 'for the evaluator to pursue. 

Despite these differences, there are many instances where research and 
evaluation do overlap (i.e., converge). Based on the objectives set forth 'by 
the stakeholders and considering the type of program evaluation model to 
be employed, the appropriate research design should be embedded within 
the evaluation approach. Specifically, the process of selecting a research 
design within a program evaluation can take place once the research ques­
tions or objectives have been determined by the stakeholder. The most 
appropriate research design is then incorporated to answer the stated ques­
tions. Logistically speaking, it is usually not feasible or relevant to use 
experimental research \vithin\a program evaluati.on; however, observa­
tional, survey, time-series approaches, or regression point-displacement 
designs (RPD; see Linden, Trochim, & Adams, 2006; Trochim & Campbell, 
1996) can serve as strong design alternatives. Most leaders in the field of 
evaluation agree that mixed methods is the best method to be used by 
evaluators. Creswell and Plano Clark's (2011) mixed method multiphase 
design is an ideal variant to be combined with program evaluation models. 
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The reader is referred to Stufflebeam and Coryn (2014) for an in-depth 
review of evaluation models and applications. To see an exhaustive list of 
checklists related to evaluation, including the CIPP (context, input, process, 
product) model, the reader is referred to D. Stufflebeam's Evaluation 
Checklist at http://www.wmich.edu/evaluation/checklists. 

+ DATA ANALYTICS 

We want to emphasize again that referring to the research designs pre­
sented in this reference guide as "common" can be misleading and does 
not mean that the designs are less powerful or that the results yielded will 
have less meaning. Practical and statistical significance can be ensured as 
long as validity is secured throughout the process (i.e., instrumentation, 
data collection, analysis, and reporting) and an adequate number of data 
points and participants are included (i.e., statistical power). Issues related 
to statistical power and determining the number of participants to include 
in any given study can be reviewed in Kraemer and Blasey (2015) and a 
freeware program called G*Power (Faul, Erdfelder, Lang, & Buchner, 2007). 
The statistical or data-analytic techniques are driven by (a) the research 
questions or hypotheses and (b) the research design of choice. After the 
presentation of each design, we recommend the most ~p_p_rpprjate statistical 
procedure (parametric) be used, and we offer recommendations of data­
~nalytic software for qualitative methods. Statistical procedures will vary 
with the application of each design, and there may be instances when 
nonparametric procedures should be applied. We refer the reader to Green 
and Salkinq (2013) and Leech, Barrett, and Morgan (2014) for sound texts 
that detail statistical procedures and techniques using statistical software 
packages (SPSS), as well as statistical applications using Microsoft Excel 
07-13 (e.g., Pace, 2011). We also refer the reader to Bazeley and Jackson 
(2013) for techniques related to qualitative data analyses. 

+ FINAL REMARKS 

Tp.ere arr many different types of approaches to research (some considered 
to be ll!Ore obscure) that are not research or method specific, and they are 
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not discussed in this book. These include collaborative approaches such as 
(a) systematic review approaches such as quantitative meta-analysis, quali­
tative metasynthesis, and metastudy; Ch) arts-based approaches such as 
autoethnography, portraiture, and life history (e.g., Butler-Kisber, 2010); 
and (c) Delphi techniques (see Guyz, Dickson-Swift, Kenny, & Threlkeld, 
2015, for discussions related to issues and new approaches to applying the 
Delphi technique). 

These approaches can be applied with quantitative, qualitative, or 
mixed methods. Regardless of the type of approach, method, or research, 
one should still adhere to the appropriate tenets of scientific inquiry when 
examining phenomena in education and the social and behavioral sciences. 
Although not all types of research are aimed specifically at establishing 
cause and effect links, at some level all researchers should consider Cook 
and Campbell's (1979) three conditions for establishing cause and effect: 
(a) covariation (the change in the cause must be related to the effect), 
(b) temporal precedence (the cause must precede the effect), and (c) no 
plausible alternative explanations (the cause must be the only explanation 
for the effect). Implementing sound research designs is one of the primary 
steps in controlling for the issues related to plausible alternative explana­
tions and satisfying the required conditions. Cook and Campbell mentioned 
that their research designs should not be used as templates, but rather as 
guides to initiate inquiry. 

However, based on many years of research and substantiation of the 
designs presented herein, these are some of the strongest designs applied 
within education and the social and behavioral sciences. Therefore, 
researchers can use and apply these designs as presented, with no modifi­
cations. Furthermore, each design can be modified to suit the primary 
stated research question. For example, a series of posttest observations can 
be added to the basic pretest and posttest control group design as a means 
to include a time-series component (see designs found in the repeated­
measures approach for examples), or a researcher can integrate and com­
bine various methodological and design components in the application of 
qualitative methods (as discussed with the generic design). Nonetheless, 
decisions such as these should be based on theoretical tenets and logistical 
considerations, and we st:l'ess th~ researchers use the _most appropriate and 
parsimonious research design to answer the stated research questions. We 
also emphasize that researchers employ clarity and consistency when dis­
cussing the research design in written research reports and manuscripts 
submitted for publication. Consistency in terminology and clear descrip­
tions of the design provide the reader with the necessary insight and under­
standing of the examination at hand. 
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Appendix A 

Less Common Designs 
for Experimental and 
Quasi-Experimental Research 

T he designs presented here in Appendix A (Examples 1-9) are less 
commonly used but can be useful and appropriate under the 
correct circumstances. Some of these designs can be considered 

pattern matching designs (i.e., combining various design features into one 
design to improve the overall internal validity). These designs are structured 
for a variety of research scenarios when it is not logistically possible to use 
random assignment. The addition of various types of comparison groups 
and the addition of multiple pretest or posttest measures strengthens these 
research designs (in terms of internal validity) for various applications of 
quasi-experimental research. These quasi-experimental research designs 
are particularly ideal for researchers conducting examinations in the edu­
cational sector, considering that random assignment is rarely feasible. 
Examples A5, AlO, and Al 1 are designs for experimental research rarely 
applied in the social sciences, but they are considered strong designs. 



Example Al 

Group 

2 

Proxy Pretest-Posttest Design 

Assignment 

NR 

NR 

Proxy Pretest 

Time""' 
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Treatment Posttest 

X 

Note: This is an example of a between-subjects approach with a proxy pretest and posttest 
control group design. The proxy pretest allows the researcher to compare the "treatment 
effects" of 0 81 to a proxy variable (OA1). This design is useful when a program or intervention 
has already started, and the researcher was not able to collect the same pretest measure that is 
being collected for the posttest. Therefore, data (archived) from a proxy variable can be col­
lected that is considered conceptually similar to the posttest and can closely estimate pretest 
performance. For example, if a reading intervention is being implemented and a reading 
achievement test is being collected for the posttest, then a possible proxy variable would be 
the students' GPA prior to the intervention. Although the proxy pretest provides a measure of 
control, selection bias remains a major threat to the internal validity of this design. 

ExampleA2 Double Pretest and Posttest Control Group Design 

Group 

2 

Assignment 

NR 

NR 

Pretest Pretest Treatment 

X 

Time""' 

Posttest 

Note: This is an example of a between-subjects approach with a double pretest and posttest 
control group design. The double pretest allows the researcher to compare the treatment effects 
between 0 1 to 0 2 and then from 0 2 to 03" A major threat to internal validity with this design 
is testing, but it controls for selection bias and maturation. 
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Example A3 

Group 

Pretest and Posttest Historical Control Group With a Pretest and Posttest Design 

Assignment 

NR 

NR 

Pretest 

o, 

Posttest 

Time~ 

fretest Treatment Posttest 

o, X 

Note: This is an example of a between-subjects approach with a pretest and posttest historical control group and pre­
test and posttest design. The historical control group allows the researcher to compare the treatment effects between 
0 1 to 0 2 from the historical control to 0 1 to 0 2 of the treatment group. History and selection bias are the two most 
prevalent threats to the internal validity of this design. 

ExampleA4 

Group 

2 

Posttest Only With a Historical Control Group Design 

Assignment 

NR 

NR 

Test 

o, 

Time~ 

Treatment Posttest 

X o, 

Note: This design would be designated as quasi-experimental research using a between-sub­
jects approach with a posttest only and a historical control group design. !:"iistory and selection 
bias would be the biggest threats to internal validity. 

Example AS 
Pretest and Posttest Control Group Plus Historical Control 
Group Design 

Group Assignment Test Pretest Treatment Posttest 

2 

3 

R 

R 

NR o, 

o, X 

o, 

Time~ 

Note: This is an example of a between-subjects approach pretest and posttest control group 
design with the addition of a historical control group. The pretest and posttest aspect can be 
applied with or without random assignment. The historical control is typically a cohort control 
and helps to control for testing effects, which are a major threat to internal validity in designs 
that include pretest measures. 
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ExampleA6 

Unit 

2* 

Regression Point-Displacement (RPO) Design 

Assignment 

NR 

NR 

Pretest 

Time.,.. 

Treatment 

X 

Posttest 

Note: This is an example of a between-subjects approach with a pretest and posttest control 
group RPD design. This design is best used for program evaluations or community-based 
research. It is difficult to infer causation in community-based examinations based on the evalu­
ation of a single unit (or community) using the basic one-group pretest and posttest design. 
Therefore, for the comparison unit (2*), data can be collected from a heterogeneous set of units 
(or communities) and then collapsed and compared to the single unit that received the treatment. 
If logistically feasible, a time-series component can be added with a series of multiple pretests 
and posttests. A form of regression analysis is used to analyze the results. We refer the reader to 
Trochim and Campbell (1996) and Linden, Trochim, and Adams (2006) for further explanations 
on the RPD design and the most common threats to the internal validity of this design. 

Example A7 One-Group Double Pretest and Posttest Design 

Group Assignment Pretest Pretest Treatment Posttest 

NR X 

Time.,.. 

Note: This is an example of a one-group within-subjects approach with a double pretest and 
posttest design. The double pretest allows the researcher to compare the treatment effects 
between 0 1 to 0 2 and then from 0 2 to 0 3• A major threat to internal validity with this design 
is history, but it controls for testing and maturation. The one-group design is not considered as 
strong as the two-group variant of this design. 

Example A8 One-Group Treatment-Removed Design 

Group Assignment Pretest Treatment Midtest Midtest Treatment 

NR o, X 02 Time 03 
Delay 

• ', 
Time.,.. 

Posttest 

04 

Note. This is an example of a one-group pretest multiple posttest with the treatment-removed design. The goal of this 
design is to establish the change in the outcome based on the presence or absence of the treatment. Therefore, the 
researcher would assess the change from 0 1 to 0 2 and compare that to the change from 0 3 to 0 4, hypothesizing that 
in the absence of the treatment, the outcome would move in the opposite direction compared to that when it is present. 
It is assumed that the effects of the treatment should be expected to dissipate over time. Due to the lack of a comparison 
group, a variable (confounding) not controlled for can account for the change in the outcome; therefore, a large sample 
is required in order to minimize the negative impact on the statistical conclusion validity. 
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ExampleA9 One-Group Repeated-Treatment Design 

Croup Assignment Pretest Treatment Posttest Treatment Midtest Treatment Posttest 

NR X X 

Time~ 

Note: This is an example of a one-group pretest and posttest design repeated over time. The aim of this design is to 
verify that the change from 0 1 to 0 2 is similar in change from 0 3 to 0 4, hypothesizing that in the absence of the 
treatment, the outcome will move in the opposite direction between 0 2 and Or The effects of the treatment imple­
mented should be expected to dissipate over time, and the researcher should include a considerable delay between 
the initial treatment and the second application. Due to the lack of a comparison group, a variable not controlled for 
can account for the change in the outcome; therefore, a large sample is required in order to minimize the negative 
impact on the statistical conclusion validity. Testing, maturation, and history are major threats to the internal validity 
of this design. 

Example A10 3-Factor Crossover Design 

Croup Assignment Pretest Treatment Midtest Treatment Midtest Treatment Posttest 

R o, XA 02 Xe 03 Xe 04 

2 R o, Xe 02 XA 03 Xe 04 

3 R 01 Xe 02 XA 03 Xe 04 

Time~ 

Note: This is an example of a repeated-measures approach 3-factor crossover design. Each group serves in one condi­
tion, and the conditions are counterbalanced to control for sequencing effects. This design can be modified in multiple 
ways, such as adding additional factors, introducing the same factor more than once in each condition, and including 
more observations. The variation of treatment orders can go up to 12 while including one participant per condition 
(N = 12). Based on this variation, the participant serves as his or her own control, which is an intended feature built 
into designs for repeated-measures approaches. 
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Example A11 3 x 3 Graeco-Latin Square Design 

Blocking Factor 

(Levels 7-3) 

Aa 

2 Bp 

3 CY 

Blocking Factor 
(Levels 7-3) 

2 

BY 

ca 

Ap 

3 

Cp 

~ 

Ba 

Note: This is an example of a 3 x 3 Graeco-Latin square design. Similar to the Latin-square 
design, this design is a 1-factor model, but instead of two blocking factors, it includes a third 
extraneous factor and is denoted as a, y, and ~-As with the Latin-square design, this design is 
best suited for research in agriculture and engineering; few scenarios warrant the use of such 
a design within the social sciences. In addition, with the use of human subjects, sequencing 
effects are a major threat to the internal validity of this design application. The analysis of 
means (ANOM) is the appropriate analysis for this design. 

RESEARCHER CHALLENGE t 

We present a complex design that has yet to be implemented in the social 
and behavioral sciences. We understand that few scenarios warrant the 
application of such a design. However, if anyone would like to take this 
challenge on, we would like to know and be part of the peer review com­
mittee once the manuscript is submitted for publication. Good luck! 

Example A12 3 x 3 Repeated Latin-Square Design 

Blocking Factor 2 Blocking Factor 2 Blocking Factor 2 

Blocking 
Group Factor 7 Leve/ 7 Level 2 Level 3 Level 7 Level 2 Level 3 Leve/ 7 Level 2 Level 3 

1 Level 1 A B C C A B B C A 

2 Level 2 B C A A B C C A B . 
3 Level 3 C A 

") 
B B C A A B C 

Note: An important design assumption for the Latin-square design is that there is no interaction between the blocking 
factors, as well as the primary f9ctor. However, all combinations of each level of the three factors (2 blocking factors 
and 1 primary factor) are being tested with this repeated design; therefore, the interaction effects become a primary 
basis for inference and do not contaminate the results of the main effects. The appropriate statistic would be the three­
way between-subject ANOVA. Statistical power: The number of levels of the two blocking factors is multiplied to 
determine the number of runs or number of participants required for each condition. 
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Group 

1 (n = 9) 

2 (n = 9) 

3 (n = 9) 

Example Research Question: What are the effects of different styles of 
putting on performance when controlling for varying levels of anxiety and 
putt difficulty? 

Null Hypothesis 

Main effects. There is no difference in performance between the dif­
ferent levels of putt difficulty. There is no difference in performance 
between the different levels of anxiety. There is no difference in perfor­
mance between the different putting styles. 

Interaction effects. There is no interaction between anxiety and putt 
difficulty on performance. There is no interaction between anxiety and put­
ting style on performance. There is no interaction between putt difficulty 
and putting style on performance. There is no interaction between putt 
difficulty, putting style, and anxiety on performance. 

k = 3 factors (2 blocking factors and 1 primary factor) 

L1 (Block) = Anxiety (3 levels)-High, Medium, Low 

L2 (Block) = Putt Difficulty (3 levels)-Easy, Medium, Hard 

L
3 

(Primary) = Putt Style (3 levels)-Long, Belly, Standard 

n = 9 subjects per condition (number of levels of the two blocking 
factors are multiplied to determine the number of runs or number of 
participants per condition-3 1 * 32 = 9) 

Putt Difficulty Putt Difficulty Putt Difficulty 

Anxiety Easy Medium Hard Easy Medium Hard Easy Medium Hard 

High A B C C A B B C A 

Medium B C A A B C C A B 

Low C A B B C A A B C 

Day 1 Day 2 Day 3 

Note: A= Long; B = Belly; and C =Standard.This design allows for all subjects to be exposed to every combination 
of the level of factors, which could also be achieved by a 3 x 3 x 3 factorial design. However, the order of conditions 
is set up horizontally instead of vertically, which allows for the three groups (N = 27) to remain intact over time, as 
opposed to including nine different groups for a between-subjects 3 x 3 x 3 design. This would require a total of 81 
participants. Although the conditions are counterbalanced, sequencing effects are still a threat to internal validity; 
therefore, based on theoretical and logistical considerations, a certain amount of time should elapse between condi­
tions (i.e., a "wash out" period) to minimize the impact of sequencing effects. Another option is to counterbalance the 
order of the groups; so, for example, Group 1 would be exposed to high anxiety on Day 1, low anxiety on Day 2, and 
medium anxiety on Day 3. Treatment fidelity is paramount in this particular design. 
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Types of Case Study Designs 

Case Study Designs: Creswell (2014) 

Creswell placed the case study within the ethnographic approach; 
however, the case study can be applied within the framework of any of the 
approaches detailed under qualitative methods. 

Type Definition 

Intrinsic The examination of a unique case 

Instrumental The examination of a case to provide insight into an issue 
or specific theme 

Multiple Instrumental (also known as The examination approach, which is the same as 
Collective Case Study) instrumental, but with multiple cases 

Case Study Designs: Yin (2013) 

According to Yin (2013), holistic refers to identifying and collecting data 
from a single unit of analysis, whereas embedded refers to collecting data 
from multiple units of ;nalysi~ Yin also indicated that his case study 
designs can be categorized and conducted as exploratory, descriptive, or 
explanatory (causal) investigations. 
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Type Definition 

Single Case-Holistic 

Critical case Examine a well-formulated theory. 

Unique case Examine an extreme case. 

Representative case Examine a typical or average case. 

Revelatory case Examine a phenomenon that was previously inaccessible. 

Longitudinal case Examine the same cover over a period of time. 

Single Case-Embedded 

Critical case Examine a well-formulated theory. 

Unique case Examine an extreme case. 

Representative case Examine a typical or average case. 

Revelatory case Examine a phenomenon that was previously inaccessible. 

Longitudinal case Examine the same cover over a period of time. 

Multiple Case-Holistic 

Literal replication 
Select and examine each case so that all cases are presumed to 

predict similar results. 

Theoretical replication 
Select and examine each case so that all cases are presumed to 

predict contrasting results, but for anticipata51e reasons. 

Multiple Case-Embedded 

Literal replication 
Select and examine each case so that all cases are presumed to 

predict similar results. 

Theoretical replication 
Select and examine each case so that all cases are presumed to 

predict contrasting results, but for anticipatable reasons. 
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Five Types of Mixed Methods Designs 

Families of Mixed Methods Designs 
(according to Tashakkori & Teddlie, 2010a) 

Design Procedures 

Parallel • Mixing occurs in a parallel manner . 

mixed • Data are collected simultaneously (or with some time lapse) . 
• ,QUAL and QUAN phases answer related aspects of the same research questions. 

• Mixing occurs across chronological phases (QUAL, QUAN) . 
Sequential • Questions or procedures from one method emerge from, or depend on, the one 

mixed prior. 

• Research questions are related to one another and may evolve . 

• Parallel design is used . 
Conversion • Mixing occurs when one type of data is transformed and ~nalyzed both 

mixed qualitatively and quantitatively. ) 

• This is used to answer related aspects of the same research questions . 

• Parallel or sequential design is used . 
Multilevel • Mixing occurs across multiple levels of analysis. 

mixed • QUAN and QUAL data from these different levels are analyzed and integrated to 
answer aspects of the same (or related) research questions. 

Fully • Mixing o~curs i'\an interactive manner at all stages of the study. 
integrated • At each stage, one approach affects the formulation of the other. 

mixed • Multiple types of implementation processes occur. 

Note: Tashakkori & Teddlie (201 Oa) also present a quasi-mixed design (monostrand conversion design), in which the 
"mixed" aspect refers to the quantitizing or qua/itizing of data. In other words, the researcher would convert ("mix") 
one form of data (QUAL) to another form (QUAN) and only use the converted form of the data (QUAN or QUAL) to 
answer the research questions. 
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Appendix D 

Reporting Preliminary 
Statistical Findings 

I n this appendix, we provide clear guidelines (including examples) 
that demonstrate how to write preliminary results using APA style. 
This appendix includes elements related to many statistical tests. 

Both the use of narrative (words) and numbers are strung together to pro­
vide concise examples of how to address each aspect of the results section. 
Throughout this appendix, data from published results of various research 
articles are provided. 

A following brief decision tree is followed by the quick-reference 
image of a normal distribution and then three sections. The first section 
covers the preliminary analyses required across many types of research. For 
example, effect size, power, reliability and validity, and manipulation 
checks. The second section covers basic descriptive analyses often used 
prior to the primary analyses, including simple correlational analyses. The 
third section demonstrates how to present some data visually in proper 
APA-formatted tables and figures. For those interested in a more thorough 
discussion related to dealing with missing data, see Groenwold, Danders, 
Roes, Harrell, and Moons (2012). 
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STATISTICAL DECISION TREE + 

Statistical Tests for One Interval IV 

lndepem;Jent Variable, Dependent Variable. Statistical Test 

Interval 
1) Correlation 
2) Simple linear regression 

One Interval IV 
Ordinal 2) Nonparametric correlation 

Nominal 3) Simple logistic regression 

Statistical Tests for One or More Interval 
IV and/or One or More Categorical IV 

Independent Variable Dependent Variable Statistical Test 

Interval 
1) Multiple regression 

One or more Interval IV 2) Analysis of covariance 
and/or one or more 

Categorical IV Categorical 
3) Multiple logistic regression 
4) Discriminant analysis 

INFERENTIAL + 

Statistical Tests for Zero Independent Variables 

lndependf:nt Variable Dependent Variable Statistical Test 

Interval and existing value 1) One-sample t test 

Qrdinal 'l:fd existing value 2) One-sample median 

Zero IVs 
Nominal (two categories) 3) Binomial test 

(One sample/group) and existing value 

Nominal and existing value 
4) Chi-square goodness 

6f fit 
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Statistical Tests for One Independent Variable 

Independent Variable Dependent Varia!>le Statistical Test 

Interval 1) Independent sample t test 

One IV with two levels Ordinal 2) Wilcoxon-Mann Whitney 

(Independent groups) 
Nominal (2 3.1) Chi-square 
categories) 3.2) Fisher's exact 

0 

Independent Variable Dependent Variable Statistical Test 

Interval 1) One-way ANOVA 
One IV with two or more levels 

Ordinal 2) Kruskal Wallis 
(Independent groups) 

Categorical 3) Chi-square 

Independent Variable Dependent Variable Statisti9al Test 

One IV with two levels Interval 1) Paired samples t test 

(Dependent/paired groups) Ordinal 2) Wilcoxon signed ranks 

Categorical 3) McNemar 

,, 

Independent Variable Dependent Variable Statistical Test 

One IV with two or Interval 
1) One-way repeated measures 

more levels 
ANOVA 

(Dependent/paired Ordinal 2) Friedman test 

groups) 
Categorical 3) Logistic regression 

Statistical Tests for Two 
or More Independent Variables 

0 

Independent Variable Dependent Variable Statistic1:l Test 

2 or more IVs Interval 1) 2- or 3-way ANOVA 

(Independent groups) Categorical 2) Logistic regression 
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Statistical Tests for One Independent Variable 
With Two or More Levels 

Independent Variable 
. ; .: . ',' " e • ·; " I")., 

. . . Dependent VarfabT~. ·. 's~l$i~rfest· 
One IV with two or more levels 

(independent group) 

Percentage of 

Normal, 
Bell-Shaped Curve 

Interval 

cases in 8 portions 
13.59°/c 34.13% 

of the curve 

Standard Deviations -4a -3cr -2a -1cr 0 

Cumulative I I I I 
Percentages 0.1% 2.3% 15.9% 50% 

1) One-way 
MANOVA 

34.13% 

+1cr +2a 

I I 
84.1% 97.7% 

Percentiles 5 10 20 30 40 50 60 70 80 90 95 99 

Z scores -4.0 

T scores 

Standard Nine 
(Stanines) 

Percentage 
in Stanine 

-3.0 
I 

20 

1 

4% 

-2.0 
I 

30 

-1.0 
I 

40 

2 3 

7% 12% 

0 +1.0 +2.0 
I I I 

50 60 70 

4 5 6 7 8 

17% 20% 17% 12% 7% 

+3cr +4a 

I 
99.9% 

+3.0 +4.0 
I 

80 

9 

4% 

Note: The bell-shaped curve represents a "normal" distribution and is a key characteristic to the probability theory 
associated with parametric statistics. The reader interested in further understanding this in relation to statistics should 
learn about the central limit theorem and the /aw of large numbers. 

SECTION 1: PRELIMINARY + 
• 

1) Manipulation Check 

A manipulation check allows the researchers to check if the indepen­
dent variable(s) (variable(s) that are manipulated) work the way they are 
intended. In other words, it is a procedure to test if the levels of the 
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independent variable differ on the dependent variable. It is similar to the 
concept of fidelity. 

For example, Hofer, Burkhard, and Allemand (2015) examined if the 
stimulus they were using to elicit emotional responses worked as intended: 

To examine whether the emotional stimulus was successful in elic­
iting negative emotions and whether younger and older adults 
differed in their emotional reactions, we conducted a 2 (age group: 
young vs. old) · 2 (time: Tl vs. T2) mixed ANOVA for each emo­
tional reaction. (p. 51) 

The result of their analyses suggested that the IV was working as 
intended (see the following). 

@fflnrjtj• Emotions as a Function of Age 

Sadness 

T1 

T2 

Anger 

T1 

T2 

Younger Adults (18-28) 

M 

1.66Aa 

3.418a 

1.37Aa 

3.438a 

SD 

0.90 

1.06 

0.84 

1.15 

Age Group 

Older Adults (62-87) 

M 

1.38Ab 

3.108b 

1.19Aa 

3.308a 

SD 

0.68 

1.19 

0.59 

1.30 

Source: Hofer et al., 2015, p. 51. 

The following from Reynolds, McCambridge, Bissett, and Consedine 
(2014) is an excellent format to present your manipulation check: 

Analyses began by assessing whether disgust was successfully 
induced using a 2 (disgust vs. control condition) x 2 (start vs. end 
of session) MANOVA .... A significant difference in state disgust 
was found across conditions, Wilks' A= .90, F(2, 77) = 4.40,p = .016, 
112p = .10; the experimental group reported more disgust than the 



control group at both the beginning, .F(l, 78) = 5.65, p = .020, 
p2 = .07, and end of the session, .F(l, 78) = 7.75, p = .007, p2 =.09. 
The absence of a difference between state disgust at the beginning 
and end of the session showed that disgust was sustained through­
out the experiment, Wilks' /\ = 1.00, .F(l, 78) = .11, p = .739, 1,2p = 
.001. Importantly, in terms of eliminating other possible affective 
bases for avoidance, the induction was specific to disgust, as embar­
rassment, .F(2, 77) = .12, p = .884, 1']2p = .003, and fear, .F(2, 77) = 
1.20, p = .308, 112p = .03, did not vary as a function of condition. 

Given that participants in both control and experimental conditions 
were presented with numerous stimuli designed to elicit disgust 
over and above the "olfactant" (e.g., both groups were presented 
with an apparently "used" stoma bag), the subsequent analysis of 
state disgust concentrates on DES disgust scores at the start of the 
laboratory session-that is, before these other factors had been 
introduced to participants. (pp. 1498-1499) 

2) Effect Size 

Examining the magnitude, or size, of an effect 

Standardized Mean Differences 
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(for Comparing Differences Between Treatment Means) 

Cohen's d 

This is a standardized mean effect-the mean difference between two 
groups in standard deviation units. The meaning of effect size may vary 
by context, but Cohen (1988) offers the following general rule of thumb: 

.8 = large (8/10 of a standard deviation unit) 

.5 = moderate (1/2 of a standard deviation) 

.2 = small (1/5 of a standard deviation) . ',. 

Example From the Literature 

"These findings were associated with a moderate effect size across 
multiple measures (Cohen's d = 0.56--0.58), providing strong evidence for 
an impact of melancholia on vagally mediated, cardiac function" (Kemp, 
Quintana, Quinn, Hopkinson, & Harris, 2014, p. 5). 
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Hedges'sg 

Hedges's g incorporates an adjustment that removes the bias of Cohen's d. 

Example From the Literature 

"These effects remained stable at follow-up. Moderator analyses 
revealed cognitive-behavioral treatment to be significantly better than other 
psychological treatments in short-term pain reduction (Hedges's g = 0.60, 
95% CI: 0.46-0.76)" (Glombiewski et al., 2010, p. 280). 

Glass's fj, 

Glass's delta is the mean difference between the experimental and 
control group divided by the standard deviation of the control group. 

Example From the Literature 

"The pre- to post-treatment effect sizes (Glass's delta) were 1.24 for the 
University of California at Los Angeles Post-Traumatic Stress Disorder 
Reaction Index and 1.96 for the Children's Global Assessment Scale" 
(Kameoka et al., 2015, p. 1). 

Measures of Association 
(Correlation and Explained Variance) 

Pearson's r 

A standardized measure of the strength and direction of a linear rela­
tionship between two variables ranging from -1 for a perfect negative 
relationship and 1 for a perfect positive relationship. 

Example From the Literature 

"Students increased their knowledge of HIV/ AIDS (Pearson's measure of 
effect size r = 0.74) and the risk of acquiring HIV infection (r = 0.68) statisti­
cally significantly (p = 0.001). Girls (risk estimation: r = 0.78, knowledge: r 
= 0.81) improved much more than boys (risk estimation: r = 0.57, knowl­
edge: r = 0.62)" (Hlavinkova, Mentel, Kollarova, & Kristufkova, 2014, p. 905). 

Spearman's rs 

Used when both X and Y are measured on a ranked scale. 
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Example From the Literature 

"The relationship between the number of teamwork principles taught 
and effect size achieved a Spearman's correlation of .74 (p = .Ol) for overall 
effect size and .64 (p = .03) for median skills/ behaviors effect size" 
(Chakraborti, Boonyasai, Wright, & Kern, 2008, p. 846). 

Point biserial rpb 

Used when X is dichotomous and Y is continuous. 

Example From the Literature 

The outcome variable was dichotomous, which necessitated the 
use of a point-biserial correlational analysis (rPJ. The tests of sig­
nificance were set at the .05 level. Out of the behavioral variables, 
two demonstrated the strongest significant correlation with 
offender status: (a) MACI-Eating Dysfunction r(93)5.19,p < .05, and 
(b) MACI-Delinquent Predisposition r(93)5 = .19,p < .05. (Kennedy, 
Burnett, & Edmonds, 2011, p.320) 

Phi coefficient (cp) 

Used when both X and Y are dichotomous (i.e., both variables and 
both outcomes can be arranged on a 2 x 2 contingency table). 

Example From the Literature 

"The reliability of end-of-rotation evaluations was adequate (fellows, 
phi coefficient [cp) = 0.68; faculty [including programme directors], <p = 0.71)" 
(Park, Riddle, & Tekian, 2014, p. 614). 

3) Reliability 

Inter-Item Reliability (Cronbach's Alpha) 

Cronbach's alpha is' 1 mea~re of internal consistency and should be 
included with the description of the measure (e.g., measures of central 
tendency and dispersions). 

Example From the Literature 

To validate test-retest reliability, 32 patients with iRBD were tested 
again at an interval of 2-4 weeks. Cronbach's alpha was computed 
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to assess the internal consistency of the RBDSQ-K. The criterion 
value of Cronbach's alpha was more than 0.70 for item homogeneity. 
Intraclass correlation coefficient for RBDSQ-K total score was also 
computed and each item of the RBDSQ-K was assessed with 
Cohen's kappa coefficient. Item-test correlations were calculated to 
measure the relation between the response to the specific test 
questions and the RBDSQ-K total score. (Lee, Paek, & Ryu, 2015, 
in press) 

Interrater Reliability (Cohen's Kappa and Scott's Pi) 

Cohen's kappa and Scott's pi measure the internal consistency of raters 
applying some scale of measurement. 

Examples From the Literature 

The Cohen's kappa coefficient was substantial (~ 0.61) for 
RBDSQ-K Items 7 and 10 (Table 3). The strength of the correlation 
between each individual item of the RBDSQ-K and the total 
RBDSQ-K score ranged from 0.249 to 0.749 (allp < 0.001). 

A purposive sample of 50 Facebook profiles created by environ­
mental advocacy groups was content analyzed by two trained cod­
ers using an 82-item questionnaire. Intercoder reliability scores 
were calculated using Scott's pi (Holsti, 1969) for dialogic strategies 
and Holsti's coefficient of reliability (Holsti, 1969) for dialogic out­
comes. Scores ranged from 61% to 87% with Scott's pi and 90% to 
100% with Holsti's. (Bortree & Seltzer, 2009, p. 317) 

4) Validation 

Validation is the systematic process of demonstrating that an instrument 
is valid (the extent to which scores generated by an instrument measure 
the variable they are intended to measure). The following are examples of 
some ways to validate four common forms of validity seen throughout the 
literature. It should be noted that the concept of validity is often considered 
unitary, and many argue that the following breakdown is an artificial rep­
resentation of a much more complex interconnected single construct. 

l. Construct validity-Does the test measure the psychological construct 
that it claims to measure? This is often measured with correlation of 
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test scores with other tests that are accepted as measuring that con­
struct or of test scores with direct observations of behavior. Factor 
analysis is often used for multiscale measure. 

2. Face validity--Does the test look as if it measures what it is 
intended? This is usually done with content experts in the field of 
study, and it is seldom measured statistically. 

3. Content validity--Is the content of the test valid for measuring what 
it claims to measure? It is usually assessed by expert judges rather 
than statistical analysis. 

4. Criterion-related validity-Do the test scores correlate with an 
external criterion? This is often used in academics, trainings, and job 
performance. Correlation is commonly used for validation, although 
other techniques may be applied (e.g., significance testing for differ­
ences between good and poor performers; multiple regression to 
produce specification equations for selection). 

5) Power 

The premise of statistical power is the process of determining the num­
ber of subjects or how large a sample size should be to ensure that the null 
hypothesis can be reliably rejected without (or with little chance) of error. 
There are several factors required that need to be entered into the equation 
when computing an a priori power analysis. The most difficult item to 
determine is the critical effect size (denoted as delta ti). The critical effect 
size is derived from preliminary evidence (sometimes through pilot studies) 
and provides the parameter that judges how strong the theory must be that 
would be considered a "contribution" to the field (see Kraemer & Blasey, 
2015, for more on this topic). The typical parameters required for estimating 
power are power, alpha (o), and critical effect size (!!,.). Other forms of 
power analysis require different parameters. 

Example . ',. 

A psychologist plans to conduct an experiment to examine the effec­
tiveness of a cognitive-behavioral intervention on levels of happiness in 
retirees. She will employ a two-group pre- and posttest design with a con­
trol. Her pilot data suggested that mean levels of happiness for participants 
who received the intervention were 12.8 points higher with a standard 
deviation of 1.9 than those who were in the attention-control group. 
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A power analysis will be performed to determine the sample size 
estimation for the two-group design. The data from the pilot study 
revealed scores for the intervention group (M = 87.8 SD= 1.9) compared 
to the attention-control group (M = 75.0, SD= 2.3) were 12.8 points higher 
for those who received the therapy. The effect size indicated a "medium" 
effect (partial eta squared was TJ2 = .125). Therefore, the psychologist will 
set the alpha (a) at .05 (one-tailed), the power at .80, and the critical 
effect size (I:!..) at 0.5, which results in N = 27 (see Cohen, 1988, for a pre­
sentation of master tables for one- and two-tailed 5% and 1 % tests of 
significance). 

+ SECTION 2: DESCRIPTIVE 

1) Frequencies and Percentages 

N = Size of the total data set 
n = Size of one group or cell 
% = Percentages 

The participants were recruited from a geriatric center (N = 100); men 
(n = 40) represented 40% of the sample, and women (n = 60) represented 
60%. 

Example From the Literature 

Ninety-eight women originally served as targets; however, we 
removed participants who were 31 or older (3 SDs above the 
mean; n = 3) and non-heterosexual participants (n = 2). This left 
us with a final sample of 93 women (age M = 19.27, SD= 1.41). 
Their reported ethnicities are as follows: 46% Caucasian, 25% 
Hispanic, 16% East Asian, 7% Black, 3% South Asian, 1% Middle 
Eastern, and 2% from other ethnicities. Raters consisted of 115 
women and 117 men. (Perilloux, Cloud, & Buss, 2013, p. 491) 

2) Measures of Central Tendencies and Dispersions 

M = Mean (measure of central tendency) 
SD = Standard deviation (measure of dispersion) 
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•fflij@Dj Descriptive Statistics for Predictor Variables 

Independent Variable M SD Range N 

JJSP reading percentile 25.60 20.90 1-97 95 

K-BIT vocabulary 76.92 17.69 40-111 95 

K-BIT composite 80.57 16.226 48-121 95 

PPVT-111 80.64 14.93 58-116 95 

WRAT-3 reading subtest 85.57 18.66 45-117 95 

Example From the Literature 

"We excluded data from non-heterosexual individuals (n = 14), leaving 
a final sample of 113 women and 105 men (age M = 18.68, SD = 2.10)" 
(Perilloux, Cloud, & Buss, 2013, p. 491). 

3) Correlation 

Spearman Rank-Order-What to Report 

df = Degrees of freedom 
rs = Observed, rs value 
p = Significance level 

Example From the Literature 

"The Spearman rank order correlation coefficient for the 58 cases and 
two sets of total PCL-R scores was r = .85, p < .001, two-tailed (that was 
identical to the ICC for consistency agreement, single measures)" (Harris, 
Rice, & Cornier, 2013, p. 1356). 

Pearson Product-Moment-What to Report 

df = Degrees of fre~dom '.,. 

r = Observed r value 

p = Significance level 

M = Mean 

SD = Standard deviation 
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-

Correlations Among Behavioral Variables and Offender Status: Male and Female 
(n = 95) 

Subscale 1 2 3 4 5 6 7 

1 . Offender status - .03 -.18* -.11 -.07 .151 .04 

2. Social stress - .46** .70** .49** .43** -.67 

3. Inhibited - .31 ** .30** .42** -.37** 

4. Somatization - .47** .44** -.58** 

5. Substance abuse - .29** -.76** 

6. Eating dysfunction - -.33** 

7. Conforming -

Note: *p < .05. **p < .01. 1p = .068. One-tailed. 

lixample From the Literature 

"The Pearson Product-Moment Correlation test, carried out in the three 
study groups, showed a significant inverse correlation between QTcD and 
MMSE score (r = -0.357; p < O.Ol) in the group of MCI patients, only" 
(Coppola et al., 2013, p. 632). 

+ SECTION 3: TABLES AND FIGURES 

1) Tables 

The following styles of the tables are in accordance with the Publication 
Manual of the American Psychological Association (APA, 2010). We refer 
the reader to the Concise Rules of APA Style (2010) pocket guide for a quick 
reference tool for learning how to apply APA style to documents and 
manuscripts. 
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• 

Estimated lime (Milliseconds) for Reaction lime in High- and 
Low-Anxiety Conditions 

95% Cl 

Condition M(SD) LL UL 

High-anxiety .87 (.09) .78 1.03 

Low-anxiety .68 (.10) .54 .79 

Note: Cl = Confidence interval; LL= Lower limit; UL= Upper limit. 

• 

Estimated lime (Milliseconds) for Reaction lime in High- and Low-Anxiety 
Conditions for Veterans and Rookies 

Veterans Rookies 

Condition n M(SD) 95% Cl n M(SD) 

High-anxiety 11 .81 (.07) [.69, .89] 14 .90 (.14) 
Low-anxiety 9 .65 (.11) [.53, .76] 11 .70 (.13) 

Note: Cl= Confidence interval. 

• 

Summary of lntercorrelations, Means, and Standard Deviations 
for Scores on the QOL, 801, and BAI as a Function of SES 

Measure 2 3 M SD 

1. QOL .38* .64 58.3 8.2 

2. BDI .57* .23 62.8 15.8 

3. BAI .34 .21 74.3 16.4 

M 54.2 59.6 78.2 

SD 12.2 18.4 21.9 

Note: QOL = Quality of life; BDI = Beck's depression inventory; BAI= Beck's anxiety inventory; 
SES = Socioeconomic status. lntercorrelations for high SES are presented above the diagonal, 
and intercorrelations for low SES are presented below the diagonal. Means and standard devia­
tions for low SES are presented in the hprizontal columns, and means and standard deviations 
for high SES are presented in the vertical columns. *p < .01. 

95% Cl 

[.72, .94] 
[.61, .82] 
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• 

Contrast Between Veterans and Rookies for Reaction Time in Low- and High­
Anxiety Conditions 

Veterans Rookies 95% Cl 

Condition M SD M SD t(45) p LL UL d 

High-anxiety .81 .07 .90 .14 1.45 .04 .73 .98 .65 

Low-anxiety .65 .11 .70 .13 1.93 .12 .59 .76 .84 

Note: Cl = Confidence interval; LL= Lower limit; UL= Upper limit. d = Cohen's d. 

2) Figures 

The following styles of the figures are in accordance with the 
Publication Manual of the American Psychological Association (APA, 2010). 

The most common types of figures are graphs, charts, maps, drawings, and 

Qijijji.j• Sample Figure Representing Outcome Data , 

100 
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u 80 ca u = w 
CII 60 > :;::: 
u 
~ 
0 40 
(.) 

20 

1 2 3 4 

Checkpoints 1-3, (4) finish line 

-.a.- Team 1 _._ Team 2 

--- Team 14 _._ Team 15 

Figure X. Line graph displaying the collective efficacy scores taken throughout the race for 
teams that finished 1st, 2nd, 14th, and 15th. 
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photographs. Use figures only when the visual image adds substantively to 
the meaning of the text or cannot be properly interpreted through a table. 
Typically, the general rule is if data are only duplicated from either a table 
or text, then a figure is not necessary. 

@hiiaJj Sample Figure Representing Outcome Data 

1.00 

0.90 
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Probability Curves 

3.00 4.00 5.00 6.00 7.00 

30m Arousal Level 

- P(PP/B) - P(Mo/B) -,1,- P(OP) 

_,._ P(Mo/A) _,..._ P(PP/A) 

8.00 

Figure X. IAPZ 5-category model for an archer derived from the ordinal logistic regression. 

9.00 
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Q@i41jj Sample Figure Representing Outcome Data 

-.544 ~ -.622 ~ -453 ~ 
-.0711 -.1981 --,0481 

--,583 

Figure X. Repeated measure structural model paths' coefficients. Correlation coefficients between 
collective efficacy (CE) and the subsequent performance times at each checkpoint (CP) revealed strong 
inverse relationships (e.g., rCP1,CE1 = -.544), although when factoring in CE with a previous measure of 
CE and a performance time the relationship weakened (e.g., rrn,cEi•cri = -.071; rcu,cEJoTi = .349), though 
it was not relevant to the specific test of the stated hypotheses. 

@iiii•#• Sample Figure Representing Outcome Data 
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Time Check Point 
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Figure X. Individual Affect-Related Performance Zone (IAPZ) profile charts for a simulated race car 
driver, which were derived from the IAPZ curves. 



Summary Chart of Symbols 

Symbol Explanation 

n Sample size 

N Population or lot size 

M Mean 

SD Standard deviation of the sample 

X Arithmetic mean of the sample 

s Standard deviation of the population 

CV Coefficient of variation 

s2 Sample variance 

cr2 Variance of the population 

SE Standard error 

t t distribution: shows both the random variable and a particular or 
observed value of this variable 

F F distribution: shows both the random variable and a particular or 
observed value of this variable 

df Degree(s) of freedom 

x. 2 Chi-squared distribution: shows the random variable and a 
particular or observed value of this variable 

P Level of significance, probability 

P Regression coefficient of population 

r Coefficient of correlation, sample 

i2 Coefficient of determination for r 

R Coefficient of multiple correlation 

R2 Coefficient of ~eterm~ation for R 

Cl Confidence interval 

y Gamma 

f Frequency 

-r:b Kendall's tau-b 

a Level of significance 

Appendix D + 249 
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Symbol Explanation 

µ Population mean score 

cr2 Population variance 

p Rho 

z z score 

z Standardized scores, 
and Z distribution 

r Correlation 

rpb Point biserial correlation 

p Statistical significance 

Sig. Statistical significance 

95%CI The 95% confidence interval 

t t test 

F One-way ANOVA or comparison test of between-group differences 

eta Correlation coefficient for ANOVA (3+ categories) 

Tukey-b ANOVA test of significance of difference among means 

Beta Standardized regression slope 

R
2 

change Whether next var'iables entered add anything above variables 
entered 

<,2 
X Variance 

<Yxy Covariance (of x and y) 
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Analysis by Design 

I n this appendix, we present a statistics primer that will assist readers 
in reviewing the basic parametric statistical analysis associated with 
specific research designs presented in this book. This is not a com­

plete guide to statistics. There are many terms and identifiers not included 
in this primer that should also be part of a particular analysis. We attempted 
to provide a quick example, including a vignette that details a research 
scenario so the reader can follow the steps of developing a research ques­
tion (hypothesis) and then use the most appropriate research design and 
apply the necessary parametric statistical analysis to answer the stated 
questions. We also included a brief write-up of the results. However, we did 
not include data screening (e.g., tests for normality) examples prior to the 
analysis. In some instances, we provide data sets to accompany the analysis 
that can be accessed on the companion website. We also include a stan­
dardized chart that can be used to assess the extent that validity, control, 
and causal inferences were secured, considering all the circumstances. All 
data sets are completely fabricated and do not represent real data points. 

We provide analysis examples for the following designs: 

1 Pre- and Posttest Control Group Design 

Grouping Variabl~ (2 lerels): One IV and one control group = 
Group 1 receives treatment, and Group 2 receives no treatment. 

2 2-Factor Pre- and Posttest Design 

Grouping Variable (2 levels): Two IVs and two groups = Group 1 
receives Treatment A, and Group 2 receives Treatment B. 

251 
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3 2-Factor Pre- and Double-Posttest Design 

Grouping Variable (2 levels): One IV and one control group = 
Group 1 receives treatment, and Group 2 receives no treatment. 

4 Crossover (3-Factor) Design 

Grouping Variable (3 levels): Three IVs= Groups 1, 2, and 3 alter­
nate between the three different treatments. 

5 3 x 3 Latin-Square Design 

Grouping Variable (3 levels): One IV = Group 1 receives Treatment 
Combo A, B, C; Group 2 receives Treatment Combo B, C, A; and 
Group·3 receives Treatment Combo C, A, B. 

6 Wait-List Continuation Design (Switching-Replication Version With 
Random Assignment) 

Grouping Variable (2 levels): One IV and one control group = 
Group 1 receives Treatment A; then conditions are switched, and 
Group 2 receives Treatment A. 

7 Regression-Discontinuity Design 

Grouping Variable (2 levels): One IV and one control group = 
Group 1 receives treatment, and Group 2 receives no treatment. 

8 Ex Post Facto Design 

Grouping Variable (2 levels): One IV and one control group 
Group 1 and Group 2 receive the treatment. 

Analysis and the Between-Subjects Approach 

The pre- and posttest design is a common research design for the 
between-subjects approach. The pretest is collected for one of two reasons: 
(a) to measure the change from baseline (pretest to posttest differences or 
gain scores); or (b) to test for group equivalency. These designs are some­
times referred to as the analysis of covariance designs. Although these 
designs are considered common, ironically, there is little research and litera­
ture to support the most appropriate analytic strategies to handle data col­
lected from this type of design. Many texts on statistics exemplify the 
application of an ANCOVA on observational or preexisting data sets, which 
is entirely nonexperimental. Furthermore, statistical software programs such 
as SPSS do not have an obvious designation to handle a pre- and posttest 
design. Therefore, separate data analyses must be performed and combined 
to address the research questions of interest. 
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The primary statistics for all the pre- and posttest designs listed is the 
ANCOVA, with slight variations based on the grouping variable (the 
grouping variable is the categorical variable otherwise known as a fixed 
or random factor in statistical programs). Why ANCOVA? The pretest mea­
sure should be correlated with the posttest measure (because it is the 
same measure taken at least twice in sequence). Thus, the posttest mea­
sure will be assigned as the DV, the grouping variable will be assigned as 
the IV (although it is technically not the IV), and the pretest becomes the 
covariate. 

The second approach to analyzing data from pre- and posttest designs 
is to test the differences in the "gain" scores, which is basically the score 
obtained from subtracting the pretest results from the posttest. This can be 
achieved through the use of an independent t test (two groups) or a one­
way ANOVA when three or more groups are involved. The gain score 
analysis (GSA) should be conducted when the researcher wants to fully 
understand the effect of the treatment from pre- to posttest. The ANCOVA 
should be used when the researcher is just interested in determining the 
effect of the treatment on the posttest, which otherwise could not be pre­
dicted via the pretest measures (see Knapp & Schafer, 2009, for more on 
GSA). The two-way mixed ANOVA can also be used for these designs but 
is not recommended due to various limitations in the analysis. 

ASSUMPTIONS 

l, Normality-If data are normali then proceed to the parametric analysis. If· 
data are not normal, then proceed to a nonparametric procedure. 

2. Homogeneity of Variance-See options within each analysis to determine 
homogeneity of variance. 

3. Independence-It is during the data collection procedures that indepen­
dence is secured. 

ANCOVA-SPECIFIC ASSUMPTIONS 

1. A linear relationship exists between the postl:est and the pretest (i.e., homo­
geneity of regression assumption). If violated, then refer to the Johnson­
Neyman technique. 

2. Toe covariate is measured without error. 
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Analysis and the Within-Subjects Approach 

The within-subjects approach is another common approach used in 
education and the social, behavioral, and health sciences. The general 
premise is that one group (or subject) serves in each of the treatment condi­
tions. The most critical aspect to consider with this approach is that perfor­
mance in one treatment condition affects the performance in a second 
treatment condition; therefore, it is vital to randomize the order of the 
treatments (also known as counterbalancing) to control for sequencing 
effects (a major threat to internal validity). 

Explicitly stated throughout this book, the research question drives the 
type of design and then the appropriate analysis ensues. Most of the 
research designs for the within-subjects approach require the repeated­
measures ANOVA (RM ANOVA). If the general assumptions are not met 
(e.g., normality and sphericity), which they rarely are, then a strong alterna­
tive analysis is the MANOVA (see O'Brien & Kaiser, 1995). If multiple depen­
dent variables are included, then the multivariate versions should be used 
anyway (MANOVA), and in some cases, the hierarchical linear model (HLM) 
can be applied. Data screening is paramount for this approach to determine 
the level of association that exists between the dependent variables. 

Why repeated-measures analysis? If a research question calls for the 
examination and collection of data points over time, then the RM ANOVA 
is applied to either (a) assess changes in statistical values over three or 
more time points or Cb) assess the differences in statistLc.al yaJues within 
three or more conditions. The RM ANOVA is an extension of the depen­
dent-samples t test, sometimes referred to as the within-subject ANOVA. 

REPEATED-MEASURES ASSUMPTIONS 

1. Multivariate Normality-If data are normal, Jhen proceed to the paramet­
ric analysis. If data are not normal, then proceed to the nonparametric 
procedure. 

2. Sphericity or Circularity-See options within each analysis to determine 
sphericity and compound symmetry. If sphericity is violated, ttren altema­
~ve analysis should be used, such as MANOVA or an adjusted univariate 

(see Randall, R: R., & Barcikowskf, 1987). 

dence-lt is during the data collection procedures thafindepen­
secured. 
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Example El Pre- and Posttest Control Group Design 

A researcher is interested in examining the impact of a behavioral­
therapy intervention on levels of depression in patients who are clinically 
depressed. The behavioral-therapy intervention to be used is an established 
approach and requires the patient to participate in a total of nine treatment 
sessions over a 3-week period. In order to assess the impact of the interven­
tion, one group will receive the therapy, and the second group will receive 
therapeutic attention and will be considered an attention-control group. 
They will be assessed before and immediately following the intervention. 
A nonprobability purposive sampling technique will be used to identify 100 
patients diagnosed with clinical depression and then will be randomly 
assigned to either the treatment or control group. 

General Research Question: To what extent do those who receive the 
treatment (Group 1) differ from those who do not receive treatment 
(Group 2) on their outcome (DV: continuous data)? 

Grouping Variable (2 levels): One IV and one control group = Group 1 
receives treatment (behavioral therapy), and Group 2 receives no treatment 
(attention-control group). 

DV: Continuous (BDI) 

Croup 

2 

Pretest 

o, 

o, 

Treatment Posttest 

X 

Time~ 

Note: Random assignment to conditions must be used to qualify as experimental research. 
If no random assignment was used, then this is not the appropriate analysis (see reliability­
corrected ANCOVAs for nonequivalent group designs or quasi-experimental research). 

Design: Experimental re~earch\ising a between-subjects approach with a 
pre- and posttest control group design 

Null Hypothesis: The adjusted population means for all groups are equal. 
In this example, H0: µ1 = µ2 or the adjusted means of Groups 1 and 2 are 
equivalent. 
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Statistic: Analysis of Covariance (ANCOVA) 

Statistical Power: Utilize G*Power Data Analysis 

Note: The ANCOVA adjusts the posttest means to what they would be if 
all groups were equivalent on the covariate (the pretest) and at the grand 
mean (the mean of the means). 

Specific Research Question: To what extent do those who receive 
behavioral therapy differ from those who do not receive behavioral therapy 
on their depression scores? 

Null Hypothesis: There is no difference in the scores on the Beck's 
Depression Inventory (BDI) for those who did receive behavioral therapy 
compared to those who did not receive behavioral therapy. 

Group Assignment Pretest Treatment Posttest 

1 (n = 50) 
R BDI 

Behavioral 
BDI 

Therapy 

2 (n = 50) R BDI - BDI 

Additional Notes: In this particular example, we will assume the control 
group is an attention control group, and the behavioral therapy intervention 
is delivered via established approaches with the use of a manipulation 
check to enhance design controls (i.e., manipulation and elimination). 

, DATA ENTRY 

See data set for this partict.dar example for ao understanding oo ho't{to set up 
Variables in Variable view and oow to er.ter data into SPSS fur the between· 
subjects approacn and pre-and posttest desigps, 

+ COMMAND PROMPTS FOR SPSS 

Data titled PrePostControl.sav 

Homogeneity of Variances and Descriptives for Pretest 
Data 

Analyze ~ Compare Means ~ One-Way ANOVA 
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Select Options, then select Homogeneity of variance tests, and Descriptive. 

Ancova Including Effect 
Size and Parameter Estimates 

Analyze ~ General Linear Model ~ Univariate 
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Select Options then select Estimates of effect size, Observed power, 
Parameter estimates, and Descriptive. 

Once the preliminary analysis is conducted, then go back and include 
the following: 

Homogeneity of the Coefficients for the Pretest 

Select Model from Univariate box and carryover pretest and the 
group, then highlight both group and pretest, then click Interaction from 
Build Term(s) menu and click arrow to carryover to Model. 

Note: The main analysis is conducted without the Custom option selected in the Specify Model 
box. 

Results 

An ANCOVA was run to compare the mean BDI scores for participants 
who received behavioral therapy and those who received no treatment. 
Preliminary analysis revealed that the scores on the pretest measures were 
normally distributed. The Levene statistic on the pretest scores revealed 
nonsignificance F(l, 98) = .221, p > .639, indicating homogeneity of vari­
ances (i.e., equal variances between the groups). Further, the interaction for 
the group assignment and pretest measures was not significant (p = .791), 



Test of Homogeneity ol'Varlances 

rete 

-

Levene 
Statistic 

.221 

treatment group 
control group 
Total 

group•pretsst 
Error 
Tolal 
Corrected Total 

df1 

4138 
5629.120 

75376.000 
6417.240 

1 

" 100 
99 

df2 
98 

4.136 

58..637 

--

071 

Note: These are the results from running the Custom option in the Mode I unction. 
Discard the remainder of the results, and run the main analysis again by selectin 
the Full factorial function. 

TestsOf~Effacts 

df Means uar! F Si . 
391.9112 6.750 .002 

2678.215 45.117 
p""8st 22.224 22.22,4 .383 
group 783.982 1 763.982 13.500 
Error 5633.256 97 58075 
Total 75376.000 100 
Corrected Total 6417.240 99 

a. R8quared= .122 (,'djustedR Squared= 104) 

b. computid u~lng alpha= .as 

Parameter Estlmales 
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Note: These are the results from running the Custom option in the Modeling function. Discard the remainder of the 
results, and run the main analysis again by selecting the Full factorial function. 
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with a negligible effect size (1']2 = .001), which also indicates no substantial 
group differences on the pretest measures (i.e., the homogeneity of regres­
sion assumption is not violated). The differences between the therapy and 
control group were revealed to be statistically significant, R:1, 97) = 13.50, 
p < .05, partial 1']2 = .12. The BDI scores on the pretest for the control group 
were minimally higher (M = 33.72, SD = 5.928) than the posttest scores 
(M = 29.02, SD= 8.64), indicating a minor change. For the treatment group, 
the BDI scores on the pretest were highe~ (M = 31.70, SD= 6.12) than the 
posttest scores (M = 23.50, SD = 6.38), indicating a "medium" effect as 
revealed by the effect size (1']2 = .12). Specifically, the parameter estimates 
indicate that on average individuals who receive the behavioral therapy 
would reduce their depression scores on the BDI by 5.68 points. 

Pre-and Posttest Control Group Design: Validity, Controt and Causal Inferences 

Level Explanation 

lnte~nal Validity-Threat is (hlgh t) (medium ~) (low ,I..} 

History t Inclusion of pretest 

Maturation t Inclusion of pretest 

Testing t Inclusion of pretest 

Instrumentation .J, The instrument did not change between pre- and 
posttest 

Statistical regression ~ Random assignment applied 

Attrition .J, No participants dropped out following the pretest 

Selection bias ,I.. Random assignment applied 

Combination of selection and other ,I.. Random assignment and independent groups 
treatments 

Diffusion .J, Conditions are independent 

Special treatment ,I.. No-contact control group 

Sequencing effects n/a Between-subjects approach 

Statistical Condusion\talidity ........ Threat is (hight) (medium ~1 (low .J,) 

Low statistical power .J, Adequate sample size 

Assumption violation of statistical .J, Normality, homogeneity of variance, independence, 
tests linear relationship between post- and pretest 

confirmed 

Error rate problem .J, Single primary analysis used 
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Restriction of range ,!. Treatment and control conditions 

Extraneous variance in the B Strong levels of design control implemented 
experimental setting 

Inaccurate effect size estimation ,!. One-way ANCOVA is the most appropriate analysis 

Variability in procedures ,!. Strong levels of design control implemented 

Subject heterogeneity ,!. Random selection and random assignment 

Unreliability of the measures ,!. BDI maintains adequate psychometric properties 

Multiple comparisons and error ,!. Single dependent variable and one primary analysis 
rates used 

Control-Design alld statistical control is {strong ffl) (medium ff) (weak t) 

Manipulation ffl Established therapeutic approach w/ manipulation 
check 

Elimination ffl Established therapeutic approach w/ manipulation 
check 

Inclusion ffl Multiple groups compared (included treatment and 
control) 

Group or condition assignment ffl Random assignment 

Statistical procedures ff Pretest entered as covariates 

Cause ~nu Effed--Cause--effect deteumnati'(lli ~;~~~~~i,utn ff) (w,eak t) 

Covariation ffl Strong controls and minimal threats to internal and 
statistical conclusion validity 

Temporal precedence ffl Strong controls and minimal threats to internal and 
statistical conclusion validity 

No plausible alternative ff Covariation and temporal precedence soundly 
explanations confirmed, but replicable results· should be obtained 

over time 

Note: All threats are not created equal. Threats to construct and external validity should also be considered. 

Example E2 2-Factor Pre- and Posttest Design 
. ~ ' . 

A "researcher is interested in determining the effectiveness of two dif­
ferent interventions on emotional intelligence for children in middle school. 
The first intervention is an established in-class social-skills training and 
includes a protocol for implementation. The second intervention is a par­
ent-centered intervention and requires the parents to be trained on how to 
nurture and improve emotional intelligence in their children. Each program 
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is design to cover a 4-week span. A nonprobability purposive sampling 
technique will be used to identify 80 middle school children. They will then 
be randomly assigned to one of two treatment conditions. Both interven­
tions will follow an established standardized protocol for implementation 
and will use manipulation checks to ensure the programs are implemented 
as intended to ensure the integrity of various design controls (e.g., manipu­
lation and elimination). 

General Research Question: To what extent do those who receive 
Treatment A (Group 1) differ from those who receive Treatment B (Group 2) 
on their outcome (DV: continuous data)? 

Grouping Variable (2 levels): Two IVs= Group 1 receives Treatment A On­
class social skills trainings) and Group 2 receives Treatment B (parent­
centered EQ training) 

DV: Continuous (EQ-i) 

Group 

2 

Pretest 

o, 

o, 

Treatment Posttest 

Time~ 

Note: Random assignment to conditions must be used to qualify as experimental research. If 
no random assignment was used, then this is not the appropriate analysis (see reliability-cor­
rected ANCOVAs for nonequivalent group designs or quasi-experimental research). 

Design: Experimental research using a between-subjects approach with a 
2-factor pre- and posttest design 

Null Hypothesis: The adjusted population means for all groups are equal. 
In this example, H0: µ1 = µ2 or the adjusted means of Groups 1 and 2 are 
equivalent. 

Statistic: Gain Score Analysis (GSA; independent t test) 

Statistical Power: Utilize G*Power Data Analysis 
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Specific Research Question: To what extent do those who receive the 
in-class social-skills training differ from those who receive parent-centered 
EQ training on their emotional intelligence? 

Null Hypothesis: There is no difference in the scores on the Emotional 
Intelligence test (BarOn EQ-i) for those who receive the in-class social-skills 
training compared to those who receive the parent-centered EQ training. 

Croup Assignment Pretest Treatment Posttest 

1 (n = 40) R EQ-i In-class social skills training EQ-i 

2 (n = 40) R EQ-i Parent-centered EQ training EQ-i 

A gain score analysis (GSA) is used for the following example. A GSA 
should only be used if random assignment is utilized, thus assuming each 
group (condition) is considered probabilistically "equivalent." However, 
based on theoretical considerations, an ANCOVA can also be applied. 
See the previous example for details on how to apply an ANCOVA, as the 
procedures are the same. 

See data S<rtif 
variables in Vari 
subjects approach arm 

Data titled 2-factorPrePosttest.sav 

Independent sampies t lest 

COMMAND PROMPTS FOR SPSS t 

Analyze ~ Compare Means ~ Independent Samples t Test 

Note: Create a column in Excel titled GSA, which are the gain scores (posttest 
minus the,pretest). 
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Descriptive Statistics 
for the Pre- and Posttest Scores 

Analyze ~ Compare Means ~ Means 

Point Biserial Correlation Coefficient (Effect Size) 

Graph ~ Legacy Dialogues ~ Scatter/Dot ~ Simple Scatter 
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Note: To run the r pb, select Analyze ~ Correlate ~ Bivariate, and in the Variables box enter CSA and group. 

~:..':i"'"""' 
~~~':,'anmoot 

Treatment!\ Mean 
N 

Treatments Mean 
N 

Total Mean 
N 
Std.06\llaUon 

• 

96.0625 

80 
5.72656 
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Effect Size 

SPSS does not provide a specific effect size calculation for the indepen­
dent samples t test. The appropriate formula for the independent samples 
t test is the Cohen's d, which uses the pooled standard deviation and is also 
known as Hedges' g. 

J.x\ - xzJ 
d=-;:::====== 

Crli - l)s; + (n 2 - l)s; 

rli+rlz-2 

Cohen's d 

d = .20--''small" effect 

d = .50-"medium" effect 

d ""' .80--''large" effect 

d = ---.===14=·=3-=8=·=57=5=== = 5.725 = 0.5466 = .55 
(39)(9.661)2 + (39)(11.229)2 10.474 

40+40-2 

The second option for an effect size calculation for the independent 
samples t test is the point biserial correlation. 

0 
40.00 

0 
___ , --~""-

0 
0 § 
8 

8 
20.00 i 0 c:( 

en 
I C, g 

ij 

I 0.00 ij 
0 

0 

R2 Linear = 0.071 

-20.00 0 

1.00 1.20 1.40 1.60 1.80 2.00 

Group 

Note: Double click on the chart in SPSS output, and then click on "Add Fit Line at Total" to get 
the regression line and R2 value. 
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Results 

An independent samples t test was used to compare the gain scores 
on the Baron EQ-i test for participants who received in-class social skills 
training and those who received parent-centered EQ training. The differ­
ence between the two conditions were found to be statistically significant 
t(78) = 2.44, p < .017. These findings indicate that individuals who 
received in-class social skills training (Treatment A) on average scored 
higher (M= 14.3, SD= 9.66) than those who received the parent-centered 
EQ (Treatment B) (M = 8.57, .SD= 11.22). The Mean difference between 
the two groups 'was 5.73. The effect size calculation revealed a "medium" 
effect (d = .55). In addition, the point biserial correlation revealed a 
"medium" effect (rpb = -.27; R2 = -.071). 

rm; and Causal inferences 

Explanation 

Internal Validity-Threat is {high 'h {me<(~" 

History t Inclusion of pretest 

Maturation t Inclusion of pretest 

Testing t Inclusion of pretest 

Instrumentation t The instrument did not change between pre- and posttest 

Statistical regression ~ Random assignment applied 

Attrition t No participants dropped out following the pretest 

Selection bias t Random assignment applied 

Combination of selection and t Random assignment and independent groups 
other treatments 

Diffusion t Conditions are independent 

Special treatment t Independent treatment conditions 

Sequencing effects n/a Between-subje.cts approach 

Low statistical power 

Assumption violation of 
statistical tests 

Error rate problem 

Restriction of range 

Adequate sample size 

Normality, homogeneity of variance, and independence 
confirmed 

Single primary analysis used 

Distinct treatment conditions 

(Continued) 
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(Continued) 

Extraneous variance in the B Strong levels of design control implemented 
experimental setting 

Inaccurate effect size B GSA does not adjust for pretest differences 
estimation 

Variability in procedures ,!. Strong levels of design control implemented 

Subject heterogeneity ,!. Random selection and random assignment 

Unreliability of the measures ,!. EQ-i maintains adequate psychometric properties 

Multiple comparisons and ,!. Single dependent variable and one primary analysis used 
error rates 

Control-Design and statisttcal control is {strong ffi} (medium ff) (weak !l 

Manipulation ffl Established therapeutic approaches w/ manipulation check 

Elimination m Established therapeutic approaches w/ manipulation check 

Inclusion m Multiple groups compared (two treatment conditions) 

Group or condition m Random assignment 
assignment 

Statistical procedures tt Gain scores established (posttest minus pretest) 
s 

Cause and Effect-Cause-effect determination is (strong ffl) (tnedrum 'ff} (weak 'I') 

Covariation m Strong controls and minimal threats to internal and 
statistical conclusion validity 

Temporal precedence m Strong controls and minimal threats to internal and 
statistical conclusion validity 

Nq plausible alternative tt Covariation and temporal precedence soundly confirmed, 
explanations but replicable results should be obtained over time 

Note: All threats are not created equal. Threats to construct and external validity should also be considered. 

Example E3 2-Factor Pre- and Double-Posttest Design 

A researcher is interested in comparing the residual or lasting effects of 
two different types of therapy on perceived ability to "function" in patients 
who have recently undergone chemotherapy. Treatment A is a biofeedback 
(BFB) thera:p)'. and will be implemented over the course of 6 weeks. 
Treatment B is a yoga program specifically designed for cancer patients and 
will also be implemented over a 6-week span. Through the use of a 
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nonprobability purposive sampling technique, a total of 50 participants 
have been identified who have recently received their first rounds of che­
motherapy and will be randomly assigned to one of the two conditions. 
Both interventions will follow an established standardized protocol for 
implementation and will use manipulation checks to ensure the programs 
are implemented as intended to ensure the integrity of various design con­
trols (e.g., manipulation and elimination). 

General Research Question: To what extent do those who receive 
Treatment A (Group 1) differ from those who receive Treatment B (Group 
2) on their outcome (DV: continuous data) measured over time? 

Grouping Variable (2 levels): One IV and one control group = Group 1 
receives Treatment A (biofeedback therapy) and Group 2 receives 
Treatment B (yoga) 

DV: Continuous (QOLFS) 

Group 

2 

Pretest 

o, 
o, 

Treatment 

Time.,. 

Posttest1 Posttest2 

Note: Although this design is listed under the within-subjects approach, the between­
subjects differences are just as relevant to the study as the within-subject variances. Any 
number of posttests and factors can be included, based on theoretical and logistical 
considerations. 

Design: Experimental research using a mixed-subjects (between and 
within) approach with a 2-factor pre- and double posttest design 

Null Hypothesis: The adjusted population means for both groups are 
equal. In this example, H0: µ1 =s, µ2 and µ3 = µ4 or t~e adjusted means of 
Groups 1 and 2 are equivalent. 

Statistic: Repeated Measures Analysis of Variance (RM-ANOVA) 

Statistical Power: Utilize G*Power Data Analysis 
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Specific Research Question: To what extent do those who receive bio­
feedback therapy differ from those who attend yoga therapy on their levels 
of perceived functioning over time? 

Null Hypothesis: Over time, there is no difference in the scores on the 
Quality of Life Functioning Scale (QOLFS) for those who received bio­
feedback therapy compared to those who participated in the yoga 
program. 

Group Assignment Pretest Treatment Posttest1 Posttest2 

1 (n = 25) R QOLFS BFB QOLFS QOLFS 
therapy 

2 (n = 25) R QOLFS Yoga QOLFS QOLFS 

Note: The general premise for including a follow-up posttest is to examine the lasting effects of 
the therapies. The decision to consider at what time points the posttests are taken should be 
considered , based on theoretical and logistical tenants. 

DATA ENTRY 

See data set for this particular example for an understanding on how to set 
up Variables in Variable view and how to enter data into SPSS for the within­
subjects approach. 

+ COMMAND PROMPTS FOR SPSS 

Data titled Predoublepost.sav 

RMANOVA 

Analyze ~ General Linear Models ~ Repeated Measures 
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Factors: 
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An RM ANOVA was run to examine the differences and lasting effects 
between BFB therapy and a yoga program on perc eived functionality. 
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Preliminary analysis revealed that the scores maintained a multivariate nor­
mality (Box's M = 3.4, p = .787), and the sphericity assumption was upheld 
(Mauchly's Test = .977, p = .584). The within-subject analysis revealed that 
there was a significant main effect for time, F(2, 96) = 81.1,p = .000, partial 
112 = .573 indicating that the mean percentage over time, across both condi­
tions, was not the same. In addition, there was a significant Group x time 
interaction F(2, 96) = 15.64, p = .000, partial 112 = .205, revealing that the 
mean differences over time depended whether one was in the BFB or yoga 
condition. The test of within-subject contrasts for linearity revealed statisti­
cal significance for time, as well as Group x Time, indicating that both types 
of therapy improved linearly over time, but the improvement was contin­
gent on the type of therapy. However, the quadratic component was also 
significant, suggesting a "leveling" off after the second time point. The 
Bonferroni pairwise comparisons indicated statistical significance (p < .001) 
for both therapies from Time Point 1 to 2; however, the difference between 
Time Points 2 and 3 for both therapies were found to be nonsignificant. 

2-Factor Pr:~-and Double Posttest Design: Validity, Control, and Causal Inferences 

Level Explanation 

Internal Validity-Threat is" (hight) (medium#) (low-!-) 

History t Inclusion of pretest 

Maturation t Inclusion of pretest -

Testing t Inclusion of pretest 

Instrumentation ,!, The instrument did not change between pre- and posttests 

Statistical regression tt Random assignment applied 

Attrition tt Length of time between measures 

Selection bias ,!, Random assignment applied 

Combination of selection and t Random assignment and independent groups 
other treatments 

Diffusion t Conditions are independent ' 

Special treatment t Independent treatment conditions 

_Sequencing effects n/a Each group was exposed to only one condition 

Statistical Conclusion Validity-Threat is (~igh t) (medium tt) {low 4-) 
Low statistical power t Adequate sample size 

Assumption violation of t Multivariate normality, sphericity, and independence 
statistical tests confirmed 
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2-Fact'!r Pre-and Double Postt~st Design: Validity, Control, and Ca~f'lnier~~ 
Level Explanation 

Error rate problem .j, Single primary analysis used 

Restriction of range .j, Distinct treatment conditions 

Extraneous variance in the .j, Strong levels of design control implemented 
experimental setting 

Inaccurate effect size .j, RM ANOVA is the most appropriate analysis for this 
estimation design 

Variability in procedures .j, Strong levels of design control implemented 

Subject heterogeneity .j, Random assignment 

Unreliability of the measures .j, QOLFS maintains adequate psychometric properties 

Multiple comparisons and error ,I, Single dependent variable and one primary analysis used 
rates 

ffi 

<;:ontrol-Design and statistical controt is (strong ffl} (medium ff) (weak t) 

Manipulation ffl Established programs w/ manipulation check 

Elimination ffl Established programs w/ manipulation check 

Inclusion ffl Multiple groups compared (two treatment conditions) 

Group or condition assignment ffl Random assignment 

Statistical procedures n/a Data were not altered 

Cause and Effect-Cause-effect determination is (strong ffl) (medium ffj {weak t) 

Covariation ffl Strong controls and minimal threats to internal and 
statistical conclusion validity 

Temporal precedence ffl Strong controls and minimal threats to internal and 
statistical conclusion validity 

No plausible alternative tt Covariation and temporal precedence soundly confirmed, 
explanations but replicable results should be obtained over time 

The between-subject analysis revealed a statistically significant differ­
ence between the groups-F(l, 4~) = 50.56,p = .000. The effect size revealed 
there was a substantial difference between the groups (partial 112 = .513), 
indicating the BFB therapy produced stronger effects. The estimated mar­
ginal mean illustrates the change over time and that the initial measurement 
(pretest) was sirular for the BFB group (M = 3.88, SD = 1.26) and the yoga 
group (M = 4.04, SD= .978). However, the BFB group evidenced greater 
gains (M = 6.88, SD= .97) in the first posttest than the yoga group (M = 4.92, 
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SD= 1.11), and the differences were maintained in the follow-up test for the 
BFB group (M = 7.12, SD= .97) and the yoga group (M = 5.60, SD= 1.08). 

Example E4 3-Factor Crossover Design 

A military psychologist is interested in testing the effects of stress on 
reaction time in soldiers. The psychologist devised three different stress 
conditions (high, medium, and low) but only had access to six subjects. 
Therefore, each soldier will be exposed to each of the stress conditions and 
tested for simple reaction time (RT) following exposure to stress. The order 
of the conditions will be counterbalanced to control for sequencing effects. 
The high-stress condition will be labeled as A, the medium-stress condition 
will be labeled as B, and the low-stress condition will labeled as C. All three 
conditions will follow an established standardized protocol for implementa­
tion and will use manipulation checks to ensure the stress conditions are 
implemented as intended to ensure the integrity of various design controls 
(e.g., manipulation and elimination). 

General Research Question: What are the effects of three different condi­
tions (A, B, and C) on outcome (DV: continuous data)? 

Grouping Variable (3 levels): One IV at three levels-A (High), B (Medium), 
and C (Low) 

DV: Continuous (reaction thp.e) 

Subject Condition Test Condition Test Condition Test 

XA 01 XB 02 Xe 03 

2 XB 01 Xe 02 XA 03 

3 Xe o, XA 02 XB 03 

4 Xe o, XB 02 XA 03 

5 XA o, Xe 02 XB 03 

6 XB o, XA 02 Xe 03 

lime~ 

Note: Any number of posttests and factors can be included, based on theoretical and logistical 
considerations. 
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Design: Experimental research using a within-subjects approach with a 
3-factor crossover design 

Null Hypothesis: The adjusted population means for all conditions are 
equal. In this example, H0: µ1 = µ2 and µ3 or the adjusted means of each 
condition are equivalent. 

Statistic: One-Way Within-Subjects Analysis of Variance (RM ANOVA) 

Statistical Power: Utilize G*Power Data Analysis 

Specific Research Question: What are the effects of varying levels of 
stress on simple reaction time as measured in milliseconds? 

Null Hypothesis: There is no difference in the reaction times (RD 
between the high-, medium-, and low-stress conditions. 

Subject Condition Test Condition Test Condition Test 

High RT Medium RT Low RT 

2 Medium RT Low RT High RT 

3 Low RT High RT Medium RT 

4 Low RT Medium RT High RT 

5 High RT Low RT Medium RT 

6 Medium RT High RT Low RT 

Time._ 

Note: The decision to consider when a subject is exposed to subsequent conditions should be 
considered, based on theoretical and logistical tenants (i.e., washout period). 

• ~ 

DATA ENTRY 

See data set for this particular example for an understanding on how to set 
up Variables in Variable view and how to enter data into SPSS for the within­
subjects approach. 
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+ COMMAND PROMPTS FOR SPSS 

Data titled 3Jactorcrossover.sav 
RMANOVA 

Analyze ~ General Linear Models ~ Repeated Measures 

'-ii] RT 

ii-» 
~ 

I 

........ 

1

, .... ,. SUlljotllF-r 

,~ I --



Results 
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IEI ~ l8lmallle bldlarJ 
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Select Bonfemri In 
drop-down menu. 

An RM ANOVA was run to examine the differences between three dif­
ferent levels of stress (high , medium, and low), and simp le reaction time 
was measured in milliseconds. Preliminary analysis revealed that the sphe­
ricity assumption was upheld (Mauchly's test = .732, p = .693). The within­
subject analysis revealed that there was a significant effect, A_2, 10) = 336.94, 
p = .000, partial 112 = .985, indicating that the mean differences across condi­
tions were not the same . The test of within-subject contrasts for linearity 
revealed statistical signiwcanc~(p = .000) for stress level, indicating that 
reaction time linearly increases from low to medium to the high condition. 
However, the quadratic component was not significant (p = .763), suggest­
ing that the stress levels do not tend to level off between conditions. The 
Bonferroni pairwise comparisons indicated statistical significance (p < .001) 
between every stress level condition. The effect size revealed there was a 
strong effect between the conditions (partial 112 = .985), indicating the 
amount of stress induced substantially impacted reaction time. The 
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DHc:r"""" SI-• 

Mnsure : RT 

Mtasur, : RT 

Streu _L!'Y8l 

Mean 
high 406 .5000 

medium 301 .8333 

low 200.6667 

Appror. Chl-
Mauthln;W Square 

SpheritityAl1um1d 

rHnhouse- elner 
Hu,nt..Feldl 

Lower-bound 

Enor{Strns _L.rre!) SpherlcityAssumad 

lllusure · RT 

S1ta11_Level 

Error!Stress_LeveO 

GrHnhousa-O t lsser 

Huynh-Feldt 

Lower-bound 

Typ&111Sum 

I Linear 

Quadratic 

Linear 

Quadratic 

of Squares 

127102.083 

12.250 

1281.411 

1504.1117 

Std. Deviation 

1J.e1984 

10.72225 

9.64711 

" Mun Square 

1271D2.083 

12.250 

250.283 

120.Sl!IJ -'--Measure· RT 

Mean 

m-- ,_., ,o----
mrrerenee (I-

J) Stet Error Sig.~ 

10UU57 7.894 .ODO 

205.833° 9.243 .000 

-104.667 7.894 .DOD 

101 .167° 6.395 .ODD 

-205.833 9.243 .ODD 

·101.167 6.395 ODD 

Based on estimated marginal means 

•. The mean difference Is slgniftcant at the .05 level. 

N 

PaltialEta 
Sig. Squared 

495.9,t.t ODO .91i10 

.101 .763 .020 

95.,Confldencelntervalfor 
Ollferanca11 

Lower Bound Upper Bound 

76.769 132.564 

173 .169 238.498 

-132 .564 -715.789 

78.566 123.767 

-23B.49B -173.169 

-123.767 -79.!566 

descriptive statistics further illustrate the point, revealing that the low-stress 
condition turned out the fastest reaction times (M = 200.67, SD= 9.64), while 
medium stress was still faster (M = 301.83, SD = 10.72) than the high- stress 
condition (M = 406.50, SD = 13.61). 

3-Factor Crossover Design: Validity, Control, and Causal Inferences 

Level Explanation 

validity-Threat is (high t) (medi~m ~) (low J..) 
History t Multipl e measures taken over time 

Maturation t Mult iple measures taken over time 
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3-Factor Crossover Design: Validity, Control, and Causal Inferences 

Level Explanation 
""" -

Internal Validity-Threat is (hight) (medium++) (low J.) 
" 

Testing t Multiple measures taken over time 

Instrumentation J. Measures stayed the same throughout 

Statistical regression tt Random assignment applied 

Attrition tt Length of time between measures 

Selection bias J. Conditions were randomly counterbalanced 

Combination of selection and tt Each subject was exposed to all three conditions 
other treatments 

Diffusion tt Participation in one condition can affect the other 

Special treatment J. All conditions were administered following the protocols 

Sequencing effects tt Conditions were counterbalanced 

Statistical Conclusion Validity-Threat is (high t) (medium++) (low J.) 
Low statistical power tt Small sample size but multiple measures taken over time 

Assumption violation of J. Sphericity and independence confirmed 
statistical tests 

Error rate problem J. Single primary analysis used 

Restriction of range J. Distinct treatment conditions 

Extraneous variance in the J. Strong levels of design control implemented 
experimental setting 

Inaccurate effect size estimation J. RM ANOVA is the most appropriate analysis for this 
design 

Variability in procedures J. Strong levels of design control implemented 

Subject heterogeneity tt Subjects share likenesses 

Unreliability of the measures J. Simple reaction time measured electronically w/o error 

Multiple comparisons and error J. Single dependent variable and one primary analysis used 
rates 

Control-Design and statistical control is (strong ffl) (medium tt) (weak t) 

Manipulation m Established protocol w/ manipulation check 

Elimination i,m Established protocol w/ manipulation check 

Inclusion m Three conditions included 

Group or condition assignment m Counterbalanced conditions 

Statistical procedures n/a Data were not altered 

(Continued) 
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(Continued) 

3-factor Crossover Design: Validity, Control, and Causal Inferences ,, 

Level Explanation 

Cause and Effect-Cause-effect determination is (strongffl) (medium tt) (weak f') 

Covariation tt Strong controls and medium threats to internal and 
statistical conclusion validity 

Temporal precedence tt Strong controls and medium threats to internal and 
statistical conclusion validity 

No plausible alternative tt Covariation and temporal precedence confirmed, but 
explanations replicable results should be obtained over time 

Example ES 3 x 3 Latin-Square Design 

A sport psychologist is interested in testing the performance of dif­
ferent types of golf putters while controlling for varying levels of putt 
difficulty and anxiety. He will carry out this experiment by designing a 
basic 3 x 3 Latin-square design. The design will include the primary fac­
tor, which is putter type. The 'three types of putters are blade, mallet, 
and a futuristic. Manipulation will be the design control used for the two 
nuisance (blocking) factors of anxiety and putt difficulty; each will be 
separated into three levels. A high, medium, and low anxiety condition 
will be combined with easy, medium, and hard putting conditions while 
testing one of the three different types of putters. Performance will 
be measured as the radial distance the ball lands from the hole and will 
be measured in centimeters. A total of 27 high-level golfers will be 
identified and then will be randomly assigned to one of the three 
conditions. 

General Research Question: What are the effects of primary factory (IV: 
categorical at p levels) on outcome (DV: continuous data) while controlling 
for blocking factor 1 (IV: categorical at p levels) and blocking factor 2 (IV: 
categorical at p levels)? 

Grouping Variable: Three IVs each with three levels (2 blocking factors and 
1 primary factor); k = 3 factors; L1 (Block) = 3 levels; L2 (I3lock) = 3 levels; 
L3 (Primary) = 3 levels 

DV: Continuous (centimeters [radial distance from the hole]) 



Appendix E + 285 

3 x 3 Latin-Square Design 

Blocking Factor 2 

Group Blocking Factor 7 Level 7 Level 2 Level 3 

Level 1 A B C 

2 Level 2 C A B 

3 Level 3 B C A 

Note: An important design assumption for the Latin-square design is that there is no interaction 
between the procedural factors as well as the primary factor because not all combinations of 
the levels of each factor are tested (i.e., interaction effects cannot be analyzed); however, inter­
actions commonly occur between psychologically related constructs, which explains why this 
design is typically not applied in education and the social and behavioral sciences. 

Design: Experimental research using a between-subjects approach with a 
3 x 3 Latin-square design 

Null Hypothesis: The adjusted population means for all groups are equal. 
In this example, H0: t1 = t 2 = ... = tP = 0 or H0 : '[ 1 = 0. 

Statistic: General Linear Models One-Way Between-Subjects ANOVA 

Statistical Power: The number of levels of the two blocking factors is 
multiplied to determine the number of runs or number of participants 
required for each condition. 

Specific Research Question: What are the effects of golf putter type on 
performance when controlling for levels of anxiety and putt difficulty? 

Null Hypothesis: There is no difference in performance between the dif­
ferent levels of putt difficulty. There is no difference in performance 
between the different levels of anxiety. There is no difference in perfor­
mance between the different types of putters. 

k = 3 factors (2 blocking factors and 1 primary factor) 

L
1 

(Block) = Anxiety-(3 lev\ls)-High, Medium, .Low 

L
2 

(Block) = Putt Difficulty (3 levels)-Easy, Medium, Hard 

L
3 

(Primary) = Putter Type (3 levels)-Blade, Mallet, Futuristic 

n = 9 subjects per condition (number of levels of the 2 blocking factors 
are multiplied to determine the number of runs or number of partici­
pants, 31 * 32 = 9) 



286 + AN APPLIED GUIDE TO RESEARCH DESIGNS 

Putt Difficulty 

Croup Anxiety Easy Medium Hard 

1 (n = 9) High A (Blade) B (Mallet) C (Futuristic) 

2 (n = 9) Medium C (Futuristic) A (Blade) B (Mallet) 

3 (n = 9) Low B (Mallet) C (Futuristic) A (Blade) 

Note: Sequencing effects are a major threat to internal validity with this design. Therefore, based 
on theoretical and logistical considerations, a certain amount of time should elapse between 
conditions (i.e., a "washout " period). Also, not every combination of levels for putt difficulty, anxi­
ety, and type of putter are tested; hence, this design is referred to as a fractional factorial design. 
A complet e factorial design would be a 3 x 3 x 3 design to correct for this; however, it would 
require 27 cells (as opposed to the current nine cells), which may not be feasible due to cost, time, 
and access to participants . Another alternative to testing all combinations is to run a repeated 
Latin square to include all combinations of levels for each factor and is presented in Appendix A. 

DATA ENTRY 

See data set for this particular example for an understanding on how to set up 
Variables in Variable view and how to enter data into SPSS for the Latin-square 
design. 

t COMMAND PROMPTS FOR SPSS 

Note: Select Options , then Estimates of Effect Size and Descriptives. 



Data titled 3x3Latinsquare .sav 
ONE-WAY ANOVA 
Analyze ~ General Linear Model ~ Univariate 
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~Add.and 
• Continue. 

Results 

~ X 
L_:_1~ ;1if,i/ ~ ~ "'""' ~-

Fadors: 
Anxiety 
OiliaJlty 
Pulter_Type 

-
A general linear model one-way ANOVA was run to examine the dif­

ferences in performance for three different types of putters across various 
anxiety and putt-difficulty conditions . The between-subjects analysis 
revealed the differences between the anxiety conditions were statistically 
significant F(2, 74) = 164.87, p = .000, partial TJ2 = .817,as well as for putt 
difficulty F(2, 74) = 793.17, p = .000, partial T]2 = .955. The difference 
between the types of putters was also significant F(2 , 74) = 43.50 , p = .000, 
partial T]2 = .54. The pairwise comparisons indicated statistical significance 
(p < .001) between every anxiety and putt-difficulty condition. However, 
the difference between the blade and futuristic putter was not significant 
(p = .68). When considering the results from the harmonic Mean sample 
size (N = 27), the observed Means indicated the largest differences in per­
formance were related to putt difficulty (easy M = 2.3; medium M = ll .8; 
hard M = 24.8) . The differences between the anxiety conditions were less 
substantial (low M = 8.3; medium M = 12.1; high M = 18.5) and even less 
so for the different types of putters (blade M = ll .2; futuristic M = ll.7 ; 
mallet M = 16.0). 



Oependen1\/ariable· Ptrtorm1nce 

Type Ill Sum ....... OfSquares di Mean Square 

Corrected Modal 8742.815' 1457.138 

lnttrc1pt 1]585 .1!18 1]585 .1!18 ... .., UJ!il .210 711.505 

Difficulty 612).877 3411Ul 8 

Putter_Type 379.128 189.BH .... 322.1188 " 4.385 

TOlal 221151.000 B1 

co rrute dTota l !1085.802 80 

a. R Squared= .!i184 ~Justed R 8quar1d = .!il61) 

Oependen1Yarlabte: PelfOrmance 
TUktyH SO 
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Sig. Squared 

333.8411 000 .!184 

]112 .517 .DOD .!177 

111U81 .000 .817 

7U11!1B 000 .!155 

43.500 .DOD .540 

Mean 95'!1lConfldence1n11M1I 
Difference 0. ···~-·-·~- J) Std. Error Sig. Lower Bound Upper Bound 

High Medium 8.]704 .56860 .DOD 5.0104 7.730] 

Low 10.2222 .58860 .DOD 8.8823 11.5822 

Medium High ·11.3704 .558110 000 -7.730] -5.D104 

LOW 3.9519' 5881!10 .ODO :U919 5.2119 

Low High ·10.2222 .56860 000 -11.5822 -8.81123 

Medium ·3 .851!1 .511860 .ODO -5.2118 -2.4Sl1!il -
Subset 

N , I 2 I 3 
Low 27 '·"" I I Medium 27 12.1111 

High 27 18.4815 

-"-
Ot pendentVlr1able: Performance 
TuktyHSD 

Mean 95'11Confldencelnt1rnl 
Di«.renc,o. 

-o- ... - ,o o- ... - J) std. Error Sig. l.OWlrBound Upper Bound 
e,., Medium •9.5185 .51!18110 .DOD -10.11785 -8.15811 

Hard -22.55511' .5HIIO 000 -23.9155 -2t .t!il511 

M1dium .. ., 11..5185 .56860 .DOD 8.15811 10.8785 

""' -13.0370' .56810 .000 -14.3970 -11.11771 

"'" .. ., 22.5558 .56860 .000 21.1956 23.1155 

Medium 13.037D
0 

.5118110 .000 11.6771 14.3170 -Tukeye···• 

N 1 

Easy 27 2.2593 

lll1dium 21 

Hard 27 

Dependent Variable: P1rtormanu 
TukayHS0 .... 
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J) Std.Error 
-4.8148 .5111150 

fU1LH1dc -.~815 .SHISO 

11111111 Blade 4.8148 .5118MI 
FUIUririt 4.J3JJ' .501150 
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Mallet -4.JJJJ • . 5118110 .DOD -5 .llll:JJ ·2.117]4 

• -~ 
Tukeye· 1•11 

Subnt .. ~ .. ·-- N 1 2 
Blade 27 11.1852 

Futuri1t1c 27 11.6667 

Mallet 27 16.0000 
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Estimated Marginal Means of Performance 
at Difficulty = Hard 
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Easy 

Medium 

Hard 

High Anxiety 

Medium Anxiety 

Mallet 

Putter_ Type 

......... 
"""" ....... 6 

High Blade 

Total 
Me<llum Futunsuc 

Total 

Low Mallet 

Total 

High Mallet 

Total 

Medium Blade 

Total 

Low Futurtstlc 

Total 

High FuturtsHc 
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Medium Mallet 

Total 

Low Blade 

= Total 

Low Anxiety 

Futuristic 

Mean Std. Deviation 
3.5556 .88192 

3,5556 .88192 

1.6667 .70711 

1.6667 .70711 

1.5556 .52705 

1.5556 .52705 

21.8889 1.16667 

21.8889 1.16667 

10.1111 .60093 

10.1111 .60093 

3.3333 .50000 

3.3333 .50000 

30.0000 1.41421 

30.0000 1.41421 

24.5556 1.13039 

24.5556 1.13039 

19.8889 1.45297 

19.8889 1.45297 



Appendix E + 291 

Latin-Square Design: Validity, Control, and Causal Inferences 

Level Explanation 

Internal Validity-Threat is (hight) (medium B) (low -l-J 

History t Multiple measures taken over time 

Maturation t Multiple measures taken over time 

Testing t Multiple measures taken over time 

Instrumentation -J, Measures stayed the same throughout 

Statistical regression B Random assignment applied 

Attrition B Length of time between measures 

Selection bias -J, Conditions were randomly counterbalanced 

Combination of selection and -J, Each subject was exposed to all three conditions 
other treatments 

Diffusion B Participation in one condition can affect the other 

Special treatment -J, All conditions were administered following the protocols 

Sequencing effects t Conditions were counterbalanced but may affect 
performance in the subsequent conditions 

Statistical Conclusion Validity-Threat is {hight) (medium B) (low -l-} 

Low statistical power -J, Adequate sample size 

Assumption violation of B Data were normally distributed, but interaction effects 
statistical tests may be present between variables but were not tested 

Error rate problem i Single primary analysis used 

Restriction of range i Distinct treatment conditions resulted in wide ranges in 
performance 

Extraneous variance in the i Strong levels of design control implemented 
experimental setting 

Inaccurate effect size i ANOVA is the most appropriate analysis for this design 
estimation 

Variability in procedures • i Strong levels of design control implemented . 
Subject heterogeneity B Subjects share likenesses 

Unreliability of the measures i Radial distance measured in centimeters 

Multiple comparisons and i Single dependent variable and one primary analysis 
error rates used 

(Continued) 
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(Continued) 

Latin-Square Design: Validity, Control, and Causal Inferences 

Level Explanation 

Control-Design and statistical control is (strong ffl) (medium ff) (weak t) 

Manipulation ffl Established protocol w/ manipulation check 

Elimination m Established protocol w/ manipulation check 

Inclusion m Multiple conditions included 

Group or condition assignment m Counterbalanced conditions 

Statistical procedures n/a Data were not altered 
" 

Cause and Effect-Cause-effect determination is (strong ffl) (medium ff) (weak t) 

Covariation tt Strong controls and medium threats to internal and 
statistical conclusion validity 

Temporal precedence tt Strong controls and medium threats to internal and 
statistical conclusion validity 

No plausible alternative tt Covariation and temporal precedence confirmed, but 
explanations replicable results should be obtained over time 

Example E6 Wait-List Continuation 
Design (for Random Assignment) 

A pharmacology researcher is interested in the effects of omega-3 oil 
(fish oil) on cholesterol. According to the literature, omega-3 oil has a half­
life (the time it takes to reduce initial concentration by 50%) of approxi­
mately 70 hours. He recruits 3:2 individuals from local clinics who were 
prescreened to have low-density lipoprotein (LDL) levels of 190 (very high) 
and above. LDL is considered bad cholesterol and serves as a good predic­
tor of heart disease and stroke. Participants will be randomly assigned to 
Group 1 (n = 16) or Group 2 (n = 16). On the first day, Group 1 participants 
will have their LDL tested via a lipid panel (0 1 and OJ. Group 1 will receive 
a 3-month supply of omega-3 oil, and participants will be trained how to 
use the supplement daily. Group 2 will receive a 3-month supply of a pla­
cebo (sugar pills). At the 3-month mark, all participants will be tested via 
lipid panel (0 1 and O,i) and if the treatment is effective, the conditions 
will be reversed. Group 2 will then receive a 3-month supply of omega-3 oil, 
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while Group 1 will receive a 3-month supply of the placebo pill. At the 
6-month mark, all participants will complete the lipid panel test (0 2 and OJ. 

General Research Question: To what extent do those who receive the 
treatment (Group 1) differ from those who do not receive treatment (Group 
2) on their outcome (DV: continuous data), as well as the impact of the 
treatment over time? 

Grouping Variable (2 levels): One IV at two levels= Group 1 receives treat­
ment (omega-3 oil) and Group 2 does not receive treatment 

DV: Continuous (LDL) 

Croup Treatment Test Treatment Test Test 

Time delay 

2 
Time delay 

Time.,. 

Note: This is a design variant to the switching-replication design when random assignment can 
be used. The time delay is based on theoretical and logistical considerations. Group 1 is not 
affected by history or maturation because they do not receive the pretest. This is a good design 
variant when it is considered unethical to withhold treatment from one group. 

Design: Experimental research using a between-subjects approach with a 
wait-list continuation design 

Null Hypothesis: The adjusted population means for all groups are equal. 

Ho: µ1 = µ3 and µ1 + µ4 = µ2 + µ5. 

Statistic: Independent samples t test for Time Points 0 1 and 0 3; a depen­
dent or paired samples t test to examine the lasting effects for 0 1 + 0 4 

compared to 0 2 + 0 5 • ', 

Statistical Power: Utilize G*Power Data Analysis 

Research Questions: To what extent does omega-3 oil impact the LDL 
levels of individuals at risk of heart disease and stroke? Is there a lasting 
effect of the treatment on LDL levels? 
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Croup 

1 (n = 16) 

2 (n = 16) 

Null Hypothesis: Participants who use omega-3 oil will demonstrate 
no change in their LDL levels across time . The group that receives the 
treatment first (Group 1) will not differ from the group that receives no 
treatment first (Group 2) on levels of LDL. 

Assignment Treatment TestT Treatment Test2 - Test3 

R 
Omega-3 LDL Time LDL 

oil delay 
- -

R Placebo LDL Omega-3 LDL Time LDL 
oil delay 

Sample Data Collection Spreadsheet 

Croup 7 Croup 2 

Participant 7 2 Participant 7 2 3 

1 207 241 17 249 243 241 

2 182 221 18 220 176 239 

3 272 241 19 261 179 223 

16 210 246 32 247 192 261 

Note: Data represented as mean scores on LDL for 32 participants (16 for Group 1 and 16 for 
Group 2). 

DATA ENTRY 

See data set for this particular example for an understanding on how to set up 
Variables in Variable view and how to enter data into SPSS for the between­
subjects approach and pre-and posttest designs. 
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2 .00 182 .00 221 .00 
3 .00 272 .00 241 .00 241 .00 

223 .00 203 .00 189 .00 208 .00 189 .00 
197 .00 184 .00 247 .00 203 .00 247 .00 
247 .00 192 .00 261 .00 184 .00 261 .00 r . E rE ____ ~:;L ___ _ _________ ---···· --------------·----_____________________ _ 

+ COMMAND PROMPTS FOR SPSS 

Data titled waitlistcontinuati on .sav 

Plot the Data 

Graphs ~ Legacy Dialogs ~ Boxplot ~ Simple 
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Cl) 
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I 
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group 1 

group 2 
Total 

Mean 
206.8125 

239.0000 

222.9063 

Independent Samples t Test 

N std. Deviation 
16 33.96315 

16 29.61981 

32 35.35567 

Median 
202.0000 

239.0000 

222.0000 

Analyze ~ Compare Means ~ Independent Samples t Test 
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Kurtosis Skewness 
-.102 .276 

·.473 · .102 

-.525 -.072 
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The t statistic shows 
significance (p < .05). 
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indicating homogeneity 
of variances. 

Define groups as 1 and 2. 

Group 1 (treatment group) 
has LDL levels 32.19 

lower than Treatment B. 

/ 
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Point Biserial Correlation Coefficient (Effect Size) 

Graph ~ Legacy Dialogues ~ Scatter/Dot ~ Simple Scatter 
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Note: Double click on chart in SPSS output, and then click on "Add Fit Line at Tota l" to get the regression line and R2 value. 

160.00 

140.00 0 
0 
0 

~ 
120.00 Cl) 

w 

~ 

0 
@ 

I 
0 100.00 
D. 

80.00 @ 
0 
0 0 

A Sq Linear= 0.105 0 

60 .00 

1.00 1.20 1.40 1.60 1.80 2.00 . ', GROUP 

Note: R2 value of .105 . 
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Descriptive Statistics for 
the Posttest and Follow-Up Scores 

Analyze ~ Compare Means ~ Means 
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Report 

collapsedpost collapsedfollowup 
Mean 209.4687 238.4375 

N 32 32 

std. Deviation 28.33553 22.88955 

Median 208.0000 241.0000 

Kurtosis .001 .091 

Skewness .072 -.360 

Treatment Effect 
250 

240 

230 
.J 
C 220 
.J 

210 

200 

190 
2 3 

Time 

I- Group 1 Group 2 I 

""" 
Note: Time 1 is posttest data: • 

Paired Samples t Test for 
the Posttest and Follow-Up Scores 

Analyze ---+ Compare Means ---+ Paired-Samples t Test 
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A­
~~ ~­~-0 ~-~ collpsedpo9I 

Mean 
Pair 1 collapsedpost 209.4688 

collapsedfollowup 238.4375 

.... Std. ONaon 
-28.9687 31.41757 

Effect Size 

std . Deviation 

PwedDlferenm 

Std.EIIO! ... , 
5.55381 ~0.2il91 

Std, Error 
Mean 

5.00906 
4.04634 

-11.'41S1 -5.216 

Converting t-value into r-value 

Ji2 
r=---

t 2 +df 

" 

f ,,, l 

l1 .000 
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~-5.55 2 
r=----

-5.55 2 + 31 

r = .J3o.8 EB.71 
61.8 

Results 

Coefficient r 
Effect Size 

r = .10- •small" effect: effect explains 1 % of total variance 
r = .30-"medium" effect effect explains 9% of the total variance 
r = .SO-"large" effect effect explains 25% of the variance 

An independent samples t test was used to compare the gain scores 
on the levels of an LDL test for participants who received omega-3 oils and 
those who received the placebo (i.e. , Time Points 0 1 and 0 3). The differ­
ence between the two conditions was found to be statistically significant­
t(30) = -2 .86, p < .008. These findings indicate that individuals who 
received the omega-3 oils on average had lower levels of LDL (M = 206.8, 
SD= 33.96) than those who received the placebo (M = 239.0, SD= 29.61). 
The Mean difference between the two groups was 32.19. The effect size 
calculation from the point biserial correlation revealed a "medium " effect 
(1?2 = .105). 

A paired samples t test (dependent samples) was used to compare the 
combined posttest scores and the combined follow-up scores on the levels 
of LDL (i.e., 0 1 + 0 4 compared to 0 2 + 0 5) to examine the lasting effects 
of the treatment. The difference between the two conditions were found to 
be statistically significant t(31) = -5.216, p < .000, with a "large" effect size 
(r = .71). These findings indicate that, on average,3 months following the 
treatment of the omega-3 oils, levels of LDL returned close to original base­
line levels (M = 238.43, SD= 22.89), compared to the immediate follow-up 
levels (M = 209.47, SD = 28.33). 

Wait-List Continuation Design: Validity, Control, and Causal Inferences 

Level Explanation 

Internal Validity-Threat;~ (high J') (medium+.) (low .J,) 
·-,,. 

History t .. Inclusion of multip .le tests, including a pretest for Group 2 

Maturation t Inclusion of multiple tests, including a pretest for Group 2 

Testing t Inclusion of multiple tests, including a pretest for Group 2 

Instrumentation -1, Assessment of LDLs is stable 

(Continued) 
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(Continued) 

Wait-List Continuation Design: Validity, Control, and Causal Inferences 

Level Explanation 

Internal Validity-Threat is (high tJ (medium tt) (low -l-) 

Statistical regression B Random assignment applied and time delay 

Attrition B Length of time between measures, including time delay 

Selection bias ,j, Random assignment applied 

Combination of selection ,j, Random assignment and independent groups 
and other treatments 

Diffusion ,j, Conditions are independent but both groups receive treatment 

Special treatment ,j, Independent treatment conditions 

Sequencing effects ,j, Conditions are independent but both groups receive treatment 

Statistical Conclusion Validity-Threat is (hight) (medium tt) (low i) -
Low statistical power ,j, Adequate sample size 

Assumption violation of ,j, Normality of data assessed 
statistical tests 

Error rate problem B Combination of data and multiple types of analysis 

Restriction of range ,j, One type of treatment 

Extraneous variance in the ,j, Strong levels of design control implemented 
experimental setting -

Inaccurate effect size ,j, t tests are robust analyses 
estimation 

Variability in procedures ,j, Strong levels of design control implemented 

Subject heterogeneity ,j, Random assignment 

Unreliability of the ,j, LDL level assessment is standard 
measures 

Multiple comparisons and ,j, Single dependent variable 
error rates 

Control-Design and statistical control is (strong ffl) (medium tt) (weak t) 

Manipulation ffl Controlled for patient diet and activity level 

Elimination ffl Controlled for patient diet and activity level 

Inclusion ffl Multiple groups compared (two treatment conditions) 

Group or condition ffl Random assignment 
assignment 

Statistical procedures ff Data collapsed to examine lasting effects 
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Wait-List Continuation Design: Validity, Control, and Causal Inferences 
' 

level Explanation 

Cause and Effect-Cause-effect determination is (strong ffl) (medium HJ (weak t) 

Covariation ffl Strong controls and minimal threats to internal and statistical 
conclusion validity 

Temporal precedence ffl Strong controls and minimal threats to internal and statistical 
conclusion validity 

No plausible alternative H Covariation and temporal precedence soundly confirmed, but 
explanations replicable results should be obtained over time 

Example E7 Regression-Discontinuity 
(Pretest-Posttest Control Group) Design 

A principal of a charter school understands that she has many students 
who performed poorly on last year's state math achievement test (SMAT). 
She is concerned that they will not do well on the upcoming SMAT, which 
will likely result in the school getting negative attention from the commu­
nity. She plans to organize a remedial math program for all the students 
who meet the criteria and then test the results of this math program. Not 
all students need remediation; therefore, she'll have to determine which 
students need it and then find a way to compare their improvements·to the 
improvement of those who don't go through the remedial program. 
Considering the circumstances, a regression-discontinuity approach will 
most likely reveal the results that she is looking for. In determining the 
cutoff score, theoretical considerations are used, which then leads to a deci­
sion of which participants are exposed to treatment and which are assigned 
to the control group. The most appropriate application would be to decide 
on a cutoff score that would allow for the assignment of participaQts who 
are in most "need" of the treatment. This need is determined via the distri­
bution of scores on the pretest. In this particular example, the range on the 
SMAT is 0-28. Individuals who scored from O to 7 on the SMAT will be 
considered to be "in neld" of ~pplementary instruction. The descriptive 
stats on the pretest indicated the actual pretest cutoff score was 6.8. 
Therefore, all students who scored a 6.8 or less will be assigned to the 
treatment condition. All others will be factored into the control condition. 

Research Question: To what extent do those who are in most need of 
treatment and receive it (Group 1) differ from those who do not receive 
treatment (Group 2) on their outcome (DV: continuous data)? 
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Grouping Variable (2 levels): One IV and one control group = Group 1 
receives treatment (remedial math program), and Group 2 receives no 
treatment 

DV: Continuous (SMAT) 

ANCOVA-SPECIFIC ASSUMPTIONS 

' 
> 1. A linear relationship exists between the posttest and the pretest {i.e., homo-i 9,eneity ofregression assumption). 
I 
' 2. The covariate is measured without error. 

REGRESSION DISCONTINUITY-SPECIFIC ASSUMPTIONS 
ii, j 1. lhe Cutoff Criterion. The c;utoffpiterion must established and unaltered 1 

, throughout tpe analysis. I 
i 

2. The Pre-Post Distribution. The pre-post distribution is a polynomial 
function. 

3. Comparison Group Pretest Variance. Adequate numbers of pretest data' 
points in the comparison group must be included to provide an appropriate 
estimation of the "true" relationship (i.e., pre-post regression line) for that 
group. ,_.,...,.i_ . """' 

4. Continuous Pretest Distribution. A single continuous pretest distribution 
must be established for both groups and the division between groups deter­
mined by the cutoff. 

Progr]lm lmpfementa~ion. The program is uniformly delivered to all 
recipients in the treatment condition with the appropriate manipulation 
checks. 

Pretest Assignment 

C 

C 

Group 

2 

Time~ 

Treatment Posttest 

X 

Note: OA refers to the pre-assignment measure, and C refers to the cutoff score. 
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Design: Quasi-experimental research using a regression-discontinuity 
design 

Null Hypothesis: For both groups, the linear relationship between the IV 
and DV is nonsignificant or equal to zero. In this example, Ifo: p1 = O; P 2 = O; 
or the slopes for Groups 1 and 2 are equal. 

Statistic: ANCOVA and Linear Regression 

Statistical Power: Researchers should use up to 2.75 times the number of 
participants than a 2-group pre- and posttest design with random assignment. 

Specific Example 

Research Question: To what extent do those who needed supplementary 
instruction and receive the remedial math program differ from those who 
did not go through the program on their state math achievement test? 

Null Hypothesis: There is no difference in the scores on the state math 
achievement test (SMAT) for those who receive the remedial math program 
compared to those who did not go through the program. 

Group Pretest Assignment Treatment Posttest 

1 (n = 48) SMAT C Remedial math program SMAT 

2 (n = 44) SMAT C - SMAT 

DATA ENTRY 

See data set for this particular example for an understanding on how to set up' 
variables in Variable View and how to enter data into SPSS for the regression 
discontinuity design. • 

COMMAND PROMPTS FOR SPSS + 

Data titled RDdata.sav 
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Transform the Data 

Transform ~ Compute 
Type "precut " in Target Variable and then move pre into Numeric 

Expression and then subtract 6.8. Click OK. 

J::::precu====:::::;-~' • 
! r-,,,.ai.- ... J 
Iii,-

,rm1 
,VAR00001 
;vAR00002 

- 6.8 

( 

CREATING AN INTERACTION TERM 

Transform ~ Compute 
Similar to the first step , type "interact " in Target Variable and add 

group*precut in the Numeric Expression box . Click OK. 

ANCOVA INCLUDING PARAMETER ESTIMATES 

Analyze ~ General Linear Model ~ Univariate 
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Click on Model and select Custom. Move precut, group, and interact 
into the Model box. Select Main Effect on the drop-down menu under Build 
Terms and then select Type I for the Sum of squares . Click Continue. 

Click on Options and select Parameter Estimates. Click Continue . 
Click OK. 

Typ ISumof 
S uaras dr Mean S uara 

355.0211 3 118.340 

. • 30183.7!\ 30183.773 
pracut 270.86 270.883 
group 83.433 83.433 
interact .725 .725 
Error 140.864 88 1.601 
Total 30679.658 92 
Corracted Total 495.885 91 

a. R Squarad = . 716 ~Justed R Squarad = . 706) 
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Rerun Ancova Including Parameter Estimates 

Anal yz e ---+ General Line ar Mode l ---+ Uni variate 

Remove interact from the Covariates box. Click OK. 

Tests of eec-Subjects Effects 

Type I Sum of 
S uares df Mean S uare F 

Corrected Model 354.296• 2 177.148 111.351 
Intercept 30183.773 30183.773 18972.854 
precut 270.863 270.863 170.259 

group 83.433 1 83.433 52.444 

Error 141.589 89 1.591 
Total 30679.658 92 
Corrected Total 495.885 91 

a. R Squared= .714 ~Justed R Squared= .708) 

Parameter Estimates 

33.439 
13.611 
-7.242 

.000 

.000 

.000 

22.092 
.960 

-4.059 

The slope for the group 
variable indicates that the 

change between the 
treatment and control is 
roughly 3.2 points on the 

SMAT. 

Sepa rate the Regression Lines 

Data ---+ Split File 

The diffetences in the 
groups are statistically 

signHicant. 

-2.311 



Linear Regression 

Analyze ~ Regression ~ Linear 

-,JJIO 

'""""' ,_ 
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58.778 .000 

.822 9.800 .000 

a. group = treatment 
b. Dependent Variable: post 

Coefflclenls".I> 

(Constant) 60.874 .000 

precut .126 .824 9.411 .000 

a. group = control 

b. Dependent Variable: post 

Separate the Regression Lines 

Data ~ Split File 

Select Analyze all cases, do not split groups. Click OK. 

Create Scatterplot 

Graphs ~ Legacy Dialogs ~ Scatter/Dot 

, _ El r;:.. 
GJ f"ilr,:""-,..- -- -~ 
(iii ••• 
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treatment: R2 Linear = 0.676 
control: R2 Linear= 0.678 

Note: Double click on chart in SPSS output, and then click on "Add Fit Line at Total" to get regression lines . Additional 
changes to the chart can be made using programs outside of SPSS. 

Results 

An ANCOVA and linear regrtssion were run to examine the impact of 
a remedial math program ~n sMlr scores for students who determined to 
be in-need of the program. Based on the cutoff score, a total of 48 stu­
dents received the intervention, and 44 were in the control condition. The 
initial parameter estimate indicated that the interaction is nonsignificant, 
F(l, 88) = .453, p > .503, indicating the two groups do not differ with 
respect to the slope of the regression line. The ANCOVA was rerun includ­
ing the parameter estimates, indicating the differences between the inter­
vention and control group were revealed to be statistically significant, 
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.F(l, 89) = 52.44, p < .00. The parameter estimates indicate that the stu­
dents who received the math intervention improved their SMAT scores by 
3.2 points. The linear regression revealed that students who received the 
treatment scored 20.18 on the SMAT. The regression line for the control 
group is 17. The treatment group is 20.2 - 17 = 3.2, as seen in the param­
eter estimates (i.e., estimated treatment effect). 

Regression-Discontinuity Design: Validity, Control, and Causal Inferences 

Level Explanation 

Internal Validity-Threat is (high 1') (medium B) (low .J,) 

History t Inclusion of pretest 

Maturation t Inclusion of pretest 

Testing t Inclusion of pretest 

Instrumentation .J, The instrument did not change between pre and posttest 

Statistical regression t Treatment and control are asymmetric 

Attrition .J, No participants dropped out following the pretest 

Selection bias .J, Pre-post relationship at cutoff for each group is factored in 

Combination of selection and .J, Pre-post relationship at cutoff for each group is factored in 
other treatments 

Diffusion .J, Conditions are independent unless cutoff is "fuzzy" 

Special treatment .J, No-contact control group 

Sequencing effects n/a Between-subjects approach 

Statistical Conclusion Validity-Tbreat is (high 1') (medium tt) (low .j.:) 

Low statistical power t Requires roughly 2.75 times the participants than an 
equivalent 2-group pre-post design w/ random assignment 

Assumption violation of .J, Cutoff criterion stable; the comparison group pretest 
statistical tests variance and continuous pretest distribution confirmed 

Error rate problem B Combination of analysis 

Restriction of range .J, Treatment and control conditions 

Extraneous variance in the B Strong levels of design control implemented 
experimental setting 

Inaccurate effect size .J, ANCOVA plus linear regression is the appropriate analysis 
estimation 

Variability in procedures .J, Strong levels of design control implemented 
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Regression-Discontinuity Design: Validity, Control, and Causal Inferences 

Level Explanation 

Internal Validity~Threat is (high t} (medium B)}ow ,J,) 

Subject heterogeneity B Groups are intended to be heterogeneous 

Unreliability of the measures ..j.. SMAT maintains adequate psychometric properties 

Multiple comparisons and B Single dependent variable w/ multiple analysis 
error rates 

Control-Design and statistical control is (strong flt) (medium ffl (weak t} 

Manipulation ffl Established remedial program w/ manipulation check 

Elimination ffl Established remedial program w/ manipulation check 

Inclusion ffl Multiple groups compared (included treatment and control) 

Group or condition tt Group assignment based on theoretical determination and 
assignment use of a cutoff score 

Statistical procedures tt Cutoff scores determined and cutoff va!ue subtracted from 
the pretest score 

Cause and Effect-Cause-effect determination is (strong ffl) (medium tt) (weak t) 

Covariation tt Strong controls, minimal threats to internal validity, and 
considerable threats to statistical conclusion validity 

Temporal precedence tt Strong controls, minimal threats to internal validity, and 
considerable threats to statistical conclusion validity 

No plausible alternative tt Covariation and temporal precedence moderately 
explanation confirmed, but violations in statistical power should be 

considered 

Note: All threats are not created equal. Threats to construct and external validity should also 
be considered. 

Example ES Ex Post Facio Design 

An industrial organizational consultant is interested in examining how 
a workshop designed to improve employee satisfaction in a factory setting 
differed b~tween female a\id mah! employees. The int~rvention was already 
implemented by the company to all the employees, and certain design 
controls of interest were not used. Specifically, there were no control group 
or pretest measures; therefore, the consultant could not determine if 
employee satisfaction increased or changed as a result of the training. 
There was a discussion among employees that the training was biased 
toward the male employees. As a result, after the fact, the consultant was 
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able to collect posttest measures using the job satisfaction survey and then 
use gender as the matched-grouping criteria (statistical control) to portion 
out the data into two groups (males and females). 

Group Treatment Posttest Assignment Group 

X o, 

2 

Time II>-

Note: MA represents the post hoc matched-grouping criteria used as a means to include the 
desired participants in eac h condition. The assignment to condi tions is conducted afte r the 
treatment has occurred. Depending on the resea rch questions, matched-grouping criteria, and 
sample size , groups of three or more may resu lt. 

Design: Nonexperimenta l research using a between-subjects approach . 
with an ex post facto design 

Null Hypothesis: The adjusted population means for both groups are equal. 
In this example, H0 : µ1 = µ2 or the adjusted means of Groups 1 and 2 are 
equiva lent. 

Statistic: Independ ent Samples t Test 

Statistical Power: Utilize G*Power Data Analysis 

Specific Example 

Research Question: How do males and females differ in terms of the 
scores on the job satisfaction survey following an employee satisfaction 
workshop? 

Null Hypothesis: There is no difference in the scores on the Employee 
Satisfaction Survey between males and females. 

Group Treatment Posttest Assignment Group 

N = 54 Satisfaction Job satisfaction Gender Males (n = 24) 
training survey 

Females (n = 30) 

Data titled ExPostFacto.sav 

Note: To review the scoring parameters for the job satisfaction survey, see Spector (1997) . 
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Independent Samples t Test 

Analyze ~ Compare Means ~ Independent Samples t Test 

Point Biserial Correlation Coefficient (Effect Size) 

Graph ~ Legacy Dialogues ~ Scatter/Dot ~ Simple Scatter 
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R2 Linear = 0.379 

1.00 1.20 1.40 1.60 1.80 2.00 

Gender 

Effect Size 

SPSS does not provide a specific effect size calculation for the indepen­
dent samples t test. The appropriate formula for the independent samples 
t test is the Cohen 's d, which uses the pooled standard deviation and is also 
known as Hedges' g. 

lx1 -xzl 
d = ---;=============== 

(n 1 - l)s; + (n 2 - l)s~ 

n1 +n 2 -2 d = .20-"s111all" effect 
d = .SQ-.:-"lll~ium" effect > ,j:., .-, 

d = 149.08-105.50 = 43.58 = 1.54 

,· --<; _- ' 01 0 

d = .8Q-.:-~!a[ge" effect 

(23)(33.015)2 + (29)(23 .847)2 28.27 

24+30-2 
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The second option for an effect size calculation for the independent 
samples t test is the point biserial correlation . 

Note: To run the rPh' select Analyze ~ Correlate ~ Bivariate, and in the 
Variables box, enter Gender and Satisfaction . 

Results 

An independent samples t test was used to compare the scores on the 
job satisfaction survey QSS) between males and females following an 
employee satisfaction workshop. The Levene statistic was significant, indi­
cating the homogeneity of variance assumption was violated. Therefore, the 
results from the separate-variances t test (equal variances not assumed) was 
used. The differences between the two conditions were found to be statisti­
cally significant t( 40.59) = 5.432, p < .000. These findings indicate that the 
differences between males (M = 149.08, SD= 33.01) and females (M = 105.5, 
SD = 23.84) did not happen by chance . The Mean difference between the 
two groups was about 44 points . Practically speaking, the effect size calcula­
tion revealed a "large" effect (d = 1.54). The point biserial correlation also 
revealed a "large" effect (rpb = - .615; If- = -.379). 

Ex Post Facto Design: Validity, Control, and Causal lnfe"*8 
Level Explanation 

Internal Validity-Threat is (hight) (01edium ++) (low ,1.) :.,. 

History t Inclusion of pretest 

Maturation t Inclusion of pretest 

Testing t Inclusion of pretest 

-
-

Instrumentation ,1. The instrument did not change between pre- and posttest 

Statistical regression t Cannot determine based on data 

Attrition t No participants dropped out following the pretest 

Se'lection bias B Only reporting gender differences and groups were not 
self-selected 

Combination of selection ~nd ., t Researcher did. not control implementation of program 
other treatments 

Diffusion t Groups were in contact during the implementation phase 

Special treatment t Unknown but is likely due to lack of design controls 

Sequencing effects n/a Between-subjects approach 

(Continued) 
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(Continued) 

Ex Post Facto Design: Validity, Control, and Causal Inferences 

Level Explanation 

Statistical Conclusion Validity-Threat is (hight) (medium tt) (low .l..) 

Low statistical power t Number of participants in each group is low 

Assumption violation of tt Basic assumptions were met 
statistical tests 

Error rate problem tt Basic analysis 

Restriction of range ,I, Two groups divided by gender 

Extraneous variance in the t No design controls implemented 
experimental setting 

Inaccurate effect size estimation tt Basic analysis 

Variability in procedures t No design controls implemented 

Subject heterogeneity tt Groups are heterogeneous 

Unreliability of the measures ,I, JSS is a valid and reliable instrument 

Multiple comparisons and error tt Basic analysis 
rates 

Design and statistical cqntrol is (strong ffl) (medium ff} (weak t) 

Manipulation 1' Not implemented 

Elimination 1' Not implemented 

Inclusion 1' Not implemented 

Group or condition assignment 1' Implemented after the fact 

Statistical procedures tt Groups determined by gender classification 

~t-Cause-effect determination is (strong,ffl) (medium tt} (weak 1'} 

Covariation 1' Weak controls, high threats to internal validity, and 
considerable threats to statistical conclusion validity 

Temporal precedence 1' Weak controls, high threats to internal validity, and 
considerable threats to statistical conclusion validity 

No plausible alternative 1' Cannot determine based on current design 
explanation 

Note: Ex post facto designs are nonexperimental research, but aspects of internal validity do apply, as the application 
is intended to make quasi-experimental research from a nonexperimental application. Therefore, results should be 
interpreted with caution, as noted by demonstrating the weaknesses in determining causation. 
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Qualitative Data Analysis 

I n this appendix, we provide clear guidelines, demonstrating how to 
organize, prepare, code, and present qualitative data. This appendix 
includes four sections: The first addresses the preparation of qualita­

tive data; the second presents the use of memoing; the third covers the 
functions of codes and coding used throughout the qualitative research 
process; and the fourth focuses on presenting the data. 

Although there are different steps in the process of analyzing data, 
depending on the specific qualitative approach, there are some common 
core analytic elements. The core steps include reducing the data into mean­
ingful segments and assigning names for the segments, putting the codes 
into broader categories (themes), and displaying (comparing and contrast­
ing) the data with various visual aids (tables and charts). Thus, always keep 
in mind these four steps: 

1. First, prepare and organize the data for analysis. 

2. Then, use memos as a form of preliminary analysis (initial process 
of exploring the database). 

3. Next, reduce the data into themes through a process of coding and 
condensing the cc¥les. ', 

4. Finally, present the data in figures, tables, and narrative. 

321 



322 + AN APPLIED GUIDE TO RESEARCH DESIGNS 

+ 1. PREPARATION 

Before beginning analysis, it has to be in a format suitable for coding. The 
most common form of collecting data in qualitative research is conducting 
interviews, which are then transcribed into text-based data. 

It is not always required to transcribe an interview or the field notes to 
carry out analysis. Some forms of analysis can be done directly from the 
recording or notes. This allows for a broad-based or general exploration of 
the data, rather than a more direct focus on all of the specific details of what 
was said. Keep in mind that most qualitative methodologies require the 
analysis of the specific details of exactly what and how things were said. 

When the design dictates that it is not necessary to analyze everything 
that the participant said or everything that was said in perfect detail, 
researchers often transcribe parts of the interview and write notes on the 
rest. This is quicker and cheaper than a full transcription. It also allows the 
researcher to focus on the bigger picture. The downside to this approach 
is that the transcribed parts can be out taken out of context, and it makes 
it hard to interpret without constant reference to the tape or the video. Also, 
this approach adds more subjectivity to the process-in other words, what 
is thought as significant at the time of transcribing may take on a different 
meaning during analysis. 

If a survey was used or notes were taken (rather than an interview), 
then the data may be organized into computer files. Put the data into the 
appropriate text units-this may be words, sentences, paragraphs, or an 
entire story. If a narrative design was used, the story should be put into 
chronological order, then "retold" with the participant to ensure the trust­
worthiness of the data. 

If audio recording was used, the exhaustive process of transcribing is 
usually required. The transcription process may also include the process of 
note-taking. Accurate transcription should indicate any nonverbal commu­
nication (e.g., tone, mannerisms, emotional content, or contextual factors). 
Make sure to take notes on how feelings and meanings were expressed 
nonverbally during the interview. For instance, perhaps the participant 
stated, "Sure, everybody wants kids." However, this might be said in a vari­
ety of ways, conveying different meanings other than what the words imply. 

"Sure, everybody wants kids." (This was stated with conviction; the 
participant really believes this.) 

"Sure, everybody wants kids." (This was stated sarcastically, while the 
participant laughed and blushed; clearly the participant does not believe this.) 
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"Sure, everybody wants kids?" (This was asked as a question; the par­
ticipant is really not sure if he believes this or not.) 

This process takes careful active listening to fully understand the mean­
ing behind the words that are recorded. Jotting down memos or field notes 
during the data collection process also is critical to make sure nonverbal 
communication is accurately interpreted. 

Example of Two Types of Transcription 

Semi Transcription 

I have to go work all day, which makes it difficult to spend time with 
my kids. My wife is always complaining that I am ~ot around enough. 

Full Transcription 

I work from 7 in the morning until 9 at night. By the time I get home, 
my kids are asleep, and my wife is worn out. My wife has to raise our three 
kids pretty much by herself during the week. I make sure to spend time 
with my kids on the weekend, but I get little time to be alone with my wife. 
She complains all week that I don't spend enough time with her, but it is 
hard to find time. 

2. MEMOING + 

Memoing is the act of recording reflective notes about what you (the 
researcher) are learning from the data: 

• Use memos to record your ideas about concepts and their relation­
ships within your data. 

• These memos (notes) allow you to begin to work out some hypoth­
esis regarding a category and relationships between categories. 

• Memos increase tlte cred'ltbility of your findings. 

Memoing can be used throughout the process of collecting (similar to 
field notes) and analyzing (analytic memoing) qualitative data. The use of 
memoing during data collection is useful to help jog the researcher's 
memory of important concepts and connections between concepts or ideas 
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in the data. Later, analytic memoing is conceptually similar to the preliminary 
data analyses conducted in quantitative methods. 

In fact, Guba (1981) developed four criteria for qualitative research that 
parallel constructs associated with quantitative inquiry: 

1. Credibility (internal validity) 

2. Transferability (external validity/generalizability) 

3. Dependability (reliability) 

4. Confirmability (objectivity) 

Credibility is often operationalized as confidence in the data and the analysis. 
Credibility, as Guba (1981) noted, is synonymous with internal validity in 
quantitative research. One of the means to enhance the credibility is to take 
notes (memos). These notes strengthen the defensibility of the results. 

As mentioned, an important use of memoing is for preliminary qualita­
tive data analysis purposes. In many qualitative approaches, data analysis 
happens at two levels: textual and conceptual, which are seldom clearly 
delineated. The textual level is the preliminary stage of analyses using 
memoing techniques, while the conceptual level involves the primary 
analysis of the qualitative data, using various coding procedures (however, 
memoing is often used during this process as well). 

The textual level relates to the reading of all of the field data and 
memoing throughout. Qualitative researchers emphasize that memoing is 
prioritized-in other words, when an idea occurs the researcher pauses and 
records it. As the researcher forms ideas, they are written down as memos. 
The literature is replete with different types of memoing. Theoretical 
memoing is about attempts to derive meaning from the data. Methodological 
or operational memoing comprises reminders, instructions, or critiques that 
the researcher writes himself as the analysis unfolds. However, many quali­
tative researchers choose not to bind themselves by these artificial param­
eters and just memo, perhaps organizing them using specific taxonomy 
later on in the process using these qualifiers. 

The conceptual level of memoing involves theorizing about concepts 
and themes and the relationships between these. Here, the researcher 
begins to fit together the different pieces of the puzzle. Soll?-e pieces may 
not fit at first, but upon reexamination and contemplation, they may find a 
place within the overall story being told. 

The analysis is mostly simultaneous or parallel and often entails recur­
ring phases of data collection, coding, memoing, and sorting. Memos help 
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the researcher to see the "forest through the trees" by keeping the 
researcher focused on what the data is conveying conceptually. 

• Memoing involves total creative freedom. 
• There are no rules regarding writing, grammar, or style. 
• A memo is purely an instrument to capture the outflow of ideas, 

insights, and observations. 
• When the researcher writes thoughts down, they become concrete, 

and they are recorded. 
• There are no wrong or poorly written memos. 
• Each researcher develops his or her own style. 
• Memos evolve and increase in complexity, density, clarity, and accu­

racy as the data analysis progresses. 
• Memos written later may negate, amend, extend, and/or clarify ear­

lier written ones. 
• Memos keep the researcher embedded in the empirical reality and 

contribute to the trustworthiness of qualitative research. Trustworthiness 
is synonymous with reliability in quantitative research. 

Diagrams are graphic memos and may play a very important concep­
tual role. Diagrams are visual devices that depict something. They illustrate 
the density and complexity of the qualitative analys~s. A diagram may allow 
for the discovery of gaps and flaws in the relationships of categories. The 
use of listings early on in the process helps in the later construction of 
visual diagrams. 

Thus, the act of recording reflective notes during data collection and 
analysis is called memoing. These memos add to the credibility and trustwor­
thiness of qualitative research. Memoing aids the analysis in that the researcher 
records the meanings derived from the data. Although there are no strict rules 
regarding memoing, the memos should (a) contain one idea, Cb) be dated, 
and (c) be referenced. Remember that memos evolve as the research pro­
ceeds and help the researcher conceptualize, organize, and code the data. 

• 3. CODING+ 

Coding is the process of exploring the data for themes, ideas, and catego­
ries and then marking similar passages of text with a code label so that they 
can easily be retrieved at a later stage for further comparison and analysis. 
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Coding the data makes it easier to search the data, to make comparisons, 
and to identify any patterns that require further investigation. Simply put, a 
code is often a word (or short phrase) that assigns a summative or salient 
attribute to some portion on the data. 

Codes can be based on (a) themes or topics, (b) concepts, (c) terms or 
phrases, and (d) keywords found in the data. Usually, passages of text are 
coded, but they can also be sections of an audio or video recording or parts 
of images. Any portions of the data that are coded the same way should 
demonstrate the same theme, concept, or idea. 

The codes are given meaningful names that provide an indication of 
the idea or concept that reinforces the theme or category. Any parts of the 
data that relate to a code topic are coded with the appropriate label. This 
process of coding (associating labels with the text and images) involves 
close reading of the text (or close inspection of the video or images). If a 
theme is identified from the data that does not quite fit the codes already 
existing, then a new code is created. The number of codes will evolve and 
grow as more topics or themes become apparent. 

Open Coding 

At this first level of coding, the focus is on distinct concepts and catego­
ries in the data, which will form the basic units of the analysis. The data is 
organized into first-level concepts (master headings) and second-level cat­
egories (subheadings). 

The use of highlights to distinguish concepts and categories is often 
helpful. For example, if a participant continually refers to bullying, each 
time bullying or something related to bullying is mentioned, it could be 
highlighted with the same color. Bullying would become a concept, and 
other things related to bullying would become categories highlighted with 
the same color. Each broad construct or category should be highlighted 
with a different color. Once this stage is complete, the transcripts will have 
multiple colors of highlighted text. These may be organized as an outline, 
with concepts being main headings and categories labeled as subheadings 
within these main headings. 

Axial Coding 

The next step is axial coding. Here, concepts and categories (devel­
oped during open coding) are used while rereading the text to (a) confirm 
that concepts and categories accurately represent interview responses and 
(b) explore how concepts and categories are related. This is accomplished 
by asking questions such as the following: 
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1. What conditions cause or influence categories? 

2. What is the context? 

3. What are the associated effects or consequences? 

For instance, if bullying is a concept that emerged with two categories 
(cyberbullying and mobbing), an axial code might be a phrase such as 
"Cyberbullying is occurring within the workplace." In essence, the code 
delineates the context of the concept and categories, suggesting the need 
for a new category (cyberbullying in organizations). Thus, axial coding is a 
more focused approach of looking at the data, ensuring that the researcher 
has identified all important aspects. 

Create a Table 

Final concepts and categories may be moved into a data table. The 
table may list the major concepts and categories. The table may be followed 
by a narrative delineating the categories. 

The concepts, categories, and subcategories may progress toward the 
thematic, conceptual, and theoretical. 

4. PRESENTING + 

When preparing to report, the first thing to consider is how to organize the 
findings. The findings represent the story that answers the central research 
question and subquestions guiding the study. Thus, organize the findings in 
a way that makes logical sense and keeps the focus on those guiding ques­
tions. Findings are usually organized by research question or by theme. 

Findings should provide sufficient evidence from the data to support 
the conclusions. Evidence includes, but is not limited to, quotations from 
interviews and excerpts from observations and documents. 

Ethically, it is important to have confidence in the findings and account 
for counterevidence (evlcience \hat contradicts your primary finding). If 
there is not enough evidence to back up a primary thought or idea, it 
should not be included. 

Findings should be linked back to the theoretical lens or conceptual 
framework. 

Numbers, in the form of descriptive statistics, may help to convey the 
prevalence of a finding. Although this is qualitative inquiry, do not shy 
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away from the use of quantitative data if it helps provide context and sup­
port to the findings. 

The following ideas are useful to consider when presenting qualitative 
findings: 

1. It is not necessary to present every minute detail; instead, discuss 
the main themes as they relate to the central and subquestions. 

2. Triangulate the data; compare and contrast findings by individual or 
group. 

3. Use brief quotes to illustrate a particular point. 

When presenting qualitative findings, remember that the data are 
(a) subjective, Cb) interpretative, (c) descriptive, (d) holistic, and (e) copious. 
A common way to present findings is to structure the arrangement of the 
data around the categories or themes that have emerged. The themes or 
categories may be presented as sections with relevant subsections. Use 
quotes to delineate or support findings. Think about the possibility of using 
some quantitative data in the form of descriptive statistics to provide context 
to your qualitative findings. 

It is a good idea to begin a presentation of qualitative findings with a 
brief explanation of how data were processed and coded, as well as how 
data exemplars were chosen. 

In addition, present the different levels of coding and 1:_io~ _data were 
categorized and subcategorized to help the reader visualize the structure of 
data coding. It may be useful to quantify the initial coding results to dem­
onstrate the relative importance of different constructs found in the data. 

Finally, it is important to include quotes that reflect the concept being 
coded. This also provides a valid connection between the open-text com­
ments analyzed and the coding structure used in the analysis. 

Chenail (1995) discussed the importance of juxtaposition when pre­
senting qualitative findings: 

An important concept to keep in mind as you juxtapose your data 
and your talk about the data is that of rhythm. By rhythm, I mean 
for you to create a template for re-presenting your data so that there 
is a recognizable pattern throughout the Analysis or Findings section 
of your paper. In this way, the readers can begin to read in a rhythm. 

To accomplish this rhythm, you need to structure each phase of 
your data re-presentation in a similar pattern. For example, the fol­
lowing is a common way in which your findings can be displayed: 



Section Heading 

Present the Distinction or Finding 

Introduce the First Data Exemplar of this Distinction 

Display the First Data Exemplar of this Distinction 

Comment Further on the First Data Exemplar of this Distinction 

Make Transition to Second Data Exemplar of this Distinction 

Display the Second Data Exemplar of this Distinction 

Comment Further on the Second Data Exemplar of this Distinction 

Make Transition to the Next Data Exemplar of this Distinction and 
Repeat the Pattern Until the Closing of this Section 

As you write (and re-write) your Findings or Analysis section, hav­
ing a pattern to structure your text will greatly improve your ability 
to lay out the data upon which you want to comment and then for 
you to weave your comments throughout the narrative. 

As a matter of fact, that is exactly how I construct my Findings sec­
tions. After I have selected my data exemplars (e.g., quotes from a 
transcript), I arrange them out in the word processing file (see the 
next section on Data Presentation Strategies for different ideas as 
to how to do this step). Then, I go from exemplar to exemplar 
adding my comments. Sometime I call these steps the "Tarzan 
Process," because I think of the quotes as vines in the jungle. As I 
maneuver myself from one quote to the next, I imagine myself as 
Tarzan swinging from one vine to another. It's a great way to travel 
and a fun way to conceptualize the data re-presentation process. 

Just as the patterning was helpful for you as you wrote up your 
findings, it will also serve your readers well as they begin to navi­
gate through your paper. The soon-to-be-familiar rhythm of your 
presentation style will serve as an involvement strategy as the read­
ers will grow accustomed to your pace of data re-presentation. In 
addition, it will mak~ it ea9i,er for them to go fr~m section to sec­
tion. Although the data will be changing, the pattern will remain 
the same. In this manner, cross-section comparisons can be made 
more readily by the readers, which, in my opinion, helps to make 
the whole paper reading process much more coherent. 

By keeping to this or another similarly rhythmic pattern, you can 
help to bring some simplicity to the complexity of data 
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re-presentation. Throughout all the steps entailed in conducting a 
qualitative research study, you must always attempt to build in 
some sort of simplicity. Without it, both you and the reader will be 
overcome and you all will end up drowning in a sea of endless 
data. (sec. 3, para. 5-10) · 

Chenali (1995) goes on to offer data presentation strategies: 

The following are a few examples of the myriad ways that qualita­
tive data can be presented: 

Natural-The data are presented in a shape that resembles the 
phenomenon being studied. For instance, if the data are excerpts 
from a therapy session, present them in a sequential order or in an 
order that re-presents the flow of the session itself. 

Most Simple to Most Complex-For the sake of understanding, start 
the presentation of data with the simplest example you have 
found. As the complexity of each example or exemplar presented 
increases, the reader will have a better chance of following the 
presentation. Erving Goffman's work is a good example of this 
style. 

First Discovered/Constructed to Last Discovered/Constructed-The 
data are presented in a chronicle-like fashion, showing the course 
of the researcher's personal journey in the study. This style is remi­
niscent of an archeological style of presentation: What was the first 
"relic" excavated, then the second, and so forth. 

Quantitative-Informed-In this scheme, data are presented accord­
ing to strategies commonly found in quantitative or statistical stud­
ies. Data are arranged along lines of central tendencies and ranges, 
clusters, and frequencies. 

Theory-Guided-Data arrangement is governed by the researcher's 
theory or theories regarding the phenomenon being re-presented 
in the study. For instance, a Marxist-informed researcher might 
present data from a doctor-patient interview in terms of talk that 
shows who controls the means for producing information in the 
interaction, talk that illustrates who is being marginalized, and so 
forth. In clinical qualitative research, this approach is quite preva­
lent as clinicians organize the data in terms of their understandings 
of how doctor-patient, or nurse-patient, and therapist-client 
interact. 



Narrative Logic-Data are arranged with an eye for storytelling. 
Researchers plot out the data in a fashion that allows them to tran­
sition from one exemplar to another, just as narrators arrange 
details in order to best relate the particulars of the story. 

Most Important to Least Important or From Major to Minor-Like 
the journalistic style of the inverted pyramid, the most important 
"findings" are presented first, and the minor "discoveries" come last. 

Dramatic Presentation-This one is the opposite of the inverted 
pyramid style. With the dramatic arrangement scheme, researchers 
order their data presentation so as to save the surprises and unfore­
seen discoveries for last. 

No Particular Order-As it sounds, data are arranged with no par­
ticular conscious pattern in mind, or the researcher fails to explain 
how or why the data are displayed the way they are. (sec. 4, para. 3) 

• 
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Validity) Control) 
and Causal Inferences Checklist 

a 

Validity, Control/and Causal Inferences 

Level Explanation 

Internal Validity-Threat is {high t) (medium tt) {low ,I.) 

History 

Maturation -

Testing 

Instrumentation 

Statistical regression 

Attrition 

Selection bias 

Combination of selec:tion and other 
treatments 

Diffusion 

Special treatment 

Sequencing effects 

332 



Appendix G + 333 

Statistical Conclusion Validity-Threat is (high 1) (medium~} (fow .,I.) 

Low statistical power 

Assumption violation of statistical tests 

Error rate problem 

Restriction of range 

Extraneous variance in the 
experimental setting 

Inaccurate effect size estimation 

Variability in procedures 

Subject heterogeneity 

Unreliability of the measures 

Multiple comparisons and error rates 

Control-Design and statistical control is {strongffi) (medium ff) {weak!) 

Manipulation 

Elimination 

Inclusion 

Group or condition assignment 

Statistical procedures 

Cause and Effect-Cause-effect determination is {strong ffl) {medium tt) 
{weak ')I) 

Covariation 

Temporal precedence 

No plausible alternative axplanaMpns 

Note: Not all threats to validity are created equal. Construct validity should also be considered 
along with external validity, depending on the objectives of the researchers. The checklist can 
be considered a subjective-objective approach to reviewing the overall quality of the method­
ological application of an examination. 



Title and abstract 

Introduction 

Background and 
objectives 

Methods 

Trial design 

Participants 
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CONSORT 2010: Checklist 
and Guidelines for Reporting 
Parallel Randomised Trials 

Item 
No. Checklist Item 

1a Identification as a randomised trial in the title 

1b Structured summary of trial design, methods, results, and 
conclusions (for specific guidance see CONSORT for 
abstracts) 

2a Scientific background and explanation of rationale 

2b Specific objectives or hypotheses 

3a Description of trial design (such as parallel, factorial), 
including allocation ratio 

3b Important changes to methods after trial commencement 
(such as eligibility criteria), with reasons 

4a Eligibility criteria for participants 

4b Settings and locations where the data were collected 

Reported onl 
Page No. 
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Item Reported on I 
Section/Topic Checklist Item ' No. Page No. I 
Interventions 5 The interventions for each group with sufficient details to 

allow replication, including how and when they were 
actually administered 

Outcomes 6a Completely defined pre-specified primary and secondary 
outcome measures, including how and when they were 
assessed 

6b Any changes to trial outcomes after the trial commenced, 
with reasons 

Sample size 7a How sample size was determined 

7b When applicable, explanation of any interim analyses 
and stopping guidelines 

Randomisation: 

Sequence Ba Method used to generate the random allocation sequence 
generation 

8b Type of randomisation; details of any restriction (such as 
blocking and block size) 

Allocation 9 Mechanism used to implement the random allocation 
Concealment sequence (such as sequentially numbered containers), 
Mechanism describing any steps taken to conceal the sequence until 

interventions were assigned 

Implementation 10 Who generated the random allocation sequence, who 
enrolled participants, and who assigned participants to 
interventions 

Blinding 11 a If done, who was blinded after assignment to 
interventions (for example, participants, care providers, 
those assessing outcomes) and how 

11 b If relevant, description of the similarity of interventions 

Statistical 12a Statistical methods used to compare groups for primary 
methods and secondary outcomes 

12b Methods for additional analyses, such as subgroup 
analyses and adjusted analyses 

Results 

Participant flow (a 13a For each group, the numbers of participants who were 
diagram is ' ran~mly assigned, received intended treatment, and 
strongly were analysed for the primary outcome 
recommended) 13b For each group, losses and exclusions after 

randomisation, together with reasons 

(Continued) 
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(Continued) 

Item Reported on 
Section/Topic No. Checklist Item Page No. 

Recruitment 14a Dates defining the periods of recruitment and follow-up 

14b Why the trial ended or was stopped 

Baseline data 15 A table showing baseline demographic and clinical 
characteristics for each group 

Numbers 16 For each group, number of participants (denominator) 
analysed included in each analysis and whether the analysis was 

by original assigned groups 

Outcomes and 17a For each primary and secondary outcome, results for 
estimation each group, and the estimated effect size and its precision 

(such as 95% confidence interval) 

17b For binary outcomes, presentation of both absolute and 
relative effect sizes is recommended 

Ancillary analyses 18 Results of any other analyses performed, including 
subgroup analyses and adjusted analyses, distinguishing 
pre-specified from exploratory 

Harms 19 All important harms or unintended effects in each group 
(for specific guidance, see CONSORT for harms) 

Discussion 

Limitations 20 Trial limitations, addressing sources of potential 
bias, imprecision, and, if relevant, multiplicity 
of analyses 

Generalizability 21 Generalizability (external validity, applicability) of the 
trial findings 

Interpretation 22 Interpretation consistent with results, balancing benefits 
and harms, and considering other relevant evidence 

Other information 

Registration 23 Registration number and name of trial registry 

Protocol 24 Where the full trial protocol can be accessed, if available 

Funding 25 Sources of funding and other support (such as supply of 
drugs), role of funders 

Note: We strongly recommend reading this statement in conjunction with the CONSORT 2010 Explanation and 
Elaboration for important clarifications on all the items. If relevant, we also recommend reading CONSORT extensions 
for cluster randomized trials, noninferiority and equivalence trials, nonpharmacological treatments, herbal interven­
tions, and pragmatic trials. Additional extensions are forthcoming; for those and for up-to-date references relevant to 
this checklist, see www.consort-statement.org. 
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CONSORT 2010 Flow Diagram 

Assessed for eligibility (n = ) 

Allocated to intervention (n = ) 
• Received allocated intervention (n = ) 
• Did not receive allocated intervention (give 

reasons) (n = ) 

Lost to follow-up (give reasons) (n =) 
Discontinued intervention (give reasons) (n =) 

Analysed (n = ) 
• Excluded from analysis (give reasons) (n =) 

Excluded (n = ) 
• Not meeting inclusion criteria (n = ) 
• Declined to participate (n = ) 
• Other reasons (n = ) 

Randomized (n = ) 

Allocated to intervention (n = ) 
• Received allocated intervention (n = ) 
• Did not receive allocated intervention (give 

reasons) (n = ) 

Lost to follow-up (give reasons) (n = ) 
Discontinued intervention (give reasons) (n = ) 

Analysed (n = ) 
• Excluded from analysis (give reasons) (n =) 

Source: Schultz, K. F., Altman, D. G., & Moher, D. (2010). CONSORT 2010 statement: Updated guidelines for reporting 
parallel group randomised trials. Research Methods & Reporting, 340, 698-702. 

Note: MS-Word versions of the checklist and flowchart can be found at http://www.equator-network.org/reporting­
gu idel i nes/consort/. 
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Alpha value (a), 241-242 
Alternating-treatment design, 105 
Analysis of covarjance (ANCOVA) design, 35, 127, 

252-253, 256-261, 306-314 
Analysis of variance (ANOVA), 127, 253 

between-subjects example, 285-292 
independent variable in, 5 
multivariate (MANOVA), 254 
repeated measures (RM ANOVA), 128, 254, 269-282 
two-way, 128, 253 
within-subjects example, 278-282 

APA style, 232, 244, 246 
Approach 

appropriate designs for research questions, 23-26 
qualitative research terminology, xviii 
quantitative research terminology, xvii 

Area sampling, 20 
Arts-based approaches, 221 
Assessment reactivity, lOt • 
Assumptions violations, threats to statistical conclusion 

validity, llt 
Attention control group, 18 
Attention threat to construct validity, lOt 
Attrition, St 
Audio data analysis, 322 
Authoethnography, 221 
Axial coding, 148, 326-327 

Baselines, 105 
multiple-baselines design, 105, 111-114 

Behavior research, 142 
Between-subjects approaches, 35 

data analysis, 252-253 
data analysis, examples, 255-278, 284-305, 

315-320 
factorial designs, 76-80, 82-89 
k-factor designs, 36-37 
less common designs, 223-225 
matched pairs assignment, 16 
mixed-subjects, 59, 76, 89, 269 
posttest designs, 43-49 
pretest and posttest designs, 35-43 
random control trial (RCD designs, 32 
regression-discontinuity approach, 51. See also 

Regression-discontinuity (RD) approach 
Solomon N-group design, 93-101 
See also Pretest and posttest designs; specific designs 

Binary logistic regression, 128 
Blocking, 15 
Blocking factor interactions, 227n 

Case study designs, 143-144, 229-230 
embedded designs, 190, 193/, 194-195, 229-230 
ethnographic perspective, 153-154, 157-158, 229 
mixed methods, 208-211 
phenomenological perspective, 169-170, 174-175 
See also Single-case approaches 

Case-to-case generalization, 142 
Causal-comparative research, 120 
Cause and effect relationships 

ahecklist, 333 
conditions for establishing, 30-31, 221 
nonexperimental research and, 118, 126 
qualitative comparative analysis and, 142 

Central research question, 22-23, 26-27 
Changing criterion design, 105, 109-110 
Circularity assumption, 254 
Coding, 146,148, 325-327 
Cohen's d, 237, 266, 318 

357 
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Cohen's kappa, 240 
Cohort-based data collection, 135 
Cohort controls, 18 
Cohort matching, 45 
Cohort-sequential design, 135 
Community-based action research, 213 
Comparison research questions, 22, 25-26 
Compensatory equalization, llt 
Compensatory rivalry, llt 
Conceptual definition, 6 
Concurrent nested mixed methods design, 191n 
Concurrent triangulation design, 181, 184n 
Confirmability, 324 
CONSORT 2010, 334-337 
Constant comparative method, 150 
Construct confounding, lOt 

Constructivist design, 146, 150-151, 218 
Construct validity, 9, 240-241 

Solomon N-group design, 93 
survey research, 133, 134 
threats to, 10-llt, 134 

Content validity, 241 
Control, 13-14, 31 

checklist, 333 
quasi-experimental designs and, 33 
statistical procedures and nonexperimental research, 

118, 125 
Control groups, 18 

less common designs, 222 
wait-list, 18, 59 
See also Historical control group 

Convenience sampling, 20 
Convergence model, 181 
Convergent-parallel approach, 181 

data-transformation design, 181, 184-185 
data-validation design, 181, 185-186 
multilevel design, 181, 187-188 
parallel-databases design, 181, 183-184 

Correlational analysis, 125 
explanatory design, 126 
predictive design, 126-127 
See also Observational approach 

Correlational design, embedded, 190, 192-194 
Correlation statistics, 238-239, 243-244, 264, 298-299, 

317,319 
Counterbalancing, 17, 57, 58, 254 
Covariate, 36 
Credibility, 324 
Criterion-related validity, 241 
Criterion sampling, 20 
Criterion variables, 5-6, 127, 129 
Critical design, 153, 156-157, 161-162, 

1651, 166 
Critical effect size, 241-242 
Cronbach's alpha, 239-240 

Crossover designs, 36, 59, 61, 62, 68 
2-factor, 68-70 
3-factor, 226, 252, 278-284 

Cross-sectional survey design, 135, 136-137 
Cues, threat to construct validity, lOt 
Culture, 152 
Cutoff score, 16, 51-52 

Data analytics, 220. See also Qualitative data analysis; 
Statistical analysis 

Data presentation for qualitative research, 330-331 
Data-transformation design, 181, 184-185 
Data trustworthiness, 4 
Data-validation design, 181, 185-186 
Deductive reasoning, 30, 218 
Degrees of freedom (df), 243 
Delphi technique, 213, 221 
Dependability, 324 
Dependent samples (paired samples) t test, 

293, 301-302 
Dependent variables (DVs), 5-6 

outcome variable for nonexperimental research, 
5,127,129 

Descriptive design, 133, 161, 162-164 
Descriptive research questions, 22, 24-25 
Descriptive statistics, reporting preliminary findings, 

242-244 
Design. See Research design 
Dialogic listening skills, 160 
Diffusion threat to internal validity, St 
Dispersion statistics, 242 
Double pretest and posttest control group design, 

223,225 
Double pretest design, 33/ 
Dramatic data presentation, 331 

Effect size 
converting t- to r-value, 302 
critical, 241-242 
ex post facto design (independent samples t test), 

317-319 
pretest and posttest designs (independent samples 

t test), 266 
reporting, 237-239 
statistical power and, 241 
threats to statistical conclusion validity, 12t 

Eidetic reduction, 169 
Elimination and control, 14 
Embedded approach, 144, 189-190 

action research and, 214-216 
case study design, 190, 1931, 194-195, 229 
embedded-correlational design, 190, 1921, 193-194 
embedded-experiment design, 190, 191-193 

Emergent design in mixed methods, 178 
Emerging design in grounded theory, 146, 148, 149 



Epocbe, 173 
Error rate problem, 12t 
Ethnographic perspective, 152 

autoethnography, 221 
case study design, 153-154, 157-158, 229 
critical design, 153, 156-157 
embedded designs, 189 
realist design, 152-153, 154-156 
reference resources, 154 
when to use, 154 

Evaluation, 213, 219-220 
Existential design, 168--169, 170-171 
Experimental research, 30-32 

embedded designs, 190, 191-193 
repeated-measures approach, 58 

Experimenter attention, threat to construct validity, 1 Ot 
Experimenter expectancies, threat to 

construct validity, lOt 
Expert sampling, 20 
Explanation, 125-126 
Explanatory design, 126, 129, 161, 164-165 

statistical tools, 127-128 
Explanatory-sequential approach, 196-197 

follow-up explanations design, 197, 198--199 
instrument-development design, 202, 203-204 
participant-selection design, 197, 199-200 
theory-development design, 202, 204-205 
treatment-development design, 202-203, 205-206 

Exploratory-sequential approach, 201-202 
Ex post facto approaches, 120-121, 252 

action research approach, 216 
data analysis example, 315-320 
examples, 122-123 
internal validity, 120, 121 
matched grouping, 16 
posttest designs, 121-122 
two-group, 121 

External validity, 8 
qualitative methods and, 4, 142 
sampling and, 31 
survey research, 133, 134 
switching-replications design, 59 
threats to, 8, 9t, 134 

Face validity, 241 
Factorial designs, 75- 77 

mixed designs, 76, 89-91 
posttest designs, 79-80, 82-85 
pretest and posttest designs, 77-78, 81-82 
reference resources, 77 
Solomon N-group design, 93 
threats to internal validity, 76-77 

Factor notation, 15 
Field research, 32 
Figures, 246-249 

Subject!ndex + 359 

Follow-up explanations design, 197, 198--199 
4-factor pretest and posttest design, 42-43 
Frequency statistics, 242 
Full transcription, 323 

G*Power, 220, 256 
Gain score analysis (GSA), 253, 262-263 
"Garbage in, garbage out," 31-32 
Generalization, 133 

case-to-case, 142 
construct validity and, 9 
external validity and, 8, 134 
survey research and, 133, 134 

Generalized causal inference, 31 
Generic qualitative design, 142-143 
Glass's delta (A), 238 
Gonzales, N., 47 
Graeco-Latin-square design, 63 

3-factor design, 227 
Graphing single-case designs, 105 
Graphs, charts, and figures, 246-249 
Grounded theory approach, 145 

constructivist design, 146, 150-151 
emerging design, 146, 148/, 149 
reference resources, 147 
·systematic design, 146, 147-149 
when to use, 146 

Group assignment, 14, 31 
techniques, 15-17 
See also Random assignment 

Health or medical sciences research, 32 
Hedges's g, 238, 266, 318 
Hermeneutic design, 169, 173-174 
Heterogeneity sampling, 20 
Hierarchical linear model (HLM), 254 
Hierarchical linear regression, 128 
Historical control group, 18, 33, 45 

less common designs, 224 
History, threat to internal validity, 7t 
Holistic designs, 144, 229-230 
Homogeneity of variance assumption, 253, 256 
Hypotheses, 22, 30 

Inclusion and control, 14 
Independence assumption, 25), 254 
Independent samples t test, 253, 262, 263-267, 293, 

297-298, 316-319 
Independent variables (IVs), 5 

decision tree for statistical tests, 233-235 
manipulation, 13 
manipulation check, 235-237 
predictor variable for nonexperimental research, 

5,127,128 
quasi-independent variables, 121 
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Inductive reasoning, 142, 218 
Instrumentation threat to internal validity, 7t 
Instrument-development design, 202, 203-204 
Intentionality, 169 
Interaction effects, 75 
Inter-item reliability, 239-240 
Internal validity, 7 

ex post facto designs, 120, 121 
nonexperimental research and, 4-5, 118 
regression-discontinuity approach, 52 
strength of experimental research, 31 
two-group posttest control group design, 45 

Internal validity, threats to, 7-8t, 31 
factorial designs, 76--77 
interrupted time-series, 61 
k-factor designs, 36-37 
Latin-square design, 63 
posttest-only designs, 46 
sequencing effects, 58 
single-case approaches, 104 
Solomon N-group design, 93, 94 
strength of experimental research and, 31 
within-subjects (repeated measures) 

approach, 57 
Interrater reliability, 240 
Interrupted time-series (ITS), 58, 61, 69-71 
Interview transcription, 322 

k-factor designs, 36--37, 61 
factorial designs, 75 

Latin-square design, 61--04, 72-73 
Graeco-Latin-square, 227 
3-factor Graeco-Latin square, 227 
3 X 3, 252, 284-292 
3 x 3 repeated, 227-228 

Linearity assumption, 253, 306 
Linear regression, 311-314 
Listening skills, 160 
Logistic regression, 128 
Longitudinal data structure, 58 
Longitudinal studies, 58 
Longitudinal survey design, 135, 136-138 

Manipulation and control, 13 
Manipulation check, 235-237 
Matched grouping, 16, 120 
Matched pairs, 16 
Matching-based assignment, 16, 33 
Maturation, threat to internal validity, 7t 
Mean, 242 
Measurement, 30 
Measurement reliability, threats to statistical conclusion 

validity, 12t, 133 
Measures of central tendency, 242-243 

Mediation, 128 
threat to external validity, 9t 

Memoing, 145, 323-325 
Meta-analysis, 221 
Method 

appropriate designs for research questions, 
23-27 

qualitative research terminology, xviii 
quantitative research terminology, xvii 

Microsoft Excel, 220 
Missing data, 232 
Mixed-factorial design, 76, 89-91 
Mixed methods, 177-179, 218, 231 

A-B-A designs, 209-210 
action research and, 213 
emergent design, 178 
multiphase design and program evaluation, 

219-220 
notation, 179 
quasi-mixed (monostrand conversion), 231n 
reference resources, 180 
single-case approaches, 208--211 
See also Convergent-parallel approach; Embedded 

approach; Explanatory-sequential approach; 
Exploratory-sequential approach 

Mixed-subjects approach, 59, 76, 89, 269 
Mono-method bias, lOt 
Mono-operation bias, lOt 
Multilevel mixed methods design, 181, 187-188 
Multinomial logistic regression, 128 
Multiple baseline design, 105, 111-114 
Multiple comparisons, threats to statistical conclusion 

validity, 12t 
Multiple-group approach, 35. See also Between-subjects 

approaches 
Multiple regression, 128 
Multiple-treatment design, 36, 105 
Multistage models, 126 
Multistage sampling, 20 
Multivariate analysis of variance (MAN OVA), 254 
Multivariate approach, 35 

Narrative logic data presentation, 331 
Narrative perspective, 160-161 

critical design, 161-162, 165/, 166 
data analysis, 322 
descriptive design, 161, 162-164 
embedded designs, 189 
explanatory design, 161, 164-165 
reference resources, 162 
when to use, 162 

Natural data presentation, 330 
Naturalistic approach, 142 
Nested designs or models, 19, 189. See also Embedded 

approach 



Nonexperimental research, 117-119 
cause and effect relationships and, 118, 126 
control approaches, 118,125 
ex post facto designs, 120-123 
independent and dependent variables, 5-6 
predictor and outcome variables, 5, 127 
quasi-experimental designs, 32-34. See also Quasi-

experimental research 
repeated-measures approach, 58 
statistical tools, 127-129 
validity considerations, 4-5 
See also Observational approach; Qualitative 

methods; Survey approach; specific approaches 
Nonprobability sampling techniques, 20 
Nonrandom assignment, 15 
Nonrandomly assigned control group, 18 
Nonresponse bias, 135 
Normal distribution, 235 
Normality assumptions, 253, 254 
Note-taking, 322. See also Memoing 
Novelty effects, threat to construct validity, lOt 
Null hypothesis, 22 

Observational approach, 125-126 
embedded-correlational design, 190 
explanatory design, 126, 129 
predictive design, 126-127, 130-132 
statistical tools, 127-129 

Observation notation (0), 15 
"Omnipotent" researcher, 153 
One-factor pretest and posttest control group design, 

35-36 
One-group double pretest and posttest design, 225 
One-group pretest and posttest design, 64-65 
One-group repeated-treatment design, 226 
One-group treatment-removed design, 225 
One-way analysis of variance CANOVA), 253 

between-subjects example, 285-292 
within-subjects example, 278-282 

Online resources, x:xiii-x:xiv 
Ontological phenomenology, 169 
Open coding, 148,326 
Operational definition, 6 
Order of treatment, 57, 58. See also Sequencing effects 
Outcome variable, 5, 127, 125\ See a~Dependent 

variables 
Outcome variations, threat to external validity, 9t 

Paired samples t test, 293, 301-302 
Panel-based data collection, 135 
Parallel-databases design, 181, 183-184 
Parallel-group approach, 32 
Parallel randomized trials, checklist and guidelines, 

334-337 
Participant-selection design, 197, 198/, 199-200 

Subject Index + 361 

Participatory action research (PAR), 213 
Pattern matching designs, 222 
Pearson's r, 238, 243-244 
Percentages, 242 
Perspective 

appropriate designs for research questions, 24, 27 
qualitative research terminology, xviii 

Phenomenological perspective, 168 
case study design, 169-170, 174-175 
existential design, 168-169, 170-171 
hermeneutic design, 169, 173-174 
reference resources, 170 
transcendental design, 169, 172-173 
when to use, 170 

Phi coefficient (cp), 239 
Point biserial correlation coefficient, 239, 264, 298-299, 

317,319 
Population, 19 
Postpositivism, 218 
Posttest design with historical control for action 

research, 215 
Posttest-only designs, 33, 43-49, 120-121 

action research approach, 216 
control group design, 45 
ex post facto designs, 121-122 
factorial designs, 79-80, 82-85 
2-factor, 46-48 
3-factor, 48-49 
with historical control group, 44, 224 

Power. See Statistical power 
Prediction, 125-126 
Predictive design, 126-127, 130-132 

statistical tools, 128-129 
Predictor variable, 5, 127, 128. See also Independent 

variables 
Pretest and posttest designs, 35-36, 251 

action research approach, 216 
control group plus historical control 

group design, 224 
data analysis, 252-253 
data analysis, control group design, 255-261 
data analysis, 2-factor design, 261-268 
double design, 223 
examples, 37-43 
factorial designs, 77-78, 81-82 
4-factor, 42-43 
historical control group with pretest and posttest 

design, 224 
less common designs, 222 
1-factor pretest and posttest control group, 35-36 
one-group double pretest and posttest, 225 
one-group repeated-treatment, 226 
pretest and double-posttest, 65-66 
proxy design, 223 
regression-discontinuity approach, 51, 53-55 
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2-factor, 38-41, 251, 261-268 
2-factor double-posttest design, 252, 268-278 
3-factor, 41 
within-subjects approach one-group design, 64--65 

Probability sampling techniques, 20, 133, 134 
Program evaluation, 213, 219-220 
Propensity-scoring methods, 118 
Proxy pretest-posttest design, 223 
Proxy pretest variables, 33 
Purpose statement, 21 
Purposive sampling, 20 

Qualitative comparative analysis (QCA), 142 
Qualitative data analysis, 220, 321 

coding, 146, 148,325-327 
constant comparative method, 150 
data preparation/transcription, 322-323 
data presentation, 330-331 
memoing, 145, 323-325 
presenting findings, 327-330 
programs, 144 

Qualitative methods, xiv, 141-143 
appropriate designs for research questions, 26-27 
appropriate research questions, 24 
external validity and, 142 
generic design, 142-143 
terminology, xviii 
types of research questions, 22-23 
validity concepts and, 4, 324 
See also Case study designs 

Quantitative-informed data presentation, 330 
Quantitative meta-analysis, 221 
Quantitative methods, xiv-xv, 

29-30, 218 
appropriate designs for research questions, 

23-26 
appropriate research questions, 23 
experimental research, 30-32 
flowchart, 29/ 
nonexperimental research and, 117-119. See also 

Nonexperimental research 
terminology, xvii-xviii 
types of research questions, 22 

Quantitative-qualitative mixed methods. See M,ixed 
methods 

Quasi-experimental research, 32-34 
data analysis example, 305-315 
less common designs, 222 
switching-replications design, 60 

Quasi-independent variables, 121 

Random assignment, 15-16, 31 
posttest-only designs and, 45 
switching-replications design and, 59 
wait-list continuation design, 59, 60/ 

Randomized control trials (RCTs), 32 
Randomized order of treatment, 57, 58 
Randomized parallel trials, checklist and guidelines, 

334-337 
Random sampling, 20 
Random selection, 31, 133 
Range restriction, 12t 
Reactivity to assessment, lOt, 134 
Realist design, 152-153, 154-156 
Regression analysis, 125 

explanatory design, 126 
independent variable in, 5 
predictive design, 126-127 
statistical tools for predictive designs, 128-129 
See also Observational approach 

Regression-discontinuity (RD) approach, 51-56, 118, 
252,305-315 

Regression point-displacement (RPD) designs, 219, 225 
Relational research questions, 22, 25 
Reliability, 239-240 

threats to statistical conclusion validity, 12t, 133 
Repeated-measures analysis of variance (RM-ANOVA), 

128,254, 269-282 
Repeated-measures approach, 57-59 

assumptions for data analysis, 254 
crossover design, 36, 59, 61-64, 68-70 
data analysis, 254 
interrupted time-series, 58, 61, 69-71 
Latin-square design, 61-64, 72-73 
longitudinal studies, 58 
pretest and double-posttest design, 65-66 
reference resources, 64 
sequencing effects, 7 
single-case approaches, 58 
switching-replications design, 59-61, 66-68 
3-factor crossover design, 226 
See also Within-subjects approach 

Replication, 32 
Reporting data, 32, 330--331. See also Research reports 
Reproducibility, 32 
Research 

appropriate designs for research questions, 23-28 
qualitative research terminology, xviii 
quantitative research terminology, xvii 

Research aims, 21 
Research design, xv 

appropriate designs for research questions, 23-28 
custom modifications, 221 
design logic, 13-14. See also Control 
design notations, 15-17 
discussing in research reports, 221 
purpose of, 1-2 
statistical methods and, xvi 
terminology, xvii-xvix 

Researcher-participant collaboration, 160 



Research questions, 21, 30 
choosing appropriate designs, 23-28 
subquestions, 23 
types of inquiry, 21-23 

Research reports 
discussing research design, 221 
parallel randomized trials, 334-337 
preliminary statistical findings, 

231-250. See also Statistical findings, reporting 
qualitative findings presentation, 327-331 
reporting data, 32 

Resentful demoralization, llt 
Response rate, 134-135 

Sample-related threats to external validity, 9t 
Sampling bias, 8 
Sampling strategies, 18-21 

external validity and, 31, 133, 134 
nonprobability techniques, 20 
probability techniques, 20, 133 
survey research, 133, 134 

Scatterplot, 311-313 
Scientific method, 2-3, 30 
Scott's pi, 240 
Selection bias, 7t, 120 
Selective coding, 148 
Semi transcription, 323 
Sensitization, llt 
Sequencing effects 

counterbalancing, 17, 57, 58, 254 
threats to internal validity, 7, St 

Sequential case study single-case design, 210-211 
Simple random sampling, 20 
Single-case approaches, 103-106, 230 

A-B-A-B-C-B-C design, 108-109 
A-B-A-B design, 107-108 
A-B-A design, 104, 106-107 
A-B-A mixed methods, 209-210 
changing criterion design, 105, 109-110 
design notations, l04t 
graphing, 105 
mixed methods, 208-211 
multiple baseline design, 111-114 
repeated measures, 58 
threats to internal validity, .104 ',. 
See also Case study designs 

Single-factor randomized group design, 36 
Single-stage models, 126 
Single-subject design, 103 
Small-n designs, 103 
Snowball sampling, 20 
Social desirability, 133, 135 
Solomon N-group design, 93-94 

eight-group, 98-101 
four-group, 94-96 

Subject Index + 363 

six-group, 96-98 
threats to internal validity, 94 

Spearman's correlation statistic, 238-239, 243 
Special treatment, threat to internal validity, St 
Sphericity assumption, 254 
SPSS, 220 

ANOVA independent variable, 5 
pretest and posttest designs (ANCOVA), 256-259 
pretest and posttest designs (independent samples t 

test), 263-267 
pretest and posttest designs (RM ANOVA), 270-277 
regression-discontinuity approach (ANCOVA/linear 

regression), 307-314 
3-factor crossover design (RM ANOVA), 278-282 
3 x 3 Latin square design CANOVA), 286-290 
wait-list continuation design (t tests), 295-303 

Standard deviation, 242 
Statistical analysis 

control and, 14 
data analytics, 220 
decision tree for choosing tests, 233-235 
design and, xvi, 251-252 
ex post facto design, 315-320 
nonexperimental control approaches, 118, 125 
observational (nonexperimental) research, 127-129 
pretest and posttest designs, 252-253 
pretest and posttest designs, control group, 255-261 
pretest and posttest designs, double-posttest, 

268-278 
pretest and posttest designs, 2-factor, 261-268 
regression-discontinuity approach, 305-315 
3-factor crossover design, 278-284 
3 x 3 Latin square design, 284-292 
wait-list continuation design, 292-305 
within-subjects approach (repeated measures), 254 

Statistical conclusion validity, 9, 11, 13 
checklist, 333 
survey research and, 133, 134 
threats to, 11-12t 

Statistical findings, reporting, 231 
chart of symbols, 249-250 
decision tree for choosing tests, 233-235 
descriptive statistics, 242-244 
effect size, 23 7-239 
figures, 246-250 
manipulation check, 235-237 
normal distribution, 235 
power, 241-242 
reliability, 239-240 
tables, 244-246 
validation, 240-241 

Statistical power, 220 
reporting, 241-242 
threats to statistical conclusion validity, llt 

Statistical regression, threat to internal validity, 7t 
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Statistical~epackages, 220 
Stimulus characteristics, threat to .external validity, 9t 
Storytell.ing, 160; 331. See also Narrative perspective 
Stratified random assignment, 15, l 7f 
Stratified sampling, 20 
Subject heterogeneity effects, 12t 
Subquestions, 23 
Survey approach, 133 

cross-sectional design, 135, 136-137 
longitudinal design, 135, 136-138 
response rate, 134-135 
threats to validity, 134-135 

Survey data, 322 
Switching-replications design, 59-61, 66-68 
Systematic design, 146, 147-149 
Systematic sampling, 20 

Tables, 244-246 
Terminology, xvii-xvix 
Testing threat to internal validity, 7t 
Test-retest reliability, 239-240 
Test sensitization, llt 
Test validity, 4 
Theoretical sampling, 20 
Theory-dev.elopment design, 202, 204-205 
Theory-focused qualitative 

methods, 142 
Theory-guided data presentation, 330 
Theory-guided sampling, 20 
Threats to validity, 4-5. See also specific types of validity 
3-factor crossover design, 226, 252, 278-284 
3-factor posttest design, 48-49 
3-factor pretest and posttest design, 41 
3 x 3 Graeco-Latin square design, 227 
3 x 3 Latin square design, 252, 284-292 \ 
3 x 3 repeated Latin-square design, 227-228 
Time-series, 58 

interrupted, 58, 61, 69-71 
pretest and posttest designs, 36 

Timing of measurement threat to construct validity, 1 lt 
Transcendental design, 169, 172-173 
Transcription, 322-323 
Transferability, 324 
Treatment-development design, 202-203, 205-206 
Treatment notation, 15 
Treatment-removed design, 225 
Treatment-sensitive factorial structure, lOt 
Treatment variations, threat to external validity, 9t 
Trend analysis, 127 
Trend-based data collection, 135 
Triangulation design, 142 

concurrent design, 181, 184n 

Trustworthiness of data, 4 
t test, 22, 127 

independent samples, 253, 262, 263-267, 293, 
297-298,316-319 

paired samples (dependent samples), 293, 301-302 
2-factor crossover design, 68-70 
2-factor posttest control group design, 46-47 
2-factor pretest and double posttest designs, 

252, 268-278 
2-factor pretest and posttest designs, 38-41, 251 

data analysis examples, 261-278 
2 x 2 factorial posttest design, 79-SO, 82-84 
2 x 2 factorial pretest and posttest design, 

77-78,81-82 
2 x 2 x 2 factorial posttest design, 85-86 
2 x 2 x 2 mixed-factorial design, 89-91 
2 x 3 x 2 factorial posttest design, 87-88 
Two-group ex post facto design, 121 
Two-way analysis of variance (ANOVA), 128, 253 

Uncontrolled case studies, 143 
Unit of analysis, 19 
Univariate comparison of means, 127-128 

Validation, 240-241 
Validity, 1, 3-5 

checklist, 332-333 
control and, 13 
experimental research and, 31-32 
nonexperimental research and, 118 
qualitative methods and, 4, 324 
reporting, 240-241 
test, 4 
threats to, 4-5. See also specific types of validity 
See also Construct validity; External validity; Internal 

validity; Statistical conclusion validity 

Wait-list continuation design, 59, 60/, 252, 292-305 
Wait-list control group, 18, 59 
Washout period, 61, 103 
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