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Preface

Recent progress in science and technology has led to the revival of an old question
concerning the relevance, of quantum effects in biological systems. Indeed Pascual
Jordan’s 1943 book, Die Physik und das Geheimnis des Lebens had already
posed the question “Sind die Gesetze der Atomphysik und Quantenphysik für
die Lebensvorgänge von wesentlicher Bedeutung?” (Are the laws of atomic
and quantum physics of essential importance for life?) and coined the term
Quanten-Biologie (quantum biology). At the time this question was essentially of
a theoretical nature as the technology did not yet exist to pursue it in experiment.

Indeed quantum biology has been benefiting considerably from the refinement
in experimental tools which is beginning to provide direct access to the observation
of quantum dynamics in biological systems. Indeed, we are increasingly gaining
sensitivity towards quantum phenomena at short length and time scales. In recent
years, these newly found technological capabilities have helped to elevate the
study of quantum biology from a mainly theoretical endeavour to a field in which
theoretical questions, concepts and hypotheses may be tested experimentally and
thus verified or disproved. We should stress here that experiments are essential to
verify theoretical models because biological systems already have a complexity
and structural variety that prevents us from knowing and controlling all of the
aspects. Results obtained using these refined experimental techniques lead to new
theoretical challenges and thus stimulate the development of novel theoretical
approaches. It is this mutually beneficial interplay between experiment and theory
that promises accelerated developments within the field.

Biological systems tend to be warm, wet and noisy when exposed to envi-
ronmental fluctuations, conditions which are normally expected to result in rapid
decoherence and thus suppression of quantum features. Thus quantum phenom-
ena may at first sight seem to be unlikely to play a significant role in biology.
Note, however, that at the level of molecular complexes and proteins, important
biological processes can be very fast (taking place within picoseconds) and well

xvii
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xviii Preface

localised (extending across a few nanometres, the size of proteins) and may thus
exhibit quantum phenomena before the environment has had an opportunity to
destroy them. Hence the possible existence of significant quantum dynamics is
a question of length and timescale; indeed quantum phenomena such as electron
tunneling have been observed in biological systems and there is some evidence
for proton tunneling in enzymes. As such, tunneling phenomena are not intimately
related to biology and the question therefore remains whether on the one hand
biological systems will exhibit more complex quantum-dynamical phenomena that
may either involve several interacting particles or multiple interacting components
of a network, or on the other hand whether the specifics of the biological sys-
tems and their environments will play a crucial role in allowing or supporting
certain quantum-dynamical phenomena in biology. Only then could we call these
‘non-trivial’ quantum effects in biological systems. Indeed, it appears that there
are biological processes such as transport in photosynthesis, magneto-reception in
birds or the olfactory sense that rely at a fundamental level on such ‘non-trivial’
quantum-dynamical processes. Thus quantum effects in biology may well be pos-
sible and more importantly relevant towards function.

This book reports on quantum biology, its theoretical foundations, experimental
findings and future possibilities as they have emerged over the past few years.
Needless to say not all subjects can be covered and we have had to make a sub-
selection that has been driven by several objectives. Firstly, given that the basis of the
field is the fruitful interplay between experiment and theory, we have endeavoured to
choose subjects that are either already under experimental investigation or for which
it could be expected that technology will give access to these theoretical predictions
in the foreseeable future. This has led us to exclude subjects such as quantum
conciousness or the speculations concerning the origin of life. Secondly, it is our
aim to provide a reasonably coherent set of chapters, starting from experimental
and theoretical foundations and leading on to specific topics of interest. Finally, of
course, personal preferences and tastes do also play a role.

The original plan for this book was hatched during the first conference on Quan-
tum Effects in Biological Systems (QuEBS 2009), held from 7–10 July, 2009 in
Lisbon, Portugal, which has become the first of the annual QuEBS conferences.
Subsequent QuEBS meetings were held at Harvard University in 2010, Ulm Uni-
versity in 2011, Berkeley in 2012 and Vienna in 2013, and their ever growing
attendance attests to a growing interest in the field.

This steady development has convinced us that the time is right for an introduc-
tory book on quantum effects in biology and we do hope that the present text will
help scientists, especially young and adventurous scientists, during or shortly after
their PhD, to gain a first insight into the field of quantum biology. It is our hope
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that in this way we can assist the further development of the field by converting an
increasing number of scientists into becoming quantum biologists.

We would like to acknowledge financial support from the Natural Sciences
and Engineering Research Council of Canada, the DARPA QuBE Program,
the MIT-ENI Energy Initiative, the Center for Excitonics at RLE, and the
Quantum Artificial Intelligence Lab at Google, to Masoud Mohseni; the Fundação
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the EU FP7 (LANDAUER, PAPETS), to Yasser Omar; The Searle Foundation
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Professorship, the SFB TR/21, the European Research Council and the European
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1

Quantum biology: introduction

graham r. fleming and gregory d. scholes

1.1 Introduction

Key features of quantum mechanics are the uncertainty principle, wave–particle
duality, quantization of energies and the modification of classical probability laws.
Biology is concerned with how natural systems function – from understanding
how genetically coded information is replicated, to attaining a mechanistic model
for complex multistep reactions. Recently researchers have been asking whether
quantum mechanics, normally the domain of physics, is also needed to understand
some biological processes. This field includes fascinating developments in theory
and experiment, as well as multidisciplinary discussion, and the state-of-the-art is
documented in this book. Erwin Schrödinger, in his famous book What is Life?
(Schrödinger, 1944), noted that quantum mechanics accounts for the stability of
living things and their cellular processes because of our understanding, via quantum
mechanics, of the stability and structure of molecules. The fact that quantum effects
create, sometimes large, energy gaps between different states of a chemical system
is also important. Such energy gaps, between electronic energy levels, enable
living organisms to capture and store the energy carried from the sun by photons,
and to visualize the world around them via optically induced chemical reactions.
Davydov’s view in Biology and Quantum Mechanics (Davydov, 1982) was that
quantum mechanics is most relevant for isolated systems in pure states and therefore
is of little importance for biological systems that are in statistical states at thermal
equilibrium.

If we set aside the fact that quantum mechanics is required to explain the
properties of molecules and their reactions – obviously important in biochemical
processes ranging from the action of enzymes to genetic expression of phenotypes
and the very construction of a living organism – then quantum biology identifies

Quantum Effects in Biology, ed. Masoud Mohseni, Yasser Omar, Gregory S. Engel and Martin B. Plenio.
Published by Cambridge University Press. © Cambridge University Press 2014.
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4 Quantum biology: introduction

biological phenomena that make explicit use of quantum mechanics to attain func-
tionality or to carry out a process. Of course the application of quantum mechanics
to the study of biological problems is still important, but we do not include that
in our definition of quantum biology. Early work pursuing such directions was the
main focus of the, now discontinued, International Journal of Quantum Chem-
istry: Quantum Biology Symposium series. However, there remains the question
of precisely where we draw the line separating unsurprising manifestations of
quantum mechanics from those of interest for quantum biology. For example,
intermolecular forces, including hydrogen bonding and van der Waals forces, are
prevalent in defining protein structures, the helical motif of DNA; they account
for enzyme–substrate association, aid protein synthesis, and cause membrane for-
mation, to name just a few examples. In general, such non-bonding interactions,
while described by quantum-mechanical models, do not appear to introduce spe-
cial properties or function because of quantum mechanics, so we would exclude
them from quantum-biological examples. Instead the field is mostly concerned
with excited electronic states and their dynamics, long-range tunnelling through
barriers, interference effects and other abilities conferred by quantum mechanics.

A molecular basis for biology, including atomic-scale descriptions of complex
processes, has transformed biology over the past decades. One motivation for the
emerging field of quantum biology is to elucidate new insights into biological
function that may emerge from a quantum perspective. Hence the discovery and
objective assessment of examples of quantum biology is important. Key criteria
for identifying quantum-biological processes include their amenability to experi-
mental verification and predictions or theoretical modelling using appropriate and
rigorous frameworks. It is worthwhile distinguishing between phenomena where
the detailed dynamics of the process are susceptible to experimental and theoretical
investigation, and those in which only overall rates are observable and the challenge
is to explain the magnitudes and trends found from experiments. The chapters to
follow in this book will explore these examples is greater depth.

1.2 Excited states in biology

In 1962, Longuet-Higgins wrote in his paper entitled ‘Quantum mechanics and
biology’ that quantum mechanics only helps us to understand a few biological
processes that involve radiation (Longuet-Higgins, 1962). Research since then has
revealed that this rather conservative view requires modification. Indeed, quantum
phenomena in biological systems that require explicit reference to quantum theory
abound. For example, the ‘energy wealth’ of a molecule defines the energy stored
in quantum states; usually chemical bonds that can be transformed in reactions,
thereby storing or releasing a quantum of energy. There are many examples that
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1.2 Excited states in biology 5

are of importance for biology, including nucleoside phosphates (ATP), thioesters,
imidazoles and others (Pullman and Pullman, 1963). The special properties of
molecules such as quinones that are important in electron transport chains can
also be attributed to their quantum-mechanical energy gaps. Research present, as
documented in this book is, however, largely restricted to light-induced processes.

1.2.1 Photosynthetic light-harvesting

Light-harvesting in photosynthesis has recent become the paradigmatic model
for quantum effects in biology. Photosynthetic pigment–protein complexes collect
sunlight and transfer energy in the form of electronic excitation to the reaction
centre, where charge separation initiates a web of biochemical processes. Light-
harvesting in photosynthetic organisms occurs with remarkable quantum efficiency;
usually a quantum efficiency of >95% for initiation of charge separation per
absorbed photon is found under conditions of low irradiance. Therefore it is of
great interest to investigate the design principles of this extremely efficient process
(Scholes et al., 2011).

The success of natural light-harvesting depends on ultra fast excited state dynam-
ics including energy transfer and charge separation, where quantum superposition
and coherence dynamics turn out to play roles (Ishizaki and Fleming, 2012). Thus,
models based on quantum theory are crucial for the understanding of the primary
process of photosynthesis. Moreover, the recent development of two-dimensional
electronic spectroscopy and its utility for examining these systems has placed
photosynthetic light-harvesting in a unique position for investigating quantum-
dynamical phenomena in biological systems.

Many quantum phenomena are often regarded as exceedingly delicate and not
likely to survive over relevant timescales in ‘warm, wet and noisy’ living things.
Thus, the experimental observation by Engel et al. of long-lived quantum-electronic
coherence in a photosynthetic protein (the FMO complex) (Engel et al., 2007)
produced widespread interest. The initial experiments were carried out at 77K, but
subsequent work by Scholes and co-workers on a light-harvesting protein from
marine algae (Collini et al., 2010) confirmed the persistence of quantum coherence
at physiological (room) temperature. Engel and co-workers then demonstrated
that quantum coherence in the FMO protein survives up to room temperature
(Panitchayangkoon et al., 2010). These studies used femtosecond-duration laser
pulses. The relevance of the coherent phenomena observed in such experiments
to the behaviour of systems illuminated by sunlight requires careful clarification
(Jiang and Brumer, 1991). It might be worth saying that, while the experiments are
carried out with coherent excitation, the underlying Hamiltonian probed by these
experiments is the same Hamiltonian that governs the dynamics under sunlight
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irradiance. A key point is that the simulations inspired by these experiments do not
need to assume coherent excitation, and it is really these simulations that ultimately
give us an insight into how coherences modify the dynamics.

1.2.2 Other excited state processes: from vision to circadian clocks

One way to answer the question of biological relevance would be to argue that
the process would simply not work without quantum mechanics. Vision is perhaps
one such example, because the quantum-mechanical arrangement of electronic
states and their symmetries is responsible for light-activated isomerization. Light
is absorbed by a chromophore in the rhodopsin protein, which initiates a pho-
tochemical isomerization. This is the quantum-mechanical process. After that, a
series of enzymes are activated, culminating in hydrolysis of cyclic guanosine 3′–5′

monophosphate which causes Na+ ion channels to close. The resulting hyperpo-
larization induces an electrical impulse that is transferred to a nerve cell. This
really is a remarkable sequence of events – initiated by a comparatively simple
quantum-mechanical process.

Photochemical reactions like the photo-induced isomerization of retinal in
rhodopsin protein are a subset of chemical reactions in general, and the mech-
anism of many ground state reactions can also only be understood from a quantum-
mechanical viewpoint. For example, the Woodward–Hoffman rules for orbital
symmetry explain how large barriers to chemical transformations in the electronic
ground state can result from the way orbital symmetry must change in a discon-
tinuous fashion during the transformation from reactant to product (Woodward
and Hoffmann, 1969). In photochemical reactions (Michl, 1990), these kinds of
barriers are greatly reduced by using photoexcitation to change the symmetry
of the initial state and provide internal energy to surmount the thermal barrier.
Similarly, the catalytic activity of enzymes can sometimes best be understood
on a quantum-mechanical basis. It is therefore difficult to decide which chemical
reactions, whether light-induced or not, constitute important examples of quantum-
mechanical optimization in biology.

Lastly, it is worth documenting that vision is not the sole photochemical pro-
cess important in biology. Other examples include deactivation of excited states
in DNA, thus avoiding photodamage to the genetic code, vitamin D (calciferol)
biosynthesis, photoinduced electron transfer in photosynthesis, cell photoprotec-
tion using melanin, bioluminescence and sophisticated sunscreens used by coral.
An important class of proteins that operate by light activation are the phytochromes.
They play a role in a multitude of processes including phototropism and phototaxis
(growth/movement determined by response to a light source), photoperiodism, seed
germination and circadian clocks.
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1.3 Light particles and tunnelling

1.3.1 Electron tunnelling

Electron flow between distant (greater than 15 Å) redox-active cofactors is cen-
tral to the operation of aerobic respiration and photosynthesis. Proteins are not
electrical conductors, yet charge needs to move in such biological processes. The
quantum-mechanical process of tunnelling allows classical energy barriers to be
circumvented to some extent, basically by virtue of the time–energy uncertainty
principle. Electrons can thereby be directed through space by protein backbones.
Such long-range electron transfer in the biologically relevant timescales of milli-
to microseconds plays a key role in the energy transduction pathways of life.

Tunneling in biological systems was first reported for electron-transfer reactions
in proteins (Marcus and Sutin, 1985). Investigations on ruthenium-modified pro-
teins carried out by Gray and co-workers in the past two decades have yielded a
remarkably detailed description of the distance- and driving-force dependences of
long-range electron tunnelling rates in proteins (Gray and Winkler, 2003). Exper-
imental observations of weak temperature dependence in rates and exponential
decay of the transfer rate as distance increases indicate that long-range electron
transfer in proteins occurs by single-step electron tunnelling across a long distance.
This mechanism is in contrast to a multistep hopping mechanism. The protein
medium provides electronic states associated with pathways along its backbone
that help donor and acceptor wavefunctions delocalize towards each other. The
result is a ‘superexchange’ mechanism that speeds up electron tunnelling rates,
usually by >10 orders of magnitude compared with similar distances through a
vacuum. Theoretical analysis has even predicted the dominant pathways the elec-
tron transfer will take through proteins, and these involve not only covalent bonds,
but also hydrogen bonds or even van der Waals contacts. In spite of the prediction of
tunnelling pathways, Dutton and co-workers have shown that an empirical model
based on average protein density, effectively treating the protein as a structureless
random medium, also explains the experimental data (Page et al., 2003). Whether
or not proteins have evolved efficient and specialized pathways for electron trans-
duction is still an open question.

1.3.2 Proton tunnelling

In many enzymatic catalytic reactions, the rate-determining step involves the trans-
fer of a proton, hydride or hydrogen atom (Allemann and Scrutton, 2009). The
simultaneous transfer of a proton and an electron from different sites (so-called
proton-coupled electron transfer) also plays an important role in a wide range of
biological functions. Moreover, in some enzymes, quantum effects may contribute
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to catalytic rates because of the energy shift due to the zero-point energy that gives
a quantum correction to the classical activation free energy and the H-tunnelling
effects (Nagel and Klinman, 2006). Such nuclear quantum effects represent another
class of quantum phenomena in biological systems. It is the short de Broglie wave-
length of the proton wavefunction that makes H-tunnelling extremely sensitive to
distance fluctuations, leading to the possibility of strong coupling between pro-
tein motions and the H-tunnelling kinetics. A hotly debated issue in enzymatic
catalysis is whether or not the couplings to slow protein dynamics serve to control
the quantum tunnelling and contribute to an increase in the catalytic reaction rate.
Such ‘gating dynamics’ have been proposed to explain anomalous temperature
dependences found in several enzymes.

1.3.3 Olfaction

A related area of interest is olfactory reception (Turin, 1996; Brookes et al., 2007;
Brookes, 2010). Olfaction is the sense of smell, or the activation of related sensory
cells in invertebrates (for instance to detect pheromones). How these systems work
and particularly how such a range of odorants can be discriminated by a restricted
number of distinct olfactory receptors has not been fully elucidated. It has been
suggested that odorants are not discriminated solely by their shape and therefore
how they bind to olfactory receptors. Among the various theories, it has been
suggested that a second ingredient acts together with the lock and key model; that
is, the vibrational spectrum of the odorant is important. It has been suggested that
the mechanism in play here is a phonon assisted tunnelling of an electron between
two receptor sites via the odorant. Here is an example where a more detailed
understanding of the protein, as well as its interactions with a bound analyte,
are critical for testing this hypothesis for the operation of olfactory receptors and
the possible role of quantum-mechanical tunnelling. A recent detailed study of
the Drosophila odorant receptor mechanism could not find good evidence for the
vibrational theory (Guo and Kim, 2010), yet other (Franco et al., 2011) clinical
studies show fascinating evidence in its favour.

1.4 Radical pairs

1.4.1 Magnetoreception

There is compelling evidence that numerous organisms, including magnetotactic
bacteria, insects, amphibians, birds, fish, sharks and rays, and some animals orient
themselves using the earth’s magnetic field (Wiltschko and Wiltschko, 1995a;
Kirschvink et al., 2001; Rodgers and Hore, 2009; Wajnberg et al., 2010). It has
been shown, for example, that homing pigeons can be trained to recognize a weak
magnetic anomaly. Their response after training can be upset by attaching a magnet
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to a part of their beak known to contain a biogenic magnetite body, suggesting that
this structure – also found in the organisms mentioned above – is involved in
sensing the magnetic field. Other studies have established how the magnetic field
lines are sensed in order to derive direction. There is now no doubt that many
creatures can navigate using a magnetic sense.

One hypothesis for the mechanism underlying magnetoreception is that mag-
netite bodies (arranged as an oriented string) are coupled to special receptors so
that mechanical torque in response to magnetic field changes activates an ion chan-
nel to initiate signalling. This hypothesis explains the presence and use of the
chains of magnetic bodies that have been clearly identified. Nevertheless, precisely
how the signalling happens is unknown. In some studies it has been found that
magnetoreception, at least in the case of newts and birds, is light dependent. This
work has strengthened the case for a second hypothesis for the mechanism of mag-
netoreception, whereby a light-initiated chemical reaction, possibly occurring in a
cryptochrome photoreceptor, is tuned by changes in magnetic field. Changes in rate
of a reaction involving radical pairs, caused by changes in magnetic field orienta-
tion, are suggested to provide magnetic field transduction. A substantial amount
of experimental evidence shows that the light dependence includes wavelength
specificities and is evidently complex.

The magnetic sense has obvious biological relevance because it aids navigation,
orientation and long-range migration, but is the underlying mechanism quantum-
mechanical? The answer depends on which mechanism is ultimately found to
underpin magnetoreception. The first mechanism described above is based on clas-
sical electromagnetism and can therefore be anticipated without resort to quantum
mechanics. The second mechanism builds on the idea that ladders of electronic
states are prevalent in biological examples of quantum mechanics, but in this case
those ladders, specifically the relative energies of singlet and triplet states, are used
to sense an external stimulus. The explicit dependence of this proposed mechanism
on electron spin means that quantum mechanics lies at the heart of the explanation.
The possibility that biological systems are performing a kind of magnetic reso-
nance experiment to guide their seasonal migration patterns or other navigation is
fascinating. Crucial advances, however, are needed to obtain compelling experi-
mental connections between the behaviour of organisms and the molecular level
mechanisms underlying the traits.

1.5 Questions for the present

1.5.1 Do quantum effects introduce new functions in biology?

This is a critical question and one that is being actively pursued by researchers at
present. Finding new ways that quantum mechanics helps biological function will
drive the field forward. Examples might include sensors, catalysis, photoprotection
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Table 1.1 Examples of biological phenomena and putative underlying
quantum-mechanical processes

Biological phenomenon Quantum process

Vision, bioluminescence, light-sensing/
response (e.g. phytochromes), vitamin D
biosynthesis

Large energy gaps because of electronic
excited states

Respiration, photosynthesis Electron tunnelling
Magnetoreception Radical pairs and electron spin
Light-harvesting in photosynthesis Electronic energy transfer involving

quantum coherence

and the use or production of light. Thinking in terms of realistic high-level biological
function, this may be one of the hardest questions to answer.

Viewed as a ‘control knob’ or design tool in the construction of biological
devices, one important question is: do quantum effects enable the introduction of
qualitatively new functions in biological systems? In other words, are some biolog-
ical phenomena operating in a regime where classical approximations break down
(see Table 1.1)? Answering this question in general terms is a goal of the present
volume. More specifically, taking photosynthetic light-harvesting as an example,
the answer is clearly yes. A natural pigment–protein system at finite temperature
will of necessity have variations in local energies, producing a rough energy land-
scape. Quantum coherence allows temperature insensitivity and robustness to trap
states. It also enables construction of energy flow rectifiers (Ishizaki and Fleming,
2009a), thereby influencing the relative rates of forward and backward energy flow.

Coherent energy transfer, in principle, allows constructive or destructive inter-
ference between multiple pathways. We are not aware of specific examples of this
phenomenon in natural systems, but it clearly provides a new type of control fea-
ture. For maximum efficiency of transport processes, the key point is to correctly
balance coherent behaviour and dephasing timescales (Rebentrost et al., 2009a).
Exact models of quantum transport as a function of coupling strength to the envir-
onment (proportional to dephasing rate) show a maximum in the rate for a given
reorganization energy (Ishizaki and Fleming, 2009b). Our present understanding is
that natural photosynthetic light-harvesting systems operate in a parameter range
at or around this maximum value.

1.5.2 Are our experimental methods adequate?

Single-molecule studies of enzyme action have produced remarkable new insights
into enzyme function (Min et al., 2005). These phenomena were previously
hidden in the ensemble average common to, and necessary for, all earlier
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measurements. Studies of quantum-dynamical phenomena at the single molecule
level are very challenging because of the timescales involved. However, this is
encouraging progress in this direction. Brinks et al. (2010) recently reported the
observation of vibrational coherence in individual molecules at ambient tempera-
tures by means of a phase-locked spontaneous fluorescence technique. Application
of this technique to detection of electronic coherence in photosynthetic complexes
may provide important new insights into quantum energy flow in biology and
motivate the development of new theoretical studies.

1.5.3 Are our theoretical methods adequate?

Again, taking photosynthesis as our example, we note that standard theoretical
approaches are based on the quantum master equation which describes the time
evolution of reduced density matrices. The ensemble (statistical) average inherent
in such an approach may wash out details of the quantum behaviour (Dawlaty et al.,
2012; Scholes et al., 2012). Recent work using a mixed quantum/classical approach
strongly suggests this is so (Ishizaki and Fleming, 2011; Wong et al., 2012).
The simulations show that quantum-coherent motion is robust in the individual
realizations of the environment-induced fluctuations, contrary to intuition obtained
from the reduced density matrices. Indeed our results imply that experimentally
detected delocalized states (excitons) in the ensemble averaged behaviour indicate
the existence of wave-like energy flow in individual complexes. Taking such recent
results as a first approach, it would seem that investigating quantum phenomena at
the individual protein level for a variety of biological processes should prove very
rewarding.

There has been significant interest from the quantum information community,
and those researchers concerned with exploration of non-classical correlations
from more formal perspectives than are usual in the chemical community. For
example, Wilde et al. state, “Agreement between quantum theoretical models does
not irrevocably demonstrate the presence of quantum effects” (Wilde et al., 2010),
while Bradler et al. comment, “Standard measures of quantum behaviour are more
convincing than, say, a claim that wave-like motion in population elements in a
density matrix is a signature of quantumness” (Bradler et al., 2010). However, it
remains to be seen whether the methods and insights of quantum information theory
bring new understandings and predictions to quantum biological phenomena.

1.5.4 What opportunities do an understanding of
quantum-biological phenomena bring?

Biology shows the existence of capabilities, efficiencies and emergent phenom-
ena that would perhaps be impossible to imagine otherwise. Biological energy,
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communication and self-repair, for example, are all emergent functionalities. Many,
if not all of these, rely on phenomena that are important only at the nanoscale
and on ultra-precise construction achieved through self-assembly. The methods
of synthetic biology may well offer the best opportunities for making progress in
implementing nature’s design principles in synthetic devices based on quantum
phenomena. Potential areas for quantum devices are in sensing, in energy harvest-
ing and storage, biosynthesis and in quantum simulation, but likely there are many
more possibilities remaining to be discovered.

1.6 Some wide-reaching questions

1.6.1 What is life and consciousness?

Perhaps one of the biggest questions in all of science is that concerning the essence
of life. How does the brain work, what is consciousness, free will and the sense of
self? How does the central nervous system work and how do certain drugs influence
it?

As a consequence of the importance of such questions, and the confluence of
interest from researchers with a range of specializations, one of the most promi-
nently recognized debates on a possible role played by quantum mechanics in
biology is that concerning brain function. The ethereal notion of consciousness is
particularly perplexing and there have been numerous speculations about the spe-
cial roles played by quantum mechanics. Most famously, for example, Hameroff
and Penrose have hypothesized that quantum-mechanical superposition states of
microtubules can rationalize brain activities leading to thoughts, feelings, sense
of self and transitions of consciousness (Hameroff, 1998). Tantalizing questions
have been examined that work, such as the abrupt transition to unconsciousness
caused by anaesthetic drugs (Hameroff, 2006). Nevertheless, the rather qualitative
arguments presented so far are not easily assessed by experimental approaches
(Davies, 2004; Schuster, 2009). Most criticism focuses on decoherence (Tegmark,
2000). Reimers and co-workers recently examined the Penrose–Hameroff orches-
trated objective-reduction proposal for human consciousness in more detail, and
concluded that it is not feasible (McKemmish et al., 2009). To be fair, Hameroff has
noted objections to a number of interpretations of that paper and it is certainly not
easy to dismiss outright the role of microtubules in brain function (Hameroff et al.,
2010), although the proposed quantum aspects have yet to be proven or justified
(Litt et al., 2006).

1.6.2 Did quantum mechanics play a role in the origin of life?

The confluence of events that led to initiation of life on earth are unknown, but
it is clear that the revolution was the production of a molecular template that can
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be replicated. In the very simple manifestations of life at its outset, was quantum
mechanics more prevalent than now? If photochemistry played a role in produc-
ing the molecules upon which life is based, is this an instance of quantum biol-
ogy? These questions are all very speculative, but could feasibly unveil interesting
hypotheses and might one day be tested by experiments mimicking the dawn of
life.

1.6.3 Is quantum-mechanical mechanism intrinsic or was
it selected through evolution?

What approaches can be used to assess the biological relevance or necessity of
quantum-mechanical phenomena? Biological significance is not easy to quan-
tify directly. For example, quantum-coherent light-harvesting does not necessarily
translate into increased photosynthetic activity because other processes (e.g. CO2

fixation) can be limiting under various environmental conditions. An approach is
to ask whether or not biological systems recognize quantum-mechanical mech-
anisms as a trait that confers fitness. In other words, it would be compelling to
discover whether quantum-mechanical aspects of processes like light-harvesting
have been fine tuned during evolution. The traits of living organisms, their relation-
ships and their evolution from one species to another are described by phylogenetic
reconstruction. Phylogenetic analysis has played an important role in establishing
relationships among species of organisms and between phyla. Perhaps similar
analyses can be used to examine biophysical traits and to establish how photophys-
ical and molecular-level mechanisms have evolved or have contributed to species
diversification.

Finally, sometimes it is said that if quantum mechanics provides the optimum
means of performing a function, then biology will have discovered and harnessed
that ability during billions of years of evolution. That is a misconception. Nature
is not considered to be perfectly optimized. Evolution tends to accumulate new
functions or optimizations into existing motifs, rather than designing from scratch
for a particular task. For example, the respiratory enzymes in mitochondria evolved
from the extant machinery of photosynthetic reaction centres. Therefore, quantum
mechanics will not necessarily be discovered by biology, even if it confers important
new abilities, if the essential precursor infrastructure does not already exist and
serve a function.
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and robert silbey

Quantum biology, as introduced in the previous chapter, mainly studies the dynam-
ical influence of quantum effects in biological systems. In processes such as exciton
transport in photosynthetic complexes, radical pair spin dynamics in magnetore-
ception and photo-induced retinal isomerization in the rhodopsin protein, a quan-
tum description is a necessity rather than an option. The quantum modelling of
biological processes is not limited to solving the Schrödinger equation for an iso-
lated molecular structure. Natural systems are open to the exchange of particles,
energy or information with their surrounding environments that often have com-
plex structures. Therefore the theory of open quantum systems plays a key role in
dynamical modelling of quantum-biological systems. Research in quantum biol-
ogy and open quantum system theory have found a bilateral relationship. Quantum
biology employs open quantum system methods to a great extent while serving
as a new paradigm for development of advanced formalisms for non-equilibrium
biological processes.

In this chapter, we overview the basic concepts of quantum mechanics and
approaches to open quantum system or decoherence dynamics. Here, we do not
intend to discuss all aspects of about a century-old theory of open quantum systems
that dates back to the original work of Paul Dirac on atomic radiative emission and
absorption (Dirac, 1927). Instead we mainly focus on the integro-differential equa-
tions that are commonly used for modelling quantum-biological systems. Interested
readers can learn more about open quantum systems in various books and review
articles in both physics and chemistry literature, including the references (Kraus,
1983; Breuer and Petruccione, 2002; Kubo et al., 2003; Weiss, 2008; May and
Kühn, 2011).

Quantum Effects in Biology, ed. Masoud Mohseni, Yasser Omar, Gregory S. Engel and Martin B. Plenio.
Published by Cambridge University Press. © Cambridge University Press 2014.
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2.1 Quantum mechanics concepts and notations

Quantum mechanics provides a mathematical framework that allows us to envision
and describe the microscopic world of molecules, atoms and sub-atomic particles.
It is the most complete and experimentally verified physical theory known. Here,
we briefly state the basis of quantum mechanics composed of four postulates on
(i) system state representation, (ii) time evolution, (iii) measurement by an observer
living in a classical world1 and (iv) systems with multiple degrees of freedom. In the
following statement of the postulates, we avoid rigorous mathematical definitions
to make it accessible to readers with some linear algebra background.

Postulate 1 (State space) Associated with any physical system is a linear space
of complex vectors called Hilbert space H. The state of a system is described by a
density operator ρ that is a trace one positive operator defined on the Hilbert space.
A density operator is often called a density matrix for a finite dimension Hilbert
space, e.g. an electron two-state spin space. Specifying the Hilbert space sets the
stage for a mathematical description of a physical system in a quantum regime.

A quantum system is in a pure state if the density matrix is rank-one ρ = |ψ〉〈ψ |
(here we use the bra-ket notation for a vector |ψ〉 and its Hermitian conjugate 〈ψ |).
A pure state can be simply represented by the vector |ψ〉, often referred to as a
wavefunction, with normalization property 〈ψ |ψ〉 = 1. A quantum state that is not
pure is called a mixed state. A simple test for the purity of a density matrix ρ is the
equality Tr(ρ2) = Tr(ρ).

Postulate 2 (Dynamical evolution) The evolution of an isolated or closed quantum
system is governed by the Liouville–von Neumann equation, a first-order linear
differential equation,

dρ(t)

dt
= − i

h̄
[H (t), ρ(t)]. (2.1)

The Hermitian operator H is the system Hamiltonian containing all information
about the interactions and forces driving the system dynamics. The coefficient h̄ ≈
6.63 × 10−34 m2kg/s is Planck’s constant which relates the dynamical timescales
to the system energy.

For the special case that a system is in a pure state, ρ = |ψ〉〈ψ |, Equation (2.1)
reduces to the Schrödinger equation,

d|ψ(t)〉
dt

= − i
h̄
H (t)|ψ(t)〉. (2.2)

1 Here, we use the orthodox language of quantum mechanics that distinguishes a quantum world from a classical
one. In the context of this book, we generally follow the standard ‘shut up and calculate’ approach to quantum
mechanics, as expressed by David Mermin.
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We can also, equivalently, express the postulate on a closed-system dynamic based
on the solution of the Liouville–von Neumann equation. That is, Equation (2.1)
guarantees a unitary evolution,

ρ(t) = U (t)ρ(0)U †(t), (2.3)

with the unitary operator U (t) = T+ exp[−i ´ t0 H (t ′)dt ′]. The symbol T+ denotes
a time-ordering operator.2

Postulate 3 (Observable and measurement) Associated with any physically
measurable property q is a Hermitian operator Q defined on the Hilbert space.
Consider the spectral decompositionQ = ∑

m qmPm with projective operators Pm
satisfying Pm = P 2

m. A measurement apparatus randomly outcomes a value qm for
the property q. For a system in a pre-measurement state ρ, such a random outcome
occurs with probability Tr(ρPm). As a result the expectation value of the physical
property q is given by 〈Q〉 = ∑

m qmTr(ρPm) = Tr(ρQ).
Any quantum measurement inevitably changes the state of a quantum system that

is not an eigenstate of the measured observable. A quantum state ρ collapses into
the state ρm = PmρPm/Tr(ρPm) upon recording outcome qm by the measurement
apparatus. The quantum state collapse process is not instantaneous in general and
happens in a timescale determined by the measurement protocol.3

In a real experiment, the average value 〈Q〉 is obtained either by a statistically
large number of measurement repetitions on a single system every time prepared in
the same state ρ, or by simultaneous measurement on a large ensemble of systems
all in the same state ρ. A quantum biology related example for these two different
approaches is electronic spectroscopy with a single molecule or with an ensemble
of molecules.

Postulate 4 (Composite systems) Suppose we have two quantum systems A and
B with Hilbert spaces HA and HB . The Hilbert space of the combined system
A+ B is constructed as HA+B = HA ⊗ HB , where ⊗ denotes a tensor product. In
another scenario, the combined space of two different degrees of freedom (DOF)
of a system can be formed in a similar way. For instance, a proper Hilbert space to
describe an electron in an electromagnetic field is Hspin ⊗ H�r , where Hspin is the
two-dimensional spin space and H�r is the space of a spatial wavefunction.

After this short review on quantum mechanics postulates, we delve into the
theory of open quantum systems. We try to adhere to the mathematical notations
used above.

2 The operator T+ is defined as T+A(t)B(τ ){= B(τ )A(t) if τ > t,= A(t)B(τ ) if τ ≤ t}.
3 A more general measurement scheme is to indirectly measure the system by coupling it to a probe, also a

quantum system, and to perform projective measurement on the probe. See (Breuer and Petruccione, 2002) for
such a generalized quantum measurement.
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2.2 Open quantum systems: dynamical map approach

We have learned that the time evolution of an isolated quantum system is governed
by the Liouville equation (2.1). However, no ideally isolated system exists in
the real world except the universe as a whole. Then the question arises of how
to formulate the evolution of an open quantum system. The general approach to
answering this question can be divided into two categories: Quantum Dynamical
Maps and Quantum Master Equations. In the former approach, the system evolution
is described as a mapping between the system states at two different times, ignoring
the intermediate moments. In the latter approach, an integro-differential equation
captures all infinitesimal variations of the system state over time. The counterparts
of these two approaches for closed quantum systems are the unitary map (2.3) and
the Schrödinger equation (2.2), respectively. This analogy may imply that quantum
maps are simply the solutions of master equations. However, in general, this is not
true for open quantum systems. The quantum map and master equation formalisms
have been developed mostly independently. A quantum map was known as the right
description for sudden changes in the system state aftermath of a measurement event
(Kraus, 1983; Alicki and Lendi, 1987), while quantum master equations were first
developed in quantum optics to describe photon emission processes (Scully and
Zubairy, 1997).4 An example of where the two approaches meet is the famous
Gorini–Kossakowski–Sudarshan–Lindblad master equation (Section 2.6), which
is derived from the complete positivity property of quantum maps. In this chapter,
we briefly review quantum-dynamical maps and their classification as completely
positive and non-completely positive maps.

In a full quantum-mechanical treatment of an open quantum system, the environ-
ment (or commonly called the bath) is also modelled as a second quantum system
coupled to the primary system of interest. The ideal model of the bath as the world
minus the system is mathematically intractable, therefore bath is usually modelled
as an effective set of external DOF, for instance, a set of harmonic oscillators
(Leggett et al., 1987) or a set of spins (Prokof’ev and Stamp, 2000).

Consider a quantum system S and a bath B, with respective Hilbert spaces HS

and HB , such that together they form one isolated system, described by the joint
initial state (density matrix) ρSB(0). Applying Equation (2.3), the system–bath state
at time t is given by

ρSB(t) = USB(t)ρSB(0)U †
SB(t). (2.4)

The propagator USB(t) is a unitary operator, the solution to the Schrödinger equa-
tion U̇SB = −(i/h̄)HSBUSB, where HSB is the total system–bath Hamiltonian. The

4 We exclude the Pauli rate equation which describes population transfer only.
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state of the system of interest S is found by the standard quantum-mechanical
prescription

ρS(t) = TrB[ρSB(t)] = TrB[USB(t)ρSB(0)U †
SB(t)], (2.5)

where TrB represents partial trace operation, corresponding to an averaging over
the bath DOF. The quantum-dynamical process (QDP) (2.5) is a transformation
from ρSB(0) to ρS(t). However, since we are not interested in the state of the
bath, it is natural to ask: under which conditions is the QDP a map from ρS(0) to
ρS(t)? A simple answer to this question is an initial uncorrelated system–bath state:
ρSB(0) = ρS(0) ⊗ ρB(0). This condition always holds if the system is in a pure state
ρS = |ψ〉〈ψ | (Shabani, 2009), otherwise the physics of the system determines the
validity of this assumption. The corresponding quantum-dynamical map can be
derived as follows. Consider the diagonal form of the bath initial state which is
usually assumed to be a thermal equilibrium state ρB(0) = ∑

k λk|φk〉〈φk|. In this
case Equation (2.5) reduces to

ρS(t) =
∑
l,k

λk〈ψl|USB(t)|φk〉ρS(0)〈φk|U †
SB(t)|ψl〉, (2.6)

where {|ψl〉} is a complete basis for the bath Hilbert space. In the case of a
closed system, this equation simply reduces to a unitary transformation ρS(t) =
US(t)ρS(0)U †

S (t). A compact representation of the above equation, known as

Kraus representation, is ρS(t) = ∑
α Eα(t)ρS(0)E†

α(t) (Kraus, 1983). The prop-

erty
∑
α E

†
α(t)Eα(t) = IS guarantees the unity trace of the final state ρS(t). The

above map (2.6) was independently studied by Choi on the classification of com-
pletely positive (CP) maps (Choi, 1975). A linear map � acting on the space of
complex matrices,� : C

n×n → C
m×m, is called positive semi-definite if�(A) ≥ 0

for all positive matrices A ∈ C
n×n. The map � is called CP if the extended map

Ik ⊗� acting on the extended Hilbert space C
k×k ⊗ C

n×n is positive semi-definite
for all k (Ik denotes the identity operator acting on C

k×k). Choi showed that a map
is CP if and only if there exist operators Eα such that �(.) = ∑

α Eα.E
†
α. The CP

property has an interesting interpretation in the context of quantum dynamics. A
real system is not isolated and evolves in the presence of other systems. Using a
CP map to represent the dynamics of the system, not only preserves the positivity
of the system density matrix but also the density matrix of all present systems.
This property was so appealing that it led some quantum physicists to assume it
as a necessary condition for any dynamical map, either obtained directly from the
Liouvillian equation (2.5), or indirectly as a solution to a master equation. Next,
we challenge this idea and go beyond Kraus/CP maps and discuss an approach for
obtaining non-CP quantum-dynamical maps.
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t = 0 t = τ t = T

ρS(0) ⊗ ρB(0) ρS(0) ⊗ ρB(0)ρS(τ)
ΦCP (0 → τ)

ΦCP (τ → T ) = I

[ΦCP (0 → τ)]−1

Inverse of a CP map is almost never CP
(unless it’s unitary)

Figure 2.1 A periodic dynamics of coupled two-level systems with time period
T . The dynamics of a TLS from time origin to some time τ , �CP(0 → τ ), can
be described by a CP map while the evolution between times τ and the end of a
period, �(τ → T ), must be a non-CP mapping.

2.2.1 Non-completely positive quantum maps

As stated in the preceding section, the old school of open quantum system theory
assumes a CP map as the only acceptable form of a quantum dynamical map. This
belief has been seriously challenged both theoretically and experimentally. For a
historical background, we refer the interested reader to Shabani (2009).

Here we exemplify the violation of CP for a simple quantum system. Consider
two coupled two-level systems (TLS) interacting via the HamiltonianH = h̄γ σz ⊗
σz for some coupling strength γ .5 We treat one of the TLSs as a system and the
other as a bath. The dynamics of these TLSs is periodic in time with a period of
γ−1, which means that if they start from a product state ρSB(0) = ρS ⊗ ρB , after
time T = γ−1 system and bath return to state ρSB(T ) = ρS ⊗ ρB . This scenario is
depicted in Figure 2.1. The evolution of the system state between the time origin
and some intermediate time τ can be represented by a CP map �CP(0 → τ ), as
explained before. On the other hand, the total evolution from the time origin to the
end of a period T is the trivial identity map,�CP(0 → T ) = IS . Now we ask what
is the dynamical map between the states ρS(τ ) and ρS(T )? The answer is simply
[�CP(0 → τ )]−1. Note that the inverse of a CP map can be a CP map if and only
if the map is a unitary transformation. Hence in this example, the dynamical map
�CP(τ → T ) exists and is non-CP.

Now let us go back to the question we originally asked. Is it always possible
to describe an arbitrary evolution of a quantum system Equation (2.5) as a map
from ρS(0) to ρS(t)? A constructive affirmative answer to this question was given
in Shabani and Lidar (2009a,b), which we outline here.

We first construct a quantum map for an initial system–bath state of the form,

ρSB(0) =
∑

ij

αij|i〉〈j | ⊗ ϕij, (2.7)

5 The Pauli operator σz is defined as σ = (
1 0
0 −1

)
in a basis representing the levels of a TLS.
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with bath operator ϕij satisfying Tr[ϕij] �= 0 or ϕij = 0 ({|i〉} is an orthonormal basis
for HS). A state of this form is called special linear (SL). What is interesting about
a SL state is that any state not in this form can be approximated arbitrarily close
by a SL state. The dynamical equation (2.5) for a SL state (2.7) is

ρS(t) =
∑

ij

αijTrB[USB(t)|i〉〈j | ⊗ ϕijU
†
SB(t)]. (2.8)

This relation can be equivalently written as a map �SL between ρS(0) =∑
ij αij|i〉〈j | and ρS(t):

ρS(t) = �SL(t, 0)[ρS(0)] ≡
∑
i,j,k,α

λijα V
α

kijPiρS(0)Pj
(
Wα

kij

)†
, (2.9)

where λijα are the singular values in the singular value decomposition φij =∑
α λ

ij
α |xαij 〉〈yαij |. Also, V αkij ≡ 〈ψk|USB|xαij 〉 and Wα

kij ≡ 〈ψk|USB|yαij 〉, with {|ψk〉}
being an orthonormal basis for the bath Hilbert space HB . The quantum map
�SL is constructed as a function of the bath operators {ϕij} only and does not
depend on the system state ρS(0) specified by the coefficients αij. In this sense, for
fixed bath operators {ϕij}, the map �SL is a linear map acting on density matrices
ρS = TrB[ρSB] corresponding to the system–bath states ρSB = ∑

ij αij|i〉〈j | ⊗ ϕij.
This is similar to the linearity of the Kraus map representation (2.6), as fixing the
bath state ρB(0) ensures the linearity of the map.

Next we describe how to derive a map representation for an arbitrary initial
system–bath state. The density matrix ρSB(0) can be split into two parts: one is a
summation of the SL product terms αij|i〉〈j | ⊗ ϕij with bath operator ϕij satisfying
Tr[ϕij] �= 0 or ϕij = 0, the other includes product terms βij|i〉〈j | ⊗ ψij, of which
ψij �= 0 and Tr[ψij] = 0:

ρSB(0) =
∑
ij(SL)

αij|i〉〈j | ⊗ ϕij +
∑

ij(non−SL)

βij|i〉〈j | ⊗ ψij. (2.10)

The set of traceless matrices {ψij} is a zero measure in the space of all bath operators.
This explain why any non-SL state can be well approximated by a SL state.

The dynamics for a non-SL state is also described by a map. By inserting the
decomposition (2.10) into Equation (2.5), we find,

ρS(t) =
∑
ij(SL)

αijTrB[USB(t)|i〉〈j | ⊗ ϕijU
†
SB(t)]

+
∑

ij(non−SL)

βijTrB[USB(t)|i〉〈j | ⊗ ψijU
†
SB(t)]. (2.11)

Notice that the second term in decomposition (2.11) has no contribution to the sys-
tem, only state ρS = TrB[ρSB], thus can be treated as a constantKnon−SL. Therefore
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Equation (2.11) can be expressed as an affine quantum map,

�Q(t, 0)[ρS(0)] = �SL(t, 0)[ρS(0)] +Knon−SL, (2.12)

where the linear map�SL is given in Equation (2.9). It is argued in Shabani and Lidar
(2009a) that the above affine map is actually linear, considering the map acting
only on the space of the density matrices. Furthermore, this map is Hermitian,
meaning that it preserves the Hermiticity of its input state. The generalized Kraus
representation for a non-CP Hermitian map is

ρS(t) =
∑
α

Eα(t)ρS(0)E†
α(t) −

∑
β

Eβ(t)ρS(0)E†
β(t), (2.13)

with the trace preserving condition
∑
α E

†
α(t)Eα(t) −∑

β E
†
β(t)Eβ(t) = IS . This

completes an explicit expression for a non-CP map based on the system–bath
parameterization in Equation (2.10). However, other derivations of a quantum map
are possible upon different representations for the state ρSB(0) that can reflect
experimental constraints.

A CP or non-CP dynamical process corresponds to different physical conditions.
A biology related example is the case of the light absorption process by electronic
state of a molecule, where the applicability of the Franck–Condon condition can
distinguish a CP from a non-CP dynamical process of electronic states. The Franck–
Condon principle states that the internal dynamics of electronic states can happen
over much faster timescales than the dynamics of nuclear states, such that nuclear
DOF can be considered to be dynamically frozen (Atkins and Friedman, 1999)
during the light absorption process. Under these circumstances, there would be no
initial correlation between the electronic and nuclear DOF. Therefore the dissipative
dynamics of electronic states after initial excitement can be described by a CP
quantum map. Conversely, violation of the CP property is evidence for the violation
of the Franck–Condon approximation.

2.3 Open quantum systems: master equation approach

Although quantum-dynamical maps provide a full description for the dynamics of
an open system, this is not an effective formalism to represent continuous-time
dynamics. To be specific, in order to model the dynamics for a time period [0, T ],
we need to assign one full map for every time instance t ∈ [0, T ]. In the context of
closed systems, that means specifying the set of unitary transformations Ut∈[0,T ],
which is clearly redundant as all dynamical information can be expressed by a single
Liouville (2.1) or Schrödinger (2.2) equation. A proper approach to formulating
continuous open quantum system dynamics is to use quantum-dynamical equations,
generally known as quantum master equations (QME). In the following sections,
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we review different QMEs employed in modelling quantum-biological systems. We
exemplify the application of QMEs by modelling energy transfer in photosynthetic
complexes. Therefore, we focus on bosonic environments representing vibrational
modes of a protein structure or an electromagnetic reservoir. The other class of
environmental models is spin-bath (Prokof’ev and Stamp, 2000), which can be
relevant to some biological processes such as magnetoreception. This chapter does
not address this latter class, although some of the presented master equations can,
in principle, be used to describe decoherence dynamics induced by a spin-bath.

The rest of this chapter is organized as follows. We first present a formally exact
QME based on the projection operator technique. Then we consider its perturbative
limits in weak and Markovian system–bath coupling regimes. After this we focus
on the energy transfer process in pigment–protein complexes and discuss a number
of QMEs that can be applied in the regimes of strong decoherence with non-
Markovian characters.

2.4 Formally exact QME

The total Hamiltonian governing the dynamics of system and bath can be written
as follows:

H = HS +HSB +HB. (2.14)

The total density operator of system and bath, denoted as ρSB(t), is governed by
the following quantum Liouville equation:

d

dt
ρSB(t) = −iLρSB(t) = − i

h̄
[H, ρSB(t)]. (2.15)

Let us introduce the zeroth order Hamiltonian as follows:

H0 = HS +HB. (2.16)

Then, in the interaction picture of H0, Equation (2.15) becomes

d

dt
ρI (t) = −iLSB,I(t)ρI (t) = − i

h̄
[HSB,I(t), ρI (t)], (2.17)

where ρI (t) = eiH0t/h̄ρSB(t)e−iH0t/h̄ and HSB,I(t) = eiH0t/h̄HSBe
−iH0t/h̄. In general,

exact numerical solution of Equation (2.17) is impossible because the bath consists
of virtually infinite degrees of freedom. On the other hand, the dimension of the
system is relatively small. Thus, it is more plausible and economical to solve for
the system part, which is the primary interest, and to make approximations for the
bath part if necessary. For this, let us define the following reduced system density
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operator:

ρS,I (t) = TrB[ρI (t)]. (2.18)

Let us define a projection operator and its complement as follows:

P(·) = TrB[·] ⊗ ρB(0), (2.19)

Q = 1 − P . (2.20)

Here, (·) represents an arbitrary operator. For a bath at temperature T , we assume
ρB(0) = e−βHB/Tr[e−βHB ] with β = 1/kBT .6 Applying P and Q to Equation
(2.17) and inserting the identity, P + Q = 1, between LSB,I(t) and ρI (t), we obtain
the following time evolution equations for the projected and unprojected portions
of the total density operator:

d

dt
PρI (t) = −iPLSB,I(t)(P + Q)ρI (t), (2.21)

d

dt
QρI (t) = −iQLSB,I(t)(P + Q)ρI (t). (2.22)

First, consider the equation for the unprojected portion, Equation (2.22), which
can be written as

d

dt
QρI (t) + iQLSB,I(t)QρI (t) = −iQLSB,I(t)PρI (t). (2.23)

A formal solution of this equation can be shown to be

QρI (t) = T+ exp

[
−i
ˆ t

0
dτQLSB,I (τ )

]
QρI (0)

− i
ˆ t

0
dτT+ exp

[
−i
ˆ t

τ

dτ ′QLSB,I(τ
′)
]
QLSB,I(τ )PρI (τ ). (2.24)

Inserting this into Equation (2.21), we obtain the following time evolution equation
for the projected portion of the total density operator:

d

dt
PρI (t) = −iPLSB,I(t)PρI (t)

− iPLSB,I(t)T+ exp

[
−i
ˆ t

0
dτQLSB,I(τ )

]
QρI (0)

−
ˆ t

0
dτPLSB,I(t)T+ exp

[
−i
ˆ t

τ

dτ ′QLSB,I(τ
′)
]
QLSB,I(τ )PρI (τ ).

(2.25)

6 We should explain a subtle point in modelling an open quantum system. We assume an open system is coupled
to a second quantum system, bath B. However, this is not the whole story as under actual physical conditions,
the bath is also coupled to the rest of the world, not accounted for in definingB. Such a secondary environmental
influence manifests itself in the choice of bath initial state or bath fluctuation characteristics.
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Taking a trace of this over the bath and using the fact thatPρI (t) = ρS,I (t) ⊗ ρB(0),
we find that

d

dt
ρS,I (t)

= − iTrB[LSB,I(t)ρB(0)]ρS,I (t)

− iTrB[LSB,I(t)T+ exp

[
−i
ˆ t

0
dτQLSB,I(τ )

]
QρI (0)]

−
ˆ t

0
dτTrB[LSB,I(t)T+ exp

[
−i
ˆ t

τ

dτ ′QLSB,I(τ
′)
]
QLSB,I(τ )ρB(0)]ρS,I (τ ).

(2.26)

This formally exact QME, as shown above, is in a closed form but it is not yet
amenable to computation because T+ exp[−i ´ t

τ
dτ ′QLSB,I(τ ′)] cannot be deter-

mined without full information on the system and bath degrees of freedom. Rather,
it serves as the starting point to make systematic approximations leading to com-
putable equations.

2.5 QME in the weak system–bath coupling limit

For weak system–bath interaction, an approximation can be made such that only
terms exact up to the second order of LSB,I(t) are kept in Equation (2.26). The
resulting equation is the well-known second-order perturbative time-convolution
(TC2) QME shown below:

d

dt
ρS,I (t) = − iTrB[LSB,I(t)ρB(0)]ρS,I (t)

− iTrB[LSB,I(t)QρI (0)] −
ˆ t

0
dτTrB[LSB,I(t)QLSB,I(τ )QρI (0)]

−
ˆ t

0
dτTrB[LSB,I(t)QLSB,I(τ )ρB(0)]ρS,I (τ ). (2.27)

Alternatively, we can replace ρS,I (τ ) with ρS,I (t) in Equation (2.27), which does
not affect the accuracy up to the second order of HSB(t). Thus, the following
second-order perturbative time-convolutionless (TCL2) QME can be obtained:

d

dt
ρS,I (t) = − iTrB[LSB,I(t)ρB(0)]ρS,I (t)

− iTrB[LSB,I(t)QρI (0)] −
ˆ t

0
dτTrB[LSB,I(t)QLSB,I(τ )QρI (0)]

−
ˆ t

0
dτTrB[LSB,I(t)QLSB,I(τ )ρB(0)]ρS,I (t). (2.28)
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Further simplification of Equations (2.27) and (2.28) is possible if the bath can
be modelled as a set of harmonic oscillators (bosonic bath) and the system–bath
interaction is linear in the displacements of the oscillators as follows:

HB =
∑
ξ

h̄ωξ

(
b
†
ξ bξ + 1

2

)
, (2.29)

HSB =
∑
l,ξ

h̄ωξgξ,l(bξ + b†ξ )Sl, (2.30)

with some system operators Sl . For these, TrB[LSB,I(t)ρB(0)] = 0. In addition, if
we assume that the initial density operator is given by

ρI (0) = ρS(0) ⊗ ρB(0), (2.31)

all the inhomogeneous terms in Equation (2.27) or (2.28) disappear because
QρI (0) = 0. As a result, the time non-local equation, Equation (2.27), reduces
to

d

dt
ρS,I (t) = −

ˆ t

0
dτTrB[LSB,I(t)LSB,I(τ )ρB(0)]ρS,I (τ )

= −
∑
l

∑
l′

ˆ t

0
dτ
{
Cll′(t − τ )[Sl(t), Sl′(τ )ρS,I (τ )]

−Cl′l(τ − t)[Sl(t), ρS,I (τ )Sl′(τ )]
}
,

(2.32)

where Sl(t) = eiHt/h̄Sle
−iH t/h̄ and

Cll′(t) =
∑
ξ

ω2
ξgξ,lgξ,l′TrB

{(
bξe

−iωξ t + b†ξ eiωξ t
)(
bξ + b†ξ

)
ρB(0)

}

=
ˆ ∞

0
dωJll′(ω)

(
coth

(
βh̄ω

2

)
cos(ωt) − i sin(ωt)

)
(2.33)

are bath correlation functions. In the above equation, the following spectral density
has been defined,

Jll′(ω) =
∑
ξ

gξ,lgξ,l′δ(ω − ωξ )ω2, (2.34)

which carries information about the bath physical structure. The spectral den-
sity can be specified either via direct calculations (Weiss, 2008) or spectroscopy
experiments (Mukamel, 1995). We will learn more about bath spectral density in
Section 2.7.1 in the context of electronic energy transfer. Alternatively, starting
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from Equation (2.28), we obtain the following time local equation:

d

dt
ρS,I (t) =

∑
l,l′

Rll′(t)ρS,I (t), (2.35)

where Rll′(t) is a super-operator defined as

Rll′(t)(·) = −
ˆ t

0
dτ {Cll′(t − τ )[Sl(t), Sl′(τ )(·)] − Cl′l(τ − t)[Sl(t), (·)Sl′(τ )]}.

(2.36)

Equations (2.32) and (2.36) are the commonly used forms of TC2 and TCL2.
Note that these equations can be obtained for any bath model as long as the condi-
tions TrB[LSB,I(t)ρB(0)] = 0 and ρI (0) = ρS(0) ⊗ ρB(0) are satisfied (Breuer and
Petruccione, 2002). It is often believed that the TCL2 equation is less accurate
than the TC2 equation because the former appears to involve an additional approx-
imation. However, in general, it is not true because the additional step needed to
get the time local equation does not affect the accuracy up to the second order of
HSB,I (at the level of time evolution equation) and sometimes may include correct
fourth-order terms (Jang et al., 2002a). Thus care should be taken in assessing
which one is appropriate for the nature of the problem.

2.6 QME for weak coupling to a Markovian bath

The presented exact master equation (2.26) and its perturbative reductions (2.32)
and (2.36) describe the influence of a bath with memory. The notion of memory
refers to the fact that the instantaneous bath action ρ̇S,I either explicitly depends
on the history of the system states ρ(τ < t) as in TC2, or the dynamical generator
is time dependent (in the Schrödinger picture) as

∑
l,l′ Rll′(t) in TCL2. The latter

can be interpreted as the bath remembers when the dynamics has started. Such a
dynamical property is known as non-Markovianity.7 In contrast, a quantum bath
can be so rigid that the system back-action on the bath is negligible. In this so-called
Markovian regime, the QME is represented by some time-independent generator
R,

d

dt
ρS(t) = R[ρS(t)]. (2.37)

At a microscopic level such a condition is realized when the bath is so large that
it quickly returns to its equilibrium state upon any system induced disturbance.
The correlation functions Cll′(t) represent the corresponding bath non-equilibrium

7 The notions of Markovian or non-Markovian are concepts borrowed from classical random process literature,
however, the definitions in the quantum realm do not necessarily follow their classical counterparts.
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behaviour. A Markovian or memoryless decoherence dynamics is effective if τ rxn,
the decay timescale of correlation functionCll′(t), is much shorter than decoherence
timescale τD.

The Markovian limit of the TC2 and TCL2 equations is the famous Bloch–
Redfield equation.8 Consider the system Hamiltonian HS = ∑

h̄�m|m〉〈m| and
the density matrix ρS with elements ρnm = 〈n|ρS |m〉 in the energy eigen-basis. The
Bloch–Redfield equation for a single coupling operator Sl = S is

dρnm(t)

dt
= −ih̄�nmρnm +

∑
n′m′
�nmn′m′ρn′m′ (2.38)

for �nm = �n −�m and the Redfield tensor,

�nmn′m′ = �m′mnn′ + �̄nn′m′m −
∑
k

�nkkn′δmm′ + �̄kmm′kδnn′, (2.39)

with �m′mnn′ = 1
2SnmSn′m′C̃(�m′ −�n′), �̄m′mnn′ = 1

2SnmSn′m′C∗(�n′ −�m′), where
C̃(ω) = ´∞

0 dteiωtC(t).
Equation (2.38) can be recast into the compact form (2.37) describing a Marko-

vian dynamics. The Bloch–Redfield equation has been widely used in different
areas of physics and chemistry to model decoherence and dissipation processes,
however, it suffers from one technical problem that Equation (2.38) does not neces-
sarily yield, a valid density matrix ρS(t). We can resolve this problem by applying
secular approximation which ignores some high-frequency terms in (2.38), which
is valid if |�m −�n|−1 � τD, ∀n,m.9 In this regime we find the following QME
in a Lindblad form:

dρS(t)

dt
= −i

[
HS +

∑
�

Im[C̃(�)]S2(�), ρS(t)

]

+ 1

2

∑
�

Re[C̃(�)]

(
S(�)ρS(t)S(�) − 1

2
{S2(�), ρS(t)}

)
� RLρS(t)

(2.40)

for the system operator S(�) = ∑
(�ξ−�m=�) Snm|n〉〈m|. The quantum map�(t) =

eRLt , representing the solution of Equation (2.40), is CP for any time t . This
property guarantees a valid density matrix ρS(t). From an abstract mathemati-
cal approach, Gorini–Kossakowski–Sudarshan (Gorini et al., 1976) and Lindblad
(Lindblad, 1976) derived the following general form for the superoperator R in

8 The TCL2 master equation is often called the time-dependent Redfield equation.
9 See Breuer and Petruccione (2002) for other parameter regimes resulting in a Lindblad equation.
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Equation (2.37) that generates an always CP dynamical map eRt :

R(.) = −i[H, .] +
∑
α

Aα.A
†
α − 1

2

{
A†
αAα, .

}
, (2.41)

where H is Hermitian. The operators Aα and H can be specified not only from a
microscopic picture but also in a phenomenological way. QMEs of the Lindblad
type have been extensively used for simulating energy transfer in light-harvesting
systems, either derived from a microscopic model (Mohseni et al., 2008; Rebentrost
et al., 2009c) or applied phenomenologically (Plenio and Huelga, 2008; Cao and
Silbey, 2009; Caruso et al., 2009; Rebentrost et al., 2009b). We review some of
these studies in Chapter 7 of this book.

2.7 QMEs beyond weak and Markovian limits

In the rest of this chapter, we review various mathematical frameworks for dynam-
ical modelling of quantum systems that interact non-perturbatively with their sur-
rounding environment. As mentioned before, we focus on electronic energy transfer
(EET) in photosynthetic complexes as a biological paradigm to study QMEs. To this
end, we begin by discussing the physical modelling of pigment–protein complexes
in photosynthetic systems.

2.7.1 Quantum modelling a pigment–protein complex

Photosynthesis provides the energy source for essentially all living things on Earth,
and its functionality has been one of the most fascinating mysteries of life. Photo-
synthetic conversion of the energy of sunlight into its chemical form suitable for
cellular processes involves a variety of physicochemical mechanisms. The conver-
sion starts with the absorption of a photon of sunlight by one of the light-harvesting
pigments, followed by transfer of electronic excitation energy (EET) to the reaction
centre, where charge separation is initiated.

To describe EET, we consider a pigment–protein complex (PPC) consisting of
N pigments. We restrict the electronic spectra of the mth pigment in a PPC to the
ground state |φmg〉 and the first excited state |φme〉. When themth and nth pigments
are situated in close proximity and themth pigment is excited, the excitation energy
may be transferred to the nth pigment. We assume that there is no orbital overlap
between the two molecules so that electrons can be assigned unambiguously to
one molecule or the other. In this situation the PPC Hamiltonian for describing
photosynthetic EET can be expressed as (Renger et al., 2001; May and Kühn,
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2011),

HPPC =
N∑
m=1

∑
a=g,e

Hma(x)|φma〉〈φma| +
∑
m,n

h̄Jmn|φme〉〈φmg| ⊗ |φng〉〈φne|. (2.42)

Here, Hma(x) = εma(x) + (nuclear kinetic energy) (a = g, e) is the Hamiltonian
describing the nuclear dynamics associated with an electronic state |φma〉, where
εma(x) is the potential energy as a function of the set of the relevant nuclear
coordinates including protein DOF, x. The electronic coupling Jmn is also influenced
by the nuclear motions and local polarizations of the protein environment (Scholes,
2003; May and Kühn, 2011). However, we assume that nuclear dependence of Jmn

is vanishingly small as usual. The Hamiltonian of the single-exciton manifold
composed of {|m〉 ≡ |φme〉

∏
k( �=m)|φkg〉}m=1,...,N takes the form,

HPPC =
N∑
m=1

[
Hme(x) +∑

k �=m Hkg(x)
]
|m〉〈m| +

∑
m,n

h̄Jmn|m〉〈n|. (2.43)

The normal mode treatment is usually assumed for PPC nuclear dynamics,
because anharmonic motion with large amplitudes and long timescales produces
static disorder on timescales irrelevant to photosynthetic EET (Mukamel, 1995;
Renger et al., 2001). Furthermore, it may be assumed that nuclear configurations
for the electronic excited states of pigments are not greatly different from those for
the ground state, owing to the absence of large permanent dipoles on the pigments.
Thus,Hmg(x) andHme(x) can be modelled as a set of displaced harmonic oscillators:

Hmg(x) = εmg
(
x0

mg

)+
∑
ξ

h̄ωmξ

2

(
p2
mξ + q2

mξ

)
, (2.44)

Hme(x) = Hmg(x) + h̄�m −
∑
ξ

h̄ωmξdmξqmξ , (2.45)

where x0
mg is the equilibrium configuration of the nuclear coordinates associated

with the electronic ground state of the mth pigment, and qmξ is the dimension-
less normal mode coordinate with accompanying frequency ωmξ and momen-
tum pmξ ; dmξ is the dimensionless displacement. For later convenience, we set
εmg(x0

mg) = 0 without loss of generality. The Franck–Condon transition energy,
h̄�m = εme(x0

mg) − εmg(x0
mg), is also termed the site energy in the literature. After

electronic excitation in accordance with the vertical Franck–Condon transition,
reorganization takes place from the nuclear configuration x0

mg to the actual equilib-
rium configuration in the excited state x0

me, with dissipating reorganization energy
defined as h̄λm = εme(x0

mg) − εme(x0
me). This reorganization proceeds on a finite

timescale, τ rxn
m . Therefore, we can write the PPC Hamiltonian (2.43) as a system
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(electronic DOF) coupled to a bosonic bath (nuclear DOF):

HPPC = Hel +Hel−nuc +Hnuc. (2.46)

The first term on the right-hand side is the electronic excitation Hamiltonian with
respect to the equilibrium nuclear configuration of the electronic ground state,
{x0

mg},

Hel =
∑
m

h̄�m|m〉〈m| +
∑
m,n

h̄Jmn|m〉〈n|, (2.47)

where we have set
∑
m εmg(x0

mg) = 0. The second part describes the coupling of
nuclear motion to the electronic excitations,

Hel−nuc =
∑
m

SmVm, (2.48)

with Sm ≡ |m〉〈m| and Vm = −∑ξ h̄ωξdmξqξ . The last term in Equation (2.46)
is the ensemble of the normal mode Hamiltonians, i.e. the phonon Hamilto-
nian expressed as Hnuc = ∑

ξ h̄ωξ (p
2
ξ + q2

ξ )/2. It should be noted that the explicit
expressions of Hel and Hel−nuc depend on the choice of a reference nuclear con-
figuration. To reduce the total PPC density operator, we suppose that the total
system at the initial time t = 0 is in the factorized product state of the form,
ρPPC(0) = ρel(0) ⊗ ρnuc(0), where ρnuc(0) = e−βHnuc/Trnuc[e−βHnuc]. This factor-
ized initial condition corresponds to the electronic ground state or an electronic
excited state generated in accordance with the vertical Franck–Condon transition.

Because {qξ } are normal mode coordinates or phonon modes, Wick’s theorem
(Rammer, 2007) yields the following Gaussian property (Kubo, 1962; Kubo et al.,
2003) of um:

〈T Ṽm(t2n)Ṽm(t2n−1) . . . Ṽm(t2)Ṽm(t1)〉mg =
∑
a.p.p

∏
k,�

〈T Ṽm(tk)Ṽm(t�)〉mg, (2.49)

where Ṽm(t) ≡ eiHmgt/h̄Vme
−iHmgt/h̄, and 〈. . . 〉mg denotes averaging over ρmg ≡

e−βHmg/Tr[e−βHmg]. The sum is over all possible ways of picking pairs (a.p.p)
among 2n operators. T denotes an ordering operator which orders products by
some rule, e.g. time ordering T = T+. Therefore, all the phonon-induced relax-
ation processes can be quantified by two-point correlation functions of Ṽm(t). We
assume the fluctuation–dissipation processes in one pigment are not correlated
with those in others. Fluctuations in the electronic energy of the mth pigment are
described by the symmetrized correlation function of Ṽm(t) as

Sm(t) ≡ 1

2
〈{Ṽm(t), Ṽm(0)}〉mg. (2.50)
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Information on this function can be obtained by means of three-pulse photon echo
peak shift measurement (Fleming and Cho, 1996; Joo et al., 1996). In addition,
environmental reorganization involving the dissipation of reorganization energy
can be understood as the response to a sudden change in electronic state via the
vertical Franck–Condon transition, and thus can be characterized by the response
function,

χm(t) ≡ i

h̄
〈[Ṽm(t), Ṽm(0)]〉mg. (2.51)

The reorganization dynamics can, in principle, be measured by the time-
dependent fluorescence Stokes shift experiment (Fleming and Cho, 1996; Joo
et al., 1996), where the direct observable quantity is the relaxation function defined
by

�m(t) ≡
ˆ ∞

t

dτ χm(τ ), (2.52)

with �m(0) = 2h̄λm being the Stokes shift magnitude. The quantum fluctuation–
dissipation relation (Kubo, 1966; Kubo et al., 2003) allows us to express the
symmetrized correlation function and the response function as

Sm(t) = h̄

π

ˆ ∞

0
dωJm[ω] coth

βh̄ω

2
cosωt, (2.53)

χm(t) = 2

π

ˆ ∞

0
dωJm[ω] sinωt. (2.54)

Here, Jm[ω] is the imaginary part of the Fourier–Laplace transform of the response
function,Jm[ω] ≡ Im

´∞
0 dteiωtχm(t), the spectral density (Kubo et al., 2003).10 If

the environmental phonons can be described classically, the symmetrized correla-
tion, response and relaxation functions satisfy the classical fluctuation–dissipation
relation (Zwanzig, 2001),11

Sm(t) = 1

β
�m(t) χm(t) = − d

dt
�m(t). (2.55)

Owing to the fluctuation–dissipation relation, the symmetrized correlation func-
tion, the response function, the relaxation function and the spectral density contain

10 The term ‘spectral density’ may mislead unless we draw attention to its definition. It does not in itself give the
distribution of phonon modes.

11 Generally, fluctuation tends to drive any system to an ‘alive’ state, while dissipation tends to relax the system
to a ‘dead’ state, as described in Zwanzig (2001). The balance between fluctuation and dissipation is required
to guarantee a thermal equilibrium state at long times. This is the physical significance of the fluctuation–
dissipation theorem expressed in Equations (2.53)–(2.55). In reality, stochastic models without any dissipative
effects correspond to unphysical pictures where the fluctuation continues to activate the system toward an
infinite temperature. The Haken–Strobl model (Haken and Strobl, 1973) is in this category.
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the same information on the phonon dynamics, whose characteristic timescale is
given by (Kubo, 1963)

τ rxn
m ≡ 1

�m(0)

ˆ ∞

0
dt �m(t), (2.56)

although the relaxation function and the associated spectral density may have com-
plicated forms involving various components (Joo et al., 1996). In fact, an arbitrary
relaxation function can be numerically decomposed to the sum of exponential
functions, as discussed by Meier and Tannor (1999).

2.7.2 Electronic energy transfer in photosynthetic complexes:
a case of failure for perturbative QMEs

The electronic coupling h̄J between pigments and the electron–nuclear coupling
characterized by the reorganization energy h̄λ are two fundamental interaction
mechanisms determining the nature of EET in photosynthetic complexes. The
transfer processes are usually described in one of two perturbative limits. When the
electronic coupling h̄J is small in comparison with the electron–nuclear coupling
h̄λ, the original localized electronic state is an appropriate representation and the
inter-pigment electronic coupling can be treated perturbatively. This treatment
yields the Förster theory (Förster, 1948) (see the next chapter for a review on the
Förster theory). In the opposite limit, when the electron–nuclear coupling is small,
it is possible to treat it perturbatively to obtain a quantum master equation. The
most commonly used approach for this limit in the literature of photosynthetic EET
is the Redfield equation (2.38) (Redfield, 1957, 1965).

Ordinarily, photosynthetic EET is discussed only in terms of the mutual relation
between magnitudes of the two couplings, as just described. However, we should
not overlook that the nature of EET is also dominated by the mutual relation between
the two timescales, the characteristic timescale of the nuclear reorganization, τ rxn,
and the inverse of the electronic coupling, J−1, that is, the time the excitation needs
to move from one pigment to another neglecting any additional perturbations. In
the case of τ rxn � J−1, it is impossible to construct a wavefunction straddling
multiple pigments. The nuclear reorganization introduces fast dephasing, and hence
EET occurs after the nuclear equilibration associated with the excited pigment.
In this situation, EET is described as a diffusive motion similar to the classical
random walk; it follows classical rate laws where the transition rate is given by the
Förster theory. In the contrary case of J−1 � τ rxn, the excitation can travel almost
freely from one pigment to others according to the Schrödinger equation, until the
nuclear configurations are quenched by the reorganization. The excitation travels
through photosynthetic complexes as a quantum-mechanical wave packet, keeping
its phase coherence. Thus, this process is termed coherent transfer. It is worth
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noting that the timescale of energy transport does not exceed that of J−1 whenever
τ rxn � J−1 or J−1 � τ rxn. Obviously, there exist regimes of EET where the two
coupling magnitudes and/or the two timescales compete against one another, i.e.
λ ∼ J and/or τ rxn ∼ J−1. These intermediate regimes are typical situations for
photosynthetic EET (van Amerongen et al., 2000; Cho et al., 2005), and therefore
they are of considerable interest. As a result, perturbative or Markovian master
equations fail to provide a proper description of EET in natural systems. We refer
readers to review articles (Ishizaki et al., 2010; Ishizaki and Fleming, 2012) for
detailed numerical analyses of EET using TC2 and TCL2 equations.

2.8 Second-order cumulant time-non-local equation and
its hierarchical representation

As discussed above, it is crucial to consider and describe the dynamics of envi-
ronmental phonons in a more appropriate fashion in order to elucidate quantum
coherence and its interplay with the protein environment in EET. In particular,
areas to be commented on include (Ishizaki et al., 2010):

(A) site-dependent reorganization dynamics of the environment
(B) an appropriate description of Gaussian fluctuations in electronic energies of

pigments to produce optical lineshapes.

To treat both issues (A) and (B), we cast a spotlight on the fact that the cumulant
expansion up to second order is rigorous for phonon operators owing to the Gaussian
property in Equation (2.49). Thus, the formally exact expression for the reduced
density operator can be derived as

ρ̃el(t) = T+
N∏
m=1

exp

[ˆ t

0
dτ1

ˆ τ1

0
dτ2 K̃(2)

m (τ1, τ2)

]
ρ̃el(0), (2.57)

with the non-Markovian relaxation kernel,

K̃(2)
m (t, τ ) = − 1

h̄2 S̃m(t)×
[
Sm(t − τ )S̃m(τ )× − i h̄

2
χm(t − τ )S̃m(τ )◦

]
. (2.58)

Here, the tilde refers to the interaction picture and we denote O×f ≡ Of − fO
and O◦f ≡ Of + fO for any operators O and f . The time evolution corre-
sponding with Equation (2.57) is described by the following equation of motion
(Ishizaki and Fleming, 2009b):

d

dt
ρ̃el(t) = T+

N∑
m=1

ˆ t

0
dτ K̃(2)

m (t, τ )ρ̃el(t). (2.59)
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Although Equation (2.59) is derived in a non-perturbative fashion, its expression
shows close resemblance to those of the second-order perturbative quantum master
equations such as the TC2 and TCL2 equations. Indeed, Equation (2.59) as well as
the TC2 and TCL2 equations reduce to the Redfield equation in the operator form
if the Markov approximation is employed:

d

dt
ρ̃el(t) =

N∑
m=1

ˆ ∞

0
ds K̃(2)

m (s, 0) ρ̃el(t); (2.60)

which can be recast into the traditional form of the Redfield equation when the
energy–eigenstate representation is employed. This fact implies that it is significant
to discuss timescales of the environment or non-Markovian effects in an appropriate
manner in addition to system–bath coupling strength.

The first point to notice here is that Equation (2.59) is a time-non-local equa-
tion, unlike the TCL2 equation, because the chronological time ordering operator
T+ resequences and mixes the hyper-operators S̃m(t)× and S̃m(t)◦ comprised in
K̃(2)
m (t, s) and ρ̃el(t). Secondly, when the excitonic coupling h̄Jmn is vanishingly

small, Equation (2.57) leads to an analytically exact expression of absorptive line-
shape of a monomer, unlike the TC2 equation and the Redfield equation. These
two features are significant for the above features described in (A) and (B) in elu-
cidating the quantum aspects of EET processes in protein environments (Ishizaki
et al., 2010).

To perform practical numerical calculations beyond the formally exact struc-
ture, we model the relaxation function by an exponential decay form, �m(t) =
2h̄λme−γmt , in order to focus on the timescale of fluctuation–dissipation pro-
cesses induced by environmental phonons. For this modelling, the timescale of
the fluctuation–dissipation processes is simply τ rxn

m = γ−1
m , and the spectral den-

sity is expressed as an Ohmic form with a Lorentz–Drude regularization (Breuer
and Petruccione, 2002), i.e. Jm[ω] = 2h̄λmγmω/(ω2 + γ 2

m). Although this spec-
tral density has been successfully employed for the analysis of experimental results
(Zhang et al., 1998; Novoderezhkin et al., 2005; Zigmantas et al., 2006; Read et al.,
2008), it may produce qualitatively different vibrational sidebands from the exper-
imental results in the zero temperature limit. For this choice of spectral density and
classical fluctuation–dissipation relation in Equation (2.55), the non-Markovian
relaxation kernel, Equation (2.58), leads to

K̃(2)
m (t, τ ) = �̃m(t)e−γm(t−τ )�̃m(τ ), (2.61)

where we have defined the relaxation operators as

�m ≡ iS×
m, �m ≡ i

(
2λm
βh̄
S×
m − iλmγmS◦

m

)
.
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Owing to the exponential functions in Equation (2.61), the formal expression in
Equation (2.59) can be represented as

d

dt
σ (n, t) = −

(
iLel +∑N

m=1 nmγm

)
σ (n, t)

+ ∑N
m=1 [�mσ (nm+, t) + nm�mσ (nm−, t)] (2.62)

for sets of non-negative integers, n ≡ (n1, n2, . . . , nN ). nm± differs from n only
by changing the specified nm to nm ± 1, i.e. nm± ≡ (n1, . . . , nm ± 1, . . . , nN ). In
Equation (2.62), only the element σ (0, t) is identical to the reduced density operator
ρel(t), while the others σ (n �= 0, t) are auxiliary operators defined as (Takagahara
et al., 1977; Tanimura and Kubo, 1989)

σ̃ (n, t) ≡ T+
N∏
m=1

[ˆ t

0
dτ e−γm(t−τ )�̃m(τ )

]nm
ρ̃el(t). (2.63)

Equation (2.62) is a multidimensional extension of the hierarchical equation
of motion derived in Tanimura and Kubo (1989) and Tanimura (2006), with the
use of the path integral influence functional formalism (Feynman and Vernon,
1963; Caldeira and Leggett, 1983). The hierarchically coupled equations, Equation
(2.62), continue to infinity. However, the numerical calculations can converge at
a finite depth of hierarchy for a finite timescale of phonon dynamics. Note that
quantum correction terms need to be included into Equation (2.62) if the quantum
fluctuation–dissipation theorem, Equation (2.53), is to be applied (Ishizaki and
Tanimura, 2005; Tanimura, 2006; Ishizaki and Fleming, 2009b). For more detailed
numerical analysis for photosynthetic EET processes, we refer readers to Ishizaki
et al. (2010) and Ishizaki and Fleming (2012).

2.9 A post-perturbative time convolution QME

In Section 2.5, we learned that the TC2 non-Markovian master equation can be
obtained in the regime of a weak system–bath coupling. Here we discuss how to
avoid the weak coupling assumption and to derive the TC2 Equation (2.32) in a
near Markovian regime. We refer readers to for a detailed derivation.

Consider a pigment–protein system model with Hamiltonian (2.46). The exact
system dynamics in interaction picture is given by the Liouville equation,

∂ρ̃el(t)

∂t
= −i〈[H̃el−nuc, ρ̃el−nuc(t)]〉nuc = −i〈L̃el−nucρ̃el−nuc(t)〉nuc, (2.64)
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where ρel−nuc denotes the system–bath state. The time evolved density operator of
the system can be expressed by the propagator,

ρ̃el(t) =
〈
T+ exp

[
−i
ˆ t

0
L̃el−nuc(τ )dτ

]〉
nuc

ρel(0). (2.65)

Expanding the above time-ordered exponential function, we arrive at the Dyson–
Cumulant expansion for time evolution of the density operator (Breuer and Petruc-
cione, 2002) (from here on the subscripts el − nuc and nuc are dropped for
convenience),

∂

∂t
ρ̃el(t) =

[
−
ˆ t

0
dt1〈L̃(t)L̃(t1)〉

+
ˆ t

0
dt1

ˆ t1

0
dt2

ˆ t2

0
dt3〈L̃(t)L̃(t1)L̃(t2)L̃(t3)〉 + · · ·

]
ρel(0). (2.66)

The n-time correlation superoperator has the following form for t1 > t2 . . . > tn:

〈L̃(t1) . . . L̃(tn)〉ρ(0)el =
∑
j1..jn

∑
i1..in

(−1)n−k〈Ṽjk+1 (tik+1 ) . . . Ṽjn(tin)Ṽj1 (ti1 ) . . . Ṽjk (tik )〉

× S̃j1 (ti1 ) . . . S̃jk (tik )ρ(0)elS̃jk+1 (tik+1 ) . . . S̃jn(tin), (2.67)

with site indices {j1, . . . , jn} and the second summation is over all indices
{i1, . . . , in} ∈ {1, . . . , n} such that ti1 > . . . > tik and tik+1 < . . . < tin .

Next consider T = I+ in the Gaussian relation (2.49), where I+ is an operator
ordering j indices:

〈Ṽj1 (ti1 ) . . . Ṽj2n(ti2n)〉 =
∑
all
pairs

∏
l,k

〈I+Ṽjl (til )Ṽjk (tik )〉. (2.68)

Relation (2.68) is a generalized Wick’s theorem in the form of Wightman functions
(van Vliet, 2008).

In the limit of fast decaying correlations, we keep the leading term 〈Ṽj (t1)Ṽj ′(t2)〉
in the above expansion (2.68):

〈Ṽj1 (ti1 ) . . . Ṽj2n(ti2n)〉 ≈ 〈Ṽj (t1)Ṽj ′(t2)〉〈I+ rest of operators〉, (2.69)

where index j (j ′) corresponds to time t1(t2). Now we can factor out
´ t

0 dt1
〈L̃(t)L̃(t1)〉 from Equation (2.66) and obtain a QME in TC2 form:

∂

∂t
ρ̃el(t) = −

ˆ t

0
dt1〈L̃(t)L̃(t1)〉

[
I −
ˆ t1

0
dt2

ˆ t2

0
dt3〈L̃(t2)L̃(t3)〉 + · · ·

]
ρel(0)

=
∑
m

ˆ t

0
dτ K̃(2)

m (t, τ )ρ̃el(τ ). (2.70)
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Figure 2.2 Room temperature dynamics of the FMO complex for initial excitation
at pigment 1. In agreement with the experimental results (Panitchayangkoon et al.,
2010) simulation of the TC2 equation predicts oscillation in populations lasting
for a few hundred femtoseconds.

The above derivation provides new insights into the conditions for a TC2 equa-
tion to be applicable beyond the conventional weak system–bath coupling limit.
In addition, the inherent time convolution form can be more appropriate in cap-
turing certain types of non-Markovian effects. Cao (1997) and Shabani et al.
(2012) provide more detailed and in-depth analysis of this issue. Thus, while
the genuine capability and limitations of the TC2 equation remain to be under-
stood, recent computational studies by Fenna–Matthews–Olson (FMO) (Wu et al.,
2010; Mohseni et al., 2011; Shabani et al., 2012) suggest that the TC2 equation
can serve as a highly efficient and qualitatively reliable method for addressing
key issues in quantum biology. Indeed, a heuristic error analysis employed in
these works demonstrates that a TC2 equation may even be quantitatively reli-
able in the intermediate regime depending on the quantities being calculated
(Shabani et al., 2012). An explicit example addressing these points is provided
below.

A FMO unit consists of seven pigments on a protein scaffold that acts as a wire
to transfer energy from antenna to reaction centre in some bacteria. To model the
protein environment of the FMO we choose overdamped Brownian oscillator model
J [ω] = 2h̄λγω/(ω2 + γ 2) with parameter values λ = 50 cm−1, γ = 35 cm−1 at
temperature T = 298 K. We use the FMO Hamiltonian given in Cho et al. (2005).
Figure 2.2 shows the time evolution of electronic state populations for the system
initially populated in pigment 1. The simulation illustrated in Figure 2.2 predicts
some oscillations lasting for a few hundred femtoseconds, in agreement with the
experimental results at room temperature (Panitchayangkoon et al., 2010). See
Chapter 7 for the application of TC2 to exploring environment-assisted quantum
transport phenomena.
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2.10 QME in the polaron picture

Polaron transformation (Holstein, 1959a,b; Rackovsky and Silbey, 1973; Jackson
and Silbey, 1983; Silbey and Harris, 1984; Harris and Silbey, 1985; Jang et al.,
2008; Cheng and Silbey, 2008; Nazir, 2009; Kolli et al., 2011; McCutcheon and
Nazir, 2011) can be used to construct a QME that is applicable beyond weak
system–bath coupling, utilizing the fact that the resulting system–bath couplings
after the transformation are of bounded exponential form. The second-order approx-
imation with respect to the fluctuation of these transformed system–bath couplings
serves as a good approximation even in the limit of strong system–bath coupling
of the original Hamiltonian.

Consider the system Hamiltonian

HS =
N∑
m=1

�m|m〉〈m| +
N∑

m �=m′
Jmm′ |m〉〈m′|, (2.71)

where in the context of energy transfer in photosynthetic systems, |m〉 represents
the state where only the mth chromophore is excited and �m is its excitation
energy. Jmm′ is the electronic coupling between states |m〉 and |m′〉. For conve-
nience we divide it into population and coherence terms, HS = H

p
S +Hc

S , where
H
p
S = ∑N

m=1�m|m〉〈m| and Hc
S = ∑N

m �=m′ Jmm′ |m〉〈m′|. Suppose chromophore m
is coupled to the nth bath oscillator with strength gξ,m, then Sm = |m〉〈m| in Equa-
tion (2.30). The generating operator of the polaron transformation is the following
site-dependent momentum operator (except for a factor of i):

G =
N∑
m=1

∑
ξ

gξ,m
(
b
†
ξ − bξ

)|m〉〈m|. (2.72)

Then, application of the unitary operator e−G and its Hermitian conjugate to H
leads to the following polaron transformed Hamiltonian:

H̃ = eGHe−G = H̃
p
S + H̃ c

S +HB. (2.73)

In the above expression, HB = ∑
ξ h̄ωξ (b

†
ξ bξ + 1

2 ), H̃ p
S = ∑N

m=1 �̃m|m〉〈m|
with �̃m = �m −∑

ξ h̄ωξg
2
ξ,m, and H̃ c

s = ∑N
m �=m′ Jmm′θ

†
mθm′ |m〉〈m′| with θm =

exp(−∑ξ gξ,m(b†ξ − bξ )). Accordingly, the total density operator in the polaron
picture becomes ρ̃SB(t) = eGρSB(t)e−G. The time evolution of this is governed by
the following transformed Liouville equation:

d

dt
ρ̃SB(t) = −iL̃ρ̃SB(t) = −i(L̃ps + L̃cs + LB

)
ρ̃SB(t), (2.74)
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where L̃ps , L̃cs and LB are quantum Liouville operators corresponding to H̃ p
S , H̃ c

S ,
and HB .

The transformed Hamiltonian H̃ of Equation (2.73) can be divided into the
zeroth and the first-order terms as follows: H̃ = H̃0 + H̃1, where

H̃0 = H̃
p
S + 〈H̃ c

S 〉B +HB ≡ H̃0,s +HB, (2.75)

H̃1 = H̃ c
S − 〈H̃ c

S 〉B, (2.76)

with 〈H̃ c
s 〉B = TrB[H̃ c

s ρB(0)]. This term represents the average effect of the system–
bath interaction and can be calculated explicitly. In Equation (2.75), H̃0,s = H̃

p
s +

〈H̃ c
s 〉B represents the system part of the zeroth order Hamiltonian. An explicit

expression for this can be found as follows.

H̃0,s =
N∑
m=1

�̃m|m〉〈m| +
N∑

m �=m′
Jmm′wmm′ |m〉〈m′|, (2.77)

where

wmm′ = 〈θ†mθm′ 〉 = 〈θ†m′θm〉 = e
−∑ξ coth(

βh̄ωξ
2 )δg2

ξ,mm′/2, (2.78)

with δgξ,mm′ = gξ,m − gξ,m′ . The first-order term H̃1, defined by Equation (2.76),
can also be calculated and has the following expression,

H̃1 =
N∑
l �=m′

Jmm′B̃mm′ |m〉〈m′|, (2.79)

where

B̃mm′ = θ†mθm′ − wmm′ = e
∑
ξ δgξ,mm′ (b†ξ−bξ ) − wmm′ . (2.80)

Now let us consider the dynamics in the interaction picture of H̃0 (notH0). First,
the interaction picture representation of H̃1 becomes

H̃1,I (t) ≡ eiH̃0t/h̄H̃1e
−iH̃0t/h̄ =

N∑
m �=m′

Jmm′B̃mm′(t)Tmm′(t), (2.81)

where

B̃mm′(t) = eiHBt/h̄B̃mm′e−iHBt/h̄

Tmm′(t) = eiH̃0,s t/h̄|m〉〈m′|e−iH̃0,s t/h̄. (2.82)

Then, the interaction picture representation of the polaron transformed total density
operator, ρ̃I (t) = eiL̃0t ρ̃SB(t), evolves according to the following quantum Liouville
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equation:

d

dt
ρ̃I (t) = −L̃1,I (t)ρ̃I (t) = − i

h̄
[H̃1,I (t), ρ̃I (t)], (2.83)

where the second equality serves as the definition of L̃1,I (t).
As in the case of Equation (2.18), we can define the reduced system density

operator as follows:

ρ̃S,I (t) ≡ TrB[ρ̃I (t)]. (2.84)

Then, employing the same projection operator P and Q, as defined by Equa-
tions (2.19) and (2.20), we can obtain the following second-order time-non-local
equation:

d

dt
ρ̃S,I (t) = −iTrB

[
L̃1,I (t)Qρ̃SB(0)

]−
ˆ t

0
dτTrB

[
L̃1,I (t)L̃1,I (τ )Qρ̃SB(0)

]

−
ˆ t

0
dτTrB

[
L̃1,I (t)L̃1,I (τ )ρB(0)

]
ρ̃S,I (τ ), (2.85)

where we use TrB[L̃1,I (t)ρB(0)] = 0 and ρ̃I (0) = ρ̃SB(0).
In Equation (2.85), we can replace ρ̃S,I (τ ) with ρ̃S,I (t) without affecting the

accuracy up to the second order of L̃1,I (t). The resulting QME has the following
form (Jang, 2009, 2011):

d

dt
ρ̃S,I (t) = −R̃(t)ρ̃S,I (t) + I (1)(t) + I (2)(t), (2.86)

where

R̃(t) =
ˆ t

0
dτTrB

[
L̃1,I (t)L̃1,I (τ )ρB(0)

]
, (2.87)

I (1)(t) = −iTrB
[
L̃1,I (t)Qρ̃SB(0)

]
, (2.88)

I (2)(t) = −
ˆ t

0
dτTrB

[
L̃1,I (t)L̃1,I (τ )Qρ̃SB(0)

]
. (2.89)

In the above expressions, I (1)(t) and I (2)(t) are the first-order and the second-
order inhomogeneous terms, respectively. Each term involves Qρ̃SB(0), which is
the unprojected portion of the initial transformed density operator given by

Qρ̃SB(0) = eGρSB(0)e−G − TrB[eGρSB(0)e−G] ⊗ ρB(0). (2.90)

The expression for R̃(t)ρ̃S,I (t) in Equation (2.86) can be found by inserting Equa-
tions (2.81)–(2.82) into the Liouville operator in Equation (2.83) and making a
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further calculation. It can be expressed as

R̃(t)ρ̃S,I (t)

= 1

h̄2

N∑
l �=l′

N∑
m �=m′

Jll′Jmm′

ˆ t

0
dτ
〈
B̃ll′(t)B̃mm′(τ )

〉[
Tll′(t), Tmm′(τ )ρ̃S,I (t)

]+ H.C.,

(2.91)

where 〈B̃ll′(t)B̃mm′(τ )〉 is the time correlation function of the fluctuation of the
polaronic bath response B̃mm′(t), which is defined by Equations (2.80) and (2.82).
Employing these definitions, the correlation of Bmm′(t) can be calculated and has
the following expression:〈

B̃ll′(t)B̃mm′(τ )
〉 = wll′wmm′

(
e−Kll′,mm′ (t−τ ) − 1

)
, (2.92)

where wll′ or wmm′ have been defined by Equation (2.78), and

Kll′,mm′(t) =
∑
ξ

δgξ,ll′δgξ,mm′

(
coth

(
βh̄ωξ

2

)
cos(ωξ t) − i sin(ωξ t)

)
. (2.93)

From the above definition, it is clear that Kll′,mm′(t) = −Kll′,m′m(t) =
−Kl′l,mm′(t) = Kl′l,m′m(t).

For the calculation of inhomogeneous terms in Equations (2.88) and (2.89), the
initial condition of the exciton state needs to be specified first. The assumed general
initial exciton state is |I 〉 = ∑N

p=1 Ip|p〉, where the Ips are complex numbers that
can be arbitrary except for the normalization condition

∑
p |Ip|2 = 1. On the other

hand, the bath is assumed to be in canonical equilibrium for the ground electronic
states of chromophores. Thus, the total initial density operator is given by

ρSB(0) = |I 〉〈I | ⊗ ρB(0) =
N∑

p,p′=1

IpI
∗
p′ |p〉〈p′| ⊗ ρB(0). (2.94)

Physically, the above initial condition corresponds to sudden creation of a single
exciton in a system originally prepared in the ground electronic state in thermal
equilibrium with the environments. After some algebra we find,

I (1)(t) = − i
h̄

N∑
m �=m′

N∑
p,p′=1

Jmm′wmm′
[
Tmm′(t), σ̃ pp

′
(0)
] {
e−Kmm′,pp′ (t)fp′,mm′(t) − 1

}
,

(2.95)

where Kmm′,pp′(t) has been defined by Equation (2.93) and

fp′,mm′(t) = e2i
∑
ξ gξ,p′ δgξ,mm′ sin(ωξ t). (2.96)
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The second-order inhomogeneous term defined by Equation (2.89) can be expressed
as

I (2)(t) = −
N∑

p,p′=1

N∑
l �=l′

N∑
m �=m′

Jll′Jmm′

h̄2

ˆ t

0
dτFpp′

ll′,mm′(t, τ )
[
Tll′(t), Tmm′(τ )σ̃ pp

′
(0)
]
,

+ H.C., (2.97)

where

Fpp′
ll′,mm′(t, τ ) = wll′wmm′

{
e−Kll′,mm′ (t−τ )

(
e−Kll′,pp′ (t)−Kmm′,pp′ (τ )fp′,ll′(t)fp′,mm′(τ ) − 1

)
− e−Kll′,pp′ (t)fp′,ll′(t) − e−Kmm′,pp′ (τ )fp′,mm′(τ ) + 2

}
. (2.98)

This completes the second-order time local QME in the polaron picture, which is
applicable in the regime that the Hamiltonian H̃1,I (t) (2.81) is perturbative.

As an illustration for the application of the polaron QME, results of the calcu-
lation are presented for a model of a donor–bridge–acceptor chromophore system,
denoted as 1, 2 and 3. The population and coherence terms of the system Hamilto-
nian and the system–bath interaction Hamiltonians are as follows:

Hp
s = E1|1〉〈1| + E2|2〉〈2| + E3|3〉〈3|, (2.99)

Hc
s = J12(|1〉〈2| + |2〉〈1|) + J23(|2〉〈3| + |3〉〈2|), (2.100)

Hsb =
3∑
l=1

∑
n

h̄ωn
(
bn + b†n

)
gn,l|l〉〈l|. (2.101)

Although it is not necessary, for simplicity, it is assumed that each chromophore is
coupled to an independent set of bath modes and there are no common modes. It
is also assumed that all the spectral densities are of super-Ohmic form:

Jll(ω) ≡
∑
n

g2
n,lδ(ω − ωn)ω2

n = η

3!

ω3

γ 2
l

e−ω/γl , l = 1, 2, 3. (2.102)

The following sets of parameters were used in all of the calculations: T =
300 K, J12 = J23 = 100 cm−1, J23 = 50 cm−1, E2 − E1 = E1 − E3 = 100 cm−1,
γl/2π = 200 cm−1. Three different choices of η = 0.2, 1 and 5 were considered
and the results are shown in Figure 2.3.

For each choice of parameter, Equation (2.85) was solved numerically in the
exciton basis (Jang, 2009), including all inhomogeneous terms. In order to assess
the effect of quantum coherence, exciton populations based on the following Pauli
master equation were also calculated:

dPl(t)

dt
=
∑
m �=l

{
kFm→l(t)Pm(t) − kFl→m(t)Pl(t)

}
, (2.103)
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Figure 2.3 Time-dependent populations of excitons for different values of system–
bath coupling. The sold black lines are the results for the polaronic QME including
inhomogeneous terms and the grey dashed lines are the results for FRET, Equation
(2.104).

with the rate kernel given by the following non-Markovian version of Förster
resonance energy transfer theory (FRET) (Jang et al., 2002b):

kFl→m(t) = 2(Jlmwlm)2

h̄2 Re

[ˆ t

0
dτei(Ẽl−Ẽm)τ/h̄

(
eKlm,lm(τ ) − 1

)]
. (2.104)

The FRET theory is reviewed in the next chapter. In the above rate expression,
note that the divergent component that appears due to the neglect of the lifetime of
the excited state has been subtracted. This regularization procedure is needed for
super-Ohmic spectral density and amounts to including the average bath effects in
the polaron picture within the system Hamiltonian.

As can be seen from Figure 2.3, the quantum coherence makes a significant
contribution in the early phase of population dynamics, especially for weak and
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moderate system–bath couplings. It is also important to note that the assumption
of sequential hopping dynamics, in general, underestimates the population transfer
rate in such a coherent regime. It is also interesting to note that such coherent
behaviour is fragile and quickly disappears as the system–bath coupling increases.
Already at a value of η = 5, a reasonable agreement between the results of polaronic
QME and hopping dynamics with FRET rate can be seen.

2.11 Path integral techniques

An alternative set of methods for the numerical evaluation of static and dynamic
properties of quantum systems is the path integral techniques, which have found
application in analytical studies right from their inception and have more recently
also been applied to numerical investigations. In order to make the path inte-
gral approach computationally feasible a wide variety of approaches have been
developed. Here, we are focusing on the quasi-adiabatic propagator path integral
(QUAPI) that was originally developed by Makri and Makarov (Makarov and
Makri, 1994; Makri and Makarov, 1995a,b) and which has been applied success-
fully to the problem of excitation transport in the presence of harmonic environ-
ments at finite temperatures (Nalbach and Thorwart, 2010; Thorwart et al., 2009).

In the following we briefly outline the key points in the QUAPI approach that
make it suitable for the study of excitation energy transfer in the presence of
environments. For a Hamiltonian of the form,

H = W (x1, . . . , xN ) +
N∑
j=1

p2
j

2mj
, (2.105)

which describes an interacting quantum system of N degrees of freedom, the
standard approach to the path integral splits it into a purely kinetic part and a
potential part. Expanding the time evolution operator in small time-steps�t = t/n,
inserting the identity in the position representation and applying a second-order
Trotter expansion of the time evolution operator one finds,

〈xfin|e−iH t/h̄|xini〉 ∼=
n∏
j=1

√
mjn

2πih̄t

ˆ
dNx1 . . .

ˆ
dNxn

exp

⎛
⎝− i

h̄

N∑
k=1

⎡
⎣ t(W (xk) +W (xk−1))

2n
−

N∑
j=1

mjn

2t
(xjk − xjk−1)2

⎤
⎦
⎞
⎠ ,
(2.106)

where 〈xfin| ≡ 〈xn| and |xini〉 ≡ |x1〉. This expression while being exact in the limit
�t → 0 is of little use for numerical computations. Key problems are the fact that
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the integrand is oscillatory and not local. Hence the computation requires small
time-steps and careful sampling of the integrand, requirements that generally lead
to an effort that grows exponentially in the total integration time t . Furthermore,
even for exactly solvable models such as the harmonic oscillator, evaluation of
the integrals does not become simpler. The reason for these shortcomings lies in
the non-optimal decomposition of the Hamiltonian into purely kinetic and purely
potential parts. One innovation of QUAPI is the realization that there are many
decompositions of the Hamiltonian that are all equivalent in the limit�t → 0, but
which may lead to formulations of the problem that are computationally inequiv-
alent. Indeed, one would normally aim to decompose the Hamiltonian into one
part H0 that includes the kinetic part of the Hamiltonian and as much as possible
of the potential energy terms, while remaining either exactly solvable or at least
efficiently computable. If the potential part that one includes inH0 is confining the
system to a finite spatial region, then one finds that in

〈xk|e−iH�t/h̄|xk−1〉 ∼= 〈xk|e−iH0�t/h̄|xk−1〉e− i�t
2h̄ [(H−H0)(xk)−(H−H0)(xk−1)],

the first factor will now be local and decaying quite rapidly, thus greatly assisting
the computation.

Further progress can be made by considering more specific problems. In the
context of the exploration of quantum effects in biology we are particularly inter-
ested in the effect that an environment may have on the coherence properties
of a system. Such environments are successfully described by sets of harmonic
oscillators linearly coupled to the central system, leading to a Hamiltonian of the
form,

H = p2
s

2m
+W (s) +

N∑
j=1

⎛
⎝ p2

j

2mj
+ 1

2
mjω

2
j

(
qj − cj s

mjω
2
j

)2
⎞
⎠ . (2.107)

We discussed this model before in the context of EET: Equation (2.46). In this
setting it is clearly natural to choose a decomposition of the total Hamiltonian
into

H0 = p2
s

2m
+W (s) (2.108)

and

Hint =
N∑
j=1

⎛
⎝ p2

j

2mj
+ 1

2
mjω

2
j

(
qj − cj s

mjω
2
j

)2
⎞
⎠ . (2.109)
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Proceeding again as in the standard path integral approach, we now obtain a
propagator,

〈sk, qk|e−iH�t/h̄|sk−1, qk−1〉 ∼= 〈sk|e−iH0�t/h̄|sk−1〉
×
∏
j

〈qjk|e−iHj (sk)�t/2h̄e−iHj (sk−1)�t/2h̄|qjk−1〉.

The first factor in the propagator can usually be computed efficiently for small
systems while the second part can be written out analytically. If the system and
the environment are decoupled, the propagator is in fact exact. For finite cou-
pling, all the computational effort is reserved for determining the perturbations
around this exact solution and hence this is far more efficient than the standard
approach.

As formulated here, we are still evaluating the full dynamics of system and
environment. However, in many cases we are mainly interested in the dynamics of
the system itself, i.e. the state of the reduced density matrix of the system alone,

ρS(r, s, t) = TrB
〈
r|e−iH t/h̄ρSB(0)eiHt/h̄|s〉, (2.110)

where the initial state of system and environment is assumed to factor for simplicity:
ρSB(0) = ρS(0) ⊗ ρB(0).

Now applying the path integral decomposition to both time evolution operators
we find,

ρS(rn, sn, t) =
ˆ
dr1 . . . drn−1

ˆ
ds1 . . . dsn−1

A({rk},�t)〈r1|ρs(0)|s1〉B({sk},�t)I ({rk}, {sk},�t),

where we abbreviate the propagators as,

A({rk},�t) =
2∏
k=n

〈
rk|e−iH0�t/h̄|rk−1

〉

B({sk},�t) =
n∏
k=2

〈
sk−1|e−iH0�t/h̄|sk

〉

and introduce the influence functional,

I ({rk}, {sk},�t) = TrB
[
e−iHint rn/2h̄e−iHint rn−1/h̄ . . . e−iHint r1/2h̄ρB(0)

× eiHint s1/2h̄ . . . eiHint sn−1/h̄eiHint sn/2h̄
]
.
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Because we are considering an environment made up of independent harmonic
oscillators, the influence functional takes the general form,

I ({rk}, {sk},�t) = exp

[
−1

h̄

∑
k=1

n

k∑
l=1

(rk − sk)(ηklrl − η∗
klsl)

]
, (2.111)

where the coefficients ηkl may be computed analytically for any given spectral
density. We do not present the lengthy solution here, but note that for a smooth
and slowly varying spectral density the influence functional decays quite swiftly in
time, which is essential for efficient computation of the path integral. In fact, for
any finite temperature, these correlations decay exponentially fast at asymptotic
times, thereby setting the associated memory timescale. This timescale increases
with decreasing temperature, which makes treatment of the low temperature limit
computationally more challenging, even though temperatures not too far below the
typical system frequencies are accessible (Thorwart et al., 2000).

The QUAPI approach allows, with modest numerical effort, calculation of the
dynamics for intermediate times extending to a few periods of oscillation of the
system. Longer integration times are hard to achieve because the computation of
multidimensional integrals requires an effort that grows exponentially with integra-
tion time. To overcome this limitation we need to make use of the finite correlation
time of the influence functional, Equation (2.111). Indeed, if the influence func-
tional decays sufficiently fast, this implies that we may neglect all terms for which
k − l differs by more than a value K . QUAPI then defines an object called the
reduced density tensor, which lives on this memory time window and establishes
an iteration scheme in order to extract the time evolution of this object. Within the
memory time window, all correlations are included exactly over the finite memory
time τmemory = Kδt , and can safely be neglected for times beyond τmemory . Then,
the memory parameter K has to be increased, until convergence is found. The
inclusion of all these tools permits treatment of the system–environment interac-
tion outside of the perturbative regime. As with all approximative schemes that
do not provide intrinsic error bounds, it has to be tested by either increasing com-
putational effort until convergence has been reached or by comparison with other
methods. Indeed, recently, the quasi-adiabatic propagator path integral method has
been compared to the hierarchy methods described in the previous section, leading
to matching results for a dimer subjected to a bath with a spectral density of a
Brownian harmonic oscillator (Nalbach et al., 2011).

2.12 DMRG based approaches

A third class of approach to the system–environment interaction preserves the
full information about the environment state, and is able to treat arbitrary spectral
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densities and coupling strengths within one framework with known and control-
lable error. This method, which was developed in Prior et al. (2010) and Chin
et al. (2010a, 2011), maps the spin-boson model exactly onto an effective 1D
system, thus permitting deployment of the time-adaptive density matrix renor-
malization group (t-DMRG) technique (Daley et al., 2004) to integrate the time
evolution efficiently. Although the richly structured environments as they appear,
for example, in photosynthetic complexes are perhaps the main application area, it
should be emphasized that this approach is completely general and can be applied
to any system linearly coupled to bosonic and even fermionic environments of
arbitrary spectral density. Importantly, this method also provides complete infor-
mation about the evolving state of the environment and opens the door to detailed
studies of system–environment correlations, which in turn give rise to long-lasting
coherences, entanglement and other novel effects.

Choosing a compromise between generality and transparency, here, we explain
the basics of this method by considering a dimer molecule consisting of two
pigments (henceforth referred to as ‘sites’) each subject to an interaction with a
harmonic environment (see the upper part of Figure 2.4).12 The internal dynamics
of the dimer are described by a Hamiltonian,

HS = ε1

2
σ1z + ε2

2
σ2z + J (σ1+σ2− + σ2+σ1−),

where σi+, σi−, σiz are standard Pauli creation, annihilation and zmatrices for site i
of the dimer. The spin-down state σiz|↓i〉 = −|↓i〉 represents the ground state of the
site and the spin-up state represents a single local excitation which can hop between
sites with a tunnelling amplitude J . Each site i interacts with its own continuous
bath of harmonic oscillators, described by creation and annihilation operators
b
†
i (k), bi(k) respectively. The environments are independent, and hence satisfy the

continuum commutation relation [bi(k), b†j (k
′)] = δijδ(k − k′). The environment

Hamiltonian HB can be written as

HB =
∑
i=1,2

ˆ 1

0
ωi(k)b†i (k)bi(k)dk, (2.112)

while the site–environment interaction HSB takes the form,

HSB =
∑
i=1,2

Oi

ˆ 1

0
gi(k)(bi(k) + b†i (k))dk, (2.113)

with an arbitrary operator Oi acting on the sites. Equations (2.112) and (2.113)
describe a continuous version of the bosonic bath model given in Section 2.5. In

12 The vast majority of environmental modes in a pigment–protein complex are to a very good approximation
harmonic (Hayward and Gö, 1995).
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J 
(a)

(b)

Figure 2.4 (a) The standard representation of the spin-boson model considers
central systems (grey spheres) coupled individually to an environment of bosonic
modes representing harmonic oscillators. (b) After an exact unitary transformation,
solely affecting the bath degrees of freedom, the same number of bosonic modes
are now arranged in a linear chain with nearest neighbour interactions only. The
latter setting admits straightforward numerical description of the full dynamics
with the time-dependent density renormalization group method.

the context of EET in photosynthetic complexes dephasing is the dominant source
of noise which is described by Oi = (1+σiz)

4 .
We assume here that both environments have identical dispersions ωi(k) = ω(k)

and coupling strengths gi(k) = g(k), though as will become evident, we can trivially
accommodate different coupling structures on each site. While it is not essential,
we assume that the spectrum of the environment frequencies is limited by a high-
frequency cut-off γ that may be either sharp or realized by some rapidly decaying
function, e.g. an exponential.

As such the spin-boson model is exceedingly hard to integrate in time because
large amounts of entanglement are building up in the system. In order to make
progress we will now need to perform a mathematical transformation that brings
the spin-boson Hamiltonian into a form that then permits application of standard
methods from condensed matter physics and quantum information theory. This is
achieved by a unitary transformation of the configuration depicted in Figure 2.4(a)
into the configuration shown in Figure 2.4(b), where the system couples to the
first site of a linear chain which exhibits only nearest neighbour interaction. The
Hamiltonian for the chain reads

HC =
∑
i=1,2

∞∑
n=0

εina
†
inain + (

tina
†
in+1ain + h.c.),

while the system–chain interaction is given by

HSC =
∑
i=1,2

√
η

π

(1 + σiz)
4

(
ai0 + a†i0

)
,
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with the new modes of the chain given by

ain =
ˆ 1

0
Un(k)bi(k)dk,

with real functions Un(k) and n = 0, 1, 2 . . .∞ having frequencies εjn and nearest
neighbour couplings tjn, (j = 1, 2). The coupling of site j to the first member of
its chain is determined by η = ´ J (ω) dω. The determination of Un(k) then yields
the desired nearest neighbour Hamiltonian.

(This paragraph may be omitted on first reading) The key insight in construct-
ing Un(k) is to realize that, as columns of a unitary operator, they are mutually
orthogonal and may be interpreted as members of a family of orthonormal poly-
nomials. Then we can write Un(k) = g(k)N−1

n πn(k), where Nn is a normalization
constant, and πn(k) is the nth monic polynomial (that is πn(0) = 1) of a sequence
of orthogonal polynomials with inner product

´ 1
0 g

2(k)πn(k)πm(k)dk = ρ2
nδnm. The

new modes obey bosonic commutation relation [an, a
†
m] = δnm and for the nat-

ural choice ω(k) = γ k we find g2(k) = π−1γJ (ω(k)). The nearest neighbour
chain structure is a direct consequence of using the basis of orthogonal poly-
nomials and a linear dispersion ω(k). When the new operators are substituted
into Equation (2.113), the effective coupling strength of the nth mode of the
chain to the site is ∝ ´ 1

0 g
2(k)πn(k) dk, which is only non-zero for n = 0, due to

the orthogonality of πn(x) and the fact that π0(x) = 1. Similarly, when the new
modes are substituted into Equation (2.112), modes n and m couple to each other
with a strength ∝ ´ 1

0 g
2(k) k πn(k)πm(k) dk = ´ 1

0 g
2(k) (αnπn(k) + βnπn−1(k) +

πn+1(k))πm(k) dk, where we have used the standard three-term recurrence relation
obeyed by monic orthogonal polynomials to replace the product kπn(k), which
arises from our choice of a linear dispersion. For details see (Chin et al., 2010a).

The transformation given by Un(k), which can be determined analytically for a
wide variety of spectral densities (Chin et al., 2010a), or can otherwise be obtained
in a numerically stable and efficient way, acts only on the environment degrees
of freedom. As a consequence, the dynamics of the system is unchanged. But the
complexity of the simulation has decreased considerably as the structure (linear
chain with nearest neighbour interactions) is such that it can now be efficiently inte-
grated numerically, employing the time-dependent density matrix renormalization
group algorithm (Daley et al., 2004). The underlying principle of this approach
is a clever parametrization of many-body quantum states in the form of so-called
matrix product states (MPS) which takes account of the quantum correlations in
the 1D chains in an efficient manner (see Figure 2.5 for an intuitive picture).

This approach has several advantages. Firstly, it works for arbitrary and possibly
highly structured spectral densities of the environment without additional computa-
tional overheads. In particular, it is capable of including narrow features in general
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} } } } 

Two virtual particles per physical site 

A (2) A (N-1) A (N) 

Figure 2.5 Matrix product states are a family of quantum states. For each physical
site (blue sphere) we choose two virtual d-dimensional particles (red spheres)
where neighbouring virtual particles in different sites are prepared in a maximally
entangled state

∑d
k=1|k〉〈k|. The d2-dimensional Hilbert-space of two virtual par-

ticles of one site is mapped onto the space of the physical particle by a linear
map Mi . Quantum states for N sites that are obtained in this way can be writ-
ten as

∑
i1...iN

Tr[A(1)
i1
. . . A

(N)
iN

]|i1 . . . iN 〉, where the A(k)
ik

are d × d matrices that
are obtained from the elements of the linear map Mk . With each time-step the
accurate description of the state requires an increasingly large dimension d but
the time-dependent density matrix renormalization group approximates in each
time-step the evolved state by the closest MPS with dimension fixed d. The error
in this approximation can be bounded in each time-step. The computational effort
scales linearly with the size of the environment and the simulation time and cubic
in d.

backgrounds and spectral densities leading to power-law decay of the environment
correlation function (Prior et al., 2010) without sacrificing its efficiency. Secondly,
the time-dependent density matrix renormalization group algorithm and hence the
transformation approach can be made arbitrarily precise (at the cost of what is
usually a polynomial increase in computation time) and, crucially, delivers in each
time-step and hence also for the total evolution, an upper bound on the error com-
mitted. Hence the simulation delivers rigorous error bars from a single run. Finally,
this approach provides the full information about system and environment and
their dynamics and opens the possibility of studying system–environment interac-
tions in which the environment is prepared in non-trivial initial states or in which
knowledge about the state of the environment should be extracted. The versatility
of this approach is demonstrated in Prior et al. (2010), by considering a structured
environment and showing that both exponential decay and oscillatory behaviour
can be treated within the same framework.

While the method presented here has been demonstrated for a dimer in contact
with, zero temperature environments (Prior et al., 2010; Chin et al., 2010a, 2011),
it is not restricted to this setting. It can be generalized to multi-site systems and
finite temperatures at the expense of a moderate increase in computation time
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(Chin et al., 2013). It should be noted however, that at present the inclusion of
spatial quantum correlations between environments is challenging and restricted
to simple cases. This may be a drawback for certain applications in which spatial
correlations play a significant role, but this does not appear to be the case in
photosynthetic complexes like FMO. It should also be noted that the transformation
approach immediately yields systematic approximation techniques (Woods et al.,
2011) by cutting short the chains that are obtained in the exact transformation and
coupling the last site to a Markovian bath (Chin et al., 2010a).
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Generalized Förster resonance energy transfer

seogjoo jang, hoda hossein-nejad and gregory d. scholes

3.1 Introduction

Decades of effort in structural biology and ultra fast spectroscopy have elucidated
many details of natural photosynthesis (Blankenship, 2002; Hu et al., 2002), and it
is now a well-established fact that the initial light-harvesting process that leads up to
the collection of energy at reaction centres, where charge transfer reaction occurs,
is a process with almost perfect efficiency. The mechanism underlying the energy
migration in a photosynthetic system is a fundamentally quantum-mechanical one,
known as excitation energy transfer (EET) or resonance energy transfer (RET)
(Silbey, 1976; Agranovich and Galanin, 1982; Scholes, 2003; May and Kühn,
2011; Olaya-Castro and Scholes, 2011).

Resonance energy transfer is ubiquitous, and had been observed as sensitized
luminescence long before modern quantum-mechanical understanding of molec-
ular systems was established (Agranovich and Galanin, 1982). Normally, when a
molecule becomes excited electronically by absorbing a photon, it luminesces by
emitting another photon, within about a nanosecond if it is fluorescence or much
later for phosphorescence. However, when another molecule with similar excitation
energy is present within a distance of tens of nanometres, it can swap its excitation
with the molecule as follows:

D∗ + A → D + A∗, (3.1)

where D∗ (D) is the excited (ground) state donor of the energy and A (A∗) is the
ground (excited) state acceptor. Thus, the excitation of D sensitizes that of A.

Clear and sensible understanding of the RET process had been beyond the
reach of classical mechanics as had any other molecular processes involving
matter–radiation interaction. In 1948, Förster (Förster, 1948) developed the first
quantum-mechanical theory for RET and derived the following celebrated rate

Quantum Effects in Biology, ed. Masoud Mohseni, Yasser Omar, Gregory S. Engel and Martin B. Plenio.
Published by Cambridge University Press. © Cambridge University Press 2014.
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expression:

kF = 9000(ln10)κ2

128π5NAτDn
4
rR

6

(ˆ
dν̃
fD(ν̃)εA(ν̃)

ν̃4

)
, (3.2)

where fD(ν̃) is the normalized emission spectrum of the donor, εA(ν̃) is the molar
extinction coefficient of the acceptor, R is the distance between the donor and the
acceptor, nr is the refractive index of the medium, NA is Avogadro’s number, τ

D
is

the spontaneous decay lifetime of the excited D and κ2 is the orientational factor,
which is usually taken to be 2/3.

Förster’s rate expression, Equation (3.2), has made a profound contribution to the
fields of chemistry, physics and biology involving luminescence properties (Birks,
1976; Silbey, 1976; Agranovich and Galanin, 1982; Agranovich and Hochstrasser,
1982; Scholes, 2003; Olaya-Castro and Scholes, 2011). It made it possible to under-
stand and describe RET processes (Birks, 1976; Agranovich and Galanin, 1982;
Andrews and Demidov, 1999) at a semi-quantitative level long before the advance
of modern experimental (Ha et al., 1996; Ranasinghe, M. et al., 2003; Kleiman
et al., 2001; Varnavski et al., 2002; Lipman et al., 2003; Scholes, 2003; Gaab and
Bardeen, 2004b) and computational techniques (Scholes, 2003; Thompson et al.,
2004; Wong et al., 2004; Beljonne et al., 2005; Russo et al., 2007), which were
later able to provide more direct confirmation or reliable application of the theory.
Equation (3.2) has also been used for the modelling of complex spectroscopic and
kinetic data of energy transfer processes (Hsiao et al., 1996; Yang et al., 1998;
Nguyen et al., 2000; Kleiman et al., 2001; Gronheid et al., 2002; Serin et al., 2002;
Varnavski et al., 2002; Aratani et al., 2003; Fan et al., 2003; Gaab and Bardeen,
2004b; Hindin et al., 2004; Chen et al., 2005; Schlosser and Lochbrunner, 2006),
or determination of nanoscale distances through detection of fluorescence signals
(Stryer and Haugland, 1967; Haugland et al., 1969; Selvin, 2000; Hillisch et al.,
2001; Heyduk, 2002). This latter application, referred to as FRET (fluorescence,
or Förster, resonance energy transfer) in the biophysics community, is now well
established as a powerful tool for probing both in vivo and in vitro structural
information of biological molecules (Ha et al., 1996; Selvin, 2000; Hillisch et al.,
2001; Heyduk, 2002; Lipman et al., 2003; Koushik et al., 2006) and synthetic
macromolecular systems (Nguyen et al., 2000; Serin et al., 2002; Kim and Osuka,
2004).

While Förster’s theory laid down the fundamental basis for understanding the
RET process in general, it is a theory based on rather simple assumptions that do
not reflect the complex nature of many molecular systems. This is true in particular
for photosynthetic light-harvesting complexes (Blankenship, 2002; Hu et al., 2002;
Scholes et al., 2011), where tens or hundreds of pigment molecules are embedded in
soft protein environments with nearest neighbour distances typically in the order of
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Figure 3.1 (a) Chromophores in the LHCII antenna complex with protein scaffolds
removed. (b) Schematic depiction of a prototype aggregate comprised of several
donor (D) and acceptor (A) molecules, and a set of bridge molecules (B). Couplings
between donors (acceptors) are denoted as JD

ij (JA
nm). There is also coupling among

the bridge molecules, as well as between the bridge and donor/acceptor sets, which
is not represented in the diagram.

nanometres.As an example, Figure 3.1(a) shows the chromophores (chlorophyll a
and chlorophyll b) of the light-harvesting complex II (LHCII), an antenna complex
of higher plants and green algae. It is obvious that several molecules are clustered
together at separations comparable to their size. Figure 3.1(b) is a schematic rep-
resentation of a generic aggregate where groups of molecules constitute the donor
and the acceptor. For these cases, the approximations underlying Equation (3.2)
become unreliable in many ways. More often than not, the excitation is coherently
shared by a cluster of proximate pigment molecules, and transfer between groups
of delocalized exciton states needs to be considered. Furthermore, the soft nature
of protein environments may incur the possibility of additional inelastic process
where quantum-mechanical exchange between transferring electronic excitation
energy and the vibrational energy of molecules can occur. In recent decades,
theoretical and computational efforts (Sumi, 1999; Jang et al., 2002c; Scholes,
2003; Jang et al., 2004; Jang, 2007; Renger, 2009; Olaya-Castro and Scholes,
2011; Jang and Cheng, 2013) demonstrate that these issues can be addressed by
following in the footsteps of Förster’s theory, but with his original assumptions
relaxed for more general situations. Thus, so-called generalizations (Sumi, 1999;
Jang et al., 2002c; Scholes, 2003; Jang et al., 2004; Jang, 2007) of Förster’s
theory have been developed. The scope of this chapter is to introduce these new
theoretical advances. As a preliminary step for this, a complete and detailed
derivation of Förster’s theory is presented in the next section.
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3.2 Förster’s rate expression: a complete derivation

The derivation of Equation (3.2) has been reviewed by Förster himself (Förster,
1965) and revisited by a few experts at a different level (Agranovich and Galanin,
1982; Andrews and Demidov, 1999), but a concise and comprehensive derivation
employing modern terminology is not easily available. A review of this nature has
been provided recently (Jang and Cheng, 2013) and this section presents a more
detailed exposition of the derivation.

The description of RET at the minimum requires three quantum-mechanical
electronic states. Let us denote the state where both D and A are in their ground
electronic states as |g〉, the state where only D is excited, as |D〉 and the state
where onlyA is excited, as |A〉. The rest of the dynamical degrees of freedom such
as molecular vibrations and solvent degrees of freedom are represented as a bath
with Hamiltonian Hb. If the spontaneous decay of excitation occurs much more
slowly than the energy transfer dynamics, which is typical, the ground electronic
state |g〉 can be removed effectively from the description. Thus, the following total
Hamiltonian can be used:

H = H0 +HDA +Heb, (3.3)

where

H0 = ED|D〉〈D| + EA|A〉〈A| +Hb, (3.4)

HDA = J (|D〉〈A| + |A〉〈D|), (3.5)

Heb = BD|D〉〈D| + BA|A〉〈A|. (3.6)

In the above expressions, the zeroth order Hamiltonian H0 represents the sys-
tem states |D〉 and |A〉 and the bath degrees of freedom that do not interact
with each other. HDA represents the interaction between |D〉 and |A〉, with elec-
tronic coupling J . Förster assumed this to be a constant parameter in deriving the
rate expression, but it is possible to treat them as operators, as will be shown in
the next section. Heb is the exciton–bath Hamiltonian, and BD and BA are bath
operators.

3.2.1 Fermi’s golden rule

Let us consider the simplest situation, where an impulsive excitation prepares the
state |D〉 at time t = 0, while the bath remains in canonical equilibrium with
respect to the ground electronic state |g〉. This corresponds to the following initial
condition of the total density operator:

ρ(0) = |D〉〈D|e−βHb/Zb, (3.7)
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where β = 1/k
B
T and Zb = T rb{e−βHb}. Then, the probability of finding A∗ at

time t is

PA(t) = T rb
{〈A|e−iH t/h̄ρ(0)eiHt/h̄|A〉} . (3.8)

For sufficiently short time t compared to h̄/J , perturbative expansion of PA(t) with
respect to HDA is well justified. Inserting the first-order approximation of the time
evolution operator e−iH t/h̄ with respect to HDA and its complex conjugate into
Equation (3.8), we obtain the following expression valid up to the second order of
J :

PA(t) ≈ J 2

h̄2

ˆ t

0
dt ′
ˆ t

0
dt ′′ei(EA−ED)(t ′−t ′′)/h̄

× 1

Zb
T rb

{
ei(Hb+BA )(t ′−t ′′)/h̄e−i(Hb+BD )t ′/h̄e−βHbei(Hb+BD )t ′′/h̄}. (3.9)

The time-dependent rate of RET can be defined as the time derivative of PA(t) as
follows:

k(t) ≡ d

dt
PA(t) ≈ 2J 2

h̄2 Re

[ˆ t

0
dt ′ei(ED−E

A
)t ′/h̄

× 1

Zb
T rb

{
ei(Hb+BD )t/h̄e−i(Hb+BA )t ′/h̄e−i(Hb+BD )(t−t ′)/h̄e−βHb

}]
. (3.10)

Let us assume that the bath Hamiltonian is an independent sum of donor and
acceptor baths as follows:

Hb = HbD +HbA. (3.11)

Thus,

1

Zb
e−βHb = ρ

g
bD
ρ
g
bA
, (3.12)

where ρgbD = e−βHbD /T rbD{e−βHbD } and ρgbA = e−βHbA /T rbA{e−βHbA }. In addition,
assume that BD (BA) commutes with HbA (HbD ). Then, the trace over the bath
in Equation (3.10) can be decoupled into those for donor and acceptor baths as
follows:

k(t) = 2J 2

h̄2 Re

[ˆ t

0
dt ′ei(ED−E

A
)t ′/h̄

× T rbA
{
eiHbA t/h̄e−i(HbA+B

A
)t ′/h̄e−iHbA(t−t ′)/h̄ρgbA

}
× T rbD

{
ei(HbD+B

D
)t/h̄e−iHbD t

′/h̄e−i(HbD+B
D

)(t−t ′)/h̄ρgbD
}]
. (3.13)
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Assuming that the bath for the excited donor relaxes fast and reaches the stationary
limit before significant progress of RET occurs, the following approximation can
be made:

e−i(HbD+B
D

)(t−t ′)/h̄ρgbDe
i(HbD+B

D
)(t−t ′)/h̄ ≈ e−β(HbD+B

D
)

Z′
bD

≡ ρebD , (3.14)

where Z′
bD

= T rb{e−β(HbD+B
D

)}. Inserting the above approximation into Equa-
tion (3.13) and going to the limit of t = ∞, we obtain the following steady-state
expression:

k(∞) = 2J 2

h̄2 Re

[ˆ ∞

0
dt ′ei(ED−EA)t ′/h̄

× 1

ZbA
T rbA

{
eiHbAt

′/h̄e−i(HbA+B
A

)t ′/h̄e−βHbA
}

× 1

Z′
bD

T rbD
{
ei(HbD+B

D
)t ′/h̄e−iHbDt

′/h̄e−β(HbD+BD)
}]

= kFG. (3.15)

As the second equality in the above equation suggests, the above expression is
nothing but the Fermi golden rule (FGR) expression for RET, starting from the
relaxed initial state given by Equation (3.14).

Now let us introduce the following lineshape functions of the donor and the
acceptor:

LD(ω) =
ˆ ∞

−∞
dte−iωt+iEDt/h̄T rbD

{
ei(HbD+B

D
)t/h̄e−iHbDt/h̄ρebD

}
, (3.16)

IA(ω) =
ˆ ∞

−∞
dt eiωt−iEAt/h̄T rbA

{
eiHbAt/h̄e−i(HbA+B

A
)t/h̄ρ

g
bA

}
. (3.17)

Then, Equation (3.15) can be expressed as

kFG = 2J 2

4π2h̄2 Re

[ˆ ∞

0
dt

ˆ ∞

−∞
dω

ˆ ∞

−∞
dω′ei(ω−ω′)tLD(ω)IA(ω′)

]

= J 2

2πh̄2

ˆ ∞

−∞
dω

ˆ ∞

−∞
dω′δ(ω − ω′)LD(ω)IA(ω′)

= J 2

2πh̄2

ˆ ∞

−∞
dωLD(ω)IA(ω). (3.18)
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This FGR expression can be shown to be equivalent to Equation (3.2). First, the
integration over ω can be converted into that over ν̃ = ω/(2πc), as follows:

kFG = c

h̄2J
2
ˆ ∞

−∞
dν̃LD(2πcν̃)IA(2πcν̃). (3.19)

Employing the standard theory of emission and absorption, we can express LD(ω)
in terms of fD(ν̃) and IA(ω) in terms of εA(ν̃). Detailed derivation of these relations
based on the quantum electrodynamics formalism is provided below.

3.2.2 The relation between L D(ω) and fD(ν̃)

Let us consider only the donor and its bath, for which the total Hamiltonian is
(ED + BD)|D〉〈D| +HbD . The initial condition corresponds to an excited donor
(D∗) with fully equilibrated bath, which can be represented by the following density
operator:

ρeD = |D〉〈D|ρebD . (3.20)

In the formalism of second quantization (Craig and Thirunamachandran, 1984),
the interaction Hamiltonian between matter and radiation has the following form:

Hint = −i
∑
k,λ

(
2πh̄ω

n2
rV

)1/2 {
μD · e(λ)(k)a(λ)(k)eik·r − μD · e(λ)(k)a(λ)†(k)e−ik·r},

(3.21)

where V is the volume of the medium, ω is the (angular) frequency of the radiation,
e(λ)(k) is the polarization of the radiation, a(λ)(k) is the annihilation operator of
the photon, a(λ)†(k) is the creation operator of the photon and μD is the transition
dipole moment ofD∗. No local field effect is assumed here and the refractive index
nr is the same as that of the bulk medium.

Let us introduce Geλ(k) as the rate of photon emission from D∗ with wave
vector k and polarization λ. It can be calculated according to the FGR, starting
from the initial condition of Equation (3.20), for the matter and vacuum state for
the radiation, and employing Equation (3.21) as the matter–radiation interaction
Hamiltonian responsible for the transition. The resulting expression is as follows:

Geλ(k) = 2π
|μD · e(λ)(k)|2

h̄n2
rV

ωLD(ω), (3.22)

where LD(ω) has been defined by Equation (3.16). The average of Equation (3.22)
over all possible orientations of radiation results in

〈Geλ(k)〉or = 2πμ2
Dω

3h̄n2
rV

LD(ω). (3.23)
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Let us also introduce d�ek as the rate of photon emission with a magnitude of wave
vector in the range k to k + dk. Then,

d�ek = 〈Geλ(k)〉or V
4π3

4πk2dk = LD(ω)
2nrμ2

Dω
3

3h̄πc3
dω, (3.24)

where the sum over two polarization directions have been made and the fact that
ω = ck/nr has been used. From Equation (3.24), the following expression for the
density of emission rate per unit frequency is obtained:

d�ek
dω

= 2nrμ2
Dω

3

3h̄πc3
LD(ω). (3.25)

Then, the spontaneous decay lifetime of D∗ can be related to the total rate of
emission as follows:

1

τD
= 2nrμ2

D

3h̄πc3

(ˆ
dω ω3LD(ω)

)

= 2nrμ2
D(2πc)4

3h̄πc3

(ˆ
dν̃ ν̃3LD(2πcν̃)

)
. (3.26)

The above relation can be used to replace the integration of LD(2πcν̃) in the
normalized emission spectrum as follows:

fD(ν̃) = ν̃3LD(2πcν̃)´
dν̃ν̃3LD(2πcν̃)

= τD
25π3nrμ

2
Dc

3h̄
ν̃3LD(2πcν̃). (3.27)

Inserting the above expression into Equation (3.19), we find that

kFG = 3

32π3h̄τDnrμ
2
D

J 2
ˆ ∞

−∞
dν̃
fD(ν̃)IA(2πcν̃)

ν̃3
. (3.28)

3.2.3 The relation between IA(ω) and εA(ν̃)

Consider an absorption process where A and the bath are prepared in equilibrium.
Assume that the incident light is in the state |Np(k, λ)〉, where Np is the number
of photons with wave vector k and polarization λ. Let us introduce Gaλ(k) as the
absorption rate of the corresponding photon by A. Then, according to the FGR,
starting from the initial states described above and employing a matter–radiation
interaction term similar to Equation (3.21), we can obtain the following expression:

Gaλ(k) = |μA · e(λ)(k)|2
h̄2

2πNph̄ω

n2
rV

IA(ω). (3.29)
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ForN molecules with random orientation, the average of the above expression over
all possible angular distribution results in

〈Gaλ(k)〉or = N
μ2
A

3h̄2

2πNph̄ω

n2
rV

IA(ω). (3.30)

Let us denote the radiant energy density per unit frequency as J (ν). Then, the
number of radiation states within ω and ω + dω can be expressed as

J (ν)

Nph̄ω
V
dω

2π
= IR(ν)nr
Nph̄ωc

V
dω

2π
, (3.31)

where IR(ν) = cJ (ν)/nr is defined as the irradiance per unit frequency and is
equal to the radiant energy flux per unit area and frequency interval. Let us define
d�aω as the absorption rate of a photon with frequency in the range ω to ω + dω.
Then, the density of absorption rate per unit frequency is

d�aω
dω

= 〈Gaλ(k)〉IR(ν)nr
Nph̄ωc

V
dω

2π

1

dω
= N

μ2
A

3h̄2nrc
IA(ω)IR(ν). (3.32)

Given that the length of the sample along the direction of the radiation is l, the
irradiance (in the unit of wavenumbers) going out of the sample is equal to

ĨR(ν̃) = ĨR,0(ν̃)10−εA(ν̃)Ml, (3.33)

where ĨR(ν̃) = cIR(ν), ĨR,0(ν̃) is the irradiance incident on the sample, εA(ν̃) is the
molar extinction coefficient and M is the molarity of the sample. Assuming that
the difference between ĨR(ν̃) and ĨR,0(ν̃) is infinitesimally small, the number of
photons lost during passage through a sample of length l can be approximated as

ĨR,0(ν̃)(ln 10)εA(ν̃)Ml
dω

2πc

V

c
. (3.34)

On the other hand, the number of photons being absorbed into the acceptor
molecules is

NAM

103
V

μ2
A

3h̄2nrc
IA(ω)

ĨR,0(ν̃)

c
dω
l

c
h̄ω. (3.35)

Equating (3.34) and (3.35), we find that

IA(ω) = 3000(ln 10)nrh̄

(2π )2NAμ
2
Aν̃

εA(ν̃). (3.36)

Inserting this expression into Equation (3.28), we find the following rate expression:

kFG = 9000(ln 10)

128π5NAτD

J 2

μ2
Dμ

2
A

ˆ ∞

−∞
dν̃
fD(ν̃)εA(ν̃)

ν̃4
. (3.37)
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3.2.4 Transition dipole interaction

Equation (3.37) is more general than Equation (3.2) in the sense that no specifica-
tion has been made for the electronic coupling constant, J . This also means that
Equation (3.37) may be used to determine the rate for any mechanism of electronic
coupling, as long as the value of J can be calculated directly by a computational
method. For example, the transition density cube (TDC) method (Krueger et al.,
1998), which will be described in detail in the next section, or evaluation within
the density functional theory (DFT) formalism (Iozzi et al., 2004), can be used for
this purpose. At the moment, let us focus on completing the derivation of Förster’s
expression employing the transition dipole approximation.

If the distance betweenD and A is much larger than the length scales character-
istic of their transition dipoles, the following dipole approximation for the electron
coupling can be made:

J = μD · μA − 3(μD · R̂)(μA · R̂)

n2
rR

3
, (3.38)

where R is the distance between the donor and the acceptor and R̂ is the corre-
sponding unit vector. Then,

J 2

μ2
Dμ

2
A

= κ2

n4
rR

6
, (3.39)

where

κ = μD · μA − 3(μD · R̂)(μA · R̂)

μDμA
. (3.40)

Then, Equation (3.2), can be recovered by inserting Equation (3.39) into Equa-
tion (3.37). This completes the derivation of the original Förster expression.

Throughout the derivation described above, it was assumed that the dielectric
response near the chromophores is the same as that of the bulk. This simplification
is reasonable (Knox and van Amerongen, 2002) in many cases and its error is often
less significant than those due to the orientational factor, κ . However, as progress
is made in accuracy of measurement and theoretical calculation, more rigorous and
careful examination of the effect of the local field effect may become necessary in
the future. For this, consideration within a full quantum electrodynamics formalism
(Juzeliũnas and Andrews, 1994) is necessary.

3.3 Transition density cube method

The transition dipole approximation becomes inaccurate if the distance between
the donor and the acceptor is comparable to the size of the molecules, which is
typically the case for less than 2 nm between moderate-sized molecules. For this
situation, Equation (3.37) or its generalizations need to be used along with a more
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general evaluation of the electronic coupling J . As long as the contributions of
exchange interaction (Dexter, 1953) or direct orbital overlap are negligible, the
TDC method (Krueger et al., 1998) described below can serve as a general and
reliable approach to calculate the electronic coupling.

Given that intra-molecular non-adiabatic effects within the donor and the accep-
tor molecule can be disregarded, the microscopic interaction Hamiltonian respon-
sible for the resonance interaction is the following Coulomb interaction between
electrons:

Hc = e2

4πε

∑
kl

1

|rDk − rAl |
, (3.41)

where ε is the dielectric constant of the medium. The electronic coupling J due to
the above Coulomb interaction is given by

J = 〈D|Hc|A〉 = e2

4πε
〈D|

∑
kl

1

|rDk − rAl |
|A〉. (3.42)

Let us assume that |D〉 and |A〉 can be approximated as the direct products of
independent donor and acceptor electronic states as follows: |D〉 = |eD〉 ⊗ |gA〉;
|A〉 = |gD〉 ⊗ |eA〉. Here, |eD〉 is the excited state of D, |gA〉 the ground state of
A, |gD〉 the ground state of the acceptor and |eA〉 the excited state of the acceptor.
These are electronic states of the single donor or acceptor molecules. Inserting these
into Equation (3.42) and employing the completeness relation in the configuration
space of electrons, we obtain the following expression:

J = e2

4πε

ˆ (∏
k

drDk

)(∏
l

drAl

)
〈eD| · · · rDk · · · 〉〈· · · rDk · · · |gD〉

×
(∑

kl

1

|rDk − rAl |

)
〈gA| · · · rAl · · · 〉〈· · · rAl · · · |eA〉, (3.43)

where 〈eD| · · · rDk · · · 〉 is the electron wavefunction of the excited donor in the full
coordinate space, and others are defined in a similar manner. Then, the following
transition densities can be defined:

ρtrD (rD) =
ˆ (∏

k

drDk

)(∑
k

δ(rD − rDk )

)

× 〈eD| · · · rDk · · · 〉〈· · · rDk · · · |gD〉, (3.44)

ρtrA (rA) =
ˆ (∏

l

drAl

)(∑
l

δ(rA − rAl )

)

× 〈eA| · · · rAl · · · 〉〈· · · rAl · · · |gA〉. (3.45)
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D

A
R

r ij

r i

r jM     (i)

M     ( j )

D

A

Figure 3.2 Depiction of two cells in the arbitrary donor (D) and acceptor (A)
transition densities. The positions of the TDC elements are defined by the ri and
rj elements respectively, relative to the centre of D and A. Diagram taken with
permission from (Krueger et al., 1998).

Utilizing the fact that all the electrons in the donor molecule are equivalent, as
are those in the acceptor molecule, Equation (3.43) can be expressed in terms of
the above transition densities as follows:

J = e2

4πε

ˆ
drDdrA ρtrD (rD)

1

|rD − rA|ρ
tr
A (rA). (3.46)

This is referred to as Coulomb coupling, in order to distinguish it from the exchange
interaction (Dexter, 1953) between the donor and the acceptor electrons, which
is neglected here. Except for the fact that Equation (3.46) involves quantum-
mechanical transition densities, it is mathematically equivalent to the Coulomb
interaction between charge densities in classical electrodynamics. Thus, multipolar
expansion of Equation (3.46) can be done by employing a Taylor expansion of the
1/r potential, and the first term in this series is the transition dipole interaction
given by Equation (3.38).

The TDC method is to evaluate Equation (3.46) numerically by computing the
transition densities over the three-dimensional grid, as demonstrated in Figure 3.2.
First, the transition density cube elements can be defined for the donor and the
acceptor transitions and approximated as follows:

MD(i) =
ˆ
�Vi

drD ρtrD (rD) ≈ �Viρ
tr
D (ri), (3.47)

MA(j ) =
ˆ
�Vj

drA ρtrA (rA) ≈ �Vjρ
tr
A (rj ), (3.48)

where �Vi and �Vj are volume elements of the cubes shown in Figure 3.1. Then,
Equation (3.46) can be approximated as

J ≈ e2

4πε

∑
ij

MD(i)MA(j )

|ri − rj | . (3.49)
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The only approximation involved here, apart from those in any electronic struc-
ture calculation, is the discretization of the integral over the space. Compared to
multipolar expansion, the TDC method is valid at all molecular separations. The
transition dipole for D can be obtained from the cube elements as follows:

μD � e
∑
i

riMD(i), (3.50)

which is independent of origin, because the integration of the transition density
is zero due to the orthogonality of the two states. The transition dipole for A can
be obtained in a similar manner. In actual applications, these approximations for
transition dipoles can be compared with experimental values, in order to estimate
the accuracy of the discretization error and to introduce a scaling factor if necessary.

3.4 Generalized Förster theories

As addressed in Section 3.2, there are three major assumptions implicit in Förster’s
theory, assuming that the underlying time-dependent perturbation theory remains
valid. (i) The excited donor molecule and its environments are assumed to be
fully equilibrated before the energy transfer occurs. (ii) It is based on the so-called
Condon approximation, where the electronic coupling constant J is assumed to be
independent of any nuclear motion. (iii) It assumes that the donor and the acceptor
consist of single chromophores. Theories (Sumi, 1999; Scholes and Fleming, 2000;
Jang et al., 2002c, 2004; Jang, 2007) generalizing these assumptions are described
in this section.

3.4.1 Non-equilibrium generalization

If the energy transfer dynamics is fast enough to occur before equilibration in
the excited state becomes complete, the assumption of Equation (3.14) cannot be
justified. In this situation, a more general rate expression, Equation (3.13), needs to
be used. Inserting the inverse Fourier transform of IA(ω) defined by Equation (3.17)
directly into Equation (3.13), we obtain the following expression:

k(t) = J 2

πh̄2

ˆ ∞

−∞
dω IA(ω)Re

[ ˆ t

0
dt ′e−iωt

′+iEDt ′/h̄ 1

ZbD
T rbD

× {ei(HbD+B
D

)t/h̄e−iHbDt
′/h̄e−i(HbD+B

D
)(t−t ′)/h̄e−βHbD

}]
. (3.51)

In the above expression, the time-integration with respect to t ′ can be expressed as
the time-dependent emission profile of D∗, as described below.

Let us consider the situation where D is excited at time zero by an impulsive
pulse, as assumed in Section 2.1. The corresponding initial density operator at
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t = 0 is given by ρ(0) = |D〉〈D|ρgbD . Assuming that there is no A and its bath,
the total matter Hamiltonian governing the dynamics starting from this initial
condition isHD = (ED + BD)|D〉〈D| +HbD , and the matter–radiation interaction
Hamiltonian is the same as Equation (3.21). Employing the same time-dependent
perturbation theory with respect to the matter–radiation interaction Hamiltonian,
we find that the probability for the donor to emit a photon and return to the ground
electronic state at time t can be expressed as

Pg(t) = |μD · ê|2
ˆ t

0
dt ′
ˆ t

0
dt ′′ eiω(t ′−t ′′)−iED(t ′−t ′′)/h̄ 1

ZbD
T rbD

× {e−iHbD (t−t ′)/h̄e−i(BD+HbD )t ′/h̄e−βHbD ei(BD+HbD )t ′′/h̄eiHbD (t−t ′′)/h̄}. (3.52)

The time-dependent emission profile is defined as the time derivative of this prob-
ability as follows:

LD(t, ω) ≡ 1

|μD · ê|2
d

dt
Pg(t)

= 2Re

[ˆ t

0
dt ′e−iωt

′+iEDt ′/h̄ 1

ZbD
T rbD

× {ei(HbD+BD)t/h̄e−iHbD t
′/h̄e−i(HbD+BD)(t−t ′)/h̄e−βHbD

}]
. (3.53)

Inserting Equation (3.53) into Equation (3.51), we find the following rate expression
for the non-equilibrium FRET (N-FRET) (Jang et al., 2002c):

k(t) = J 2

2πh̄2

ˆ ∞

−∞
dωIA(ω)LD(t, ω). (3.54)

In the limit where t → ∞, this expression approaches Equation (3.18), given that
LD(∞, ω) approaches the emission lineshape in the stationary limit. An expression
analogous to Equation (3.37) can be obtained by employing Equation (3.36) and
an analogue of Equation (3.27) for the time-dependent stimulated emission of D.

3.4.2 Inelastic generalization

The assumption that the electronic coupling J inHDA of Equation (3.5) is a param-
eter is reasonable if the donor–acceptor configuration remains rigid or fluctuates in
a way independent of the electronic excitation dynamics. In the latter case, either
the population or the rate can be averaged over the sample of fluctuating J . How-
ever, if the donor and acceptor are connected by a bridge molecule or locked in
soft environments, significant quantum-mechanical modulation of the electronic
coupling J can occur. Exchange of energy between the electronic excitation and
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nuclear degrees of freedom is possible in this situation, and Förster’s rate expression
needs to be modified accordingly.

Let us assume that the bath Hamiltonian Hb can be decomposed into three
components as follows:

Hb = HbD +HbA +HbJ , (3.55)

where HbJ is the bath Hamiltonian governing the dynamics of J . The original
Förster assumption that donor and acceptor baths are independent of each other
remains the same. In addition, it is assumed that HbJ is independent of HbD and
HbA , and satisfies the following two conditions:

[HbJ , BD] = [HbJ ,HbD ] = 0, (3.56)

[HbJ , BA] = [HbJ ,HbA] = 0. (3.57)

The starting expression for the population of A at time t is the same as Equa-
tion (3.8). Inserting the first-order approximation for the time evolution operator
e−iH t/h̄ with respect to HDA and its complex conjugated into Equation (3.8), and
taking the fact that J is an operator into consideration now, we obtain the following
perturbative approximation:

PA(t) ≈ 1

h̄2

ˆ t

0
dt ′
ˆ t

0
dt ′′ei(EA−ED)(t ′−t ′′)/h̄

× 1

Zb
T rb

{
ei(Hb+BA)(t ′−t ′′)/h̄J e−i(Hb+BD)t ′/h̄e−βHbei(Hb+BD)t ′′/h̄J

}
. (3.58)

The time-dependent rate k(t), which is defined as the time derivative of PA(t), can
be expressed as

k(t) ≈ 2

h̄2 Re
ˆ t

0
dt ′ei(ED−EA)t ′/h̄T rb

{
ei(Hb+BD)t ′/h̄J e−i(Hb+BA)t ′/h̄Jρb(t − t ′)

}
,

(3.59)

where

ρb(t) = e−i(Hb+BD)t/h̄ e
−βHb

Zb
ei(Hb+BD)t/h̄. (3.60)

The assumption that the three bath termsHbD ,HbA andHbJ are independent of each
other makes it possible to decouple the bath density operator, Equation (3.60), as
follows:

e−βHb

Zb
= ρ

g
bD
ρ
g
bA
ρbJ , (3.61)
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where ρgbD and ρgbA have been defined below Equation (3.12) and ρbJ = e−βHbJ /
T rbJ {e−βHbJ }. Inserting Equation (3.61) into Equation (3.60), we find that

ρb(t) = ρbD (t)ρgbAρbJ , (3.62)

where

ρbD (t) = e−i(Hb+BD)t/h̄ρ
g
bD
ei(Hb+BD)t/h̄. (3.63)

Inserting Equation (3.62) into Equation (3.59),

k(t) = 2

h̄2 Re
ˆ t

0
dt ′ei(ED−EA)t ′/h̄T rbJ

{
eiHbJ t

′/h̄J e−iHbJ t
′/h̄JρbJ

}

× T rbA
{
eiHbA t

′/h̄e−i(HbA+BA)t ′/h̄ρ
g
bA

}
× T rbD

{
ei(HbD+BD)t ′/h̄e−iHbD t

′/h̄ρbD (t − t ′)}. (3.64)

Given that the assumption of ergodicity holds in the excited donor space, Equa-
tion (3.64) approaches the following steady state limit:

kIF = 2

h̄2 Re
ˆ ∞

0
dt ei(ED−EA)t/h̄T rbJ

{
eiHbJ t/h̄J e−iHbJ t/h̄JρbJ

}
× T rbA

{
eiHbAt/h̄e−i(HbA+BA)t/h̄ρ

g
bA

}
× T rbD

{
ei(HbD+BD)t/h̄e−iHbDt/h̄ρebD

}
. (3.65)

Inserting the inverse Fourier transforms of IA(ω) and LD(ω), defined by Equa-
tions (3.16) and (3.17), into the above expression, we find that

kIF = 1

2πh̄2

ˆ ∞

−∞
dω

ˆ ∞

−∞
dω′LD(ω)IA(ω′)KJ (ω − ω′), (3.66)

where

KJ (ω) = 1

π
Re
ˆ ∞

0
dt eiωtT rbJ

{
eiHbJ t/h̄J e−iHbJ t/h̄JρbJ

}
. (3.67)

The form of Equation (3.66) is generic for inelastic processes where the exchange
of energy between transferring excitation and the modulating degrees of freedom
is possible. Introducing,

K̃J (ν̃) = 2πcKJ (2πcν̃), (3.68)

and inserting Equations (3.27) and (3.36) into Equation (3.66), we find the following
expression for the inelastic FRET (I-FRET) (Jang, 2007):

kIF = 9000(ln 10)

128π5NAτDμ
2
Dμ

2
A

ˆ
dν̃

ˆ
dν̃ ′fD(ν̃)εA(ν̃ ′)

ν̃3ν̃ ′ K̃J (ν̃ − ν̃ ′). (3.69)
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Equation (3.2) corresponds to the limit of the above expression, where K̃J (ν̃)
approaches the delta function and modulation of J is caused by orientational
fluctuation, i.e. K̃J (ν̃ − ν̃ ′) ≈ μ2

Dμ
2
Aκ

2δ(ν̃ − ν̃ ′)/(n4
rR

6).

3.4.3 Multichromophoric generalization

In natural light-harvesting complexes or synthetic multichromophore systems, it
is common to find transfer of excitons delocalized over multiple chromophores or
sites. As long as the group of donor molecules in these systems is well separated
from that of acceptor molecules, Förster’s theory can be extended to include this
situation as described below.

Assume that the system consists of two distinctive sets of chromophores, donors
(Dj, j = 1, . . . , ND) and acceptors (Ak, k = 1, . . . , NA). The state where all the
Dj and Ak are in their ground electronic states is denoted as |g〉. The state where
Dj is excited while all others remain in the ground electronic state is denoted as
|Dj 〉. The state |Ak〉 is defined similarly. All the remaining degrees of freedom
such as molecular vibrations and solvation coordinates are termed as bath. The
bath Hamiltonian is assumed to beHb = Hb,D +Hb,A, where the subscriptsD and
A respectively denote the components coupled to the set of donors and acceptors.

The dynamics of an exciton is assumed to be much faster than its sponta-
neous decay rate. Thus, the latter process is ignored. The zeroth order Hamiltonian
describing the interaction-free dynamics can be written as,

H0 = He,D +He,A +Hb, (3.70)

He,D =
ND∑
j=1

E
Dj

|Dj 〉〈Dj | +
∑
j,j ′
�D,jj ′(|Dj 〉〈Dj ′ | + |Dj ′ 〉〈Dj |), (3.71)

He,A =
NA∑
k=1

E
Ak

|Ak〉〈Ak| +
∑
k,k′
�A,kk′(|Ak〉〈Ak′ | + |Ak′ 〉〈Ak|). (3.72)

The resonance interaction between |Dj 〉 and |Ak〉 is represented by

HDA =
ND∑
j=1

NA∑
k=1

Jjk(|Dj 〉〈Ak| + |Ak〉〈Dj |), (3.73)

where Jjk is assumed to be independent of any bath coordinates.
The excitation–bath coupling is assumed to be diagonal in the site excitation

basis as follows:

Heb =
ND∑
j=1

BDj |Dj 〉〈Dj | +
NA∑
k=1

BAk|Ak〉〈Ak|

≡ Heb,D +Heb,A, (3.74)
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whereBDj andBAk are bath operators coupled to |Dj 〉 and |Ak〉 respectively. These
operators and the bath Hamiltonian can be arbitrary, except that they satisfy the
following conditions:

[HbD,HbA] = [HbD,BAk] = [HbA,BDj ] = 0, (3.75)

which implies that the sets of |Dj 〉s and |Ak〉s are coupled to independent bath
modes. However, it is important to note that there can still be common modes
within the respective sets of donors and acceptors. Summing up Equations (3.70)
to (3.74), the total Hamiltonian is given by

H = H0 +HDA +Heb = HD +HA +HDA, (3.76)

where

HD ≡ He,D +Hb,D +Heb,D, (3.77)

HA ≡ He,A +Hb,A +Heb,A. (3.78)

Let us consider the situation where excited donor molecules are populated by
an impulsive pulse at t = 0, while the bath remains in thermal equilibrium with
respect to the ground electronic state. As in the single chromophoric case, the
duration of pulse is assumed to be short and can be approximated well by a delta
function. Thus, the density operator of the system plus the bath after excitation by
the pulse can be approximated as

ρ(0) = |Dê〉〈Dê|ρgb = |Dê〉〈Dê|ρgbDρ
g
bA
, (3.79)

where |Dê〉 = ê ·∑j μj |Dj 〉, with ê being the polarization of the impulsive pulse
and μj the transition dipole moment vector ofDj andρgb = e−βHb/T rb{e−βHb}.ρgbD
and ρgbA are also defined accordingly as canonical density operators forHD andHA.

The probability for any of the acceptor molecules to be excited at time t is then
given by

PA(t) =
NA∑
k=1

T rb
{〈Ak|e−iH t/h̄ρ(0)eiHt/h̄|Ak〉

}
. (3.80)

For sufficiently short time compared to h̄/max(Jjk), a perturbative expansion of
PA(t) with respect toHDA is well justified. Inserting the first-order approximation of
the time evolution operator e−iH t/h̄ and its complex conjugate into Equation (3.80),
we obtain the following expression valid up to the second order of Jjk:

PA(t) ≈
∑
j ′j ′′

∑
k′k′′

∑
k

Jj ′k′Jj ′′k′′

h̄2

ˆ t

0
dt ′
ˆ t

0
dt ′′T rb

{
〈Ak|e−i(H0+Heb)(t−t ′′)/h̄|Ak′′ 〉

× 〈Dj ′′ |e−i(H0+Heb)t ′′/h̄ρ(0)ei(H0+Heb)t ′/h̄|Dj ′ 〉 〈Ak′ |ei(H0+Heb)(t−t ′)/h̄|Ak〉
}
.

(3.81)
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The time-dependent RET rate is defined as the derivative of this acceptor probabil-
ity. Thus, taking the time derivative of Equation (3.81), we obtain

k(t) =
∑
j ′j ′′

∑
k′k′′

2Jj ′k′Jj ′′k′′

h̄2 Re

[ ˆ t

0
dt ′T rb

{〈Ak′ |e−i(H0+Heb)(t−t ′)/h̄|Ak′′ 〉

× 〈Dj ′′ |e−i(H0+Heb)t ′/h̄ρ(0)ei(H0+Heb)t/h̄|Dj ′ 〉}]. (3.82)

In obtaining the above expression, the following identity has been used:∑
k

T rb

{
〈Ak′ |ei(H0+Heb)(t−t ′)/h̄[|Ak〉〈Ak|, H0 +Heb]e−i(H0+Heb)(t−t ′′)/h̄|Ak′′ 〉

×〈Dj ′′ |e−i(H0+Heb)t ′′/h̄ρ(0)ei(H0+Heb)t ′/h̄|Dj ′ 〉
}

= 0. (3.83)

Under the assumption of Equation (3.75), the trace over the bath degrees of free-
dom comprising HbD and HbA can be decoupled from each other. Changing the
integration variable t ′ to t − t ′ in Equation (3.82) and decoupling the trace over the
bath degrees of freedom, we obtain the following expression:

k(t) =
∑
j ′j ′′

∑
k′k′′

2Jj ′k′Jj ′′k′′

h̄2 Re

[ ˆ t

0
dt ′T rbA

{
eiHb,At

′/h̄〈Ak′ |e−iHAt ′/h̄|Ak′′ 〉ρgbA
}

× T rbD
{
e−iHb,Dt

′/h̄〈Dj ′′ |e−iHD(t−t ′)/h̄|Dê〉ρgbD 〈Dê|eiHDt/h̄|Dj ′ 〉}]. (3.84)

Equivalently, this can be expressed as the sum of spectral overlaps as follows (Jang
et al., 2004):

k(t) =
∑
j ′j ′′

∑
k′k′′

Jj ′k′Jj ′′k′′

2πh̄2

ˆ ∞

−∞
dωIk

′k′′
A (ω)Lj

′′j ′
D (t, ω), (3.85)

where I k
′k′′
A (ω) and Lj

′′j ′
D (t ;ω) represent the absorption of the acceptors and the

stimulated emission of the donors, and are defined as

I k
′k′′
A (ω) ≡

ˆ ∞

−∞
dteiωtT rbA

{
〈Ak′ |eiHb,At ′/h̄e−iHAt ′/h̄ρgbA |Ak′′ 〉

}
, (3.86)

L
j ′′j ′
D (t ;ω) ≡ 2Re

[ˆ t

0
dt ′e−iωt

′
T rbD

{
〈Dj ′′ |e−iHb,Dt ′/h̄e−iHD(t−t ′)/h̄

× |Dê〉〈Dê|ρgbDeiHDt/h̄|Dj ′ 〉}] . (3.87)

In the stationary limit of t → ∞, k(t) approaches the following limit:

ks =
∑
j ′j ′′

∑
k′k′′

Jj ′k′Jj ′′k′′

2πh̄2

ˆ ∞

−∞
dωIk

′k′′
A (ω)Lj

′′j ′
D (∞, ω). (3.88)
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We call the above a multichromophoric FRET (MC-FRET) rate expression (Jang
et al., 2004). Under the assumption that the dynamics in the donor exciton manifold
is ergodic, we find that

L
j ′′j ′
D (∞, ω) = 2Re

ˆ ∞

0
dte−iωtT rbD

{〈Dj ′′ |e−iHb,DtρeD,beiHDt |Dj ′ 〉} , (3.89)

where ρeD,b = e−βHD/T r{e−βHD} is the canonical density operator of the donors
and the bath in the single exciton manifold. Sumi’s starting expression in his
theory (Sumi, 1999) is equivalent to Equation (3.88), with the above expression of
emission lineshape.

Equation (3.88) is presented in a tensor product form and is invariant with
respect to any unitary transformation. Thus, when all the matrix elements and the
lineshape functions are transformed to those in the exciton basis, the form of the
rate expression remains the same. Thus, the same expression can be used when
the indices represent delocalized exciton states. As a further simplification, it is
useful to consider the limit where the lineshape functions become diagonal; where
Equation (3.88) reduces to

ks ≈
∑
j

∑
k

J 2
jk

2πh̄2

ˆ ∞

−∞
dωIkkA (ω)LjjD (∞, ω). (3.90)

Thus, the rate expression is an independent sum of each pairwise contribution. If
j and k represent site-local excitation states, the above approximation represents
the situation where each exciton is completely localized at each chromophore, and
amounts to an independent sum of Förster’s rates. If j and k represent delocalized
exciton states, the above expression represents the limit of weak exciton–bath
coupling, where the bath-mediated inter-exciton coupling can be neglected. This
latter limit is often referred to as the generalized Förster theory (Ritz et al., 2001;
Scholes, 2003; Renger, 2009).

3.5 Important computational issues in an actual application

3.5.1 Identification of donors and acceptors

In systems with multiple chromophores, identification of appropriate groups of
donors and acceptors is the first important step. Although such identification can be
somewhat arbitrary, as depicted in the schematics of Figure 3.1b, the classification
of different groups is possible, based on observation of the physical proximity of
molecules. Thus, in general, the electronic couplings can be put into three distinct
categories: intra-donor couplings, intra-acceptor couplings, and donor–acceptor
couplings. In the limit where all the coupling constants are small, the Förster’s
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theory can be applied to the energy transfer between each pair. However, if some
of the coupling constants are large, to the extent that the spectral line-shapes
are altered significantly compared with those of independent single molecules,
judicious definition of donor groups and acceptor groups has to be made. In addition,
as shown in Figure 3.1b, it is sometimes necessary to introduce an additional set
of bridge states, which are intermediate molecules or connecting bonds that can
indirectly influence the transfer rate, but are far off resonance. It is possible to
include the effects of these couplings through bridges in the form of effective
couplings between the donors and the acceptors, as will be shown below.

Given all the numerical values of the coupling constants calculated by the TDC
method or any other approaches, an informed decision to partition the electronic
Hamiltonian into contributions from the donor, the acceptor and the bridge states
can be made. Partitioning of the Hamiltonian can be carried out on the basis of
spectroscopic and structural information. In other words, donors and acceptors can
often be identified from the information on the direction of the energy flow. For the
interpretation of spectroscopic data, an ‘optical partitioning’ of the Hamiltonian
has proven useful. The sequence of events that determines the Hamiltonian
partitioning is as follows: (i) the system is initially prepared by a short optical
pulse; (ii) population relaxation leads to an initial thermalized population on a set
of molecules, which are identified as the donor states; (iii) the complementary set of
molecules is identified as the acceptor states; (iv) any remaining molecules that may
indirectly influence the transfer process but are far off resonance are subsequently
identified as the bridge states. This type of protocol is reasonable if the timescales
associated with the initial two processes, (i) and (ii), are distinct from those of
(iii) and (iv).

The issue of partitioning a multi-state Hamiltonian was addressed by Löwdin
(Löwdin, 1951) and has emerged in many fields treating transitions between quan-
tum states in a perturbative manner. Similarly, we can apply Löwdin partitioning
to the multichromophore exciton Hamiltonian. This provides a natural way to
include superexchange transfer mechanisms, which were first used in electronic
transfer processes (McConnell, 2004). Further theoretical developments that com-
bine superexchange with a coherent hopping mechanism have been shown more
recently (Ratner, 1990; Sumi and Kakitani, 2001; Kimura, 2009; Saito and Sumi,
2009).

For the simple case where there are three states, |D〉, |A〉 and |B〉, the exciton
Hamiltonian in the basis of these states can be represented by the following matrix:

H =
⎛
⎝ED JDA JDB
JAD EA JAB
JBD JBA EB

⎞
⎠ . (3.91)
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Incorporating the off-diagonal bridge coupling matrix elements in either the donor
or acceptor components, we can divide the above exciton Hamiltonian into effective
donor and acceptor Hamiltonians, as follows:

HD =
⎛
⎝ED 0 JDB

0 0 0
JBD 0 EB

⎞
⎠ , (3.92)

HA =
⎛
⎝0 0 0

0 EA JAB
0 JBA EB

⎞
⎠ . (3.93)

HD and HA can be diagonalized separately to obtain a set of effective donor and
acceptor states. Among these, the states that have dominant characteristics of the
bridge can be neglected, and the effective donor and acceptor states can be defined
as follows:

|Deff 〉 = 1√
ND

(|D〉 + δD|B〉), (3.94)

|Aeff 〉 = 1√
NA

(|A〉 + δA|B〉), (3.95)

where |A〉, |D〉 and |B〉 are the unperturbed acceptor, donor and bridge states
respectively, ND and NA are the normalization constants and the coefficients δD
and δA, which are much smaller than unity, are determined from diagonalization
of HD and HA. It is important to note that the two states |Deff 〉 and |Aeff 〉 are
not orthogonal to each other. Then, the effective donor–acceptor coupling can be
calculated as follows:

〈 Deff |H |Aeff 〉 = 1√
NDNA

{JDA + δDJDB + δAJBA + δDδA}. (3.96)

For the general case where there are multiple states in each group, each matrix
element of Equations (3.91), (3.92) and (3.93) itself becomes a matrix. Thus, the
diagonalization ofHD andHA leads to multiple effective donor and acceptor states,
and the effective MC donor–acceptor coupling elements can be calculated as in
Equation (3.96).

3.5.2 Evaluation of spectral overlap and averaging
over inhomogeneous distribution

Reliable calculation of spectral overlap is crucial for any of the rate theories
presented in this chapter. For disordered and condensed phase systems, this can be
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a difficult task. The experimental spectral lineshape of any molecule is a convolution
of various sources of line broadening mechanisms with different timescales; and
not all of them contribute to the lineshape functions that enter the rate expression.
Loosely speaking, any ensemble spectral lineshape consists of homogeneous and
inhomogeneous contributions. The former reflect the dynamics of an individual
molecule and enter the rate expression, whereas the latter result from static or
quasistatic disorder and simply broaden ensemble or single molecule spectroscopy
lineshapes. It is often assumed that homogeneous broadening is identical for all
molecules of the same kind which, however, may not be true for pigment molecules
embedded in proteins or any other disordered media. In this case, there can be
heterogeneity even in the theoretical lineshape of individual pigment molecules.

As a simple case, let us consider an ensemble of single chromophoric donor and
acceptor pairs with fixed relative distance and orientation. All of the conditions for
the FRET theory are assumed to be valid. It is also assumed that inhomogeneous line
broadening originates only from disorder in the excitation energies. The ensemble
emission lineshape of the donor and the absorption lineshape of the acceptor can
be expressed as

LD(ω) =
ˆ
dω0 L

h
D(ω − ω0)GD(ω0), (3.97)

IA(ω) =
ˆ
dω′

0 I
h
A(ω − ω′

0)GA(ω′
0), (3.98)

where GD(ω0) and GA(ω′
0) are distributions of transition frequencies of the donor

and the acceptor,ω0 andω′
0. The FRET rate for each pair with excitation frequencies

ω0 and ω′
0 is

khF (ω0, ω
′
0) = J 2

2πh̄2

ˆ
dωLhD(ω − ω0)IhA(ω − ω′

0). (3.99)

Given that the distributions of the donor and the acceptor remain the same in the
ensemble of the pairs of the donor and the acceptor, the average rate becomes

〈kF 〉 =
ˆ
dω0

ˆ
dω′

0GD(ω0)GA(ω′
0)khF (ω0, ω

′
0)

= J 2

2πh̄2

ˆ
dωLD(ω)IA(ω), (3.100)

which amounts to using ensemble lineshapes for calculation of the rate.
While the above average rate can serve as a useful estimate for the timescale of

the RET dynamics, there are a number of possibilities where it does not represent
a genuine RET dynamics of the whole ensemble. Firstly, for the case where
the inhomogeneous distribution is broad, there can be a significant discrepancy
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uncorrelated 

distributions
  correlated 

distributions

ε0 ε2

ε0

ε0 ε0

ε1

aggregate 1

aggregate 2

aggregate 3

σ σ1

Figure 3.3 Illustration of the inhomogeneously broadened absorption spectra of
molecular aggregates. The disorder in the site energies of the aggregates is uncor-
related in the left panel and correlated in the right panel. In the latter scenario, the
energy offsets (εi − ε0) form a distribution of width �. Both cases have the same

total disorder, σ for the left and σ =
√
�2 + σ 2

1 for the right.

between the dynamics represented by the average rate and the average of the
time-dependent population dynamics. Secondly, any inhomogeneity in J or in
the homogeneous lineshape invalidates Equation (3.100), because the total average
cannot be expressed as the product of two average quantities in general. In spite
of these issues, the use of Equation (3.100) can provide a reasonable first-order
estimate of the RET timescale, as long as the inhomogeneity is not substantially
larger than the homogeneous contribution.

Further complications arise for aggregates of multiple chromophores. For exam-
ple, the correlation between intra-aggregate and inter-aggregate disorder can lead
to subtle but important effects. Figure 3.3 provides a pictorial representation of
two limiting scenarios of the distribution of disorder: one in which the disorder
is dominated by inter-aggregate offsets � (right panel), and the other in which
the intra-aggregate offsets σ are dominant. Both cases have the same total static
disorder. Thus, the resulting ensemble lineshapes should be identical although the
distributions of rates will be significantly different.
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A more fundamental issue that arises in the application of MC-FRET is that
none of the tensor elements of the lineshape functions in Equation (3.88) can be
obtained easily without full quantum-dynamics calculations. Thus, instead of the
full expression, the expression of Equation (3.90) can be used along with an addi-
tional approximation to model each exciton peak with pre-determined independent
lineshape functions. The majority of applications of MC-FRET to light-harvesting
systems employ this approach which seems to result in a reasonable estimate for
the average rate in various light-harvesting systems (Mukai et al., 1999; Scholes
and Fleming, 2000; Ritz et al., 2001; Scholes, 2003; Renger, 2009; Hossein-Nejad
et al., 2011).

3.6 Applications of MC-FRET

Natural photosynthetic antenna complexes (Blankenship, 2002) exhibit a remark-
able degree of diversity, and it is believed that their spacial and spectral cross-
sections have been tailored to maximize their performance under different condi-
tions. The detailed dynamics of the RET processes in these systems differ widely
in different antenna complexes, some of which may involve substantially coher-
ent exciton dynamics. However, in many of these systems, rate processes between
groups of coherent delocalized excitons play an important role. Application of MC-
FRET theory has elucidated the main mechanisms of robust and efficient energy
transfer mechanisms in some systems and helped to identify the rough timescales
of energy flow dynamics in others.

3.6.1 Light-harvesting 2 (LH2) complex of purple bacteria

Light-harvesting 2 (LH2) complex is the major antenna complex found in purple
bacteria, and consists of 24 or 27 bacteriochlorophylls (BChls) and 16 and 18
protein units that serve as scaffolds. The structure was first determined (McDermott
et al., 1995) in 1995 and detailed structural and dynamical information is available
in various reviews (Blankenship, 2002; Hu et al., 2002; Cogdell et al., 2006b;
Hunter et al., 2009). Figure 3.4 shows the LH2 of Rps. Acidophila with all the
proteins stripped off. The densely packed ring of 18 BChls absorb photons at around
850 nm and the loosely packed ring of 9 BChls absorbs photons at around 800 nm.
Thus, the former is called B850 and the latter B800. Pump probe spectroscopy
has confirmed that photons absorbed by the B800 unit transfer quickly to B850 in
about 0.7 ps at room temperature (Jimenez et al., 1996) and about 1.5 ps in the
low temperature limit of 4 K (Pullerits et al., 1997; Sundstrom et al., 1999). On the
other hand, the estimate based on FRET theory was found to be at least a factor of
five slower (Jimenez et al., 1996).
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Figure 3.4 Light-harvesting 2 (LH2) of purple bacterium, Rps. Acidophila. Not
all the proteins are shown, for clarity. The upper ring of densely packed 18 BChls
is called B850 and the lower ring of loosely packed 9 BChls is called B800.

The MC-FRET theory was applied to this system (Jang et al., 2007) representing
the B800 as a single BChl and treating the entire BChls of the B850 as the acceptor.
The electronic coupling Hamiltonian HDA is given by

HDA =
18∑
n=1

Jn(|D〉〈n| + |n〉〈D|), (3.101)

where |D〉 represents the excitation of the B800 BChl and |n〉 the excitation of the
nth BChl in B850. Jn is the transition dipole interaction between |D〉 and |n〉, and
has the following form:

Jn = μ
D

· μn − 3(μ
D

· R̂n)(μn · R̂n)

n2
rR

3
n

. (3.102)

The MC-FRET rate expression, Equation (3.88), for this system has the following
form:

kB800→B850 =
18∑

n,n′=1

JnJn′

2πh̄2

ˆ ∞

−∞
dωIA,nn′(ω)LD(ω). (3.103)

Introducing the following linear combination of the acceptor states weighted
by Jn:

|J 〉 =
18∑
n=1

Jn|n〉, (3.104)
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and based on a non-Markovian Redfield type approach, we find that the double
summation over n and n′ in Equation (3.103) can be approximated as

18∑
n,n′=1

JnJn′IA,nn′(ω) ≈ − 1

π
ImT rA

{ |J 〉〈J |
ω + (Eg −H 0

A) + iK(ω)

}
≡ JA(ω),

(3.105)

where K(ω) represents the effects of the bath on the excitons and is a complex
matrix defined in the exciton space. With this, Equation (3.103) can be expressed
as

kB800→B850 ≈ 1

2πh̄2

ˆ ∞

−∞
JA(ω)LD(ω). (3.106)

The rate expression, Equation (3.106), has been calculated over an ensemble of
disorder that reproduces the experimental ensemble lineshape at a low temperature
limit of kBT = 10 cm−1. A broad distribution of MC-FRET rates has been found.
One of the most important results obtained from this calculation is that the average
MC-FRET is about a factor of five times larger than the FRET rate, which is con-
sistent with experimental finding and previous works based on phenomenological
lineshape functions (Mukai et al., 1999; Scholes and Fleming, 2000). It was also
confirmed that the excitation energies of B800–BChls to those of B850–BChls
have been optimized so as to maximize the energy transfer from B800 to B850.
Similar work, including the coherent delocalization of B800, also found subtle but
important effects (Cheng and Silbey, 2006).

3.6.2 Antenna complexes in LHCII

In higher plants and algae, the majority of light harvesting occurs at LHCII, which
absorbs light across a broad spectral range and directs the excitation to the exit
sites. Figure 3.5 is a depiction of the LHCII complex. LHCII is not directly linked
to the reaction centre of photosystem II (PSII), but the excitation energy that leaves
its exit sites can ultimately be delivered to the reaction centres of photosystem II
through two or three intervening large protein–pigment complexes. How the overall
long range energy flow occurs with such efficiency and robustness remains to be
understood at a quantitative level.

The structure of LHCII was determined in 2005 with a resolution of 2.5 Å, which
allowed unambiguous determination of chlorophyll (Chl) species and chromophore
orientations (Standfuss et al., 2005). Following this discovery, two-dimensional
electronic spectroscopy was used to investigate the real-time energy flow dynamics
within the complex (Schlau-Cohen et al., 2009). Two-dimensional spectra provide
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Figure 3.5 Illustration of the structure of plant light-harvesting complex of pho-
tosystem II (LHC-II), a trimeric pigment–protein complex that carries over 50%
of plant chlorophylls (Chl-a molecules contributing to the final energy acceptor
state in green, other Chl-a in blue, Chl-b in orange). (a) Top view from the stromal
side. (b) Side view. (c) Schematic picture of the light-harvesting funnel in a single
monomer of LHC-II, indicating the approximate timescales for energy transfer
(Schlau-Cohen et al., 2009). Figure taken with permission from Andrews et al.
(2011).

a more detailed reconstruction of the energy transfer channels and their associated
timescales, and have unveiled the crucial role played by Chl types and distinct
binding sites in determining energy transfer pathways.

LHCII is a trimer, consisting of three monomeric units. Each monomeric unit
contains a set of chromophores embedded within the protein matrix, located in
the thylakoid membrane of the cell. The shortest inter-pigment distances are of
the order of 4 or 5 Å. The monomer subunits contain eight molecules of Chl a,
six molecules of Chl b, four carotenoids and five α-helices. Chl b has an extra
carbonyl group and therefore a higher excitation energy. Energy transfer within
the monomeric subunits consists of fast relaxation (∼100 fs) within the exciton
bands of dimeric or trimeric units and slower transfer (∼1 ps) between the exciton
bands. Overall, the coherent exciton dynamics within each monomer can be well
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described by the Redfield equation approach. However, this is not the case for the
exciton dynamics between different monomers.

After equilibration within each monomeric subunit, the dynamics becomes
dominated by transfer between the Chl a clusters of adjacent subunits. The weak
coupling between the monomers implies that the MC-FRET theory provides a
better description of the transfer dynamics, and that the Redfield theory would
overestimate transfer rates. For a comparison of the two results in LHCII, readers
are referred to Andrews et al. (2011), Novoderezhkin et al. (2011a) and Renger
et al. (2011).

3.7 Summary

This chapter has provided a detailed and self-contained review of Förster’s theory
and its generalizations. The main objective is to help readers examine all the major
steps of the derivation and understand the physical assumptions behind them.
This is crucial for clarifying the capability and limitation of the theories when
applied to complex systems, such as photosynthetic light-harvesting complexes. In
an effort to elucidate the design principles behind the extraordinary efficiency of
photosynthetic light-harvesting complexes, this is a critical first step that provides
a solid basis for quantitative analysis. In the case of MC-FRET theory, it has
already been demonstrated that the theory can explain the hidden role of coherent
quantum-mechanical delocalization of excitons for efficient and robust energy flow
dynamics. Further investigation of this issue for other light-harvesting complexes
and new synthetic systems is a promising area of theoretical research. Considering
the softness of these systems, the prospect that inelastic effects play a significant
role seems high. This is still a largely unexplored issue but has potential importance.
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4

Principles of multi-dimensional electronic spectroscopy

tomáš mančal

4.1 Photo-induced dynamics of molecular systems

Life is intimately connected with the light from the sun, and many properties of
living matter are tuned to its spectrum. Many biological functions, be it for har-
nessing the sun’s power or for protection from its harmful rays, rely on interaction
of specific molecules with ultraviolet (UV), visible or infrared (IR) light. In this
chapter, we will develop a theoretical description of this interaction, which forms
the basis both of our current understanding of photo-induced processes and the
design of experimental methods used to investigate their details.

Among the biologically relevant photo-induced processes, photosynthesis prob-
ably occupies the most prominent place. Essentially, all of the energy that is used by
the biosphere is a result of photosynthesis, and the prospect of connecting humanity
to the same energy source has recently motivated many interdisciplinary research
lines. Insight about the design and function of natural photosynthetic systems is
likely to play an important role in future research. Within the limited scope of this
chapter it is therefore reasonable to limit ourselves to photosynthesis motivated
molecular systems. Much of the theory presented in the following sections applies
even beyond photosynthesis, e.g. in experiments on molecules related to vision,
DNA photo-protection, or in IR spectroscopy of molecular vibrations. However,
one has to keep in mind that approximations and models applicable in one field
might not work well in another. In this chapter we will introduce and discuss
concepts that, together with a good knowledge of a particular physical problem,
should enable the reader to develop a theory in order to understand certain important
classes of spectroscopic experiments on biomolecules.

To understand light–matter interaction as it plays out in modern spectroscopic
experiments, one has to span several fields of classical and quantum physics. Light,

Quantum Effects in Biology, ed. Masoud Mohseni, Yasser Omar, Gregory S. Engel and Martin B. Plenio.
Published by Cambridge University Press. © Cambridge University Press 2014.
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as used in laser spectroscopy, has the convenient property that it can often be
described classically. The equations that describe the absorption and non-linear
signal generation processes in macroscopic samples are the well-known Maxwell
equations of electromagnetism. However, light interacts with individual molecules,
which have to be described quantum mechanically. The theory of spectroscopy
therefore lies on the crossing point of the macroscopic and microscopic (classical
and quantum) theories of light–matter interaction, the theory of open quantum
systems and the theory of molecular structure from which it derives its models.

4.1.1 Semi-classical description of light–matter interaction

Light–matter interaction can in principle be included quantum mechanically into
the Hamiltonian H , which would then remain time-independent. Such a quantum-
mechanical treatment is indeed required in cases where non-classical properties
of light play an important role, e.g. in spontaneous emission. Many spectroscopic
techniques are, however, well described by the electric field of the light entering
the Hamiltonian as an external (classical) parameter. A complete derivation of
the semi-classical Hamiltonian is beyond the scope of this chapter. A detailed
discussion can be found e.g. in Mukamel (1995) and Grynberg et al. (2010). The
Hamiltonian which describes the matter and its interaction with the classical field
is derived there in a form:

Ĥ ≡ Ĥsc = Ĥmol + V̂inter −
ˆ
d r P̂(r) · E⊥(r, t). (4.1)

The Hamiltonian Ĥmol is one of the isolated molecules (their electronic and nuclear
degrees of freedom (DOF)), V̂inter represents the electrostatic interaction between
molecules, E⊥(r, t) is the external transverse (radiative) electric field acting on
the molecules and P̂(r) is the polarization operator. The field E⊥(r, t) is coupled
to material polarization P(r, t) = tr{ P̂(r)Ŵ (t)} which it generates in the sample
through the Maxwell equations. We assume that the wavelength of the light is much
larger than the typical dimension of the molecular systems under study, and the
interaction of a molecule with light is dominated by its transition dipole moment.
Thus we have,

P̂(r) =
∑
m

μ̂mδ(r − Rm), (4.2)

where Rm is the position of themth molecule in the sample, and μ̂m is the transition
dipole moment operator of the molecule, given by the charges qα of all charged
particles distributed at positions rα in the molecule μ̂m = ∑

α qα(r̂ − rα).
Often, molecules carrying the relevant DOF can be grouped into complexes

between which interaction through V̂inter is negligible. The problem of N such
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complexes interacting with their environment through corresponding terms in V̂inter
can then be replaced by N problems of a single complex embedded in its environ-
ment. Integration over the coordinate r in the light–matter interaction Hamiltonian
(third term of Equation (4.1)) leads to Ĥint = −∑m μ̂m · E⊥(Rm, t). One can
then choose the centre of a representative complex as the origin of the coordinates.
Because the typical dimension L of the complex satisfies L � λ, where λ is a
typical wavelength, one can set E⊥(Rm, t) ≈ E⊥(0, t) ≡ E(t). This enables us to
write the light–molecular complex interaction by means of the total dipole moment
operator μ̂ = ∑

m μ̂m of the complex, i.e. Ĥint = −μ̂ · E(t). The Hamiltonian of
the complex in the absence of external light will be denoted Ĥ0 = Ĥmol + V̂inter ,
and the equation of motion for the molecular system’s statistical operator (or density
operator) Ŵ (t) has the following form (May and Kühn, 2011):

∂

∂t
Ŵ (t) = − i

h̄
[Ĥ0, Ŵ (t)]− + i

h̄
[μ̂ · E(t), Ŵ (t)]−. (4.3)

The complexes we have just introduced are the natural entities to work with
in spectroscopy. The light is resonantly exciting their eigenstates instead of the
eigenstates of the individual molecules, so that we cannot investigate properties of
individual molecules in the complex. On the other hand, molecules usually have a
fixed position and orientation in the complex on the timescale of the experiments
we will be discussing, and their spatial relations are reflected in the properties of the
optical spectra of the complex. We will assume that the complexes are distributed
homogeneously within the sample. This allows us to assume that all points in the
sample are essentially equivalent, except for the differences in arrival times of the
electromagnetic waves of the light (i.e. in the phase factor eik·R) determined by
the position R of the molecule in the sample. There is no communication between
different points of the sample, except for the light waves travelling through it.
The position of the complex in the sample bears no importance for the quantum-
mechanical calculation, as long as we are able to assign the correct spatial phase
to the resulting response.

4.1.2 Response functions

In a non-linear experiment, the field comes in the form of pulses of various dura-
tions. It is a matter of experimental evidence that spectroscopic methods can be
classified according to the dependency of the signal intensity on the input intensity.
We thus have first-order (linear), second- and higher-order (non-linear) methods,
and somewhere in our description of the light–matter interaction this notion of
orders has to be hidden. Already now, before we connect Equation (4.3) with
macroscopic spectroscopic signals, we can demonstrate how the total density
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operator Ŵ (t) can naturally be expressed in terms of contributions of different
orders in E(t). To simplify the treatment of Equation (4.3), we will take the polar-
ization of the field to be given by a unity vector e, so that E(t) = eE(t), and we
will introduce a superoperator notation. The commutator with a Hamiltonian Ĥx ,
where x is an arbitrary index, will be denoted as h̄Lx , i.e. h̄LxÂ = ĤxÂ− ÂĤx ≡
[Ĥx, Â], for an arbitrary operator Â. Similarly, we will denote h̄V the commu-
tator with the scalar transition dipole moment operator μ̂ = e · μ̂. We thus have
Equation (4.3) in a form,

∂

∂t
Ŵ (t) = −iL0Ŵ (t) + iVŴ (t)E(t). (4.4)

To abbreviate this equation we turn to the interaction picture. We define
Ŵ (I )(t) = U†

0 (t)Ŵ (t) = Û
†
0 (t)Ŵ (t)Û0(t), where ordinary evolution operators are

Ûx(t) = exp{− i
h̄
Ĥxt} (for an arbitrary index x), and the evolution superoperators

Ux(t) are defined similarly as Ux(t) = exp{−iLxt}. By definition, the evolution
(super)operators satisfy Equation (4.4) with E(t) ≡ 0, and can be used to write the
density operator at a time t , knowing its initial condition at time t0 < t as

Ŵ (t) = U0(t − t0)Ŵ (t0) = Û0(t − t0)Ŵ (t0)Û †
0 (t − t0). (4.5)

The equation of motion for the operator Ŵ (I )(t) reads

∂

∂t
Ŵ (I )(t) = iV(t)Ŵ (I )(t)E(t), (4.6)

where

V(t) ≡ V (I )(t) = U†
0 (t − t0)VU0(t − t0). (4.7)

The initial condition for Equation (4.6) should be specified at t = t0 where
Ŵ (I )(t0) = Ŵ (t0).

A formal solution of Equation (4.6) can be written as the time-ordered
exponential

Ŵ (I )(t) = exp+
{− i

ˆ t

t0

dτV(τ )E(τ )
}
Ŵ (t0), (4.8)

which is equivalent to an infinite series Ŵ (I )(t) = ∑∞
n=0 Ŵ

(n)(t), where the nth
order contribution reads,

Ŵ (n)(t) = in
tˆ

t0

dτn

τnˆ

t0

dτn−1 . . .

τ2ˆ

t0

dτ1V(τn) . . .V(τ1)Ŵ (t0)E(τn) . . . E(τ1).

(4.9)
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Expectation value 〈Â〉 of an arbitrary operator Â can be expressed in orders of the
electric field simply by returning back to the Schrödinger picture and applying the
trace to the expansion, Equation (4.8). In this chapter, we will deal exclusively with
polarization, i.e. with the expectation value of the transition dipole moment. This
reads, 〈μ̂〉 = ∑

n tr{μ̂U0(t − t0)Ŵn(t)}. For the nth order we therefore have

〈μ̂〉(n) = in
tˆ

t0

dτn

τnˆ

t0

dτn−1 . . .

τ2ˆ

t0

dτ1tr{μ̂U0(t − t0)V(τn) . . .V(τ1)Ŵ (t0)}

×E(τn) . . . E(τ1). (4.10)

Using the properties of evolution operators and the definition of V(t), Equa-
tion (4.7), we can rewrite the trace in Equation (4.10) in terms of the differences
ta = τa+1 − τa (τn+1 = t), where a = 1, . . . , n. Because the initial state of the sys-
tem Ŵ (t0) should correspond to a thermal equilibrium, it does not evolve under
the evolution superoperator U0(t). The first factor from the right-hand side inside
the trace therefore reads, U0(τ1 − t0)Ŵ (t0) = Ŵ (t0). After substituting tas in Equa-
tion (4.10) we obtain

〈μ̂〉(n) =
∞̂

0

dtn

∞̂

0

dtn−1 . . .

∞̂

0

dt1S
(n)
μ (tn, . . . , t1)

×E(t − tn)E(t − tn − tn−1) . . . E(t − tn − tn−1 · · · − t1), (4.11)

where we define the nth order response function S(n)
μ as

S(n)
μ (tn, . . . , t1) = �(tn) . . . �(t1)

× intr{μ̂U0(tn)VU0(tn−1) . . .U0(t1)VŴ (−∞)}. (4.12)

We have also sent the initial condition formally to negative infinity, t0 → −∞,
and introduced the Heaviside step function, �(t), to make sure the delays to tn are
always positive.

4.1.3 Meaning of response functions in time and frequency domains

The response functions represent a key to linear and non-linear spectroscopy. They
will allow us to establish a link between microscopic molecular dynamics and
macroscopic fields. The expectation value of the transition dipole operator can
be identified with the transverse polarization P (t) = 〈μ̂〉t , and different orders of
polarization can be calculated by the response functions of the corresponding order,
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Equation (4.12). For example, in the linear case we can write

P (1)(t) =
∞̂

−∞
dτS(1)

μ (τ )E(t − τ ), (4.13)

P̃ (1)(ω) = ε0χ
(1)(ω)Ẽ(ω). (4.14)

Here, we denote Fourier transforms of the polarization and electric field by a tilde,
and we define the Fourier transform of the first-order response function as

χ (1)(ω) = 1

ε0

∞̂

−∞
dtS(1)

μ (t)eiωt . (4.15)

We have used the fact that Equation (4.13) is a convolution, and the Fourier trans-
form of a convolution leads to a product of Fourier transforms. In Equation (4.14),
we recognize χ (1) as the linear susceptibility, which is well known to be related to
the effects of absorption and refraction. In a similar manner, higher-order response
functions (and susceptibilities) are related to higher-order spectroscopic signals.

The susceptibility, or in other words, the frequency domain response function,
can be interpreted as a response of the system to a single frequency compo-
nent of the light. We define E(+)

ω (t) = E0e
−iωt , E(−)

ω (t) = E∗
0e
iωt , so that the real

monochromatic electric field is Eω(t) = E(+)
ω (t) + E(−)

ω (t). We calculate the linear
polarization resulting from such a field,

P (1)(t) =
∞̂

−∞
dτS(1)

μ (τ )eiωτE0e
−iωt +

∞̂

−∞
dτS(1)

μ (τ )e−iωτE∗
0e
iωt , (4.16)

which yields

P (1)(t) = P (+)
ω (t) + P (−)

ω (t) = ε0χ
(1)(ω)E(+)

ω (t) + ε0χ
(1)(−ω)E(−)

ω (t). (4.17)

This means that the polarization can also be split into positive and negative fre-
quency components, and χ (ω) relates them to the electric field.

Another interpretation can be given to the response function in the time domain.
To this end we will consider the field in the form of an ultra short pulse,

E(+)(t) = E(t)e−iωt , (4.18)

and E(t) = E0δ(t). Now, Equation (4.13) yields

P (1)(+)(t) = S(1)
μ (t)E0, (4.19)

so the time domain response function can be interpreted as the polarization induced
by a Dirac δ-pulse of unit intensity.
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4.1.4 Macroscopic polarization and the spectroscopic signal

The quantity that connects microscopic photo-induced processes in the studied
spectroscopic sample with the detectable macroscopic signal is the polarization
P(r, t). It is induced by perturbing the state of the system by light; and in the
previous section we introduced response functions by which it can be calculated.
The Maxwell wave equation describes how the light that enters the sample is
modulated by the polarization it induces.

Non-linear spectroscopic methods discussed in this chapter belong to those
utilizing the so-called N-wave mixing process, where light in the form of N − 1
fields,

E(r, t) =
N−1∑
n=1

enEn(r, t)eikn·r−iωnt + c.c., (4.20)

generates a field in a direction given by a combination of the incoming wave vectors
ks = ±k1 · · · ± kN−1 (Mukamel, 1995). The most widely used methods belong to
the four-wave mixing (FWM) type and the direction −k1 + k2 + k3, where the
index denotes the order in which the pulses enter the sample, corresponds to the
most prominent of the FWM methods, namely the photon echo.

Applying Maxwell theory to the problem of propagation of light through a
simple slab of width h (Mukamel, 1995), we can show that the light generated in
the third-order of the perturbation is proportional to the third-order polarization.
Considering the light and polarization in the form of a slowly oscillating envelope
and a carrier frequency ω,

E(3)(t) = E (3)(t)e−iωt + c.c., P (3)(t) = P (3)(t)e−iωt + c.c., (4.21)

we can write

E (3)(t) = i
ω

n(ω)ε0c
P (3)(t)h. (4.22)

Here, n(ω) is the refractive index, ε0 is the permittivity of the vacuum and c is the
speed of light. The light emerges from the sample with sharp intensity maxima in
the directions of the combination wave vectors corresponding to its order, i.e. in
ks = ±k1 ± k2 ± k3, in the third order (Mukamel, 1995).

A non-linear method of the third order can also use just two directions. The
pump–probe experiment (Cho et al., 1992) is described by the same general theory
as the photon echo, only with k1 ≡ k2. The field generated by the third-order polar-
ization mixes with the incoming field Eout(t) = Ein(t) + E(3)(t), and the mixing
leads to a decrease in the outgoing intensity Iout(t) ≈ |Eout(t)|2 ≈ |Ein(t)|2 + 2Re
E∗(t)E(3)(t). Equation (4.22) yields 2Re E(t)E(3)(t) = −2 ω

n(ω)ε0c
Im[E∗(t)

P (3)(t)]h. This relation between the absorption, the generating field and the
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non-linear polarization enables us to define ‘absorption’ also in cases where the
field E(3)(t) travels in a direction where it does not mix with any of its generating
fields. By mixing it artificially with a so-called local oscillator field ELO(t) which
has the same properties as the generating fields, and comparing such a mixed sig-
nal with the real pump–probe measurement, we can define an ‘absorptive’ part of
the non-linear signal. This technique, called heterodyne detection, is used e.g. in
two-dimensional (2D) coherent spectroscopy (Jonas, 2003; Brixner et al., 2004),
which we will introduce in Section 4.4.2

4.2 Non-linear response of multi-state systems

In this section, we will specify a molecular (the three-band) model that will be
treated in the following sections. The resonance condition in the light–matter
interaction enables us to disregard off-resonant transitions, and the three-band
model thus encompasses a broad class of real-world molecular systems.

4.2.1 Two- and three-band molecules

Let us start right away with the notion of bands. Let us assume that the (pulsed)
light we use to investigate matter has a carrier frequency �, which is similar to
the transition frequency between the electronic ground state of matter and a whole
band of its excited states (see Figure 4.1). Let us denote the ground state by g and
the first excited band by e. Furthermore, once the system is excited in some of the
e-band states, it can be promoted by light to another band f lying at an energy h̄�
higher.

An important example of a generic molecular system which fits the above
description are the photosynthetic excitonic complexes. In these complexes some
relatively simple molecules (chromophores) are bound together non-covalently,
and they are held in well-defined positions by a protein scaffold. Thanks to mutual
electrostatic interaction between the chromophores, the complex has spectroscopic
properties different from a simple sum of the individual chromophores (e.g. in
solution). The states of the complex can be well classified using the states of
individual chromophores, however. The complex with N chromophores is said to
be in its ground state |g〉, if all its constituting chromophores are in their ground
states |gi〉. Thus, the complex ground state might be represented as

|g〉 = |g1〉 . . . |gN 〉. (4.23)

If the complex is formed of similar chromophores with transition frequencies
between their ground state and some excited states |ēi〉 equal approximately to
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μ̂ =Ŵ =

Ω

Ω

|g

Ŵ (gg) 0

Ŵ (ge)

Ŵ (eg) Ŵ (ee)

Ŵ (gf)

Ŵ (ff)

Ŵ (ef)

Ŵ (fg) Ŵ (fe)

0

0

μ̂(ge)

μ̂(ef)

0

0 μ̂(fe)

μ̂(eg)

|en

|fn

Figure 4.1 Energy level structure of a three-electronic-band system, and the block
structure of its statistical operator Ŵ and the transition dipole operator μ̂. The
three-band model consist of the ground state |g〉 and two bands (e and f ) of
excited states |en〉 and |fn〉. Energy relaxation is allowed within the band, but
not between the bands or to other states with non-resonant transitions (dashed
lines). The statistical operator Ŵ has a block structure (centre of the figure) with
six independent blocks (plus three obtained by Hermit conjugation) connected by
optical coupling only.

some �, then the whole complex will have N excited states of a form,

|ek〉 = |g1〉 . . . |gk−1〉|ēk〉|gk+1〉 . . . |gN 〉 (4.24)

with this transition frequency. In the same way, we also obtain a band of excited
states that have an energy 2h̄� larger than the ground state |g〉. There must be two
excitations present in the complex to achieve this, and the two-excitation states
read as

|fkl〉 = |g1〉 . . . |gk−1〉|ēk〉|gk+1〉 . . . |gl−1〉|ēl〉|gkl+1〉 . . . |gN 〉. (4.25)

The states |ek〉 and |fkl〉 are not the eigenstates of the complex Hamiltonian,
but they can be used as a basis to construct a suitable Hilbert space in which the
eigenstates can be found by diagonalization of the Hamiltonian. The eigenstates
still represent three well-defined bands, as shown in Figure 4.1. Photosynthetic
antennae of bacteria and plants belong to this class of molecular complexes. Con-
sidering their functions as light energy harvesting and transport units, it is a rea-
sonable expectation that the individual molecules do not de-excite non-radiatively
on their ‘operational’ timescale, i.e. on the timescale of the energy transfer. Indeed,
the chlorophyll excited state lifetime is several orders of magnitude longer that
the energy transfer timescale. Consequently, non-radiative relaxation between the
bands can be assumed to be negligible (this is also denoted in Figure 4.1).

The evolution superoperator elements can be organized into blocks according to
the bands, too. The density matrix breaks up into nine blocks (see Figure 4.1) to
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which we can assign corresponding blocks in the evolution superoperator. Because
our model assumes no direct relaxation between the bands, all evolution superoper-
ator blocks connecting two bands are zero. Thus, e.g. U (eeee)(t) will be the block of
the evolution superoperator governing evolution of the populations and intra-band
coherences in the e band, which is in turn described by the density operator block
Ŵ (ee). Whenever we need to evaluate the evolution of the density operator block in
detail, we can go back to the indices of the individual states, so we can write, e.g.

W (ee)
mn (t + t0) =

N∑
k,l=1

U (eeee)
mn,kl (t)W

(ee)
kl (t0), n,m = 1, . . . N (4.26)

or

Ŵ (ee)(t + t0) = U (eeee)(t)Ŵ (ee)(t0), (4.27)

with the same meaning.
One important property of the statistical operator is that the elements of the

off-diagonal blocks, e.g. Ŵ (ge)(t) or Ŵ (ef )(t), oscillate with frequencies close to
�. The block Ŵ (fg)(t) oscillates with 2�. The evolution superoperator has to
reflect this fact, and corresponding frequencies are indeed imprinted in its time
dependence. For further manipulations with its blocks, we will explicitly subtract
this fast frequency, and introduce a slowly varying envelope, as in the following
example,

U (egeg)(t) = Ũ (egeg)(t)e−i�t , U (fgfg)(t) = Ũ (fgfg)(t)e−i2�t . (4.28)

From now on in this chapter, tilde will denote these slow envelopes.
The second quantity that enters the response functions in both operator and

superoperator form is the transition dipole moment. Here, we assume that this
operator mediates transitions between bands. Consequently, the dipole operator
has a block form, as in Figure 4.1. Matrices can be multiplied in blocks, and thus
it is easy to verify that the action of the transition dipole moment on the density
operator transforms one block into another. With the transition dipole moment
operator,

μ̂ = μ̂(eg)|e〉〈g| + μ̂(f e)|f 〉〈e| + h.c., (4.29)

where h.c. stands for Hermite conjugate, we have e.g. μ̂Ŵ (gg)|g〉〈g| =
μ̂(eg)Ŵ (gg)|e〉〈g|. The action of the operator μ̂ can equally well be written using
the corresponding superoperator. Formally, the difference is that, in the case of a
superoperator, its action changes both of the operator (block) indices at the same
time (the superoperator acts on both the ket and the bra of the operator at the
same time). We denote this by writing out both the initial and the final pairs of



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-04 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 12:33

92 Multidimensional electronic spectroscopy

the operator (block) indices in the acting superoperator element. Thus we write
μ̂(eg)Ŵ (gg) = V (eggg)Ŵ (gg). We can see that the action of the dipole (super)operator
transforms the diagonal elements of the density operator to the off-diagonal ones;
and similarly we can show that off diagonal blocks are transformed into diagonal
ones by the action of the dipole moment operator from the left or right-hand sides.
For the action of the transition dipole moment superoperator we have

VŴ (gg)(t)|g〉〈g| = V (eggg)Ŵ (gg)(t)|e〉〈g| − V (gegg)Ŵ (gg)(t)|g〉〈e|. (4.30)

The action of a transition dipole moment superoperator on a block of the statistical
operator yields contributions to its two different blocks.

4.2.2 Liouville pathways

Response functions consist of many such actions of transition dipole operators
and propagations by evolution superoperators, with a trace over everything at the
end. In optical spectroscopy, we always start with only the electronic ground state
populated (thermal energy is much smaller than the optical energy gap,h̄� � kBT ),
and the tracing requires that after all actions of the dipole moment operators, we
end up on the diagonal block. This means that not all terms in the response function,
Equation (4.12), are non-zero. There are only certain pathways through the bands
of the molecular system that can contribute. These pathways occur in the so-called
Liouville space of projectors |a〉〈b|, where a and b denote bands (or individual
energy levels). To visualize and organize these so-called Liouville pathways, we
can use the diagram in Figure 4.2.

We denote the projector corresponding to the non-zero density matrix element
by a circle with its band indices. The action of a dipole moment operator from the
left-hand side changes the left band index, and similarly, action from the right-hand
side changes the right band index. In the diagram we have denoted the left action of
the dipole operator by a downward pointing arrow, and a corresponding change of
the left index, and the right action by a right arrow and a change of the right index.
Each commutator in Equation (4.12) corresponds to two arrows. In a three-band
system, some actions of the dipole moment operator correspond to two possible
changes of indices (|e〉 → |g〉 and |e〉 → |f 〉), so we keep both alternatives in
the diagram. Thanks to the cyclic invariance of the operators under the trace, the
dipole moment on the furthest left in Equation (4.12) can be equivalently written
on the furthest right of the expression. It can therefore correspond either to the
downward or the right arrow.

Figure 4.2 shows that there are sixteen possible Liouville pathways between
the three bands that can be travelled by three actions of the dipole moment. The
projectors |a〉〈b| and |b〉〈a| correspond to mutually Hermite conjugated blocks
of the density matrix. The pathways that are mirrors of each other with respect
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Figure 4.2 Liouville pathways: Left side of the figure shows possible pathways,
starting from the electronic ground state |g〉. The dashed lines connect the states
after zero, one, two and three perturbative interactions with the field. Pathways
which are mirror images of each other with respect to the thick full line are complex
conjugated to each other. Examples of individual Liouville pathways are given on
the right-hand part of the figure.

to the diagonal line of the diagram, therefore have mutually complex conjugated
contributions. We have eight independent contributions, four of which contain only
bands g and e, and four of which also include the f band. Moreover, those pathways
that involve an odd number of dipole operator actions from the left, carry a minus
sign, which originates from the second term of a commutator. There are four pairs
of pathways with a plus sign that correspond to four different orderings of left
and right actions of the dipole moment, and which differ by exchanging g and f .
We denote their contributions to the total response function by the letter R with a
lower index 1, . . . , 4, denoting the four independent orderings of interactions from
the left and right. Consequently, there are four independent shapes of Liouville
pathways in Figure 4.2. We will introduce a second index, g or f , to distinguish
pathways which reach the f -band from those that do not. Thus, the total third-order
response function reads as

S(3)
μ (t3, t2, t1) = i3�(t3)�(t2)�(t1)

4∑
n=1

∑
a=g,f

[Rna(t3, t2, t1) − R∗
na(t3, t2, t1)].

(4.31)

Now it is possible to construct individual Liouville pathways and evaluate them
using the evolution superoperators.

Before we do this it is a good exercise to follow the same approach on a simpler
problem of linear responses. Let us start with the linear response function written
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as

S(1)
μ (t) = i�(t)tr{μ̂(ge)Ũ (egeg)(t)V (eggg)W (gg)}e−i�t

− i�(t)tr{μ̂(eg)Ũ (gege)(t)V (gegg)W (gg)}ei�t . (4.32)

We have used the superoperator block notation for the transition dipole operator
and the slow envelopes for the evolution superoperator blocks. We will evaluate this
response function for the case of a single level |e〉 in the e band and the transition
dipole moment deg = 〈e|μ̂(eg)|g〉. The two-level first-order response reads as

S(1)
μ (t) = i

h̄
|deg|2Ũ (egeg)

egeg (t)e−i�t − i

h̄
|deg|2Ũ (gege)

gege (t)ei�t . (4.33)

The most practical way of dealing with a two-level system is to choose � = ωeg
(h̄ωeg = εe − εg, where εe and εg are the energy of the state |e〉 and |g〉,
respectively). With this choice, Ũ (egeg)(t) would contain just the dephasing of
the |g〉 → |e〉 transition. For our purpose here, we can assume it in a form
Ũ (egeg)(t) = Ũ (gege)(t) = e−�t , with some dephasing rate �. The absorption coeffi-
cient can be obtained by Fourier transform of the S(1)

μ (Mukamel, 1995). Because
the Fourier transform is performed only over positive frequencies, the second term
in Equation (4.33) will contribute much less then the first, and we can neglect
it. The Fourier transform yields the real and imaginary part of the susceptibility
χ (1) = χ ′ + iχ ′′,

χ ′(ω) = |deg|2
ε0h̄

(ωeg − ω)

(ωeg − ω)2 + �2
, χ ′′(ω) = |deg|2

ε0h̄

�

(ωeg − ω)2 + �2
. (4.34)

The latter gives the well-known Lorentz absorption line-shape.
Let us construct the contributions to the third-order signal. Following Figure 4.2

we can write for R1 and R2,

R1g(t3, t2, t1) = tr{μ̂(ge)Ũ (egeg)(t3)V (egee)Ũ (eeee)(t2)

×V (eeeg)Ũ (egeg)(t1)V (eggg)Ŵ (gg)}e−i�(t1+t3), (4.35)

R2g(t3, t2, t1) = tr{μ̂(ge)Ũ (egeg)(t3)V (egee)Ũ (eeee)(t2)

×V (eege)Ũ (gege)(t1)V (gegg)Ŵ (gg)}e−i�(t3−t1), (4.36)

R1f (t3, t2, t1) = tr{μ̂(f e)Ũ (ef ef )(t3)V (ef ee)Ũ (eeee)(t2)

×V (eeeg)Ũ (egeg)(t1)V (eggg)Ŵ (gg)}e−i�(t1−t3), (4.37)

R2f (t3, t2, t1) = tr{μ̂(f e)Ũ (ef ef )(t3)V (ef ee)Ũ (eeee)(t2)

×V (eege)Ũ (gege)(t1)V (gegg)Ŵ (gg)}ei�(t1+t3), (4.38)

and the rest of the expressions can be obtained in the same way. The eight functions
R1g, . . . , R4g andR1f , . . . , R4f completely determine the third-order response of a
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Figure 4.3 Two examples of the double-sided Feynman diagram. Liouville path-
ways R2g and R2f are translated from the scheme of Figure 4.2 into Feynmandia-
grams. Arrows denote absorption and emission events, the dashed arrow represents
the signal emission.

three-band system. Each of the functions involve a sum over a possibly large number
of ‘subpathways’ involving individual levels of bands. The evolution superoperator
Ũ (eeee) includes the effects of population transfer between different levels of the
excited state band. Very often these are the processes which interest us the most.
The time variables t1 and t3 are often referred to as coherence times, because they
appear only in the blocks of evolution superoperators that describe optical coher-
ences. The time variable t2 is always associated with the propagation of diagonal
block(s) of the statistical operator, and it is therefore referred to as the population
time.

At this point, it is useful to comment on a frequent and powerful way of repre-
senting individual contributions to the response function, namely so-called double-
sided Feynman diagrams. A double-sided Feynman diagram carries at least the
same information as the diagrams on the right-hand side of Figure 4.2. Depending
on notation, additional information can be included, which completely determines
the Liouville pathway’s characteristics (Mukamel, 1995). Figure 4.3 shows two
Feynman diagrams compared with the Liouville pathway diagram from Figure 4.2.
The two vertical lines denote the time evolution of the ket and bra of the system’s
statistical operator (time is running upwards). Each horizontal bar denotes the time
when an interaction with the external field (i.e. multiplication of the statistical
operator from left or right by the transition dipole operator) occurs. The ket and
bra after each interaction are written above the bar.

4.2.3 Third-order polarization in a rotating wave approximation

So far we have evaluated the response functions separately from Equation (4.11)
which connect them with the third-order polarization. In Equation (4.11), the
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E(t)

τ T

t0−T−T − τ

k1 k2 k3

t2t1 t3

Figure 4.4 Pulse scheme of the four-wave mixing experiment. The excitation
pulses are centred at times −T − τ , −τ and 0. The third-order signal at time t
is then an integral over contributions from all possible combinations of positive
delays t1, t2 and t3.

electric fieldE(t) carries phase factors not dissimilar to those of Liouville pathways.
The polarization is obtained by integrating the product of the response functions and
the fields. Because the optical frequency is very fast with respect to evolution of the
pulse and response envelopes, it is expected that terms where optical frequencies
cancel out will yield a much larger contribution to the integral than those where
some optical frequency remains uncancelled.

To put these words into equations, let us assume the incoming electric field to
be formed of three pulses with slowly varying envelopes, depicted in Figure 4.4,
i.e.

E(r, t) = E1(t + T + τ )e−i�1(t+T+τ )+ik1·r

+ E2(t + T )e−i�2(t+τ )+ik2·r + E3(t)e−i�3t+ik3·r + c.c.. (4.39)

Here c.c. denotes the complex conjugated term. In the product E(r, t − t3 −
t2 − t1)E(r, t − t3 − t2)E(r, t − t3) there are six terms with spatial phase fac-
tor ei(−k1+k2+k3)·r . Each of these field terms also carries a phase factor in t3,
t2 and t1 over which we integrate (and phase factors in t , T and τ which
can be taken out of the integration). The differences between two laser fre-
quencies are assumed to be small in comparison with optical frequencies, i.e.
0 ≈ �n −�m � �n ≈ �,n,m = 1, 2, 3, where� is the average carrier frequency
of the excitation pulses. Thus the phase factors are of three possible kinds, ei�(t3−t1),
ei�(t3+t1) and ei�(t1+2t2+t3). Looking at the expressions for the Liouville pathways,



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-04 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 12:33

4.2 Non-linear response of multi-state systems 97

e.g. Equation (4.35), we see that they have similar phase factors in variables t3, t2
and t1. If a given Liouville pathway does not have a phase factor which cancels
some phase factor of the field, its contribution to the integral will be neglected.
This is a version of the frequently used rotating wave approximation (RWA).

For the third-order polarization in RWA we can now write the following integral
expression (Brixner et al., 2004):

P
(3)
RWA(t, T , τ )

≈ ei(�1−�2−�3)t+i(�1−�2)T+i�1τ

×
∞̂

0

dt3

∞̂

0

dt2

∞̂

0

dt1
{
SR(t3, t2, t1)E∗

1 (t + T + τ − t3 − t2 − t1)

× [E2(t + T − t3 − t2)E3(t − t3)e−i(�1−�2−�3)t3−i(�1−�2)t2−i�3t1

+ E3(t − t3 − t2)E2(t + T − t3)e−i(�1−�2−�3)t3−i(�1−�3)t2−i�3t1
]

+ SNR(t3, t2, t1)E∗
1 (t + T + τ − t3 − t2)

× [E2(t + T + τ − t3 − t2 − t1)E3(t − t3)e−i(�1−�2−�3)t3−i(�1−�2)t2+i�2t1

+ E3(t − t3 − t2 − t1)E2(t + T − t3)e−i(�1−�2−�3)t3−i(�1−�3)t2+i�3t1
]

+ SDC(t3, t2, t1)E∗
1 (t + T + τ − t3)

× [E2(t + T − t3 − t2 − t1)E3(t − t3 − t2)e−i(�1−�2−�3)t3+i(�2+�3)t2+i�2t1

+ E3(t − t3 − t2 − t1)E2(t + T − t3 − t2)e−i(�1−�2−�3)t3+i(�2+�3)t2+i�3t1
]}
.

(4.40)

Here we have collected the Liouville pathways into groups according to their
characteristic oscillating phase factors. Thus we have rephasing pathways,

SR(t3, t2, t1) = R2g(t3, t2, t1) + R3g(t3, t2, t1) − R∗
1f (t3, t2, t1), (4.41)

non-rephasing pathways,

SNR(t3, t2, t1) = R1g(t3, t2, t1) + R4g(t3, t2, t1) − R∗
2f (t3, t2, t1), (4.42)

and double coherence pathways,

SDC(t3, t2, t1) = R4f (t3, t2, t1) − R∗
3f (t3, t2, t1). (4.43)

Equation (4.40) enables us to calculate the signal for any third-order non-linear
experiment employing a three-pulse sequence with arbitrary pulse shapes.
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4.2.4 Third-order polarization in the impulsive limit

Laser pulses that are used in the experiment to excite third-order polarization in the
sample may be very short, sometimes with just a few cycles of optical oscillation
within the pulse envelope. It is therefore often possible to simulate the non-linear
response assuming that it was excited by an infinitely short pulse of form,

E(t) = E0δ(t)e
−i�t + c.c.. (4.44)

The above delta function must be understood as itself ‘slowly’ varying with respect
to the optical frequency, and it is allowed to have Dirac delta function properties
only with respect to the slow envelopes of the response functions. Such a delta
function is often referred to as a physical delta function (see e.g. the discussion in
Mukamel (1995)).

Equation (4.40) can be simplified significantly by the assumption, Equa-
tion (4.44). Most importantly, one can immediately see that for different pulse
orderings, different types of Liouville pathways contribute to the signal in any
chosen direction. Let us choose ks = −k1 + k2 + k3 as the investigated direction
and let us first assume that the pulses arrive in the order k1, k2, k3 (we will denote
this order as 1 − 2 − 3), and that they are not overlapping. We have six combina-
tions of pulse envelopes in Equation (4.40), but only one of them yields a non-zero
integration. Let us examine the first term, i.e.

E∗
1 (t + T + τ − t3 − t2 − t1)E2(t + T − t3 − t2)E3(t − t3)

≈ δ(t + T + τ − t3 − t2 − t1)δ(t + T − t3 − t2)δ(t − t3). (4.45)

This term yields the conditions, t + T + τ − t3 − t2 − t1 = 0, t + T − t3 − t2 = 0
and t − t3 = 0, for the integral in Equation (4.40) to give a non-zero contribution.
They can easily be satisfied by t3 = t , t2 = T and t1 = τ , and thus the contribution
to the polarization yields SR(t, T , τ )E3

0 . The second term in Equation (4.40), which
corresponds with the roles of the second and third pulses switched, similarly yields
the conditions t + T + τ − t3 − t2 − t1 = 0, t − t3 − t2 = 0 and t + T − t3 = 0.
This can be satisfied with t3 = t + T , t2 = −T and t1 = T + τ , but for negative
t2 (T > 0), the response functions are zero. A similar conclusion will be reached
for all other integrals, and thus the impulsive signal from the (1 − 2 − 3) order of
pulses consists of one contribution only, namely,

P
(3)
RWA(t, T , τ ) ≈ SR(t, T , τ )E3

0 . (4.46)

Switching the order of pulses into (1 − 3 − 2) can be achieved formally by making
T negative and keeping |T | < τ (see Figure 4.4). The time should be measured
from the last arriving pulse, which is the k2-pulse centred at |T |. We define a new
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time t ′ = t − |T |, a new time T ′ = |T | separating the second and the last arriving
pulses and a new time τ ′ = τ − |T |. These new ‘natural’ variables t ′, T ′ and τ ′

again measure the delays between the pulses by positive values. The third-order
polarization in these new variables reads as

P
(3)
RWA(t ′, T ′, τ ′) ≈ SR(t ′, T ′, τ ′)E3

0 . (4.47)

We can therefore conclude that for both orderings (1 − 2 − 3) and (1 − 3 − 2),
only the rephasing Liouville pathways contribute to the signal.

Let us now switch the order of the first two pulses, to yield the order (2 − 1 − 3).
This corresponds to τ < 0. In addition |τ | < T , so that pulse k3 does not precede
pulse k1. The corresponding delta functions yield conditions leading to t3 = t ,
t2 = T + τ and t1 = −τ . The natural time variables in this order are t ′′ = t3,
T ′′ = T + |τ | and τ ′′ = |τ |. Now however, it is the third term in Equation (4.40)
which yields a non-zero contribution and thus,

P
(3)
RWA(t ′′, T ′′, τ ′′) ≈ SNR(t ′′, T ′′, τ ′′)E3

0 . (4.48)

The very same conclusion is reached for pulse order (3 − 1 − 2) in its natural delay
variables.

To conclude, by measuring in the −k1 + k2 + k3 direction one can selectively
probe the rephasing or non-rephasing groups of Liouville pathways by selecting
which of the pulses k1 and k2 will act first. In an experimental arrangement,
instead of exchanging the order of pulses in time and keeping the same detection
direction, we may look into a direction with the role of pulses 1 and 2 exchanged
(−k2 + k1 + k3), while keeping the original time order (1 − 2 − 3). Thus we can
measure SR and SNR simultaneously by collecting the signal from two directions.

The suspicious looking pathways SDC contribute to the signal only when the
order of the pulses is (2 − 3 − 1) or (3 − 2 − 1). The SDC pathways contain a
fast oscillating term, cancelling the 2� term in the field factor which appears
in the orderings (2 − 3 − 1) and (3 − 2 − 1). Although the oscillations over the
population interval t2 are very fast, they also survive RWA. This signal is emitted
only if the last of the interacting pulses is k1.

4.3 Cumulant expansion of a non-linear response

The results discussed in previous sections are valid for a very broad class of two-
and three-band molecules. They are very general, and they can provide a starting
point for calculation of the non-linear response from equations of motion for the
(reduced) density operator. For few electronic level systems, one can go into greater
depth analytically, as we will demonstrate below.
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In this section, we will reduce our original three-band model to just a single
electronic level per band. We will assume that this three-level system interacts
with a bath of harmonic oscillators. For this problem, the response functions can
be evaluated using a so-called cumulant expansion, which is exact for a bath of
harmonic oscillators linearly coupled to the electronic system.

4.3.1 Energy gap correlation function

Let us consider a three-level electronic system with the following Hamiltonian:

Ĥ = T̂ + (εg + V̂g)|g〉〈g| + (εe + V̂e)|e〉〈e| + (εf + V̂f )|f 〉〈f |. (4.49)

This Hamiltonian represents a system with electronic ground state |g〉, ground state
electronic energy εg, nuclear kinetic energy operator T̂ and ground state nuclear
potential V̂g. When the system is in the electronically excited state |e〉 (|f 〉), the
electronic energy is εe (εf ), and the nuclei feel electrostatic potential V̂e (V̂f ).
This model does not include any terms allowing a non-radiative transition between
electronic states. Our simple Hamiltonian has to be augmented, if we want to
include these processes into our considerations. Let us consider the Hamiltonian,
Equation (4.49), as fully describing our system of interest. We can proceed by
splitting it into the usual system–bath form, Ĥ = ĤB + ĤS + ĤS−B . Because we
are dealing with optical transitions and we assume room temperature (and lower),
the equilibrium density matrix can be written as

Ŵeq = Ŵ (bath)
eq |g〉〈g|. (4.50)

From this it follows that the Hamiltonian of the bath can be identified with the
nuclear Hamiltonian of the electronic ground state. Thus we have

ĤB = T̂ + V̂g. (4.51)

To split Equation (4.49) into purely electronic and purely bath parts, we will use
the electronic completeness relation in the form, 1el = |g〉〈g| + |e〉〈e| + |f 〉〈f |.
We can write

Ĥ = ĤB ⊗ 1̂el + 1̂bath ⊗ (
εg|g〉〈g| + εe|e〉〈e| + εf |f 〉〈f |)

+ (V̂e − V̂g)|e〉〈e| + (V̂f − V̂g)|f 〉〈f |. (4.52)

Here, we have introduced a unity operator 1̂bath on the bath Hilbert space. We have
thus split the Hamiltonian as required, and we can identify ĤS−B with the last term
of Equation (4.52). It is advantageous to add a condition that the bath part of the
interaction Hamiltonian has an equilibrium expectation value equal to zero, i.e.
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trbath{ĤS−BŴ (bath)
eq } = 0. To achieve this we define so-called energy gap operators,

�V̂eg = V̂e − V̂g − trbath
{
(V̂e − V̂g)Ŵ (bath)

eq

}
, (4.53)

�V̂fg = V̂f − V̂g − trbath
{
(V̂f − V̂g)Ŵ (bath)

eq

}
, (4.54)

so that

ĤS−B = �V̂eg|e〉〈e| +�V̂ef |f 〉〈f |. (4.55)

The values that we subtracted from the last two terms of Equation (4.52) are added
in the second one by defining new electronic energies,

εg = εg, εe = εe + trbath{(V̂e − V̂g)Ŵeq},
εf = εf + trbath{(V̂f − V̂g)Ŵeq}. (4.56)

The electronic Hamiltonian thus has a very simple form,

ĤS = εg|g〉〈g| + εe|e〉〈e| + εf |f 〉〈f |. (4.57)

Let us now evaluate the first-order response function for this system. We will
use the so-called Condon approximation, which states that the transition dipole
moment does not depend on the nuclear coordinates, and it can thus be represented
by a rather simple operator,

μ̂ = deg|e〉〈g| + dge|g〉〈e|. (4.58)

Here, deg = (dge)∗ are complex numbers.
Let us first demonstrate evaluation of the material response on the first-order

response functions. The first-order response function S(1)
μ , Equation (4.32), is com-

posed of two short Liouville pathways, J (t) and J ∗(t),

S(1)
μ (t) = i

h̄
|deg|2�(t)[J (t) − J ∗(t)], (4.59)

where

J (t) = tr
{
Û †
g (t)Ûe(t)Ŵ

(bath)
eq

}
. (4.60)

Here, Ug(t) and Ue(t) are evolution operators of the molecular system provided
it is in electronic state |g〉 and |e〉, respectively. Evaluation of Equation (4.60) is
done in the second cumulant approximation (see e.g. (Mukamel, 1995)). First, we
realize that

Û †
g (t)Ûe(t) ≡ G(+)

ge (t) = exp+

⎧⎨
⎩ ih̄

tˆ

0

dτ Û †
g (τ )�V̂egÛg(τ )

⎫⎬
⎭ . (4.61)
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Here, we have defined the so-called coherence Green’s function Gge(t) which will
be of use later. Equation (4.61) can be verified by taking the time derivative of both
sides. One can see that they satisfy the same differential equation. The idea of the
second cumulant approximation is to replace the equilibrium average of the ordered
exponential of an operator, Equation (4.60), by an ordinary exponential of some
suitable equilibrium averages. We do this by comparing two Taylor expansions of
the same function A, which we expect to have an exponential form A = exp{F }.
An ordinary Taylor expansion yields

A(λ) = 1 + A1λ+ A2λ
2 + · · · , (4.62)

and a Taylor expansion in the exponent gives

A(λ) = exp
{
F1λ+ F2λ

2 + · · · }
= 1 + (F1λ+ F2λ

2 + · · · ) + 1

2
(F1λ+ F2λ

2 + · · · )2 + · · · (4.63)

Here,A1,A2, F1 andF2 are the coefficients of the corresponding Taylor expansions
in parameter λ. Comparing the two expansions to the second order in λ yields

F1 = A1, F2 = A2 − 1

2
A2

1. (4.64)

Consequently, starting from an ordinary Taylor expansion, Equation (4.62), we can
find coefficients F1 and F2, which would enable us to write A as an exponential,
and thus partially sum the expansion terms up to infinity. Equation (4.60) can easily
be expanded to the second order in �V̂eg and the coefficients A1 and A2 yield

A1 = i

h̄

tˆ

0

dτ tr
{
Û †
g (τ )�V̂egÛg(τ )Ŵ (bath)

eq

} = 0, (4.65)

and

A2 = − 1

h̄2

tˆ

0

dτ

τˆ

0

dτ ′tr
{
Û †
g (τ − τ ′)�V̂egÛg(τ − τ ′)�V̂egŴ (bath)

eq

}
. (4.66)

In both equations we used the fact that Ŵ (bath)
eq does not evolve under Ûg(t). Intro-

ducing the energy gap correlation function (EGCF) Cee(t) as

Cee(t) = tr
{
Û †
g (t)�V̂egÛg(t)�V̂egŴ

(bath)
eq

}
, (4.67)

and the line broadening function gee(t) as

gee(t) = 1

h̄2

tˆ

0

dτ

τˆ

0

dτ ′Cee(τ ′), (4.68)
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we can write the first-order Liouville pathway J (t) in a simple form,

J (t) = e−gee(t)−iωegt . (4.69)

The two indices ee denote the energy gaps of which theCee(t) is composed. In more
general problems, various cross-correlation functions such as Cef (t) may appear.

The EGCF is a central quantity of the response function description of linear
and non-linear spectroscopy. It determines not only the lineshape, but also the
dephasing lifetime of coherences, relaxation dynamics of excitons etc. (May and
Kühn, 2011). The energy gap correlation function and its Fourier transform satisfy
several general conditions, such as C∗

ee(t) = Cee(−t), and many models of the
Cee(t) function exist (Mukamel, 1995; May and Kühn, 2011; Renger and Marcus,
2002; Jang and Silbey, 2003) which allow its application to a variety of problems.
One of the most useful and intuitive models, the Brownian oscillator, is discussed
in detail in Mukamel (1995).

4.3.2 Energetic disorder

The situation where all molecules in the sample are exactly the same is rather
rare. Parameters, such as energy of transition, might depend, for example, on
some very slowly changing parameter of the environment. This is referred to as
disorder and leads to so-called inhomogeneous broadening of the spectra. The
word inhomogeneous refers to the fact that during the spectroscopic experiment
individual molecules exhibit different parameters from each other, and it is in
contrast to homogeneous broadening, which stems from interaction of the molecule
with some component of its environment which is faster than the typical timescale
of the experiment. These fast fluctuations average out quickly so that they are
essentially the same for all molecules. Our averaging that leds to the line broadening
function was of this latter type.

For simplicity, let us assume that the disorder concerns only the energy levels of
the system in question, and that the fast fluctuations of the environment responsible
for the EGCF are independent of the slow fluctuations that cause the disorder. This
enables us to perform two averaging procedures, one over fast and the other over
slow fluctuations, independently. We might assume that to a good approximation,
the total density matrix reads as Ŵeq = Ŵ

(fast)
eq Ŵ (slow)

eq , and the evolution operator
corresponding to the slow bath is Û (slow)

B (t) ≈ 1. As the origin of the two types of
fluctuations is essentially the same, we may add the slow component to the energy
gap operator, Equation (4.53), and write for its time dependence,

�Veg(t) = �V (slow)
eg +�V (fast)

eg (t). (4.70)
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The response functions can now be constructed in the same way as in Section 4.3.1,
i.e. by cumulant expansion. We assume only the term tr{�V (slow)

eg �V (slow)
eg W (slow)

eq } ≡
h̄2�2 to be non-zero. Because of the independence of the two types of fluctua-
tion, the response functions can be written as products of the slow and fast parts,
Rn(t3, t2, t1) = R(slow)

n (t3, t2, t1)R(fast)
n (t3, t2, t1), and the fast and slow response func-

tions differ only in their corresponding EGCF. The slow EGCF and the lineshape
function read as

C(slow)
ee (t) = h̄2�2, g(slow)

ee (t) = 1

2
�2t2. (4.71)

Interestingly, the slow part of the response is the same for all rephasing pathways,

R
(slow)
2g (t3, t2, t1) = R

(slow)
3g (t3, t2, t1) = Iinh(t3 − t1) = e−

�2

2 (t3−t1)2
, (4.72)

and for all non-rephasing pathways,

R
(slow)
1g (t3, t2, t1) = R

(slow)
4g (t3, t2, t1) = Iinh(t3 + t1) = e−

�2

2 (t3+t1)2
. (4.73)

We have introduced the inhomogeneity factor Iinh(t) here, which will be useful in
Section 4.4. This form of the response function contains the famous photon echo
effect. The inhomogeneity factor Iinh(t3 − t1) is equal to one at t1 = t3, and thus
the rephasing responses are equal to their fast (homogeneous) part at this time
point. For a given time t1 this leads to a recovery in the macroscopic experimental
signal from some value S0e

−�2t21 to S0. The non-rephasing responses and their
corresponding spectroscopic signal, however, continue to decay with t3, and would
never rephase.

4.3.3 Response functions of a three-level system

Third-order response functions can be expressed using the same line broadening
function gee(t) as for linear absorption. We deal with three levels and two transitions
with transition dipole moment deg and def . For this simple case, response functions
corresponding to Liouville pathways from Section 4.2.2 can be written in terms of
a single function (see e.g. (Zhang et al., 1998; Brixner et al., 2004)),

Fβ(τ1, τ2, τ3, τ4) = |deg|2|dβe|2tr
{
G(+)
ge (τ1 − τ2)G(−)

βg (τ2 − τ3)

×G(−)
ge (τ2 − τ3)G(−)

eg (τ2 − τ4)W (bath)
eq

}
, (4.74)

where β = g, f , and we define another coherence Green’s function,

G(−)
ab (t) = Ua(t)U

†
b (t). (4.75)
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Individual pathways read,

R1β(t3, t2, t1) = Fβ(t1, t1 + t2, t1 + t2 + t3, 0), (4.76)

R2β(t3, t2, t1) = Fβ(0, t1 + t2, t1 + t2 + t3, t1), (4.77)

R3β(t3, t2, t1) = Fβ(0, t1, t1 + t2, t1 + t2 + t3, t1), (4.78)

R4β(t3, t2, t1) = Fβ(t1 + t2 + t3, t1 + t2, t1, 0). (4.79)

The second cumulant evaluation of Fβ proceeds as follows. First we expand
all coherence Green’s functions (see Equations (4.75) and (4.61)) to the second
order in their respective energy gap operator�V̂ . Then we perform the product of
the second-order expansions, and collect separately the first and the second-order
terms in �V̂ . The first-order terms become zero after the trace, similarly to
Equation (4.65). The second-order terms are then all rewritten using the line
broadening functions, Equation (4.68). The calculation, details of which can
be found e.g. in Mukamel (1995) and Zhang et al. (1998), is rather tedious but
straightforward. The method yields

Fβ(τ1, τ2, τ3, τ4) = |deg|2|dβe|2e−iωeg(τ1−τ4)+iωeβ (τ2−τ3) exp{−hβ(τ1, τ2, τ3, τ4)},
(4.80)

where

hβ(τ1, τ2, τ3, τ4) = gee(τ1 − τ2) + gββ(τ2 − τ3) + gee(τ3 − τ4) − gβe(τ1 − τ2)

+ gβe(τ1 − τ3) − geβ(τ2 − τ3) − gee(τ1 − τ3) + gee(τ2 − τ3)

+ gee(τ1 − τ4) − gee(τ2 − τ4) − gβe(τ2 − τ3) + geβ(τ2 − τ4)

− geβ(τ3 − τ4). (4.81)

For β = g, the expression simplifies because gβg(t) = ggβ(t) = ggg(t) = 0. The
rephasing Liouville pathways read as

R2g(t3, t2, t1) = |deg|4e−g∗
ee(t3)−g∗

ee(t1)+gee(t2)−gee(t2+t3)

× e−g∗
ee(t1+t2)+g∗

ee(t1+t2+t3)e−iωeg(t3−t1), (4.82)

R3g(t3, t2, t1) = |deg|4e−gee(t3)−g∗
ee(t1)+g∗

ee(t2)−g∗
ee(t2+t3)

× e−g∗
ee(t1+t2)+g∗

ee(t1+t2+t3)e−iωeg(t3−t1), (4.83)

R1f (t3, t2, t1) = |deg|2|def |2e−g∗
ff (t3)−gee(t1)−gee(t1+t2+t3)+gef (t1+t2+t3)

× e−gef (t1+t2)+gee(t1+t2)+g∗
f e(t3)−g∗

ee(t3)+g∗
ee(t2+t3)+g∗

ef (t3)

× e−g∗
ef (t2+t3)+g∗

ef (t2)−g∗
ee(t2)e−iωf et3−iωegt1 . (4.84)
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All other pathways can be obtained analogically. The non-linear spectroscopy of
a three-level system is fully characterized by the eight response functions. They
enable us to calculate the complete three-level system response, based on three
correlation functions Cee(t), Cff (t) and Cef (t).

4.4 Selected non-linear spectroscopic methods

Non-linear interaction between light and matter enables us to devise a variety of
spectroscopic methods (Parson, 2007; Mukamel, 1995) suited to extract different
types of information from the studied molecular systems. Some of the most fun-
damental information about photon induced time evolution of excited states, e.g.
about excitation energy processes in photosynthesis and other biologically relevant
processes, can be obtained from so-called pump–probe spectroscopy (Sundstrom
et al., 1999). This is one of the most widely used time-resolved spectroscopic
methods, and nowadays it still represents a certain reality check for more involved
non-linear methods. A description of pump–probe spectroscopy is possible using
theory presented in previous sections (Yan et al., 1989; Mukamel, 1995; Parson,
2007).

In this section, we will discuss in some detail another two non-linear methods
and the information they can reveal about molecular systems. Firstly, we will
consider an example of a non-linear method, sensitive to system–bath interaction,
the photon-echo peakshift. We will show how its measurement reveals the shape
of the energy gap correlation function. Secondly, we will see how a 2D coherent
spectrum uncovers coherence in a system of excitons, and how this method is
sensitive to resonance coupling between molecules in an excitonic complex. The
same method can also reveal coherent vibrational motion.

4.4.1 Photon echo: learning about system–bath interactions

Linear and non-linear spectra provide us with information about both the electronic
properties of the studied molecules (positions of the absorption band) and the
properties of the molecular environment (lineshapes). The latter is carried by the
correlation function Cee(t) of the energy gap. The so-called photon-echo peakshift
experiment is one from which an energy gap correlation function can be extracted.
In the analysis of the photon-echo peakshift, we will demonstrate that even in the
theory of non-linear spectroscopy, one can obtain highly interesting and relevant
analytical results. This is achieved here by a short time expansion of the exponent
in the non-linear response functions.

In the photon-echo peakshift experiment, a third-order non-linear signal in the
direction −k1 + k2 + k2 (photon echo) is measured by a slow detector in a FWM
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set-up, with delays τ ≥ 0 and T ≥ 0 between the three pulses. The detector inte-
grates the signal intensity over time t . Thus we measure

SPE(T , τ ) =
∞̂

0

dt |S(3)(t, T , τ )|2. (4.85)

In SPE we look for the value τ ∗(T ) of the delay τ for which SPE is maximal at a
given population time T . This value is called the photon-echo peakshift and can be
formally defined by the relation

∂

∂τ
SPE(T , τ )|τ=τ ∗(T ) = 0. (4.86)

In the impulsive limit, the third-order signal reads as

|S(3)(t, T , τ )|2 ≈ I 2
inh(t − τ )|R3g(t, T , τ ) + R2g(t, T , τ )|2, (4.87)

where Iinh(t) = e−�
2
int

2/2 is the inhomogeneity factor, introduced in Section 4.3.2.
If we denote the real and imaginary parts of the lineshape function gee(t) by P (t)
andQ(t) respectively, we can write

|R3g(t, T , τ ) + R2g(t, T , τ )|2 = e−2{P (τ )−P (T )+P (t)+P (τ+T )+P (τ+t)−P (τ+T+t)}

× cos2[Q(T ) +Q(t) −Q(T + t)]. (4.88)

Because the signal is expected to decay quickly with t , an expansion of the exponent
in t , up to the second order, could yield a reasonable approximation. We will
follow the derivation of Cho et al. (1996) to reveal striking insights into the relation
between the photon-echo peakshift and the energy gap correlation function. To this
end we expand the g(t) function as g(a + t) ≈ g(a) + ġ(a)t + g̈(a)t2/2, where the
dot denotes a time derivative. The definitions in Section 4.3.1 lead to

P (0) = 0, Ṗ (0) = 0, P̈ (t) = ReCee(t) (4.89)

and

Q(0) = 0, Q̇(0) = 0, Q̇(t) = Im

tˆ

0

dτCee(τ ). (4.90)

The cosine part of Equation (4.88) can be expressed in a second cumulant expan-
sion as cos2[Q(T ) +Q(t) −Q(T + t)] ≈ exp{−(Q̇(T ))2t}, and the exponent of
the exponential part could also be expanded to the second order in t . Equation (4.85)
will thus become

SPE(T , τ ) ≈
∞̂

0

dt eB(T ,τ )t−A(T ,τ )t2−2P (τ )−�2
inτ

2
, (4.91)
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where

A(T , τ ) = �2
in + (Q̇(T ))2 + P̈ (0) − P̈ (T ) − P̈ (τ + T ), (4.92)

B(T , τ ) = 2�2
inτ − 2[Ṗ (T ) − Ṗ (τ + T )]. (4.93)

Integration of Equation (4.91) gives

SPE(τ, T ) ≈
√
π

2
√
A(T , τ )

exp
{− 2P (τ ) −�2

inτ
2 + B(T , τ )2

4A(T , τ )

}

×
[

1 + erf

(
B(τ, T )

2
√
A(T , τ )

)]
. (4.94)

Equation (4.94) represents an approximate result for the photon-echo signal, and it
can be used to calculate the photon-echo peakshift.

If the inhomogeneous broadening is much larger than the homogeneous broad-
ening, i.e. P̈ (0) � �2

in, the integrated photon echo is approximately given by
SPE(T , τ ) ≈ exp{−2P (τ )} for τ > �−1

in . This can be verified by noticing that in
this limit, B ≈ 2�2

inτ and A ≈ �2
in, and the error function erf(x) ≈ 1 for x > 1.

The integrated photon-echo signal does not depend on T here, and the time-
dependent photon-echo signal has its maximum at t = τ . The peakshift is given by
the condition Ṗ (τ )|τ=τ ∗(T ) = 0, which leads to τ ∗(T ) = 0 at τ > �−1

in .
However, if the inhomogeneous and homogeneous line widths �2

in and P̈ (0)
are comparable, one can apply another expansion of the signal, this time in τ . We
expand all quantities in the second order of τ , which leads toB ≈ 2[�2

in + P̈ (T )]τ ,
A ≈ P̈ (0) +�in + (Q̇(T ))2, P (τ ) ≈ P̈ (0)τ 2/2, and then expand Equation (4.94)
to the second order in τ . Taking the derivative of such an expanded integrated signal
SPE according to τ and solving the resulting linear equation leads to the following
expression for the peakshift:

τ ∗(T ) = 1√
π

[�2
in + P̈ (T )]

√
P̈ (0) +�2

in + (Q̇(T ))2

P̈ (0)[P̈ (0) + 2�2
in + (Q̇(T ))2] +�2

in(Q̇(T ))2
. (4.95)

In the case where inhomogeneous broadening can be completely ignored (e.g. in
liquids), the peakshift expression simplifies dramatically to

τ ∗(T ) = 1√
π

P̈ (T )

P̈ (0)
√
P̈ (0) + (Q̇(T ))2

. (4.96)

Often Q̇(T ) is small compared with P̈ (0) and it can be neglected, and thus the
peakshift directly reveals the real part of the energy gap correlation function P̈ (t) =
ReC(t). The long time peakshift is correspondingly equal to zero, τ ∗(T → ∞) = 0.

Most interestingly, if we take the limit of long population times T → ∞ in
Equation (4.95), i.e. for �2

in comparable to P̈ (0), the long time peakshift remains
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non-zero. We have Q̇(T → ∞) ≈ λ, P̈ (T → ∞) ≈ 0, where λ is the reorganiza-
tion energy (Mukamel, 1995) and thus,

τ ∗(T → ∞) = 1√
π

�2
in

√
P̈ (0) +�2

in + λ2

P̈ (0)[P̈ (0) + 2�2
in + λ2] +�2

inλ
2
. (4.97)

Consequently, the non-zero long time value of the peakshift is evidence of finite
inhomogeneity. An interesting biological application of the peakshift measurement
is reported in Zimmermann et al. (2006). A chromophore molecule was injected
into a mouse, and the evolution of the photon-echo peakshift of the chromophore
captured by the mouse antibody was monitored as the antibody matured (on a
timescale of days). Over time the antibody became more specifically designed for
binding the chromophore, which resulted in a decrease in the inhomogeneity of
the chromophore’s environment in the trapping site. The chromophore fitted better
into the trapping site of a matured antibody. This was observed as a decrease in the
long time limit of the peakshift.

According to Equations (4.95) and (4.96), peakshift can be used to estimate
the bath correlation function, i.e. it can be used to investigate fluctuations of
the energy gap. If a complex of two or more molecules is measured, several
molecules may contribute to a single electronic transition, and the total energy
gap correlation function is built from the contributions of individual molecules.
For the case of two identical molecules with uncorrelated energy gap fluctuations,
a certain combination of one-colour peakshifts (measured with all three pulses
of the same frequency) and two-colour peakshifts (measured with the first two
pulses of one frequency and the third pulse of another frequency) allows us to
estimate excitonic mixing and thus the value of excitonic coupling between the two
molecules (Yang and Fleming, 1999). For two different molecules, one can even
estimate the difference between the correlation functions on the two molecules
(Mančal and Fleming, 2004).

4.4.2 Two-dimensional spectroscopy: resonance coupling, population
transfer and coherence dynamics

The signal recorded in a photon-echo peakshift measurement is by itself already
two-dimensional. One special feature of the two-dimensional signal, the position
of its maximum along the τ axis as a function of the population time T , is used to
extract interesting information from this two-dimensional data set. Now we intro-
duce yet another multidimensional spectroscopic method (Jonas, 2003) that has
yielded interesting insights into the properties of molecular systems on femtosec-
ond timescales, and whose potential has certainly not yet been fully exploited.
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We start by comparing the general structure of the first-order and the third-order
response. We compare the first-order response function of Equation (4.60) which
we write as

J (t) = itr{μ̂(ge)J (eggg)(t)W (gg)}e−i�t , (4.98)

where J (eggg)(t) = Ũ (egeg)(t)V (eggg), with some representative R function, e.g. R2g

of Equation (4.36). The R function can be written as

R2g(t3, t2, t1) = −itr{μ̂(ge)J (egee)(t3)U (eeee)(t2)μ̂(eg)J (gegg)(t1)W (gg)
}
e−i�(t3−t1).

(4.99)

The comparison suggests an analogy between the absorption spectrum given
by the Fourier transform of the response function J (t) and a possible non-linear
spectrum given by Fourier transforms along the times t3 and t1. In this analogy,
the frequency ω1 dependence obtained by the Fourier transform of the third-order
response in time t1 would be the same as the frequency dependence of an absorption
spectrum. The frequency ω3 dependence obtained by the Fourier transform in time
t3 would be the same as that of an ‘absorption’ of a system out of equilibrium,
whose statistical operator is initially Ŵ (ee) = U (eeee)(t2)μ̂(eg)J (gegg)(t1)Ŵ (gg). In
this particular case, Ŵ (ee) corresponds to the system in the excited state, and
thus the non-equilibrium ‘absorption’ in fact also includes stimulated emission.
In between the two generalized absorption spectra the evolution superoperator
U (eeee)(t2) resides, and the spectrum evolves with a delay t2. If we were able to
record the full time dependence of the third-order response in t1, t2 and t3 times,
we could construct two-dimensional plots correlating the absorption and the non-
equilibrium absorption–emission spectra at any given delay t2. The t2 evolution of
the spectra may involve features that reveal relaxation of energy among several
excited states. From Section 4.2.4, we know that for t1 > 0, i.e. when the pulse
k1 precedes the pulse k2, only the rephasing pathways contribute to the signal
in direction −k1 + k2 + k3 (here we neglect pulse overlap effects). Thus we can
define the rephasing 2D spectrum as

 R(ω3, t2, ω1) =
∞̂

0

dt3

∞̂

0

dt1S̃
(3)
R (t3, t2, t1)e−i�(t3−t1)eiω3t3−iω1t1 . (4.100)

Alternatively, we could also measure the non-rephasing signal and construct a
similar quantity as above,

 NR(ω3, t2, ω1) =
∞̂

0

dt3

∞̂

0

dt1S̃
(3)
NR(t3, t2, t1)e−i�(t3+t1)eiω3t3+iω1t1 . (4.101)
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The limits of the integration are set naturally, because for t3 < 0 and t1 < 0, the
response is zero. The signs in the Fourier transforms are chosen to reflect the phase
factors of the response. The quantities defined in Equations (4.100) and (4.101)
can be directly measured experimentally. The heterodyne detection scheme of
Section 4.1.4 enables us to measure the third-order signal electric field, which is in
the impulsive limit directly proportional to S(3).

What the actual relation is between absorption spectra and the 2D spectra defined
above can be found by considering a simple case of a two-level system. For long
population times t2 the dependence of the g(t) function on t2 becomes linear. Both
contributing rephasing response functions then have a form,

R2g(t3, t2, t1) = R3g(t3, t2, t1) ≈ e−g(t3)−g∗(t1)−i�(t3−t1). (4.102)

The Fourier transform, Equation (4.100) then leads to

 R(ω3, t2, ω1) ≈ G(ω3 −�)G∗(ω1 −�), (4.103)

where we define,

G(ω) =
∞̂

0

dt e−g(t)−iωt ≈ � + iω
�2 + ω2

. (4.104)

The G function is related to the susceptibility χ (1) and it determines the linear
absorption spectrum α(ω) ≈ Re G(ω −�). In Equation (4.104) we use the form
g(t) = �t , with some real dephasing rate � corresponding to the so-called homo-
geneous limit of g(t) (Mukamel, 1995). We can see that the rephasing 2D spectrum
is not strictly proportional to the absorption spectrum, but it is a mixture of the
absorptive and dispersive (related to Im G(ω −�)) contributions. To isolate the
absorptive contributions, we have to investigate the non-rephasing spectrum, too.
In the same limit as above we notice that

 NR(ω3, t2, ω1) ≈ G(ω3 −�)G(ω1 −�), (4.105)

and thus,

 (ω3, t2, ω1) =  R(ω3, t2, ω1) + NR(ω3, t2, ω1)

≈ G(ω3 −�)Re G(ω1 −�). (4.106)

This means that the real part of the sum 2D spectrum,

Re (ω3, t2, ω1) ≈ Re G(ω3 −�)Re G(ω1 −�) (4.107)

corresponds to a product of two absorption spectra, i.e. to the desired correla-
tion plot of the absorption and absorption–emission frequencies. With a simple
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Figure 4.5 Basic homogeneous and inhomogeneous lineshapes of 2D spec-
troscopy. (a) shows real (upper) and imaginary (lower) parts of the homogeneous
2D spectrum of a two-level system. (b) shows a rephasing 2D spectrum, the non-
rephasing one can be obtained by mirroring the picture with respect to the axis
ω1 = �. (c) represents the 2D spectrum with a Gaussian distribution of the tran-
sition frequencies. Full (dashed) contours denote positive (negative) values of the
spectral amplitude.

homogeneous form of the g(t) function, we can construct the expected 2D spec-
trum of a simple two-level system in the homogeneous limit (see Figure 4.5a).
For more on 2D lineshapes, see e.g. Tokmakoff (2000). Interpretation of many 2D
spectra can be based on this simple shape. Firstly, the rephasing and non-rephasing
spectra have certain characteristic orientations (Figure 4.5b), and both their real
and imaginary parts contain positive and negative contributions. The real part of a
total homogeneous 2D spectrum is however positive. The contribution of the R2

pathway, Equation (4.99), which contains evolution in the excited state during the
waiting time t2, could be readily interpreted as a stimulated emission (SE). Com-
bined with the corresponding non-rephasing pathway, this would lead to a decrease
in absorption, if they were measured in a pump–probe (k1 = k2) configuration.
This defines the meaning of the positive features in the (total!) 2D spectrum. The
R3 pathway contains propagation in the ground state, and it has the same sign as
R2. It cannot therefore represent absorption. Rather, it has to stand for ground state
bleaching (GSB). The non-rephasing counterparts of this signal can be classified
in the very same way. For higher-lying excited states, pathways with negative sign
containing propagation in the excited state during waiting time t2, contribute to
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both the rephasing and non-rephasing signals. Their combined negative signal is
the one corresponding to the so-called excited state absorption (ESA).

So far, we have considered all molecules in the sample to be identical. Now,
let us introduce inhomogeneity in the form of energetic disorder. We will see that
with respect to disorder there is more to a 2D spectrum than just a product of
absorption spectra. The response function formalism can handle simple disorder
by including it into the lineshape function g(t), as we have seen in Section 4.3.2.
The product expressions, Equation (4.103) and Equation (4.105), are not valid any
more, because the response

R2g(t3, t2, t1) = R3g(t3, t2, t1) ≈ e−g(t3)−g∗(t1)−�(t3−t1)2−i�(t3−t1) (4.108)

cannot be split into a product of t3 and t1 dependent functions. To perform the
double Fourier transforms, Equations (4.100) and (4.101), analytically is possible,
but rather tedious. The result of the analytical calculation is depicted in Figure 4.5c.
To guess this 2D lineshape, we could have employed the fact that 2D spectra of non-
interacting sub-ensembles are additive. The inhomogeneity can thus be represented
as an averaging over 2D spectra of species with different transition frequencies �.
Because all such spectra differ only by their position at the diagonal of the spectrum,
the combined lineshape becomes elongated along the diagonal (see Figure 4.5).
Anti-diagonal line width is not affected by the disorder, and consequently, both the
homogeneous and the inhomogeneous line widths can, in principle, be estimated
from a single measurement of the 2D spectrum.

An important effect which can be monitored by 2D (and also by pump–probe)
spectroscopy is the excitation energy transfer (EET). The pathways R2 and R1 that
contain contributions from excited state propagation (the SE and ESA contribu-
tions) will display changes due to excited state population transfer; while ground
state pathways R3 and R4 (the GSB contributions) will not. As the contributions
of the SE and GSB to the positive peaks are of a similar amplitude, population
transfer to the neighbouring state exhibits itself in a 2D spectrum as a transfer of
one half of the peak amplitude to a different spectral position. This results in a
cross-peak between two frequency regions, as in Figure 4.6c. In the same way, the
ESA contributions can appear in a new spectral position, if the acceptor molecule
possesses a higher-lying excited state.

Population transfer is not the only way a cross-peak can occur in a 2D spectrum.
In the dimer from Figure 4.6a, one can imagine e.g. an R3 pathway starting with
a transition from the ground state of the monomer A to its excited state, followed
by its de-excitation by the second pulse, and further followed by an excitation of
monomer B by the third pulse. Such an R3 pathway contributes a cross-peak in
the same spectral position as the one previously identified to be due to population
transfer. With contributions like this, the question is, why should we actually
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Figure 4.6 Schemes of energy levels and 2D spectra of a weakly coupled dimer.
(a) represents the dimer by the states of its monomers, (b) shows the same by
collective states |g〉 = |ag〉|bg〉, |1〉 = |ae〉|bg〉, |2〉 = |ag〉|be〉 and |f 〉 = |ae〉|be〉.
(c) demonstrates the features of the corresponding 2D spectra. The full circles rep-
resent diagonal peaks of a weakly coupled dimer including the energy relaxation
peak. Dashed circles represent the peaks of a coupled dimer.

expect two uncoupled two-level molecules to yield a cross-peak-free spectrum at
all? (We have stated before that 2D spectra of uncoupled transitions are additive.)
The answer lies in counting correctly all pathways expected in the dimer. This can
be done with the help of Figures 4.6a and 4.6b. The latter figure represents the
dimer in terms of collective states, introduced in Section 4.2.1. The two schemes
of levels are equivalent for an uncoupled dimer. Let us now count the rephasing
pathways, Equation (4.41), that can contribute to the cross-peak, i.e. those that have
different first and third interval frequencies. These are summarized in Figure 4.7,
where one can immediately see that there are four positive (R2g and R3g) and
four negative (R1f ) contributions to the signal. Although the doubly excited state
|f 〉 is reached in the R1f part of the rephasing response, all transitions can be
viewed as normal ground state to excited state transitions on the monomers. For
example, |1〉 → |f 〉 is the |bg〉 → |be〉 transition, while monomer a remains in
its excited state |ae〉. In fact, for each positive contribution to the signal, we can
find a corresponding negative one, and all cross-peaks cancel. For complexes of
uncoupled monomers, no cross-peak can appear. In other words, the cross-peaks
can appear only in complexes of coupled chromophores.

As we have seen, cross-peaks are of two kinds. Firstly, they can result from
population transition. Such cross-peaks have to build up gradually as the population
transfer proceeds over time t2. Secondly, cross-peaks can appear instantaneously
when the cancelling between different pathways is not perfect. The resonance
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Figure 4.7 Rephasing Liouville pathways for a cross-peak in a dimer 2D spec-
trum. The pathways denoted by the same lower case letter cancel exactly for an
uncoupled dimer. Using the definitions from Figure 4.6, the R∗

1f pathways can be
shown to contain the same transitions as those of the R2g and R3g type.

coupling between molecules in a complex introduces, among other things, transition
dipole moment redistribution among the collective transitions (van Amerongen
et al., 2000), and a perfect cancellation of the cross-peaks thus becomes impossible.
The presence of a cross-peak at t2 = 0 reveals resonance coupling. The effect of the
resonance coupling can therefore be understood as lifting a cancellation due to a
certain special relation between the Liouville pathways. This is not exclusive to non-
linear spectroscopy. In the IR version of the same experiment, which is performed
on molecular vibrations, no signal at all would appear due to a similar cancellation
effect, if the molecular vibrations were perfect harmonic oscillators (Hamm and
Zanni, 2011). All detectable signal is a consequence of anharmonicities. The main
message of the present analysis is that one must not neglect higher-lying excited
states. In the situation where one would expect it the least, i.e. when no or very weak
coupling is present between individual chromophores in a complex, the omission
of two-exciton states in calculating a 2D spectrum leads to a forest of unphysical
cross-peaks.

Let us now assume that a non-zero coupling is present between the energy levels
in Figure 4.6a. Only Figure 4.6b is then valid for assigning the Liouville pathways
of Figure 4.7. We can see that the cross-peaks get half of their contributions from
the pathways that contain evolution of off-diagonal density matrix elements in
the one-exciton band. These elements are the so-called one-exciton coherences.
A non-zero coherence, ρab(t) = 〈a|trbath{Ŵ (t)}|b〉, means that the corresponding
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state of the system can be written (at least partially) as a linear combination of the
excited states |a〉 and |b〉. The corresponding Liouville sub-pathway, e.g.

R
(12)
2g (t3, t2, t1) = tr

{
μg1U1g1g(t3)V1g12U1212(t2)V12g2Ug2g2(t1)Vg2ggŴ

(eq)
gg

}
,

(4.109)

has a characteristic phase factor from the evolution superoperator U1212(t2) ≈
e−iω12t2 . In the 2D spectrum, the phase factor is acquired by all similar response
functions corresponding to the cross-peaks. Part of the cross-peak contributions
therefore changes amplitude and shape with the delay t2. This results in a com-
plicated time evolution of the cross-peaks during time t2 which can be resolved
experimentally, and which can yield direct information about the coherence dephas-
ing processes.

The 2D spectrum thus reveals homogeneous and inhomogeneous lineshapes,
resonance coupling by the presence of cross-peaks, relaxation processes between
electronic levels by a build-up of cross-peaks in time t2, the presence of coherence
between pairs of levels by oscillation of the cross-peaks and many other detailed
pieces of information. All this in an ideal case of ultra-broadband excitation and
well-separated peaks. In real-world measurements, many overlapping 2D features
of interest may be congested into a single spectral region, and it becomes difficult
to separate them from each other. Adding new degrees of freedom within the
experiment, such as varying the polarization of the incoming pulses, may help
to distinguish different contributions. The method is based on one aspect of the
response functions that we have so far omitted from our discussion, namely, on the
tensor nature of the response. Both the three electric fields entering the sample, and
the polarization generated by them are vectors. The four dipole moment operators
entering each third-order response have directions, and the response is thus a
rank four tensor. In an isotropic sample, we have to average over all possible
orientations of the molecular dipoles with respect to polarizations of the entering
fields. By varying them we can enhance or suppress the contributions of certain
Liouville pathways (Hochstrasser, 2001; Dreyer et al., 2003; Read et al., 2007)
and correspondingly of some spectral features.

A further increase in the information content of non-linear spectroscopy, or sim-
ply a better resolution of the currently available information, might be achieved
by going into higher dimensions. One can e.g. devise new pulse sequences pro-
viding more pulse delays. Three-dimensional spectra can thus be constructed,
yielding more detailed information and requiring higher-order perturbation theory
(Hamm, 2006; Fidler et al., 2010). The utility of higher-dimensional spectroscopic
techniques will greatly depend on the development of suitable representations of
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Figure 4.8 Electronic homodimer (b) and a two-level system with pronounced
vibrational features (c). The absorption spectra of the two systems (a) are almost
identical for a suitably chosen structure of the dimer. The mean transition frequency
into the excited state is chosen the same, and the distance between the absorption
maxima is 2J = 2��.

multidimensional data, which will allow us to overcome intrinsic human limitations
to our 3 + 1-dimensional world.

4.4.3 Electronic versus vibrational coherences

One of the most interesting early results of electronic 2D spectroscopy on photosyn-
thetic systems was the experimental detection of long-lived coherent oscillations.
These oscillations were interpreted as signatures of electronic coherence (Engel
et al., 2007). The consequences of its presence in a biologically relevant process
of energy transfer and its relatively long lifetime became a matter of intense theo-
retical and experimental research. Oscillation patterns in non-linear spectra could,
however, also originate from the presence of molecular vibrations of a suitable
frequency.

A few simple electronic level systems with well-defined vibrations present an
important case study of the general phenomena of electron–phonon interaction
in molecular systems. Figure 4.8 presents a level structure of two systems, a
molecular homo-dimer with resonance coupling J and a two-level molecule with
one dominant vibrational mode. The frequency of the vibrational mode is equal to
2��, which equals the splitting of the dimer excited state energies 2J . Absorption
spectra of both systems can look very similar if the transition dipole moments
from the ground states to the excited state manifold are the same. There may be
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some trace of the third peak in the absorption spectrum of the oscillator, but in a
more complicated system it might be mixed with other transitions and therefore
difficult to detect. The two systems, when excited by light with a spectrum covering
just the two main peaks of the absorption spectrum (see Figure 4.8), are two
different realizations of the same quantum-mechanical problem, namely a two-level
system interacting with its environment. Two dimensional spectroscopy allows us
to monitor this evolution in the two different settings. The vibrational case allows us
to see the cross-peaks fairly easily, because there is no cancellation of the cross-peak
contributions thanks to the absence of ESA. On the other hand, purely electronic
systems exhibit only one state in the ground-state band, and the oscillating 2D
feature thus always originates in the excited state. This leads to clear differences in
the 2D spectra of the two systems. The electronic spectrum contains a strong ESA
feature with position depending on the structure of the dimer. The vibrational case
should contain only positive contributions with well expressed cross-peaks. The
cross-peaks evolve in time and may become negative during this time evolution.
However, negative cross-peaks in a vibrational case do not automatically mean
ESA contribution, as there is no ESA in the model in Figure 4.8c.

The presence of vibrational modes achieves a distinct effect in the electronic
2D spectrum, even if the vibrational frequency is so small that the cross-peaks
completely overlap with the homogeneous lineshape of the electronic transition
(Nemeth et al., 2008). An electronic two-level system can be studied theoretically
within the response function formalism, Equations (4.82) and (4.83). A Brownian
oscillator model (Mukamel, 1995) of both the solvent and the molecular oscilla-
tor provides a good theoretical base for developing the suitable two-component
g(t), describing the solvent and vibrational mode interaction with the electronic
transitions. When all transient (t2 dependent) effects of the solvent reorganization
disappear, long living oscillations due to the vibrational motion modulate the real
and imaginary part of the 2D spectrum. The response function theory leads to a
good quantitative agreement with the measured spectra (Nemeth et al., 2008), and
it enables us to make predictions of lineshapes and their time evolution, depending
on the strength of the electron–phonon interaction.

In complexes of coupled molecules with transitions possibly modulated by
vibrational modes, it might be difficult to decide what is the origin of the oscillations
in a 2D spectrum. Separating the 2D spectra into rephasing and non-rephasing
parts helps to achieve the classification. Among the rephasing Liouville pathways
of a purely electronic system which yield a signal on the diagonal of the 2D
spectrum, we cannot find any that would oscillate during the interval t2. In the
rephasing part of the purely electronic 2D spectrum, only the cross-peaks should
oscillate. Analysis of the non-rephasing part of the response yields, however, several
pathways (R2f andR4g type) that involve t2-oscillations contributing to the diagonal
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peaks. Thus a characteristic feature of the 2D spectra of purely electronic coherence
is that diagonal peaks oscillate only in the non-rephasing part of the 2D spectrum
(Cheng and Fleming, 2009). The rephasing vibrational spectrum, on the other
hand, contains a R3g Liouville pathway with a ground state vibrational coherence
|g2〉〈g1|, which oscillates with the vibrational frequency and contributes to the
peak at ω1 = �+�� (|e1〉 → |g2〉 transition) and ω3 = �+�� (|e3〉 → |g2〉
transition). Thus unlike the pure electronic case, vibrational coherence leads to
oscillations of the diagonal peaks even in the rephasing 2D spectrum. Also, the
additional ground state level |g2〉 contributes a peak into the 2D spectrum which
cannot appear in a purely electronic system, and this peak provides clear evidence
of the presence of a vibration DOF (Mančal et al., 2012).

The most complicated situation occurs when vibrational levels participate in
the resonance interaction between chromophores. The resulting eigenstates of the
system Hamiltonian have a mixed exciton–vibrational character, and they are often
referred to as vibrons, vibrational excitons. The coherences between vibronic states
can have a comparatively long lifetime due to their partially vibrational character,
and the state can have increased transition dipole moments due to their partially
electronic character (Christensson et al., 2012). These vibronic states might hold
a key to the long-lived coherences observed in 2D spectra of some photosyn-
thetic systems, while at the same time rendering attempts to classify the origin of
coherence into either vibrational or electronic classes meaningless.

4.5 Conclusions

We started by stating that the molecular systems investigated in this chapter have
to be treated quantum mechanically, while light can be treated classically. We
have based the response theory on this statement, and the success of experimental
methods discussed in this chapter confirms its validity. Studying molecular systems
with a method so well described by semi-classical theory has one more important
advantage. As the light enters the Hamiltonian as a classical parameter, all quantum
effects observed in the experiment originate, undeniably, in the molecular system
itself. Non-linear spectroscopy therefore provides a faithful picture of the nature
of microscopic processes initiated by photo-excitation.

The greatest advantage of the response theory is its close relationship to the
density matrix description of molecular systems. Often, using response functions,
specific spectral features can be related to the properties of density matrix
elements, the evolution of which can therefore be revealed by analysing non-linear
experiments. An opposite approach, when response functions are constructed from
the elements of the reduced density matrix calculated from some equations of
motion, also often provides a viable way of understanding photo-induced molecular
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processes. In principle, however, one has to be careful not to overestimate this close
relationship. For example, the reduced density matrix does not carry information
about the part of the system that we consider as environment, and as a result it does
not correctly account for evolution of the environmental DOF between the interac-
tions of the system with light (Mančal and Šanda, 2012). This does not seem to be a
problem for recently proposed propagation schemes based on the Kubo–Tanimura
hierarchy (Ishizaki and Fleming, 2009b). The choice of model and especially the
formal splitting between the system and its environment plays a crucial role in
successful calculation of the response functions from the density matrix evolution.

One must also not forget that non-linear spectroscopies of certain order provide
insight only into a specific term of a perturbation series. One often describes
response functions as a sequence of excitation processes where ‘coherence states’
and ‘population states’ are excited and de-excited. Such ‘perturbative’ language is
very useful in recording the contributions to the non-linear spectra, but does not
describe actual state of the system. Only the complete perturbation series must
have the properties required for the proper density matrix, and it is not surprising
that the ‘coherence states’ do not satisfy the requirements.

In this chapter, we have followed the main ideas of non-linear response theory
to derive relations between the external stimulus and non-linear signals. We have
demonstrated how to translate the general theory into a description of particular
experimental methods, the photon-echo peakshift and 2D coherent spectroscopy.
Together with some more extended accounts on the theory of non-linear spec-
troscopy available in the literature (Mukamel, 1995; Cho, 2009; Hamm and Zanni,
2011), the reader should now be able to apply the formalism discussed here to solve
their own problems, and to follow the detail in some of the following chapters.
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II

Quantum effects in bacterial photosynthetic
energy transfer
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5

Structure, function, and quantum dynamics of
pigment–protein complexes

ioan kosztin and klaus schulten

5.1 Introduction

Photosynthesis is fundamental to life on Earth as it establishes access to the main
energy source of the biosphere, sunlight (Blankenship, 2002). Photosynthesis is
based on the interaction between living matter and the sun’s radiation field, mainly
visible light. This interaction involves the electrons of biological macromolecules
and, accordingly, the process of light absorption is governed by quantum physics.
During the course of biological evolution, photosynthetic lifeforms learned to
exploit quantum physics in ingenious ways, in particular, under the circumstances
of physiological temperature. A description of quantum phenomena under the
influence of strong thermal effects as arise under these circumstances is challenging.
Indeed, the quantum biology of photosynthesis is an active and fascinating research
area.

Photosynthesis, in general, is understood to encompass the various processes in
living cells by which lifeforms utilize sunlight to drive chemical synthesis. This
involves primary processes of light-harvesting, transformation of electronic excita-
tion energy into a membrane potential, as well as the splitting of water into oxygen,
abstracting electrons that are added to molecules of nicotinamide adenine dinu-
cleotide phosphate (NADPH+) at a high redox potential. The membrane potential
drives the synthesis of adenosine triphosphate (ATP) which is used to fuel many
processes in living cells. In plant photosynthesis NADPH+ and ATP are needed for
the synthesis of sugar and starch, the most widely known products of photosynthe-
sis. Because of its fundamental importance in cellular energetics, photosynthesis
has been the subject of great evolutionary pressure such that, amidst a deep over-
all similarity, many variants have developed in the competition for habitats and
efficiency.

Quantum Effects in Biology, ed. Masoud Mohseni, Yasser Omar, Gregory S. Engel and Martin B. Plenio.
Published by Cambridge University Press. © Cambridge University Press 2014.
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Purple bacteria carry out only a highly rudimentary variant of photosynthesis,
one that neither splits water nor produces NADPH+, but leads to synthesis of ATP
through provision of a membrane potential (Hu et al., 2002). The photosynthesis
variant of purple bacteria involves, nevertheless, the key molecular apparatus and
primary processes present in all photosynthesis found on Earth. In particular, the
apparatus realizes the main facets of light-harvesting as also found, for example,
in plants.

Light-harvesting in purple bacteria and other photosynthetic lifeforms funnels
electronic excitation energy into a molecular apparatus that converts it first into elec-
tron transfer across a cell membrane in a protein complex called the photosynthetic
reaction centre (RC) (Hu et al., 2002; Strümpfer et al., 2011). The light-harvesting
apparatus must absorb photons at a high enough rate to feed electronic excitation
energy into the reaction centres, which requires hundreds to thousands of light
absorbing molecules. Because of the size of the pool of absorbers, these molecules
actually need to fulfil two functions, namely, light absorption as well as excitation
transfer to the RCs (Sener et al., 2011). This is obvious if one considers the fact
that the many absorbers are necessarily spread over a wide area and, if a molecule
distant from an RC absorbs light, the molecules between the primary absorber
and the RC need to conduct the electronic excitation energy. To achieve an opti-
mal structure for the dual role, the light absorbing molecules are organized and
held into place by a scaffold of protein molecules, the light-harvesting complexes.
Typically, about a hundred light-harvesting complexes hold 3000 light absorbing
molecules.

The overall structure and function of the light-harvesting and RC system of
purple bacteria have been covered in several recent reviews (Hu et al., 1998, 2002;
Sener et al., 2011; Strümpfer et al., 2011). The present chapter focuses only on the
quantum biology of initial light absorption in the light-harvesting system and, in
addition, but more briefly, on the initiation of electron transfer in the RC. The light
absorbing molecules are chlorophylls and carotenoids. Carotenoids absorb light
in the middle of the visible spectrum, i.e. at around 500 nm ((Damjanovic et al.,
1999)). Light excitation reaches an optically strongly allowed electronic excitation
and is transferred quickly, namely within about 100 fs, to chlorophyll excitations
that absorb at lower energy like themselves, namely in the range 800–900 nm (Ritz
et al., 2000a). The quantum physics of light absorption and excitation transfer by
carotenoids, including the additional role of carotenoids in quenching chlorophylls
in their triplet state, which can be harmful to the organism otherwise, is remarkable
and has been described at length (Damjanovic et al., 1999).

Electron transfer in the RC is initiated by a pair of electronically excited chloro-
phyll molecules. This pair is actually realizing the first energy conversion step in
photosynthesis, as it changes light excitation energy, received indirectly from a
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large pool of chlorophylls and carotenoids, into a membrane potential generated
through the electron transfer (Berg et al., 2002).

In this chapter we want to discuss first light absorption by chlorophylls. This
process poses two conceptual challenges to quantum biologists. Firstly, the chloro-
phylls develop their broad absorption characteristic, due to coupling between vibra-
tional and electronic degrees of freedom, only when close to physiological temper-
ature. As a broad absorption, capable of utilizing the continuous solar spectrum, is
key to biological function, the role of temperature for chlorophyll spectral shape is
of great relevance from a biological perspective.

The spectra of chlorophylls in bacterial photosynthesis are also shaped by
chlorophyll–chlorophyll interactions. Indeed, the light-harvesting proteins of the
purple bacteria contain rings of closely (about 10 Å centre–centre distance) spaced
chlorophylls that form excitons after light absorption. The excitonic interaction
affects the light absorption characteristics of chlorophyll rings present in the light-
harvesting proteins (Hu and Schulten, 1997; Hu et al., 1998; Damjanovic et al.,
2002).

In the following, we will introduce firstly the light-harvesting proteins of purple
bacteria. Secondly, we will describe the optical transitions in the chlorophyll–
protein systems under the condition of physiological temperature. Lastly, the
description is extended briefly to RC electron transfer.

5.2 Light-harvesting complexes from purple bacteria: structure,
function and quantum dynamics

The light-harvesting apparatus in purple bacteria is organized in a special cellular
membrane formed through invagination of the so-called inner bacterial membrane,
which actually surrounds the bacterial cell, into the cell interior. The invaginations
come about either in the form of hundreds of spherical bulbs, roughly 60 nm
in diameter, or in the form of lamellar sheets, both filling much of the bacterial
cell. Figure 5.1a shows the spherical bulb as found in Rhodobacter (Rba.)
spheroides (Sener et al., 2010); lipids are not shown. The sphere is formed by a
lipid bilayer that consists of about 200 trans-membrane proteins. These proteins,
altogether, hold about 1000 carotenoids and 3000 bacteriochlorophylls (BChls).
The arrangement of the BChls, without their protein scaffolds, is shown in Fig-
ure 5.1b, where one can recognize a hierarchical arrangement: four (blue) BChls
forming a small cluster in each of the RCs, 56 BChls (red) form a figure eight line
in a dimer of light-harvesting complexes 1 (LH1), and 27 BChls (green) form a ring
(18 BChls) and a ‘crown’ (nine BChls) in each of the light-harvesting complexes
2 (LH2).
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(a)

(b)

Figure 5.1 Supramolecular architecture of the chromatophore. (a) The chro-
matophore, a membrane vesicle of approximately 60 nm radius, consists of about
200 membrane proteins, shown in three different colours (blue, red and green),
as there are three different proteins, reaction centres (RC, blue), light-harvesting
complexes 1 (LH1, red), and light-harvesting complexes 2 (LH2, green). BChls
and carotenoids in the chromatophore are held by LH1, LH2 and RC. (b) Here the
3000 BChls are shown solely, without protein and carotenoids. One can recognize
an arrangement of LH1 and LH2 BChls in ring-like clusters. The LH1s in the
particular chromatophore shown are dimerized into complexes (LH1–RC)2 with
their BChls forming a figure eight. The BChls of LH2 form a crown-like ring
(green).
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In the light-harvesting apparatus, conventionally called a chromatophore, the
RC BChls are the ultimate recipients of the light energy absorbed. The RC BChls
either absorb light directly or receive excitation energy from the LH1 BChls. The
LH1 BChls, being most proximate to the RC BChls, furnish excitation energy to
the RC BChls after they either absorb sunlight directly, or receive excitation energy
from neighbouring LH1 BChls or LH2 BChls. LH2 BChls are the main entry
route for light energy into the chromatophore, as they contribute most to the BChl
pool, outweighing RC and LH1 BChls by a factor of about four, the exact value
depending on light conditions in the growth medium (Sener et al., 2010).

The chromatophore, as shown in Figure 5.1, is an exquisite quantum-biological
device that rivals in its simplicity, efficiency and functionality man-made solar
energy devices. The design reached in biological evolution packs a maximum
number of BChls into the available membrane space, while leaving space in the
membrane for key chemical reactions that require diffusion of molecules, in particu-
lar, of quinones. The protein system is extremely modular and achieves its assembly
into a spherical shape and proper stoichiometry of RC, LH1, LH2 in a self-organized
process. The system is extremely stable functionally against unavoidable radiation
damage of its components and, because of its modular form, repair or reuse of
components is straightforward.

While all these aspects of the biological function of chromatophores deserve
in-depth study, we will focus in this chapter mainly on the light absorption char-
acteristics of the chromatophore, the very first step of light-harvesting. In the
following, we will briefly describe the BChl systems of RC, LH1, and LH2.

5.2.1 The photosynthetic reaction centre

The photosynthetic reaction centre is depicted in Figure 5.2a, while Figure 5.2b
shows how the RC is fitted into the inner part of a ring-shaped LH1 protein. The
non-proteinaceous prosthetic groups in the RC are the main carriers of function:
four BChls, two bacteriopheophytins (these are BChls without a central Mg ion),
a permanently bound quinone, a temporarily bound quinone and an iron atom.
The prosthetic groups are involved in accepting, or directly absorbing, electronic
excitation energy and utilizing it for electron transfer to a temporarily bound
quinone, where the electron, through recruitment of a proton, becomes bound in
the form of a hydrogen atom.

Of the four BChls in the RC, two BChls lying closest to an approximate, two-fold
symmetry axis (oriented vertically in Figure 5.2a), form a so-called ‘special pair’
(SP) that is the main acceptor of light excitation into the RC, although all four BChls
are actually involved in light absorption or electronic coupling to the LH1 BChl
system via fluorescent resonant energy transfer (Strümpfer and Schulten, 2012).
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(a) (b) (c)

Figure 5.2 Pigments and cofactors of proteins found in the chromatophores of
purple bacteria and acting as a scaffold for BChls, carotenoids and a few other
prosthetic groups. (a) Reaction centre (RC) with the protein shown in transpar-
ent blue. Four molecules of BChl (green), two molecules of bacteriopheophytin
(cyan), two molecules of quinones (grey) and one iron atom (red) in the RC inte-
rior are also shown; two carotenoids are not depicted. Of the four molecules of
chlorophyll shown, the two central ones form the so-called special pair of chloro-
phylls that, after it receives electronic excitation through the LH1 chlorophylls,
initiates electron transfer going first to one of the bacteriopheophytins and then, in
further steps, to one of the quinones; since the RC is located in a membrane,
the special pair-to-quinone electron transfer generates a membrane potential.
(b) LH1–RC complex with the proteins shown in transparent red and blue, respec-
tively. One can recognize a ring of 32 BChls (green) and carotenoids (yellow).
(c) LH2 with the protein shown in transparent green; interior BChls are shown in
green, carotenoids in yellow.

A subject of intense discussion regarding the RC prosthetic groups is that, in spite
of near two-fold symmetry, the electron transfer from the excited SP state proceeds
along just one of the two branches of the symmetric system. This fact is intriguing
and brings up the question of why the RC exhibits a two-fold symmetry, i.e. two
potential electron transfer branches, when only one is utilized for electron transfer.
A likely answer is that the two-fold symmetry is used, in fact, solely to enhance
the RC absorption characteristic and electronic coupling to the LH1 BChl system
through so-called superradiance, as discussed in (Strumpfer and Schulten, 2011).
Superradiance involves in this case a redistribution of absorption and emission
strength (transition dipole moments) from all BChls to key low energy exciton
states; a quantum coherence effect that speeds up excitation transfer between RC
BChls and LH1 BChls (Strümpfer et al., 2012; Strümpfer and Schulten, 2012).

5.2.2 The light-harvesting complex LH1

The light-harvesting complex LH1 is depicted in Figure 5.2b along with its associ-
ated RC. LH1 contains 32 BChls and 16 carotenoids. The carotenoids absorb light
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at 600 nm and transfer the excitation absorbed within about 100 fs, i.e. extremely
fast, to the BChls (Strümpfer et al., 2012; Strümpfer and Schulten, 2012).

The BChls are arranged in a ring and are strongly interacting. The ring in its
equilibrium structure exhibits a 16-fold symmetry, each symmetry unit containing
two oppositely oriented BChls beside one carotenoid. The centre (Mg)–centre (Mg)
distance between neighbouring BChls measures about 10 Å; these BChls exhibit
strong excitonic coupling of about 300 cm−1; non-nearest neighbour BChls are
coupled in leading order through induced dipole–induced dipole interaction whose
strength is described by the formula,

Vnm = 1

4πε0εr

[
dndm
r3
nm

− 3
(dn · rnm) (dm · rnm)

r5
nm

]
, (5.1)

where εr is the relative dielectric permittivity of the medium, dn is the transition
dipole moment of the nth BChl and rnm is the centre–centre distance between
BChls n and m.

The BChls are excited by light into either their so-called Qx state absorbing at
around 600 nm or their Qy state, absorbing at around 800 nm; due to sub-picosecond
internal conversion the lower energy Qy is quickly the only excited state populated.
The excitonic coupling just mentioned leads to delocalization of Qy excitations
across the BChl ring. The resulting excitations, termed excitons, form a band of
excited states. The states around 875 nm carry the main oscillator strength and
form the strongest absorption band.

The role of the LH1 protein is to furnish the scaffold into which BChls and
carotenoids are inserted, assuring effective interaction that channels, within a
picosecond, all light absorbed into the lower energy part of the exciton band
formed by the Qy excitations. The states in this exciton band are coupled through
their transition dipole moments to the BChl exciton states of the RC, such that
within about 20–30 picoseconds the excited LH1 BChl ring transfers its energy
to the RC BChls (Strümpfer and Schulten, 2012). The excited RC BChls utilize
their energy for electron transfer as described above, or send the energy back to the
LH1 ring. The latter, seemingly wasteful, process is actually essential for spread-
ing energy loss and heat dissipation under intense light condition equally over the
chromatophore system, rather than absorbing all energy into the RC where heat
and other radiation damage could be destructive (Sener et al., 2007, 2010).

Altogether, the function of the LH1 system is to enlarge the cross-section for
light absorption beyond what the four BChls in the RC can achieve by themselves.
The RC is a device of about 14 000 atoms that would be too costly if it were served
only through four BChls and one carotenoid absorbing the sun’s energy; the LH1
system adds about 33 000 atoms, i.e. triples the mass of the system, but increases
the BChl and carotenoid counts by factors of nine and seventeen, respectively;
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clearly, the increase in protein mass is outweighed by the increase in absorption
cross-section.

5.2.3 The light-harvesting complex LH2

In fact, even the addition of an LH1 does not tax the operating speed of a single RC
and purple bacteria add, therefore, further protein mass and BChl–carotenoid light
absorption strength, namely in the form of LH2s (Strümpfer et al., 2012). These
proteins are smaller versions of LH1 and come in two similar sizes, one which adds
about 18 000 atoms with 27 BChls and nine carotenoids and one which adds about
16 000 atoms with 24 BChls and eight carotenoids.

Either LH2 forms, like LH1, a ring, but with about half the diameter. The symme-
try units of the LH2s are very similar to the building blocks of LH1, except that they
carry three BChls and one carotenoid in the LH2 case, as opposed to two BChls and
one carotenoid in the LH1 case. The overall LH2 proteins exhibit a nine-fold or an
eight-fold symmetry axis for the larger or smaller versions, respectively. The struc-
tures of the two sizes of LH2 have been determined crystallographically, namely, for
LH2 of Rhodopseudomonas (Rps.) acidophila (nine-fold symmetric) (McDermott
et al., 1995; Papiz et al., 2003) and of Rhodospirillum molischianum (eight-fold
symmetric) as presented in (Koepke et al., 1996). The third BChl in the LH2 build-
ing blocks is oriented parallel to the ring plane. The structure of an LH2 is shown in
Figure 5.2c, where one can recognize that LH2 forms two BChl rings, one similar
(but smaller) to the one in LH1 and one with wider spaced (Mg–Mg distance of
about 20 Å) BChls that adopt a perpendicular orientation.

The LH2s, as described, are the most prevalent light-harvesting proteins in pur-
ple bacteria, outnumbering LH1s and RCs by a factor of about ten; the exact ratio
depending on light intensity in the bacterium’s habitat or growth medium (Sener
et al., 2010). The LH2s are the smallest light-harvesting proteins and structurally
better characterized than LH1s, as the latter have been described structurally
only through electron microscopy images below atomic resolution, combined with
homology modelling based on LH2 crystallographic structures (Hu and Schulten,
1998). The LH1s also come in 1:1 complexes with RCs. The better characterization
and easier handling of LH2s have made them the favourites of spectroscopists who
have achieved characterization of the complexes’ optical properties down to the
single LH2 level.

The remainder of this chapter will, hence, focus on LH2 spectra at low and phys-
iological temperatures. We will also discuss, but more briefly, the characteristics
of electron transfer under low and physiological temperature conditions.
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5.3 Optical transitions in pigment–protein complexes

Membrane bound pigment–protein complexes (PPCs) fulfil crucial biochemical
functions in photosynthetic organisms, e.g. conversion of absorbed light energy
into electronic excitations and facilitation of primary electron charge separations
that lead to electrochemical potential gradients. As the number of available high
resolution crystal structures of a variety of PPCs continues to increase, it becomes
more crucial than ever to develop new efficient and accurate computational meth-
ods to describe and predict their quantum-biophysical properties, using as input
only structural information. The theoretical description of PPCs at physiological
temperature in their native environment requires one to determine and characterize
the quantum states of the interacting pigment molecules in the presence of thermal
fluctuations.

While useful for interpreting experimental data, standard theoretical approaches
for calculating electronic transfer rates and optical spectra of PPCs, which are
based on empirical stochastic models containing several fitting parameters, are
neither capable of predicting experimental outcomes, nor very helpful in guiding
and designing new experiments. Here we present a general approach, which com-
bines MD simulations, quantum chemistry (QC) calculations and quantum many-
body theory, for predicting and characterizing charge transfer, and spectral and
optical properties (e.g. linear absorption and circular dichroism spectra) of PPCs
(Damjanovic et al., 2002; Janosi et al., 2006; Kosztin and Schulten, 2008). The
method requires only atomic-level crystal structure information. Firstly, the con-
formational dynamics of the PPC embedded into a fully solvated lipid bilayer is
followed by means of classical MD simulations. Next, the lowest energy quan-
tum states of the pigment molecules are determined along the MD trajectory by
means of QC calculations. Finally, the transfer rate and/or optical spectra of the
PPC are determined in terms of a lineshape function which, within the cumulant
approximation, can be calculated from the results of the QC calculations. The fea-
tures and viability of the method are exemplified by calculating the linear optical
(OD) and circular dichroism(CD) spectra of the light-harvesting complex LH2
from Rs. molischianum (Koepke et al., 1996) and the electron transfer rates in the
photosynthetic reaction centre from Rb. sphaeroides (Deisenhofer et al., 1985).

In order to calculate the OD spectrum of a PPC, one assumes that the electronic
properties of individual pigment molecules can be described in terms of a two-
level system, formed by the ground state and the lowest excited singlet state
(in the case of BChls, the Qy state) involved in the optical absorption process.
When the interaction between pigments can be neglected (e.g. when the spatial
separation between them is sufficiently large, as in the case of B800 BChls in
LH2), one denotes these two states for pigment n = 1, . . . , N , as |0n〉 and |1n〉,
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respectively. In the presence of a fluctuating environment composed of the protein
matrix, lipid membrane and solvent molecules, these two levels transform into
energy bands |0n; λ0n〉 = |0n〉|λ0n〉 and |1n; λ1n〉 = |1n〉|λ1n〉, characterized by the
quantum numbers λ0n and λ1n, which specify the state of the nth pigment on
the ground- and excited-state potential energy surface, respectively. Because exact
calculation of the eigenstates |0n; λ0n〉, |1n; λ1n〉 and of the corresponding energy
eigenvalues E0n,λ0n , E1n,λ1n is not practical, an approximate solution is usually sought
by identifying the quantum numbers λ0n and λ1n with the vibronic states of the
PPC, which can be modelled within the harmonic approximation as a phonon heat
bath. An alternative, even better approach is to follow the dynamics of the nuclear
degrees of freedom of the PPC by all-atom MD simulations, and determination
of the energy gap time series �En(t) = E1n(t) − E0n(t) at each MD timestep by
means of QC calculations. The main assumption of this approach is that the obtained
energy gap time series,�En(t), can be used to calculate approximately equilibrium
quantities (e.g. energy gap density of states and time autocorrelation functions)
of the original system without a knowledge of the exact energy gap spectrum
�E1n,λ1n,λ0n = E1n,λ1n − E0n,λ0n .

The Hamiltonian of the PPC in the absence of the excitonic coupling between
the pigment molecules can be written as H = H0 +H , where

H0 =
∑
n,λ0n

|0n; λ0n〉E0n,λ0n〈0n; λ0n|, (5.2)

and

H =
∑
n

Hn =
∑
n,λ1n

|1n; λ1n〉E1n,λ1n〈1n; λ1n|. (5.3)

The electric dipole moment operator through which the incident light field couples
to the nth pigment molecule is given by

μ̂n =
∑
λ1n,λ0n

dn,λ1n,λ0n |1n; λ1n〉〈0n; λ0n|, (5.4)

where the transition dipole moment (TDM) matrix element dn,λn,λ0 in the Condon
approximation (May and Kühn, 2011) is

dn,λn,λ0 ≈ dn〈λ1n|λ0n〉. (5.5)

Here dn = 〈1n|μ̂n|0n〉 is the real TDM vector whose time series can be determined
from the same combined MD/QC calculations as�En(t). Note that while 〈1n|0n〉 =
0, in general the Franck–Condon factors 〈λ1n |λ0n〉 are finite (May and Kühn, 2011).

In the case of N excitonically coupled pigment molecules (e.g. the B850 BChls
in LH2), formally Equations (5.2)–(5.5) remain valid provided that the site index n
is replaced with the excitonic index J . Because the QC calculation of the energies
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EJ,λJ and TDMs dJ of the excitonic states |J ; λJ 〉, J = 1, . . . , N , of a quantum
system formed by N coupled pigments is still prohibitively expensive, a practi-
cal solution is to employ an effective Hamiltonian for determining the time series
�EJ (t) = EJ (t) − E0(t) and dJ (t) from �En(t) and dn(t) of the individual pig-
ments. Assuming a point dipole–dipole coupling between the pigment molecules,
given by Equation (5.1), the eigenvalue equation one needs to solve at every MD
time step is ∑

m

[(�Enδnm + Vnm) −�EJδnm]c(J )
m = 0. (5.6)

In term of the coefficients c(J )
n = 〈J |1n〉 the excitonic TDMs are

dJ =
∑
n

〈J |1n〉 dn. (5.7)

5.3.1 Linear absorption and lineshape function

According to standard linear response theory, the OD spectrum I (ω) of a PPC is
proportional to the dipole–dipole correlation function (Mukamel, 1995; May and
Kühn, 2011),

I (ω) ∝ ω
∑
n,m

Re

[ˆ ∞

0
dteiωt

〈
μ̂
†
m,i(0)μ̂n,i(t)

〉]
, (5.8)

where μ̂n,i(t) = e−iH t μ̂n,i(0)eiH0t is the i ∈ {x, y, z} component of the time-
dependent electric dipole operator, and 〈. . .〉 = Z−1

0 Tr{exp(−βH0) . . .} with β =
1/kBT being the usual temperature factor andZ0 the corresponding partition func-
tion. To simplify notation we use units in which h̄ = 1, and apply the convention
of implicit summation over repeated indices.

It can be shown (Janosi et al., 2006) that for an aggregate of non-interacting
pigments in their native environment the OD spectrum given by Equation (5.8) can
be expressed in terms of the lineshape function,

An(ω) ≡ Re
ˆ ∞

0
dteiωt

〈
eiH0t e−iHnt

〉
, (5.9)

namely as

I (ω) ∝ ω
∑
n

d2
nAn(ω). (5.10)

In a similar fashion, for N excitonically coupled pigment molecules, which can
be regarded as a system of N non-interacting excitons, one obtains for the OD
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Figure 5.3 Normalized density of states, N (ω), for individual B800 BChls (solid
line) and B850 BChls (dashed line), and B850 excitons (dashed-dotted line) in
LH2 from Rs. molischianum computed as binned histograms of the corresponding
Qy excitation energy time series obtained from combined MD/QC simulations.

spectrum (Janosi et al., 2006),

I (ω) ∝ ω
∑
J

d2
JAJ (ω), (5.11)

where the lineshape function is

AJ (ω) = Re
ˆ ∞

0
dteiωt

〈
eiH0t e−iHJ t

〉
. (5.12)

In general, the Hamiltonians H0 and Hn do not commute and thus calculation of
the quantum time correlation function in Equation (5.9) is non trivial. Otherwise,
one would have 〈eiH0t e−iHnt〉 ≈ 〈exp(−i�Hnt)〉, with �Hn = Hn −H0, and the
lineshape function could be expressed in terms of the energy gap density of states
(DOS) as

An(ω) ≈ πN (ω), (5.13)

N (ω) ≡ 〈δ(ω −�Hn)〉 ≈ 〈δ(ω −�En(t))〉, (5.14)

where the DOS N (ω) is approximated by the binned histogram of the energy gap
fluctuations �En(t) obtained from combined MD/QC calculations (Mercer et al.,
1999; Damjanovic et al., 2002; Janosi et al., 2006).

N (ω) calculated for the individual B800 (solid lines) and B850 (dashed lines)
BChls are shown in Figure 5.3. The striking difference between these two DOSs
is due to the fact that in LH2 from Rs. molischianum, the B800s and B850s are
surrounded by mainly polar and non-polar residues, respectively. NB850(ω) is
only slightly red-shifted to 1.502 eV (825 nm) and has essentially the same shape
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5.3 Optical transitions in pigment–protein complexes 135

Figure 5.4 Absorption spectrum IDOS(ω) of LH2 for Rs. molischianum. The spec-
trum was calculated as a combined DOS of B800 BChls and B850 weighted by the
corresponding dipole strengths (solid line). IDOS(ω) was blue-shifted by 20 meV
in order to overlay its B850 peak with the corresponding one in the experimental
OD spectrum (Zhang et al., 2000) (dashed line).

(with FWHM≈ 53 meV) as the DOS obtained in similar MD/QC calculations by
(Mercer et al., 1999) for BChl solvated in methanol, also at room temperature. This
observation indicates that the thermal motion of the nuclei in individual BChls
leads to Qy energy gap fluctuations that are insensitive to the actual nature of the
non-polar environment (Janosi et al., 2006). By contrast, the polar environment has
a profound effect on NB800(ω), making it broad and asymmetric, characterized by:
(i) a blue-shifted peak at 1.528 eV (811 nm); (ii) a considerably increased mean
energy gap 〈�EB800〉 of 1.556 eV (797 nm), which matches rather well the
experimental value of 800 nm; (iii) a large FWHM of about 100 meV. The DOS of
the excitonic energies, computed as a binned histogram of�EJ (t�), J = 1, . . . , 16
(calculated by solving for each MD snapshot, within the point-dipole approxima-
tion, the eigenvalue Equation (5.6)), are also shown in Figure 5.3 (dashed-dotted
line) (Janosi et al., 2006).

According to Equations (5.10) and (5.13)–(5.14), a rough estimate of the OD
spectrum of the B800 BChls and B850 excitons is given by the corresponding TDM
strength-weighted DOS,

IDOS(ω) ∝ ω

[∑
J

d2
J 〈δ(ω −�EJ )〉 +

∑
B800

d2
B800〈δ(ω −�EB800)〉

]
, (5.15)

where the B800 index means summation over all B800 BChls. The calculated
IDOS(ω) (blue-shifted by 20 meV) is shown in Figure 5.4 (solid line) along with
the experimental OD spectrum (Zhang et al., 2000; Ihalainen et al., 2001) (dashed
line). While the B850 band and the relative heights of the two peaks in IDOS(ω)
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match rather well with the experimental data, the position and the broadening of
the B800 peak do not. This result clearly shows that, in general, peak positions in
optical spectra may be shifted from that observed in the excitation energy spectrum
due to correlation effects between the ground and optically active excited states.
Therefore, methods for simulating optical spectra, in which the positions of the
peaks are identified with the computed excitation energies (stick spectrum), are
not entirely correct and one should instead use more sophisticated methods that
include quantum correlation effects.

In general, Equations (5.13)–(5.14) overestimate the broadening of the lineshape
function. Indeed, by employing the exact spectral representation of the correlation
function 〈e−iH0t eiH t〉, the lineshape function (5.9) can be expressed as a Franck–
Condon-weighted and thermally averaged density of state (May and Kühn, 2011),
i.e. as

An(ω) = 2π
∑
λ0n,λ1n

ρλ0n |〈λ0n|λ1n〉|2δ(ω −�En,λ1n,λ0n), (5.16)

where ρλ0n = Z−1
0 exp(−βE0n,λ0n) is the statistical matrix of the electronic ground

state. Indeed, Equations (5.13)–(5.14) follow directly from Equation (5.16) if one
sets the Franck–Condon factors 〈λ0n|λ1n〉 equal to unity.

A systematic way of calculating the correlation function in Equation (5.9) is to
employ the cumulant expansion method (Mahan, 1990; Mukamel, 1995; May and
Kühn, 2011). Within the second-order cumulant approximation (Mukamel, 1995)
one has,

〈eiH0t e−iHnt〉 ≈ exp

[
−i〈�Hn〉t −

ˆ t

0
dτ (t − τ )Cn(τ )

]
, (5.17)

where�Hn(t) = eiH0t�Hne
−iH0t , Cn(t) = 〈δHn(t)δHn(0)〉, and δHn(t) =�Hn(t) −

〈�Hn〉. The quantum statistical averages in Equation (5.17) can be approximated
by the corresponding classical ones, involving the energy gap time series �En(t),
as follows:

〈�Hn〉 ≈ 〈�En(t)〉 ≡ ωn, (5.18)

Re[Cn(t)] ≈ Cn(t) ≡ 〈δEn(t)δEn(0)〉. (5.19)

Note that while Equation (5.19) is widely used (Schulten and Tesch, 1991; Makri,
1999; Mercer et al., 1999), other approximation schemes have also been applied
and tested (Egorov et al., 1999).

By employing the fluctuation dissipation theorem (Mukamel, 1995), the imag-
inary part of the quantum correlation function Cn(t) can also be expressed in
terms of the energy gap correlation function Cn(t). One finds (Mukamel, 1995;
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Figure 5.5 Spectral density function J (w) for B800 (solid line) and B850 (dashed
line) obtained according to Equation (5.21).

Janosi et al., 2006),

Im[Cn(t)] =
ˆ ∞

0

dω

π
Jn(ω) sinωt, (5.20)

where the real spectral density is given by

Jn(ω) = 2 tanh(βω/2)
ˆ ∞

0
dt Cn(t) cosωt. (5.21)

The spectral densities J (ω) calculated for the B800 and B850 BChls are shown
in Figure 5.5. The prominent peaks (especially for B800) at about ωp = 0.22 eV,
are due to the fast initial decay of C(t), which is most likely caused by a strong
coupling of the BChls to an intra-molecular C=O vibronic mode (Mercer et al.,
1999; Damjanovic et al., 2002). The complex structure of the spectral functions
indicate that all inter- and intra-molecular vibronic modes with frequency belowωp
will contribute to the lineshape function. Hence, attempts to use simplified model
spectral functions appear to be unrealistic, even if these may lead to absorption
spectra that match the experimental results.

Finally, the lineshape function within the second cumulant approximation is

An(ω) ≡ An(ω − ωn) =
ˆ ∞

0
dt e−φn(t) cos[(ω − ωn) t + ϕn(t)], (5.22)

where the broadening and frequency shift functions are given by

φn(t) =
ˆ t

0
dτ (t − τ )Cn(τ ), (5.23)

and

ϕn(t) =
ˆ ∞

0

dω

π
Jn(ω)

ωt − sinωt

ω2
. (5.24)

The lineshape functions of individual B800 and B850, calculated from Equa-
tion (5.22), are plotted in Figure 5.6 (Janosi et al., 2006). The origin of the
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Figure 5.6 Lineshape functions AB800(�ω) (dashed line) and AB850(�ω) (solid
line).

frequency axis corresponds to the mean energy gaps ωB800 and ωB850, respectively.
The highly polarized surrounding of the B800 BChls in Rs. molischianum renders
AB800(ω) twice as broad (FWHM ≈ 26 meV) as AB850(ω) (FWHM ≈ 13 meV).
Also, the red-shift of the peak of the former (�ω ≈ 25 meV) is more than three
times larger than that of the latter (�ω ≈ 7 meV).

Although the 1 ps-long energy gap time series provides a proper estimate of the
B800 and B850 lineshape functions, the same data is insufficient to determine with
reasonable accuracy the individual excitonic lineshape functions AJ (ω).

By neglecting the effect of exchange narrowing (Somsen et al., 1996; van
Amerongen et al., 2000), one can approximate with reasonable accuracy the indi-
vidual excitonic lineshape functions AJ (ω) ≈ AB850(ω) and, similarly to Equa-
tion (5.15), the OD spectrum of the LH2 BChls can be calculated as (Janosi et al.,
2006)

I (ω) ∝ ω

[∑
J

d2
JAB850(ω − ωJ ) + 8d2

B800AB800(ω − ωB800)

]
, (5.25)

whereωJ = 〈�EJ 〉. As shown in Figure 5.7, I (ω) (subject to an overall blue-shift of
20 meV) matches remarkably well with the experimental OD spectrum, especially
if one takes into account that it was obtained from the sole knowledge of the high
resolution crystal structure of LH2 from Rs. molischianum (Janosi et al., 2006).
The reason why both the B800 and B850 peaks of I (ω) are somewhat narrower
than the experimental ones is most likely the fact that, in the above calculations,
the effect of static disorder was ignored. Indeed, the calculations were based on
a single LH2 ring, while the experimental data is averaged over a large number
of such rings. While computationally expensive, in principle, the effect of static
disorder can be taken into account by repeating the above calculations for different
initial configurations of the LH2 ring, and then averaging the corresponding OD
spectra.
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Figure 5.7 Absorption spectrum of the BChl aggregate in Rs. molischianum LH2.
Shown is the comparison of the computed (solid line) and experimental (dashed
line) absorption spectrum (in arbitrary units). The computed spectrum has been
blue shifted by 20 meV for best match.

5.3.2 Circular dichroism

The CD spectrum is defined as ICD(ω) = IL(ω) − IR(ω), where IL/R(ω) is the
OD spectrum for left/right circularly polarized light. Unlike the case of the OD
spectrum, calculation of ICD(ω), even within the leading order approximation,
requires taking into account the spatial variation of the light field across the PPC
as well as the excitonic coupling between the pigment molecules, regardless of
how small this may be (Somsen et al., 1996). The sensitivity of the CD spectrum
to geometrical and local details of the PPC makes it a quantity difficult to predict
by theoretical modelling. The CD spectrum can be calculated as (van Amerongen
et al., 2000)

ICD(ω) ∝ ω
∑
J

RJAJ (ω), (5.26)

where

RJ = π

λ

∑
n,m

〈J |1n〉[rn · (dn × dm)]〈1m|J 〉 (5.27)

is the rotational strength of the excitonic state J . The rotational strength plays
the same role for the CD spectrum as the TDM strength for the OD spectrum.
According to Equation (5.27), in the absence of the excitonic coupling 〈1m|J 〉 =
δmJ andRJ = 0 holds. Consequently, as already mentioned above, the CD spectrum
vanishes in the case of vanishing excitonic coupling. RJ accounts for the coupling
between the TDM of the excitonic state J and the orbital magnetic moment of
the other excitons. The coupling to the local magnetic moment (Cotton effect) is
assumed to be small and is usually neglected (Somsen et al., 1996; van Amerongen
et al., 2000).
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Figure 5.8 Comparison between the computed (solid line) and experimental CD
spectrum of the BChl aggregate in Rs. molischianum LH2.

Employing the same MD/QC data used to determine the OD spectrum, the
CD spectrum of the BChls in LH2 from Rs. molischianum was calculated using
Equation (5.26), where the summation index J runs over all B850 and B800
excitonic states and AJ (ω) = Aα(ω − ωJ ), with α ∈ {B850, B800} (Janosi et al.,
2006). The obtained ICD(ω), shown in Figure 5.8 (solid line), matches surprisingly
well with the experimental spectrum (dashed line) (Ihalainen et al., 2001).

5.4 Electron transfer in pigment–protein complexes

Other quantum processes of great interest in PPCs involve electrons switching
between two states. Two examples are: (1) electron transfer processes when an
electron moves in the PPC from an orbital on the donor moiety D to an orbital
on the acceptor moiety A; (2) bond formation/breaking processes in an enzyme
when electrons shift between a non-bonding state and a bonding state. Here we
focus only on the electron transfer processes in a PPC. Our goal is to present a
general approach for calculating the rate using only high resolution crystal structure
information and MD data.

Quite generally, the electron transfer process can be described as a chemical
reaction, AD → A+D−, where S1 ≡ AD and S2 ≡ A+D− are the reactant and
product states, respectively. The energy of the two states, E1(t) and E2(t), changes
in time due to (i) motions along a reaction coordinate (that describes the electron
transfer process) and (ii) thermal fluctuations of the remaining degrees of freedom
of the PPC. Often the interaction energies that couple the two electronic states
involved in the reaction are small compared to the temporal variations of E1(t) and
E2(t). In this rather typical case, the actual reaction process is confined to moments
when the two electronic states become energetically degenerate [E1(t) = E2(t)].
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In the case of membrane bound PPCs, such curve crossing processes are strongly
dependent on the thermal fluctuations of the entire system, including the protein
matrix, the solvent and the lipid membrane. In a quantum-mechanical description
one defines the Hamiltonians H1 and H2 which describe the collective motion of
the system in the reactant (initial) and product (final) electronic states of the PPC.
The weak coupling between the two states can be described by a tunnelling matrix
element V .

Similarly to the case of optical absorption spectra, the effect of dynamic disorder
on the electron transfer processes in PPCs can also be determined by employing
the combined MD/QC method described in the previous section. Once theA andD
moieties have been identified, the time series of the electronic ground state energies
E1,2(ti), i = 0, 1, . . . , of the two redox states can be determined by QC calculation
for each snapshot ti along the MD trajectory.

5.4.1 Electron transfer rate

Assuming that the tunnelling matrix element V does not change significantly due
to the thermal motion of the protein matrix, within the lowest order of perturbation
theory in V , the electron transfer rate kET in a PPC can be expressed as (May and
Kühn, 2011)

kET = |V |2
ˆ ∞

−∞
dt
〈
eiH1t e−iH2t

〉
. (5.28)

Similarly to Equation (5.17), by employing the cumulant approximation one obtains

kET ≈ |V |2
ˆ ∞

−∞
dt exp

[
−i〈�H 〉t −

ˆ t

0
dτ (t − τ )C(τ )

]
, (5.29)

where �H ≡ H2 −H1, �H (t) = eiH1t�He−iH1t , C(t) = 〈δH (t)δH (0)〉, and
δH (t) = �H (t) − 〈�H 〉. By following the same methodology as in the derivation
of the OD spectrum of a PPC [Equations (5.18), (5.19) and (5.22)], the rate can be
brought to the form, compare

kET = 2|V |2
ˆ ∞

0
dt e−φ(t) cos[εt − ϕ(t)], (5.30)

where ε = 〈�H 〉 ≈ 〈�E(t)〉 is the mean energy gap,

φ(t) =
ˆ t

0
dt ′ (t − t ′)C(t), (5.31)
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with C(t) = Re[C(t)] ≈ 〈δE(t)δE(0)〉, and

ϕ(t) =
ˆ ∞

0

dω

π
J (ω)

ωt − sinωt

ω2
, (5.32)

where the spectral function has the usual form,

J (ω) = 2 tanh(βω/2)
ˆ ∞

0
dt C(t) cosωt. (5.33)

Thus, the calculation of kET and J (ω) requires only a knowledge of the energy
gap time series�E(t) and not those of the individual energies E1,2(t). This simple
observation is important because most QC methods do not allow the accurate
determination of individual energy levels, but they can provide accurate energy
differences.

One can show that in the high temperature limit (i.e. βω � 1), the cumulant
approximation of the electron transfer rate [Equations (5.30)–(5.33)] approaches
the classical Marcus theory (Kosztin and Schulten, 2008). Indeed, assuming that
C(t) ≡ CM (t) = �2 exp(−t/τ ), where�2 = 〈δE2〉 = 〈�E2〉 − 〈�E〉2 is the vari-
ance of the energy gap fluctuations and τ is the corresponding relaxation time, the
integrals in Equations (5.31) and (5.33) can be performed exactly with the results,

φM (t) = �2τ [t − τ (1 − e−t/τ )] ≈ �2

2
t, for t � τ, (5.34)

and

JM (ω) = 2 tanh(βω/2)
β�2

1 + (ωτ )2
≈ β�2 ωτ

1 + (ωτ )2
. (5.35)

Note that the maximum of the spectral function JM (ω) corresponds to the energy
gap,

εM = β�2

2
. (5.36)

Within the same range of approximations the phase factor (5.32) becomes

ϕM (t) ≈ t

ˆ ∞

0

dω

π

JM (ω)

ω
= εMt. (5.37)

Inserting Equations (5.37) and (5.34) into (5.30) and performing the Gaussian
integral, one obtains the well-known Marcus formula (Marcus, 1956b,a; May and
Kühn, 2011),

kM = 2
√

2π
|V |2
�

exp

[
− (ε − εM )2

2�2

]
. (5.38)
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Figure 5.9 Comparison of electron transfer rates k(ε; T ) shown as a function of ε
evaluated in the framework of the spin–boson model (solid lines) and by Marcus
theory (dashed lines) at temperatures 10 K and 300 K.

Because, in general, the spectral function (5.33) has a complex structure
(Damjanovic et al., 2002; Janosi et al., 2006), the simple exponential approximation
of the correlation functionC(t) may not be justified, so that differences between the
electron transfer rates calculated with the simple Marcus formula (5.38) and with
the cumulant approximation (5.30) may be expected even at high temperatures.

A detailed study of electron transfer rates kET in the photosynthetic reaction
centre of Rhodopseudomonas viridis by employing the spin–boson model (which
yields, formally, the same results as the cumulant approach with J (ω) representing
the phonon spectral function) was reported in (Xu and Schulten, 1992, 1994). The
model parameters� and τ were determined by means of all atom MD simulations.
Because of large errors in calculating the mean redox energy gap ε, the authors used
this as a fitting parameter. The calculated kET (ε; T ) for temperatures T = 10 K
and T = 300 K are shown in Figure 5.9, and are compared with the corresponding
results predicted by the Marcus theory (Marcus, 1956b,a). As expected, at high
(physiological) temperature the rate evaluated from the Marcus theory in a wide
range of ε values agrees well with the rate evaluated from the spin–boson model at
T = 300 K. However the Marcus theory and the spin–boson model differ signifi-
cantly at T = 10 K. At such a low temperature the rate as a function of ε for the
spin–boson model is asymmetrical. This result agrees with observations reported
in Gunn and Dawson (1989), which show a distinct asymmetry with respect to εM
at low temperatures. Such an asymmetry is not predicted by the models of Marcus
and Hopfield (Hopfield, 1974; Marcus and Sutin, 1985; Sumi and Marcus, 1986).
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6

Direct observation of quantum coherence

gregory s. engel

6.1 Detecting quantum coherence

Observing quantum coherence is a tricky business. Even before we fire up the
femtosecond laser systems and start our search, we need to ask ourselves some basic
questions: What is coherence? How does coherence manifest in measurements?
What methods can we use to detect and measure coherence? Only then, can we
begin to interpret data to search for coherence and to try to make sense of the
observed signals. In this section, I will discuss detecting quantum coherence both
in theory and in practice. The goal of this section is to present a unified view of
experimental approaches in broad strokes and to provide useful references to guide
further exploration.

6.1.1 What is ‘quantum coherence’?

Firstly, the precise meaning of ‘quantum coherence’ must be pinned down. I define
quantum coherences to be off-diagonal elements of the density matrix representing
the ensemble. (I am explicitly setting aside questions of ‘quantum’ versus ‘classical’
coherences; let us simply assume that the system in question is best described
quantum mechanically and presume that the coherences in such a system are also
quantum in nature. The simple fact is that we don’t yet have the tools to answer
this debate definitively.) This definition, however, is still insufficient. The density
matrix and the magnitudes of its off-diagonal elements in particular depend on the
basis set used to write down the matrix. For the purposes of this chapter, I will
consider the density matrix only in the Hamiltonian eigenbasis.

Constructing the definition of quantum coherence using the Hamiltonian eigen-
basis creates enormous experimental and interpretive simplifications. Firstly, this

Quantum Effects in Biology, ed. Masoud Mohseni, Yasser Omar, Gregory S. Engel and Martin B. Plenio.
Published by Cambridge University Press. © Cambridge University Press 2014.
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definition is very well suited to spectroscopic methods that measure the energy of
transitions. Because the Hamiltonian operator corresponds with energy observa-
tions, the population elements along the main diagonal of the density matrix rep-
resent the probability of finding the system in a given energy level. Secondly, the
Hamiltonian governs temporal evolution in quantum mechanics. Therefore, unitary
dynamics of both the populations (diagonal) and coherences (off-diagonal) density
matrix elements in the Hamiltonian eigenbasis are also quite simple. Populations
do nothing. Coherences evolve phase based on the energy difference between the
two associated Hamiltonian eigenstates. The equation of motion for the density
matrix in any basis set is

∂ρ

∂t
= − i

h̄
[Ĥ , ρ]. (6.1)

When expressed in the Hamiltonian eigenbasis, this equation simplifies to

∂ρij

∂t
= − i

h̄
(εi − εj )ρij , (6.2)

where εi is the energy of the ith eigenstate. Therefore, populations (i = j ) remain
constant while coherences (i �= j ) evolve phase with time according to the relation

ρij (t) = e
−i(εi−εj )t

h̄ ρij (0) for i �= j. (6.3)

This bright line rule showing that populations of Hamiltonian eigenstates remain
constant while coherences oscillate appears to point to a clear strategy for observing
quantum coherence. Unfortunately, it’s not quite that easy.

6.1.2 How does quantum manifest in observations?

We have now shown that, under unitary evolution, populations of Hamiltonian
eigenstates remain constant while coherences oscillate. For the moment, we will
even set aside the fact that temporal evolution need not be unitary when describing a
subsystem in a reduced dimensional description. (That is, if we ignore states of the
system such as a bath, energy can flow into those states giving rise to dissipative
dynamics.) Instead, let us focus on the oscillatory beating signals as a marker
of quantum coherence in the Hamiltonian eigenbasis. Such oscillatory beating
signals do not generally arise from coherence in other basis sets. For example,
delocalization, which is coherence in the site basis, can exist without creating any
observable oscillatory signals.

It would appear that we now have a simple rule identifying quantum: coherences
oscillate. However, we need to actually observe this oscillation, and for that we
need to make observations of the system. Within the density matrix formalism,
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making an observation, A, corresponding to operator, Â, is simple:

〈A〉 = Tr(Âρ). (6.4)

So far, we have only used the Hamiltonian operator in our discussion. If we try
a measurement of the energy of any system evolving under unitary dynamics, we
find that we are blind to coherences. (This result should not come as a surprise–
unitary dynamics conserve energy so no oscillations are possible!) We can show
this fact explicitly by simply recalling that the Hamiltonian matrix is diagonal when
expressed in its own eigenbasis,

〈E〉 = Tr(Ĥρ) (6.5)

=
∑
i

εiρii . (6.6)

Recall that populations are constant under unitary dynamics. The equation above
shows that the observed energy is independent of the coherences (and any phase
associated with them). Thus, measurements of energy cannot probe quantum coher-
ences. Clearly, we need a new measurement.

In selecting a new approach to observing quantum coherence, we must select a
measurement that does not commute with the Hamiltonian. Operators that do not
commute do not (in general) share eigenfunctions, and we therefore ensure that the
operator is not diagonal in the Hamiltonian eigenbasis. Spectroscopically, the most
convenient operator to select is the dipole operator, although we could select any
operator.1

We know that the dipole operator, which governs the interaction between light
and matter, does not commute with the Hamiltonian. Firstly, we have seen detailed
perturbative expansions of this interaction in Chapter 2. Secondly and more intu-
itively, we know that molecular systems absorb light and change energetic states.
In the most simple form, the light of a proper colour (through the dipole operator)
couples the ground and excited states leading to some probability of being found
in the excited state after the interaction. Because this operator does not commute
with the Hamiltonian, it must contain off-diagonal elements when written in the
Hamiltonian eigenbasis. Thus, from Equation 6.4 we can see that these off-diagonal
elements will allow coherences to contribute to the observable quantity.

In a spectroscopic measurement, the manifestation of the observable associated
with the dipole operator is amplitude (and therefore intensity). That is, when we
set out to measure quantum coherence, we will look for periodic oscillations in the
amplitude of the signal. These amplitude fluctuations are called ‘quantum beats.’

1 Commonly, theory papers work in the site basis to simplify interpretation of calculations. Although no simple
physical operator coincides with the site basis per se, this approach is very intellectually satisfying, because it
conveniently represents spatial locations.
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Quantum beating is a ubiquitous feature of quantum coherence. In the practical
example above, we examined the dipole operator, but the same beating would occur
with any operator that does not commute with the Hamiltonian. Thus, we can think
of this beating as probability washing back and forth across sites, or equally well
as oscillations of the electrodynamic polarization via the dipole operator. In reality,
it is all of these things.

6.2 Observation of quantum coherence using 2D electronic spectroscopy

On one hand, observations of quantum coherence are inherent to all spectroscopic
measurements. That is, absorption involves a momentary coherence between the
ground and excited states induced by the light. This coherence generates the oscil-
lating field that we observe. (For example, the signal field oscillates out of phase
with the driving field in linear absorption spectroscopy, creating the destructive
interference that we see as absorption.) We are looking for something more,
however. In particular, we want to know the fate and role of coherence after
excitation – especially if such coherences persist on the timescale of chemical
dynamics. To understand this phenomenon and whether it can matter, we have
to create coherences and then probe the fate of the coherences among excited
states.

The first hint of coherence among excited states in a photosynthetic light-
harvesting complex came in 1997 when Savikhin, Buck and Struve saw unusual
oscillations in their pump–probe data (Savikhin et al., 1997). Oscillations in pump–
probe data were commonplace by this time, but interestingly, these oscillations
appeared in anisotropy measurements indicating that a simple vibrational wave
packet was not the cause. The authors created a model wherein the seven acces-
sible electronic states of the system were grouped into two bins and argued that
electronic coherence among the binned states was the cause. This insightful model
was later verified with 2D electronic spectroscopy (Engel et al., 2007).

The first direct observations of quantum coherence biological systems occurred
in 2007, when the same Fenna–Matthews–Olson complex (Fenna and Matthews,
1975; Camara-Artigas et al., 2003; Tronrud et al., 2009) was interrogated with 2D
spectroscopy (Engel et al., 2007). Before I discuss this measurement in detail, I
would like to introduce the excitonic energy transfer system that has provided the
platform for all of this early work: the Fenna–Matthews–Olson complex.

6.2.1 Biology of the Fenna–Matthews–Olson photosynthetic complex

The Fenna–Matthews–Olson complex (FMO) comes from green sulphur bacteria,
which live in extremely low light environments such as under microbial mats
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or in the deep ocean. As such, they have evolved large, extremely broadband
antennae that operate at near perfect quantum efficiency. (Note that thermodynamic
efficiency is nowhere near unity. This lack of thermodynamic efficiency arises from
a series of ‘downhill’ energy transfer steps. These steps make the process fast and
irreversible at the cost of thermodynamic efficiency.) Thus, this archaea provides
a fabulous model organism for studying strategies for light-harvesting and energy
transfer. Effectively, we are exploiting 2.4 billion years of evolutionary research
and development.

The Fenna–Matthews–Olson complex provides an ideal model system for pho-
tosynthetic light-harvesting because:

� The X-ray structure is known to within 2.2 Å;
� The complex is (sparingly) water soluble;
� The complex is highly asymmetric, yielding not optically dark states;
� With only seven strongly coupled bacteriochlorophyll pigments, each monomer

is computationally tractable;2

� The three monomeric units in the trimer are extremely weakly coupled.

The crystal structure solved by Tronrud et al. is shown in Figure 6.1 (Tronrud
et al., 2009). This protein acts as a ‘spacer’ that separates the chlorosome antenna
(a gigantic almost crystalline rod-like structure containing 250 000 bacteriochloro-
phylls) from the reaction centre to permit reductant to diffuse to the reaction centre
and refill the hole after charge separation. Effectively, the Fenna–Matthews–Olson
complex serves as an excitonic wire linking the chlorosome to the reaction centre,
as shown in Figure 6.2. The complex itself is trimeric, but the monomeric units are
very weakly coupled. Recently, an additional eighth bacteriochlorophyll molecule
has been discovered by Tronrud et al. to sit between the baseplate and the rest of
the FMO complex (Tronrud et al., 2009).

Thinking spectroscopically, we are blind to everything but the optically active
modes. The FMO complex contains seven bacteriochlorophyll molecules each
with an electronic transition near 800 nm (formally a Qy transition). The seven
states couple to one another electrostatically (typically estimated with dipole–
dipole interactions). Thus, we can construct a 7 × 7 Hamiltonian, as has been done
by Vulto et al., Renger et al. and Hayes and Engel (Vulto et al., 1999; Renger
et al., 2001; Hayes and Engel, 2011). After diagonalizing the matrix, we get seven
delocalized, excitonic states. It is these states that we will probe.

2 Recently, an eighth bacteriochlorophyll pigment has been discovered; this new pigment is weakly bound to the
complex and is not present in all isolated samples. The new bacteriochlorophyll is sited between FMO and the
chlorosome. It has not yet been observed spectroscopically.
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Figure 6.1 The Fenna–Matthews–Olson complex consists of a protein backbone
(grey) containing a hydrophobic pocket that holds seven strongly coupled bacte-
riochlorophyll molecules (green).

6.2.2 Detecting quantum coherence among excited states

With the sample of the FMO complex at the ready, we can now think about how
to detect quantum coherence signals. To make the signal detectable, we seek to
create large, prescribed coherences across the entire ensemble using our laser.
Ultra fast pulses have sufficient bandwidth to span all the excitonic states within
the bacteriochlorophyll Qy band.3 Further, pulses less than 40 fs permit detailed
observations of coherent quantum beating among these states. From the energy
gaps in the Hamiltonian, we find that electronic coherences will exhibit oscillatory

3 For details of the electronic transitions of chlorin pigments and their nomenclature, the reader is directed to
(Blankenship, 2002).
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Figure 6.2 The Fenna–Matthews–Olson complex serves as an excitonic wire link-
ing the chlorosome to the reaction centre.

periods ranging from 80–500 fs (corresponding with the energy differences of
70 cm−1 to 400 cm−1).

Clearly, we require an ultra fast spectroscopy, but the problem is harder than that.
Proteins are not terribly ordered objects, with every protein folded slightly differ-
ently. That is, we also need a spectroscopy that can help us eliminate inhomogeneity
from our signal. Photon-echo spectroscopy (the same strategy as a spin-echo) does
this for us. Now, all that is left is getting sufficient spectral resolution to see the
different states. However, spectral resolution has a natural relationship with tem-
poral resolution through the Fourier transform. Just like the uncertainty principle,
these conjugate variables are not generally compatible. However, 2D electronic
spectroscopy, while not escaping the Fourier limit, naturally allows for an optimal
combination of the temporal and spectral resolutions because the spectral resolution
is effectively determined by the molecular response.
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Thus, we implement 2D electronic spectroscopy, described in Chapter 4.
Experimental implementation of this spectroscopy has been described in detail
elsewhere (Brixner et al., 2004; Cowan et al., 2004). Briefly, a sequence of three
pump pulses interacts with the sample and causes stimulation of a third-order coher-
ent response, which is then frequency and phase resolved using frequency domain
heterodyne detection. The resulting interferogram provides both the magnitude
and phase of the signal. During the time period between the first two pulses, the
response evolves as a coherence between the ground and resonant excited states,
defined as a one-quantum coherence, and the initial time delay is therefore referred
to as the coherence time (τ ). The second interaction promotes the evolution to
populations of the excited states, populations of the ground state and coherences
between excited states, zero-quantum coherences. The time delay between the sec-
ond and third pulses is referred to as the waiting time (T ). The final pulse stimulates
the sample into a radiative coherence which emits the third-order signal. The delay
between the third pulse and the emitted signal is referred to as the rephasing time
(t). Two-dimensional spectra at fixed waiting times are then generated by taking a
two-dimensional Fourier transform of the properly apodized signal over the τ and
t dimensions. The relative pulse ordering of the first two beams can be varied to
access additional non-rephasing pathways, which provide complementary infor-
mation. The total signal can thus be separated into rephasing and non-rephasing
contributions.

For multi-chromophoric systems, however, the spectroscopic description above
is incomplete. Because the ultra fast pulses have broad bandwidth that will gen-
erally span multiple transitions. Thus, after the initial excitation of a coherence
between the ground and excited state, the second pulse may or may not inter-
act with the same excited state. (In general, all such interaction necessarily hap-
pens, and our focus on specific terms in the perturbative sum is a bit disingenu-
ous; nevertheless, this approach provides a very convenient physical and intuitive
description of the process.) If the second pulse interacts with a different state,
we are left in a coherence between excited states rather than a population. This
coherence evolves phase at the energy difference between the excitonic excited
states. The period of this phase is slow enough to be observed in the waiting time
dimension of the 2D spectra. A beating pathway is shown diagrammatically in
Figure 6.3.

6.3 Identifying and characterizing quantum coherence signals

The quantum beating signals that indicate the presence of quantum coherence are
visible during the waiting time delay T . The signals manifest as oscillations in
both the absolute amplitude of the response and in the real portion of the response.



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-06 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 12:39

152 Direct observation of quantum coherence

g e

e

ge

e

gg

gg

|g> <g|

|g> <g|

k3

k1

k2

ks

τ tT

|g><e|e |g><g||e><e| e |e><g||g><g|

P
h

as
e

ωτ

ωt

ge’

e’

ge

e

gg

gg

|g> <g|

|g> <g|

k3

k1

k2

ks

τ tT

P
h

as
e

|g><e’|e |g><g|e |e><g||g><g| |e><e’|e 0

ωτ

ωt

Population (non-beating) pathway Coherence (beating) pathway

Figure 6.3 The left panel shows a constant (population) pathway that does not
beat during the waiting time, T. The pathway is expressed both as a Feynman
diagram and also as a lens diagram showing how phase spreads and rephases. The
time evolution is shown below the lens diagram in the form of a time-dependent
factor in front of the density matrix element. The right panel shows a pathway that
beats during the waiting time because the pathway involves a coherence between
excited states.

Interestingly, the signal appears in the absolute magnitude because it interferes with
a constant, non-oscillating signal. Firstly, there is constructive interference, then
destructive interference, and so on. Two pathways that appear in the same place in
the spectrum and interfere in this way are shown in Figure 6.3.

Prior to the data published in 2007 (Engel et al., 2007) shown in Figure 6.4,
electronic coherence had never been observed in 2D spectra. The beating signals
observed were reproducible in both phase and frequency, indicating that the signal
was of molecular origin. (Nevertheless, over the course of about six months, control
experiments were run and double-checked to ensure that simple explanations such
as cryostat expansion and contraction upon filling, yaw in translation stages, laser
power fluctuations, etc. were not the cause of the beating.) The signals observed
were fully consistent with the expected beating pattern, predicted by looking at
excitonic energy differences and weighting the intensity with the appropriate exci-
tonic transition dipole moments. Because this first signal came as a surprise in an
experiment expected to show beating for only 70 fs based on theoretical predictions
(Pisliakov et al., 2006), the sampling times were not uniform. (The sampling started
with 10 fs steps, moving to 15 fs steps, then 20 fs steps until finally sheer panic
cased 30 fs step sizes as the beating persisted.) Such non-uniform steps required
adaptation of the non-uniform fast Fourier transform (NFFT) (Potts and Kunis,
2007). This algorithm identifies a large family of solutions consistent with the data.
One such solution is show in Figure 6.4. Much later, a more thorough analysis on
a more complete data set would confirm this assignment (Hayes and Engel, 2011).
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Figure 6.4 The first data to show electronic coherence between single states comes
from FMO. The non-rephasing portion of the data beats along the main diagonal
(a). The time course of this beating is shown in (b). The beating pattern of the
lowest exciton peak (c) shows frequencies that correspond well to the predicted
beat frequencies and intensities (d).

The precise origin of the beating pattern itself was only explained later by
carefully dissecting the Feynman diagrams associated with quantum coherence
(Cheng et al., 2007). This work led directly to a detailed understanding of the
lineshape of the beating signals as well.

The quantum beating in FMO can be used to interrogate many new aspects
of the Hamiltonian that govern energy transfer and relaxation. For example, the
beating signals arise from energetic differences among states and therefore the
beating spectrum can be used to understand the Hamiltonian. Fourier transforming
along the waiting time axis shows many new features within the still congested 2D
spectrum (Hayes and Engel, 2011). Additionally, the beating signals are remarkably
robust (Hayes et al., 2011). Attempts to scramble vibrational modes or to shift
resonances with isotopic substitution miserably failed to affect the beating signals.
This failure significantly constrains microscopic models of the role of the protein
bath, because the most simple models invoked a single finely tuned mode (out of
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over 100 000) to drive the coherence – the isotopic data shows that this simply
cannot be the case. There is still active discussion regarding how vibrational modes
may mediate this long-lived coherence. Regardless of the microscopic explanation,
such robustness implies that the quantum coherence presents a tractable engineering
target.

After suggestions by Voronine et al. (Palmieri et al., 2009), signals were isolated
that show direct coupling between populations and coherences (Panitchayangkoon
et al., 2011). This signal arises from quantum beating on peaks in the main diag-
onal in rephasing spectra that were not expected to show beating (Cheng et al.,
2007). Such beating indicates that populations are oscillating, indicating that the
probability of finding the excitation in a given state is oscillating in time. Such
non-secular effects require populations to be driven by coherences. When an oscil-
latory coherence drives a population, the population oscillates 90 degrees out of
phase from the coherence, which is exactly the signal that is observed.

However, this observation creates many new questions. For example, FMO is a
non-degenerate system such that population oscillation implies energetic oscilla-
tions. It is important to recall, however, that energy oscillations within a subsystem
are not forbidden – energy can still be conserved, but it must be traded with the
environment.

This interpretation significantly changes our view of the role of the protein bath
again. The protein is strongly coupled to the bacteriochlorophylls and actively
trades energy with the system. In some sense, this observation is a relief! Scientists
had long wondered how chlorophyll could sit in a soft, polarizable environment
yet not dissipate energy. Coherence solves this problem. The coupling exists, but
prior measurements (hole burning, transfer efficiency, Stokes shifts) were blind
to the coupling, because interpretation of that data implies incoherent, dissipative
coupling. In addition, this coupling between coherences and populations explains
not only why populations oscillate, but it also explains why coherences persist for
so long. The long-lived coherence borrows lifetime from the populations to which
it couples.

Finally, analysis of the dephasing rates of coherences provides yet another
handle to analyse quantum beating. Early on, Hayes et al. recognized that different
coherences dephase with rather different rates (Hayes et al., 2010). The pattern does
not match any simple scheme such as higher frequency beats dephasing faster, nor
are resonances evident with any particular bath modes. As more complete data sets
emerged, a more formal analysis approach was introduced that exploits a modified
Fourier transform (z-transform) which involves complex frequencies – essentially
isolating both dephasing rates and beat frequencies at the same time (Caram and
Engel, 2011; Caram et al., 2012).
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(a) (c)

(b) (d)

Figure 6.5 Lee, Cheng and Fleming captured the first data to show long-lived
quantum coherence in the bacterial reaction centre, proving that quantum beating
signals were not unique to FMO. The data also showed that the coherence was of
unusual character such that excited states maintained phase relative to one another,
but not with the ground state.

6.4 Quantum coherence in reaction centres using two colour electronic
coherence photon echo spectroscopy

Almost simultaneously, a new spectroscopic technique was developed by Lee,
Cheng and Fleming that was exquisitely sensitive to electronic coherences, Two
Colour Electronic Coherence Photon Echo Spectroscopy (2CECPES) (Lee et al.,
2007). This new variant of photon-echo peakshift spectroscopy has many advan-
tages over 2D spectroscopy, such as improved sensitivity, but 2CECPES lacks
frequency resolution within the pulse envelope.

Using this new approach, Lee, Cheng and Fleming simultaneously measured
dephasing of the coherences within the reaction centre between the B exciton
(accessory bacteriochlorophyll) and the ground state, between the H exciton (bac-
teriopheophytin) and the ground state and between B and H. The data showed that
the B–H coherence lasted more than an order of magnitude longer than either the
B–ground or H–ground coherence (Figure 6.5). Lee et al. then intuited that the
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spectral motion that causes dephasing of the B-ground and H-ground coherence
must be correlated to generate the long-lived B–H coherence. This phenomenologi-
cal mechanism implies that the protein is likely ‘protecting’ the coherence between
B and H, and indicates that the protein plays an important role in electronic energy
transfer.

Taken in conjunction with the earlier FMO data, this reaction centre data implies
that the protein scaffold is not simply a rigid framework that holds the chromophores
in a strict geometric relationship, but rather that the protein dynamics help to govern
energy transfer processes.

6.5 Observing quantum coherences at physiological temperatures

All early experiments showing quantum coherence were performed at liquid nitro-
gen temperature or slightly elevated temperature (150 K). Such low tempera-
tures tend to prolong coherence by reducing the thermal motion in the environ-
ment. A burning question remained: does quantum coherence affect biological
function? (This question still remains at the time of printing.) However, it is
clear that for coherence to affect biological function, it must exist at biological
temperature.

The first reported results of quantum coherence at high temperature came from
Scholes and co-workers showing quantum coherence among phycobiliproteins
from cryptophyte algae using two time anisotropy spectroscopy (Collini et al.,
2010). Shortly thereafter, quantum beating was reported in FMO at physiologi-
cal temperature as well, as shown in Figure 6.6 (Panitchayangkoon et al., 2010).
Both of these experiments require significantly improved signal-to-noise over ear-
lier measurements. However, the heart of the experiment is identical to earlier
observations of quantum coherence.

In each case, the observed dephasing rates match very well with theoretical
predictions of the broad optimum transport regime predicted by Plenio and Huelga,
and separately by Aspuru and co-workers (Plenio and Huelga, 2008; Rebentrost
et al., 2009a). Also, in each case, the coherence persists on the same timescale as
energy transfer. Even in light-harvesting complex 2 (LH2) from purple bacteria, the
coherence appears to persist at room temperature on the same timescale as energy
transfer (although inhomogeneity in the ensemble frustrates direct measurements)
(Fidler et al., 2012).

These data stop short of proving biological function, but they unequivocally
establish the presence of long-lived coherence after excitation at physiological
temperatures. Furthermore, the agreement with phenomenological models indi-
cates that our understanding of this coherence is reasonably good. However, our
microscopic understanding of the effect remains incomplete.
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Figure 6.6 Quantum beating signals in photosynthetic complexes persist to room
temperature. The signals agree in phase and frequency with low temperature
measurements (Panitchayangkoon et al., 2010).

6.6 Outlook for future measurements of coherence

The experiments conducted so far create at least as many questions as they answer.
There are many frontiers for new measurements of quantum coherence and quantum
effects in photosynthesis. Single-molecule experiments pose one of the most inter-
esting and difficult challenges. Non-linear single-molecule measurements prior to
bleaching or photodamage would answer many questions about inhomogeneity
and provide clear new insights into the microscopic basis for long-lived coherence.
Another equally important measurement involves inter-complex energy transfer.
Studies on isolated proteins illuminate energy transfer within complexes, but how
transfer among complexes may behave is still entirely speculative.
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Finally, we need more control over the chemical systems. Either in the form
of genetic manipulation of biological systems or creation of synthetic systems
that exhibit similar behaviour, we desperately need new model systems that are
amenable to theory, spectroscopy and chemical manipulation. The ultimate goal is
to create and control quantum coherence in chemical systems to manipulate energy
transfer, information processing and/or chemical reactivity.
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Environment-assisted quantum transport

masoud mohseni, alán aspuru-guzik, patrick rebentrost,
alireza shabani, seth lloyd, susana f. huelga

and martin b. plenio

Transport phenomena at the nanoscale exhibit both quantum (coherent) and clas-
sical (noisy) behaviour. Coherent and incoherent transfer are normally viewed as
limiting cases of a certain underlying dynamics. However, there exist parameter
regimes where an intricate interplay between environmental noise and quantum
coherence emerges, and whose net effect is an increase in the efficiency of the
transport process. In this chapter we illustrate this phenomenon in the context of
excitation transport across quantum networks. These are model systems for the
description of energy transfer within molecular complexes and, in particular, pho-
tosynthetic pigment–protein molecules, a type of biologically relevant structures
whose dynamics has been recently shown to exhibit quantum coherent features.
We show that nearly perfect transport efficiency is achieved in a regime that uti-
lizes both coherent and noisy features, and argue that Nature may have chosen this
intermediate regime to operate optimally.

7.1 Introduction

The dynamical behaviour of a quantum system can be substantially affected by
interaction with a fluctuating environment and one might initially be led to expect
a negative effect on quantum transport involving coherent hopping of a (quasi-)
particle between localized sites. In this section, however, we demonstrate that quan-
tum transport efficiency can be enhanced by a dynamical interplay of the quantum
dynamics imposed by the system Hamiltonian with the pure dephasing induced
by a fluctuating environment. Within the context of this book, one of the most
relevant transport processes concerns energy transfer across molecular systems

Quantum Effects in Biology, ed. Masoud Mohseni, Yasser Omar, Gregory S. Engel and Martin B. Plenio.
Published by Cambridge University Press. © Cambridge University Press 2014.
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(May and Kühn, 2011), whose quantum nature has been recently observed exper-
imentally, for example in chromophoric light-harvesting complexes (Engel et al.,
2007; Lee et al., 2007). Many aspects of the role of the environment in such chro-
mophoric systems (Grover, 1971; Yang and Fleming, 2002; Gilmore and McKenzie,
2008) and model geometries (Gaab and Bardeen, 2004a) have been widely studied.
As we will explain here, in a large variety of quantum networks and under appropri-
ate conditions, interaction with an environment can result in an increased transport
efficiency.

Indeed, in model systems of chromophoric complexes, it was suggested that
quantum transport, assisted by environmental noise, relaxation and dephasing,
explains the observed high energy transfer efficiency (Mohseni et al., 2008; Plenio
and Huelga, 2008). This approach was also used to quantify the percentage contri-
butions of quantum coherence and environment-induced relaxation to the overall
efficiency (Rebentrost et al., 2009a) and the basic building blocks governing the
dynamics of noisy quantum network dynamics were discussed in some detail in
(Caruso et al., 2009; Chin et al., 2010b) and applied to the description of exci-
ton energy transfer across the Fenna–Matthews–Olson (FMO) pigment–protein
complex, a prototype for larger photosynthetic energy transfer systems. While a
fully quantitative treatment of the system environment interaction is challenging
and requires the development of sophisticated and numerically intensive methods
(see Chapter 2 for further details), some first insights into the phenomenon, that
is variously termed environment-assisted quantum transport (ENAQT) or noise-
assisted transport (NAT), may be gained from simplified noise models based on
the Haken–Strobl model, which is used to describe a classical Markovian bath in
the high temperature limit (Haken and Strobl, 1973; Leegwater, 1996; Gaab and
Bardeen, 2004a).

In the following, we present a simple set of equations of motion that cap-
ture the essential dynamical features required to exhibit ENAQT or NAT, and
identify the fundamental processes involved in assisting excitation transfer by
dephasing noise. Then we proceed to consider this phenomenon analytically for a
two-site system and numerically for the FMO complex. In the final two sections,
we employ an efficient technique to estimate energy transfer efficiency of complex
excitonic systems, within more realistic interactions with vibrational and radia-
tive environments beyond Markovian and perturbative assumptions. We show that
the FMO energy transfer efficiency is optimum and robust with respect to impor-
tant environmental parameters including reorganization energy λ, bath frequency
cut-off γ and temperature T . We identify the ratio of kT λ/h̄γ g as a single key
parameter governing quantum transport efficiency, where g is the average excitonic
energy gap.
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7.2 Master equations for quantum transport

The time evolution of a system of N chromophores in the presence of a single
excitation can be modelled by a quantum network of N sites subject to a tight-
binding Hamiltonian of the form (May and Kühn, 2011),

HS =
N∑
m=1

εm|m〉〈m| +
N∑
n<m

Vmn(|m〉〈n| + |n〉〈m|). (7.1)

The states |m〉 denote the excitation being at site m while the other sites are in
the ground state. The site energies and interactions are given by εm and Vmn,
respectively. The site energies are due to different local environments of otherwise
identical molecules. For chromophores, the coupling is mediated by the Coulomb
interaction (Förster coupling) or electron exchange (Dexter coupling). Under low
light conditions such as those found in the natural habitat of green sulphur bacteria
or in recent experiments, it is appropriate to study the dynamics in the single exciton
manifold, spanned by the states |m〉.

A multi-chromophoric system interacts with the surrounding environment, such
as a solvent or protein, which is usually a macroscopic system with many degrees of
freedom. This coupling leads to irreversible dynamics characterized by dephasing
and relaxation. Here, we employ the Haken–Strobl pure-dephasing model, which
assumes classical Gauss–Markovian fluctuations (Haken and Strobl, 1973) (for
more sophisticated, but also numerically more intensive methods, see Chapter 2
for further details). We consider only diagonal fluctuations which are typically
larger than fluctuations of the inter-molecular couplings (Adolphs and Renger,
2006; Cho et al., 2005). Additionally, we assume that fluctuations at different
sites are uncorrelated, an assumption that is supported by recent numerical studies
(Olbrich et al., 2011) and that all chromophores experience the same coupling to
their respective environments. With these assumptions, one obtains the Haken–
Strobl equation for the density operator in the Schrödinger picture as (Haken and
Strobl, 1973),

ρ̇(t) = − i
h̄

[HS, ρ(t)] + Lφρ(t), (7.2)

where the pure dephasing Lindblad operator is given by,

Lφρ(t) = γ
∑
m

[
Amρ(t)A†

m − 1

2
AmA

†
mρ(t) − 1

2
ρ(t)AmA

†
m

]
, (7.3)

with the generators Am = |m〉〈m|, and a pure dephasing rate is given by γ . The
equation of motion presented here leads to exponential decay of all coherences
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in the density operator and, in the absence of a sink site, which models the final
irreversible transfer, to an equalization of all populations in the long-time limit
and hence corresponds to the high-temperature limit. There are several possible
ways to measure or quantify the success rate of an energy transfer process. Given
that the primary aim of the excitation energy transfer is to deliver energy to a
particular site with the highest possible efficiency, it appears to be natural to use
the energy transfer efficiency. To account for exciton recombination and exciton
trapping, we augment the Hamiltonian (7.1) with anti-Hermitian parts (Mohseni
et al., 2008; Plenio and Huelga, 2008; Mukamel, 1995),HS − ih̄Hrecomb − ih̄Htrap,
withHrecomb = �

∑
m |m〉〈m| andHtrap = ∑

m κm|m〉〈m|. The exciton recombines
with a rate � at every site (in general, this exciton’s lifetime is of the order of
∼1 ns) and is trapped with a rate κm at certain sites. The probability that the exciton
is successfully captured at a site m within the time interval [t, t + dt] is given by
2κm〈m|ρ(t)|m〉dt. Thus, the efficiency η(t) for transfer within the time interval
[0, t] can be defined as the integrated probability of trapping at multiple sites and
is given by

η(t) = 2
∑
m

κm

ˆ t

0
ds 〈m|ρ(s)|m〉. (7.4)

7.3 Quantum transport in a two-chromophore system

A particularly simple and illustrative example is given by quantum transport in a
system of two sites without trapping and recombination: a particle hops from sites
1 to 2 with a significant energy mismatch between 1 and 2 (see Plenio and Huelga
(2008) for a treatment of the three-site case). With |1〉 and |2〉, the states where
the exciton is localized at site 1 and 2, respectively, the Hamiltonian for such a
system can be written H = 1

2ε(|1〉〈1| − |2〉〈2|) + 1
2V (|1〉〈2| + |2〉〈1|), where ε is

the energy mismatch between 1 and 2, and V is the strength of the hopping term.
The coherent evolution of the system, starting from site 1, is simply a rotation about
an axis displaced by angle θ = sin−1(V/h̄�) from the z-axis in the x–z plane. The
maximum probability of finding the system at site 2 is sin2 2θ , and the average
probability of finding it there is sin2 θ . If the energy mismatch is sufficiently large,
substantial hopping does not occur and the system remains localized at site 1.

In the presence of decoherence, the system obeys the Bloch equation. Pure
dephasing corresponds to a Lindblad operator,

√
γ (|1〉〈1| − |2〉〈2|), where γ =

1/Tφ . Tφ is the pure dephasing time. The conventional Bloch analysis now holds.
The system, instead of remaining localized at site 1, gradually diffuses, ultimately
becoming a uniform mixture of |1〉 and |2〉. In the equilibrium state the system
has a 50% chance of being found at site 2. The diffusion process can be thought
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of as a random walk on the Bloch sphere, with step length θ and time per step,
γ−1. Accordingly, the system must perform ≈ (π/θ )2 steps and the diffusion time
is τdiff ≈ (π/θ )2γ−1 to reach a steady state. For a system with more than two
sites, the transport will be more complicated. Nevertheless, we still expect the
transport rate to increase in direct proportion with the inverse of the individual site
decoherence time. This is indeed true if the decoherence time does not substantially
exceed the timescales defined by the transport terms in the Hamiltonian, and the
energy mismatch from site to site. This fact supports the second prediction of
environment-assisted quantum transport.

In the case of rapid dephasing, γ > �, the angle φ that the system precesses
before being decohered is ≈ �/γ . The probability of remaining in site 1 becomes
cos2 φ ≈ 1 − (�/γ )2, and the system enters the Quantum Zeno regime (Misra and
Sudarshan, 1977). The system essentially performs a biased random walk with step
size φ and an average time per step of (γ /�)2γ−1 = γ /�2. In time t , the system
diffuses by an angle �

√
t/γ ·�/γ = �2t1/2γ−3/2. In the case where the system

has more than two states, we still expect this analysis to hold, taking γ to be the
dephasing rate and � to be an average eigenfrequency. This supports our third
prediction: as the dephasing rate grows larger than the Hamiltonian energy scale,
the transport rate is suppressed by a polynomial in the dephasing rate. The system
will obviously converge to the same statistical mixture as mentioned above, albeit
on a very long timescale.

We now proceed to a quantitative discussion of the ENAQT effect for a two-
level system in terms of efficiency. In this case, the efficiency can be obtained
exactly as a function of the parameters γ , κ , ε and V . Firstly, we use the iden-
tity η = − 2

h̄

∑
m κm〈m|L−1ρ(0)|m〉, which is obtained for Lindblad master equa-

tions as Equation (7.2). It involves the inverse of the superoperator L, defined
by Lρ(t) = −i/h̄[H, ρ(t)] + Lφρ(t) − {Htrap, ρ(t)} − {Htrap, ρ(t)}, which can be
readily computed. Here, we assume that the initial state is ρ(0) = |m〉〈m|, κ1 = 0,
and κ ≡ κ2 �= 0. Then the efficiency for a two-chromophore system is

ηTLS = V 2κ(γ + 2� + κ)

V 2(2� + κ)(γ + 2� + κ) + �(� + κ)(ε2 + h̄2(γ + 2� + κ)2)
. (7.5)

Consistently, one finds perfect entrapment, ηTLS = 1, for� = 0 (note however, that
is no longer the case in more complex geometries, when destructive interference
can also become important (Caruso et al., 2009)). From this analytical formula we
can derive the optimal dephasing rate, γopt > 0 for observing ENAQT. This exists
when |ε|/h̄ > κ + 2� (Plenio and Huelga, 2008) and turns out to be

γopt = |ε|/h̄− κ − 2�. (7.6)
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Thus, the optimal dephasing rate together with the level broadening induced by
trapping and recombination exactly matches the energy level difference. The cor-
responding optimal efficiency is ηTLS,opt = V 2κ/(V 2(2� + κ) + 2h̄�|ε|(� + κ)),
which gives the maximal efficiency that can be obtained by tuning the dephasing
rate given the other parameters. At large dephasing rates the efficiency is suppressed
as the inverse of the dephasing rate, ηTLS,∞ ≈ V 2κ/h̄2�(� + κ) · 1/γ . These gen-
eral predictions of ENAQT are also observed in numerical simulations of the FMO
complex, as we show in a coming section.

7.4 The principles of noise-assisted quantum transport

Prior to discussing the numerical simulation of a model system exemplifying an
actual chromophoric system, we will elucidate the basic building blocks underpin-
ning the noise-assisted dynamics discussed above. In subsequent subsections we
will demonstrate using explicit examples the existence of noise-assisted transport
and will argue that both noise and coherence are important for the evolution of
quantum networks in the presence of an environment. But, how does the interplay
between these processes occur? Here we would like to precede these examples with
a brief summary of the basic dynamical principles for noise-assisted transport, as
have been developed and explained, for example, in Plenio and Huelga (2008),
Caruso et al. (2009) and Chin (2010b, 2012).

Bridging energy gaps and blocking paths

Multi-chromophoric systems consist of a number of sites whose energies will
generally differ from site to site. In the previous subsection we have seen that
if this energy difference is larger than the intersite hopping matrix element in
the relevant Hamiltonian, then transitions will be strongly suppressed. Dephasing
noise can help to overcome these energy gaps, as it will lead to line broadening
thus leading to increased overlap between sites without the loss of excitations from
the system, see Figure 7.1. Alternatively, one may view dephasing noise as arising
from the random fluctuations of energy levels. Then, the fluctuating energy levels
will occasionally come energetically close with a level separation smaller than the
coupling strength, thus allowing enhanced excitation energy transfer between the
sites. A moderate amount of fluctuations serves to enhance the transport while
excessive amplitude noise on the site energies will make the probability smaller of
sites to be energetically close. Hence we expect an optimal finite noise strength that
maximizes transport between two sites. This view is corroborated by the analysis
in Section 7.3. However, the application of excessive noise and the concommitant
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1
2

Δ

Figure 7.1 Local dephasing leads to random fluctuations of site energies and
line-broadening of energy levels. As a result, overlap between sites is increased
and excitation transport is facilitated by this type of noise. Alternatively, viewing
these fluctuations dynamically, one obtains that the energy gap � between levels
varies in time. A non-linear dependence of the transfer rate on the energy gap
may therefore lead to enhancement of the average transfer rate in the presence of
dephasing noise.

reduction of effective transition rate between sites can also be an advantage as it
may effectively block unfavourable transfer paths from being followed.

Constructive and destructive interference

As we have seen in the previous subsection, the bridging of energy gaps may
already occur in linear chains as short as two sites. A general quantum network,
however, will possess many different paths between two sites of the network and
hence it may exhibit a wealth of constructive and destructive interference effects.
The essential nature of this type of effect may be seen in a simple network where
the coherent interaction is described by a Hamiltonian with an exchange coupling
term, H = ∑3

k=1 h̄ωi |i〉〈i| +∑2
k=1 jk(|k〉〈k| + h.c), where |i〉 corresponds to an

excitation in site i and where we assume j1 = j2. Furthermore, we assume that site 3
is dissipatively coupled to the reaction centre, see Figure 7.2. An excitation initially
prepared in the antisymmetric state, |ψ〉 = (|1〉 − |2〉)/√2, now forms an eigenstate
of this Hamiltonian which has zero overlap with site 3. Under natural conditions a
multi-chromophoric system is not excited in such an antisymmetric state. Rather,
as the FMO complex it will tend to receive a single excitation locally, for example
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Figure 7.2 Inhibition of destructive interference. A three-site network provides
the simplest scenario to illustrate NAT. Sites |1〉 and |2〉 are each coupled to a
third site |3〉 via a coherent exchange interaction of the same strength, while
site |3〉 is irreversibly connected to a sink (trapping site). In (a) the excitation is
delocalized over sites |1〉 and |2〉 in a singlet-like state |ψ−〉, so that there is an
equal probability of finding the excitation at either site, but with a wavefunction
that is antisymmetric with respect to the interchange of 1 and 2. Due to destructive
interference of the tunnelling amplitudes, state |ψ−〉 is not evolving and hence
no excitation will ever reach the sink. In (b) pure dephasing causes the loss of
phase coherence between sites |1〉 and |2〉 and the two tunnelling amplitudes to
site |3〉 no longer cancel. The excitation is now eventually transferred to site |3〉
and transport is completed after a subsequent irreversible transfer to the trapping
site.

on site 1. But, noting that |1〉 = [(|1〉 − |2〉)/√2 + (|1〉 + |2〉)/√2]/
√

2, we realize
that through constructive interference the symmetric part of the initial state will
propagate very rapidly into site 3, and from there into the reaction centre, while
the antisymmetric part will not evolve at all. This trapping of population will be
suppressed either via energetic disorder, which will release trapped population by
inducing coherent oscillations between symmetric and anti-symmetric states, or by
environmental dephasing noise which degrades interference effects and therefore
destroys coherent trapping.

Splitting energy levels – the phonon antenna

The quantum coherent dynamics between energy levels can also be used to optimize
the efficiency of energy transport in different ways. To this end, it should be noted
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Figure 7.3 Phonon antenna. A typical situation encountered in energy transfer
involves two closely spaced energy levels |1〉 and |2〉 that are separated from a third
level |3〉 to which excitations should be delivered. A coherent interaction between
the upper two energy levels leads to dressed levels |±〉 and an energy splitting
which, if matched to the maximum of the environment spectral density S(ω), will
optimize transport from the upper to the lower level. Hence the coherently split
levels act as an antenna for environmental fluctuations.

that the energy levels of two sites that are coupled coherently will split, leading
to new eigenstates of the global system, one of which is shifted upwards and
one that is shifted downwards. In the dressed state basis, dephasing noise will
induce transitions between these eigenstates (phase noise in the site basis becomes
amplitude noise in the dressed basis) leading to energy transport towards the lower
lying of the two energy levels, see Figure 7.3. The transition rate between these
two states will depend on temperature, the matrix element between these two
eigenstates and, crucially, the spectral density at the energy difference between the
two eigenstates. Matching the energy level splitting to the maximum of the spectral
density of the environmental fluctuations can thus Optimize energy transport. In
this sense, we can argue that the two eigenstates of the coupled Hamiltonian harvest
environmental noise to enhance excitation energy transport through the formation
of a ‘phonon antenna’ (Chin et al., 2012; del Rey et al., 2013).

7.5 Quantum transport in the Fenna–Matthews–Olson protein complex

The trimeric Fenna–Matthews–Olson pigment–protein complex is found in green
sulphur bacteria Chlorobium tepidum (Engel et al., 2007; Cho et al., 2005; Müh
et al., 2007) which live in stratified lakes and close to hydrothermal oceanic vents
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(Blankenship, 2002). Recently, each of the three subunits was found to have eight
chlorophyll molecules spatially arranged within several nm (Schmidt am Busch
et al., 2011). The three subunits can be treated independently from each other.
The FMO complex transfers excitation energy from the chlorosomes, the main
light-harvesting antennae, to a reaction centre where a charge separation event and
subsequent biochemical reactions occur.

Because of the disorder in the site energies of the FMO complex we expect, as
before in the two-level system discussed above, the presence of ENAQT or NAT.
The dynamics of a single excitation is governed by a Hamiltonian of the form
Equation (7.1) for the eight sites with a distribution of site energies and inter-
site couplings, as given in (Schmidt am Busch et al., 2011). The chromophoric
Förster couplings are up to 100 cm−1. The chlorophyll transition frequencies are
shifted by the electrostatic protein environment, resulting in site-dependent elec-
trochromic shifts of several 100 cm−1 (Adolphs and Renger, 2006; Müh et al.,
2007; Schmidt am Busch et al., 2011). Fluctuations of the protein in the solvent
lead to fluctuations of the transition frequency of the chlorophyll molecules and
therefore to loss of excitonic phase coherence. We use the master Equation (7.2)
with a site-independent dephasing rate γ according to the Haken–Strobl model.
This model is expected to deliver insight into the high-temperature dynamics of an
excitation in the FMO complex and, under the given assumptions, does not place
any restrictions on the dephasing rate γ .

The initial state for our simulation of the system is localized at the eighth
chromophore, which is believed to be physically close to the chlorosome antenna
complex (Schmidt am Busch et al., 2011). In the FMO complex, chromophore 3 is
in the vicinity of the reaction centre (Li et al., 1997; Adolphs and Renger, 2006; Müh
et al., 2007). Thus, one can assume that chlorophyll 3 is the main excitation donor
to the reaction centre (Mohseni et al., 2008; Plenio and Huelga, 2008). The precise
transfer rate to the reaction centre is not fully characterized. Yet, based on typical
transfer rates in chromophoric complexes with similar inter-molecular distances,
we estimate it to be κ3 = 1 ps−1 (Mohseni et al., 2008). Thus, the efficiency of
energy transfer according to Equation (7.4) becomes η = 2κ3

´∞
0 dt〈3|ρ(t)|3〉.

In Figure 7.4 the efficiency of transfer and the transfer time is given as a function
of the dephasing rate γ . At low dephasing, purely quantum-mechanical evolution
leads to an efficiency of below 20%. With increasing dephasing the efficiency
increases considerably, up to almost 100%, where it remains approximately con-
stant for a range of γ of one order of magnitude. For stronger dephasing the
efficiency is slowly suppressed again, delocalization is destroyed, and the overlap
with the target site vanishes. The transfer time is around 300 ps in the fully quantum
limit and improves significantly to 7 ps in the intermediate ENAQT regime. For
large dephasing, the transfer slows down again entering a Quantum Zeno regime
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Figure 7.4 Environment-assisted quantum transport. Efficiency (blue) and transfer
time (purple) as a function of the pure-dephasing rate is demonstrated for the eight
chromophore Fenna–Matthew–Olsen sub-complex. A clear picture of the three
dephasing regimes is obtained: from left to right, the fully quantum regime which
is dominated by localization induced by the intrinsic static disorder of the pigment
energies; the ENAQT regime, where unitary evolution and dephasing collaborate
with the result of increased efficiency; finally, the quantum Zeno regime, where
strong dephasing suppresses quantum transport. The estimated dephasing rate at
room temperature for the FMO spectral density is drawn as a dashed line.

(Misra and Sudarshan, 1977) more than 500 ps, the same order of magnitude as
the excitation lifetime; the exciton is more likely to recombine than to be trapped.

One can estimate the dephasing rate as a function of temperature by employ-
ing a standard system–reservoir model (Breuer and Petruccione, 2002). In this
context, the spectral density is given by J (ω) = ∑

i ω
2
i λ

2
i δ(ω − ωi), where ωi are

frequencies of the harmonic-oscillator bath modes and λi are dimensionless cou-
plings to the respective modes. In the continuum limit, we assume an Ohmic
spectral density with cut-off, J (ω) = ER

h̄ωc
ω exp(−ω/ωc). For the FMO complex,

the reorganization energy is found to be ER = 35 cm−1 (Cho et al., 2005) and the
cut-off ωc = 150 cm−1, inferred from Fig. 2 in (Adolphs and Renger, 2006). In
the Markovian regime, the dephasing rate γ is given as the zero-frequency limit
of the Fourier transform of the bath correlator (Breuer and Petruccione, 2002).
As a result, γ is found to be proportional to the temperature and the derivative of
the spectral density at vanishing frequency, γ (T ) = 2π kT

h̄
∂J (ω)
∂ω

|ω=0. For the above
spectral density, the rate turns out to be γ (T ) = 2π kT

h̄
ER
h̄ωc

. This gives a rough esti-
mate for the dephasing rate at room temperature of around 300 cm−1, which is
indicated in Figure 7.4. An experimental measurement of the dephasing rate deliv-
ered a value of 250 ± 100 cm−1 at T = 277 K (Panitchayangkoon et al., 2010).
Hence, the natural operating point of the FMO complex is estimated to be well
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within the regime of ENAQT, where the dephasing introduced by a fluctuating
environment enhances the energy transfer efficiency.

7.6 Optimality and robustness of quantum transport

Natural light-harvesting complexes live in a variety of totally different ambient
conditions, from deep regions of the Pacific Ocean to the hot springs of Tibet.
Some of these photosynthetic complexes can manage to transfer excitonic energy
with almost 100% efficiency in the presence of environmental disturbances. Hence
in addition to the optimality, the stability of quantum transport process in such
complexes is surprising. In previous sections we have introduced the notion and
underlying mechanisms of ENAQT or NAT using simple dynamical equations
of a pure-dephasing model. The validity of these types of equations is limited
to the regime of Markovian and high temperature with a classical white noise
bath. In order to explore the optimality and robustness of natural or artificial light-
harvesting complexes, we need to compute the energy transfer efficiency landscape
as a function of the independent degrees of freedom of the pigment–protein complex
over a wide range of values. Such analysis necessitates employing a numerically
tractable, while reliable, master equation to calculate transport efficiency beyond
Markovian and perturbative regimes.

7.6.1 Efficient simulation of quantum transport beyond
Markovian and perturbative limits

In Chapter 2, we discussed that the TC2 master equation can be applied
beyond the weak system–bath coupling regime. Here we employ TC2 for sim-
ulating quantum transport phenomena. For a system–bath Hamiltonian HSB =
HS +Hint +HB , interaction term Hint = ∑

j SjBj and bath correlation function
Cj (t − t ′) = 〈B̃j (t)B̃j (t ′)〉, TC2 has the following convolutional form:

∂

∂t
ρ(t) = LSρ(t)

−
∑
j

[
Sj ,

1

h̄2

ˆ t

0
Cj (t − t ′)e−iHS (t−t ′)/h̄Sjρ(t ′)eiHS (t−t ′)/h̄dt ′ − h.c.

]
,

(7.7)

where LSρ(t) = −i/h̄[HS, ρ(t)]. In the context of exciton transport, we need
to add an extra non-unitary superoperator to incorporate exciton recombination
and trapping processes, LS + Lrecomb + Ltrap with Lrecomb = −�∑m |m〉〈m| and
Ltrap = −∑m κm|m〉〈m|. We can estimate the energy transfer efficiency (7.4) with
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TC2 modelling without explicitly solving for the time evolution of ρ(t),

η = 2
∑
m

κm〈m|ρ̃(0)|m〉, (7.8)

where ρ̃(s) is the Laplace transform of ρ(t). The master equation (7.7) describes an
approximation to the exact dynamics of an open quantum system in the presence of
a Gaussian bath (see Chapter 2). This leads to an inevitable error in quantifying the
efficiency η. In Shabani et al. (2012), using a combination of phenomenological and
analytical approaches, we estimate this error for weak and intermediate system–
bath couplings and bath memory timescales of the FMO complex, indicating the
reliability of TC2 for estimating quantum transport efficiency in such regimes.

7.6.2 Optimality and robustness with respect to reorganization
energy and cut-off frequency

The time-non-local master equation (7.7) was employed in Mohseni et al. (2011) to
efficiently estimate the energy transfer efficiency landscape as a function of various
independent system and environmental degrees of freedom over a wide range of
values. This efficient simulation allows us to examine comprehensively all relevant
regimes of the multiparameter space for finding possible high efficienly and robust
neighbourhoods. Such studies could shed light on the maximum capabilities that
can be achieved for optimal material design to engineer and characterize fault-
tolerant artificial light-harvesting systems; this will be addressed in Chapter 15.

We first explore the variation of the FMO energy transfer efficiency versus
reorganization energy and bath cut-off frequency using a Drude–Lorentzian spectral
density,

Cj (t) =
ˆ ∞

0
dω

2h̄λγω

ω2 + γ 2

(
coth

(
βh̄ω

2

)
cos(ωt) − sin(ωt)

)
(7.9)

The reorganization energy, λ, is proportional to the squared value of the system–
bath couplings. The bath cut-off frequency is the inverse of the bath coherence
timescale that captures the non-Markovian nature of the environment. That is, the
non-Markovianity measure, defined as the information flow from the system to the
phonon bath, by Breuer et al. (Breuer et al., 2009), increases exponentially with
decreasing bath cut-off frequency.

The optimality and robustness of ETE for the FMO protein complex at the
experimentally estimated values of λ = 35 cm−1 and γ = 50–166 cm−1 are evident
in Figure 7.5. An independent study on the optimality of ETE versus reorganization
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Figure 7.5 Top view of ETE landscape, indicating that the ratio of the reorga-
nization energy over bath frequency cut-off can be considered as the parameter
that governs the energy transfer efficiency at a fixed temperature. As we inspect
this plot in an angular coordinate from the vertical axis, γ , toward the horizontal
axis, λ, we can distinguish different regions of the ETE landscape that are sepa-
rated by straight lines λ/γ . At a very small decoherence rate, the FMO complex
experiences weak localization due to static disorder. As we increase this ratio, an
optimal region of ETE emerges that is induced by an appropriate level of inter-
play between environmental fluctuations and coherent evolution. At higher levels
of this parameter, ETE drops significantly due to strong localization induced by
dynamical disorder.

energy has also been reported in Wu et al. (2010). It can be observed that the non-
Markovianity of the bath can slightly increase ETE in the regimes of weak system–
bath coupling. However, such slow bath behaviour can significantly decrease ETE
when the system interacts strongly with it. The main question is how can one
understand this phenomenon for all non-Markovian and Markovian regimes in the
context of ENAQT described in previous chapters? The landscape in Figure 7.5
shows a remarkable interplay of reorganization energies λ and bath frequency cut-
off γ . The ETE takes values below unity if the FMO operates at the limit of very
small λ and large γ . On the other limit, the FMO efficiency drops significantly
when operating at large λ and very small γ . These two regimes can be understood
as manifestations of weak- and strong quantum localization, respectively (Mohseni
et al., 2011).

Careful examination of Figure 7.5 reveals three distinct regions of energy transfer
efficiencies at room temperature that are governed by a single parameter propor-
tional to λ/γ . For small and for large values of this parameter, the efficiency is low.
The efficiency reaches its maximum for intermediate values of this parameter. In
both strong and weak quantum localization limits the excitation will be spatially
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trapped in the regions typically far from the reaction centre and eventually dissipat-
ing to bath due to adversarial electron–hole recombination processes, which occur
on a three orders of magnitude slower timescale. In the intermediate regime, the
right amount of interplay of quantum coherence and environmental fluctuations
can facilitate an optimal energy transport in a robust fashion by various physical
mechanisms, including minimizing site energy mismatches, washing out potential
destructive quantum interference effects and enhancing the energy funnelling by
providing an appropriate vibrational energy sink.

We can understand these observations in terms of ENAQT by noting that the
effective decoherence rate is given by λ/γ in the perturbative limit at a fixed tem-
perature (Breuer and Petruccione, 2002). This ratio becomes smaller as we raise
γ , therefore a stronger coupling λ is needed to guarantee the level of decoherence
strength required for ENAQT. The overlap of a delocalized exciton wavefunction
with the trap enables an almost complete, 98% quantum transport in the opti-
mal range of λ/γ at the ambient temperature. As we increase the reorganization
energy and bath coherence timescale, the ETE starts to drop. In this regime, the
excitonic wavefunction again experiences localization as the environmental fluctu-
ations change their role to exert a strong adversarial effect on the quantum transport,
essentially as a source of strong dynamical disorder. The ETE landscape in Fig-
ure 7.5, clearly has level sets that exhibit a linear relationship with λ and γ . Indeed
the ratio λ/γ , known as the Kubo number, is the parameter that governs Anderson
localization transition in stochastic classical modelling of environmental interac-
tions. (Krameri and MacKinnont, 1993; Castiglione, 2000; Goychuk and Hänggi,
2005). In the fixed high-temperature limit of ETE, illustrated in Figure 7.5, one can
observe that λ/γ is a determining parameter for transport efficiency in the regions
beyond the optimal ENAQT area. In the next section, we go beyond the Kubo num-
ber, by directly investigating the temperature-dependent energy transfer dynamics,
leading to a general governing parameter as λT/γ . For a more quantitative study
of the degree of optimality and robustness of the energy transfer as functions of
system–bath coupling strength and bath memory see Mohseni et al. (2011).

7.6.3 Optimality and robustness with respect to reorganization
energy and temperature

As shown in the previous section, the parameter λ/γ governs the shape of the ETE
landscape at a fixed high-temperature limit. However, in the perturbative limit,
the decoherence rate can be expressed by λT/γ which captures the suboptimal
ETE in the weak localization region. Now, we investigate if the ETE behaviour
in all regimes can be globally captured by the parameter λT/γ , for the given
FMO Hamiltonian. Specifically, we need to verify whether one can predict the
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Figure 7.6 The ETE landscape as a function of inverse temperature and reorga-
nization energy. In the high temperature regime (β−1 > γ ), the three regions of
weak localization, ENAQT and strong localization can be distinguished by the
parameter kT λ, given the free Hamiltonian of FMO and γ = 50 cm−1. These
results, combined with Figure 7.5 suggest that the parameter λT/γ governs the
shape of the overall FMO energy transfer landscape.

optimal noise-assisted transport region as well as ETE suppression levels at the
strong localization regions by a single parameter, λT/γ . To examine the validity
of this theory, we study ETE as a function of the reorganization energy and the
inverse temperature for a fixed γ = 50 cm−1, see Figure 7.6. Similarly to the plot
of efficiency as a function of λ, γ , Figure 7.5, here the efficiency landscape is
also divided by lines of approximately λT (with some deviations from linearity
in the high λ and low temperature regime). It can be observed from the figure
that for small λT weak localization is dominant. At the intermediate λT values
environment-assisted energy transport occurs. As we move towards larger system–
bath interactions and higher temperatures, strong dynamical disorder diminishes
the coherence and the exciton migration can be fully described by an incoherent
hopping process, since the wavefunction is essentially localized over spatial sites.
At this regime, the effect of high temperature can be understood from the dynamics
of BChls energy fluctuations which is described by the symmetrized correlation
function S(t) = 1

2〈{B̃(t), B̃(0)}〉ph (Bj = B, for any BChl j ). The function can
be extracted experimentally by three-pulse photon-echo peakshift measurement.
For a Drude–Lorentzian spectral density and fixed γ , the temperature T and the
reorganization energy λ determine the amplitude of the site energy fluctuations.
Our simulation demonstrates that a highly efficient energy transfer can be achieved
at moderate site energy fluctuations away from both weak and strong localization
limits.
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Combining different regimes of three important environmental parameters, λ,
γ , and T , the effective decoherence strength kT λ/γ emerges as the parameter
that governs the energy transfer efficiency landscape. For the FMO free Hamil-
tonian energy gaps, by increasing the single parameter kT λ/γ from small to
intermediate, and from intermediate to large values, one can describe the transi-
tion from weak localization to ENAQT, and from ENAQT to strong localization.
More generally, when the effective decoherence rate kT λ/γ is either much smaller
or much larger than the typical energy splitting g between delocalized energy
eigenstates, then transport is suppressed. Thus, in order to predict the general pat-
terns of quantum transport in generic light-harvesting systems, we should compare
the relative strength of kT λ/γ to the average excitonic energy gap of the free
Hamiltonian.

7.6.4 Conclusion

Environment-assisted quantum transport is a fundamental effect which occurs in a
wide variety of transport systems. Broadly speaking, ENAQT is similar in flavour
to the phenomenon of stochastic resonance (Gammaitoni et al., 1998): adding noise
to a coherent system enhances a suitable figure of merit characterizing its perfor-
mance. In the case of excitation transport across the type of molecular complexes
we have focused on, that figure of merit is the transport efficiency in a given time
from the chlorosome antenna to a reaction centre. While a purely coherent evolution
would lead to inefficient transport as a result of the emergence of non-propagating
quantum states, the presence of a fluctuating environment can assist the transport by
means of a combination of effects whose building blocks can be traced back to very
fundamental processes: the removal of destructive interference and/or the elimina-
tion of inefficient coherent transport paths and the exploitation of line broadening
effects. Qualitative agreement with observed transport times and efficiencies can
already be achieved with simple dynamical models using master equations of the
Lindblad form. The maximum efficiency of ENAQT occurs when the decoherence
rate is comparable to the energy scales of the coherent system, as defined by the
energy mismatch between states and the hopping terms. By changing the energy
mismatch and the hopping terms, the temperature at which the maximum transport
efficiency occurs can be tuned. In the Fenna–Matthews–Olson protein complex
within the pure dephasing model and with the spectral density as discussed above,
this maximum occurs at approximately room temperature. However, accounting
for efficient transport is only one part of the puzzle, and the accurate description
of additional dynamical properties recently unveiled by 2D spectroscopy requires
a more sophisticated approach to describe the system–environment interactions.
Recent work has already paved the way towards a more complete understanding,
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and both non-Markovian (Rebentrost et al., 2009b; Thorwart et al., 2009; Reben-
trost and Aspuru-Guzik, 2011; Shabani et al., 2012) and numerically exact tech-
niques (Prior et al., 2010) are being developed, as well as detailed quantum chem-
istry calculations (Shim et al., 2012). Our simulation based on a TC2 master
equation is an attempt in this direction. These analyses are expected to finally
elucidate whether or not it is necessary for the environment to display quantum
features and what system–environment interactions allow for long-lived delocal-
ized excitations while simultaneously quickly destroy local (site) coherences. The
proposed idea of delocalization as a facilitator for environmental sensing favours
the idea of an environment supporting discrete features. Further experimental evi-
dence would refute or corroborate this hypothesis but, importantly, the general
concept of noise-assisted transport is clearly resilient to the specific details of the
environmental mode structure, and is an essential ingredient to account for the
observed high transfer efficiency in actual photosynthetic complexes.
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and applications
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8

Excitation energy transfer in higher plants

elisabet romero, vladimir i. novoderezhkin
and rienk van grondelle

In photosynthesis, the energy of the Sun is absorbed by light-harvesting antenna
and transferred to the reaction centre (RC) within several tens of picoseconds. In
the RC the solar energy is converted into electrochemical energy by means of a
trans-membrane charge separation. Photosynthetic purple bacteria employ a single
reaction centre. In contrast, in photosynthesis of plants, algae and cyanobacteria two
reaction centres, Photosystem II (PSII) and Photosystem I (PSI), operate in series.
In this chapter we discuss photosynthetic charge separation and photosynthetic
light-harvesting with an emphasis on the role of quantum effects.

8.1 Photosynthesis

In photosynthesis solar energy is absorbed by the light-harvesting antenna and trans-
ferred to the photosynthetic reaction centre (RC) within several tens of picoseconds.
In the RC, the absorbed excitation energy is converted into electrochemical energy
by means of an ultra fast charge separation. Photosynthetic purple bacteria employ a
single reaction centre, in contrast, in photosynthesis of plants, algae and cyanobac-
teria, two reaction centres, Photosystem II (PSII) and Photosystem I (PSI), operate
in series. PSII uses light to extract electrons from water (to produce oxygen), while
PSI uses light to reduce NADP+ to NADPH. The subsequent electron transfer from
PSII to PSI is coupled to the build-up of a proton motive force (pmf) that is used to
form ATP. NADPH and ATP are required in the Calvin–Benson cycle to produce
a reduced sugar. In the following we will discuss photosynthetic charge separa-
tion and photosynthetic light-harvesting with an emphasis on the role of quantum
effects.
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Published by Cambridge University Press. © Cambridge University Press 2014.
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8.2 Photosynthetic energy conversion: charge separation

Following elucidation of the structure of the bacterial RC (Deisenhofer et al.,
1984), a detailed picture of photosynthetic charge separation has emerged. During
past decades the primary electron transfer processes of all of the different types
of RCs, purple bacterial, Photosystem I (Ben-Shem et al., 2003), Photosystem II
(Ferreira et al., 2004; Loll et al., 2005; Umena et al., 2011) have been extensively
studied. In the following we will discuss charge separation in the bacterial RC and
the Photosystem II RC in some detail.

In the bacterial RC (BRC), for which a structure with atomic resolution has been
available since 1984 (Deisenhofer et al., 1984), the bacteriochlorophyll (BChl)
pigments are arranged in two branches labelled A and B (also called L and M) with
the symmetry axis running through the centrally located ‘special pair’ (P) BChls
(see Figure 8.1). Surprisingly, light-driven electron transfer occurs only along the
A (or ‘active’) branch. In addition to the special pair P the BRC contains in each
branch a ‘monomeric’ or assessory BChl (BA, BB), a bacteriopheophytin (BPhe)
(HA, HB) and a quinone (QA, QB). Primary charge separation in BRCs occurs
within ≈ 3 ps with the formation of P+HA

− (Martin et al., 1986). Currently, there
is general agreement that BA acts as an electron transfer intermediate, with electron
transfer from the excited state of P (P∗) to BA occurring in 3 ps; almost three times
slower than the electron transfer from BA to HA in about 1 ps (Holzapfel et al.,
1989, 1990; Arlt et al., 1993).

In spite of the obvious symmetry of the BRC, the electron transfer essentially
occurs only along the active or A-branch. Estimates of the electronic coupling
strengths along both paths do indeed favour the active branch, but not in the
experimentally observed 200:1 ratio. Spectacular variations in the rate of electron
transfer were observed upon variation of the identity of Tyr M210 (Nagarajan et al.,
1990; Beekman et al., 1996), strategically positioned between the cofactors in the
active branch. These could be explained within the framework of the Marcus theory
for electron transfer, and consequently were largely ascribed to changes in the free
energy of the initial radical pair as a result of the mutation.

In the Marcus model for electron transfer, the rate kET is given by (Marcus, 1993)

kET = 2π

h̄
|Vel|2(4πλkBT )−1/2exp{−(�G0 + λ)2/4kBλT}, (8.1)

where Vel is the electronic coupling matrix element, �G0 is the free energy,
λ is the reorganization energy, T is the temperature and kB is the Boltzmann
constant. Other types of mutants were also generated, for instance, mutants in
which hydrogen bonds of the protein surrounding the ‘special pair’ P were modified
produced dramatic changes in the redox potential of P, again without affecting the
asymmetry of charge separation (Lin et al., 1994). In a triple mutant with the
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Figure 8.1 The photosynthetic reaction centre of the purple bacterium Rhodopseu-
domonas viridis. The reaction centre consists of three proteins that non-covalently
bind four bacteriochlorophylls (PA and PB forming the ‘special pair’ in red and
blue, respectively; BA (purple), BB (cyan)), two bacteriopheophytins (HA (orange)
and HB (green)), two quinones (QA (light purple) and QB (light blue)), one Fe-
atom (red), and one carotenoid (yellow). The arrows (black) show the sequence
of electron transfer events following excitation of the ‘special pair’ (via direct
light absorption or energy transfer from the antenna) leading to transmembrane
charge separation. This was the first membrane protein for which a structure was
solved and this gave the Nobel prize in Chemistry 1988 to Michel, Deisenhofer
and Huber. X-ray structure adapted from (Deisenhofer et al., 1995).

BPhe HA replaced by a BChl, in which P+BA
− was upshifted in free energy and

P+BB
− was stabilized, a measurable amount of P+HB

− was obtained (Kirmaier
et al., 1999). This again suggests that the free energy of the charge separated
states controls the asymmetry of the electron transfer, rather than the differences
in electronic coupling. A third possibility is that the protein matrix plays an active
role in driving the charge separation selectively along the A-branch. A hint that
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this is actually the case was obtained from Stark spectroscopy which revealed a
substantially higher dielectric strength along the A-branch (Steffen et al., 1994)
clearly favouring charge separation along the active branch.

The initial electron transfer reactions in BRC show an increase in rate with
decreasing temperature. This unusual temperature dependence is seen in the elec-
tron transfer from P∗ to the nearby bacteriopheophytin (HA), in the individual steps
that underlie this reaction (electron transfer from P∗ to BA and from BA to HA)
and in the transfer of an electron from HA to QA (Fleming et al., 1988). Equa-
tion (8.1) shows that the rate should increase with decreasing temperature if the
potential energy surfaces of the reactant and product intersect near the zero-point
level of the reactant state: �G0 = −λ. Early experiments by Devault and Chance,
who observed electron transfer from a cytochrome to P+ at cryogenic temperatures
(Devault and Chance, 1966; Devault et al., 1967) laid the basis for the concept of
electron and nuclear tunnelling in biology (Marcus and Sutin, 1985; Moser et al.,
1992). Because Equation (8.1) neglects nuclear tunnelling it can overestimate the
contribution of the exponential factor when T is small compared with the character-
istic frequencies involved or when �G0 < −λ. A quantum-mechanical treatment
based on the theory for radiationless transitions, that includes nuclear tunnelling,
gave a qualitatively similar picture for the speeding up of charge separation with
decreasing temperature. If it is assumed that charge separation is strongly cou-
pled to some harmonic vibrational mode with energy h̄ω, then the rate is given by
(Jortner, 1976),

kET = k0{tanh(h̄ω/2kBT )−1/2} with k0 = 2π

h̄
|Vel|2(2πλh̄ω)−1/2. (8.2)

The temperature dependence of the rate of electron transfer from P∗ to HA in
Rb. sphaeroides RCs fits well with Equation (8.2), taking h̄ω = 80 cm−1 (Fleming
et al., 1988).

So far all of this is based on the assumption that vibrational relaxation occurs
rapidly relative to electron transfer. Although relaxation phenomena in RCs are
known to occur on timescales even longer than 10 ns, this assumption is probably
valid for slow electron transfers like P+QA

− recombination. But what about the
fast events?

8.2.1 In bacterial reaction centres charge separation is coupled to
coherent nuclear motions

In the BRC the excited state of the special pair P is coupled to low-frequency
vibrations (Vos et al., 1993, 1994; Streltsov et al., 1996), which represent col-
lective nuclear motions of the pigments and their surroundings. The vibrational
wavepacket, created upon excitation of P by a femtosecond laser pulse consists of
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modes in the 100–200 cm−1 range decaying on a few 100 fs timescale. The Fourier
transform (FT) spectrum showed that the range<35 cm−1 also has significant vibra-
tional strength. Remarkably, in native and pheophytin-modified Rb. sphaeroides
R-26 RCs a wavepacket-like motion could be observed in the absorption band of
the primary photoproduct P+BA

− (Yakovlev et al., 2000, 2002a,b). Thus, the FT
spectra of the components corresponding to the stimulated emission (SE) of the
reactant P∗ and the excited state absorption (ESA) of the product P+BA

− contain
two modes (30 and 130 cm−1), with the low-frequency 30 cm−1 mode significantly
increased in the photoproduct. The 30 cm−1 mode was ascribed to rotation of the
H2O molecule located between P and BA (Yakovlev et al., 2002a,b). Observation
of the oscillatory components in the HA-band (760 nm) suggested that the 30 cm−1

mode results in coherent P+HA
− state formation.

To describe the observed spectral evolution, the electron-vibrational dynamics
has been modelled using the density matrix equation with the Redfield superop-
erator in the basis of electron-vibrational states. The model includes two diabatic
states, i.e. an excited state P∗ and a charge-transfer (CT) state P+BA

−. Strong cou-
pling of these states with two collective nuclear modes is proposed (Novoderezhkin
et al., 2004). The mixing of diabatic states (with different displacements along each
of the two nuclear coordinates) results in a complicated potential energy surface
that determines the dynamics of the excited-state wavepacket.

This model resulted in a quantitative fit of the experimental kinetics of the SE
near 900–950 nm and the ESA in the 1020 nm region of the pheophytin-modified
Rb. sphaeroides R-26 RC (Novoderezhkin et al., 2004). Thus non-equilibrated
vibrational modes involved in electron transfer play an important role in photo-
product formation in the BRC. The configuration of the two vibrational coordinates
involved plays an essential role in establishing the high efficiency of charge separa-
tion, both for coherent and non-coherent excitation. In particular, a strong coupling
to the 130 cm−1 mode allows an effective electron transfer from the primary donor
P∗ to the photoproduct P+BA

− state, whereas strong coupling of the product state
to the second 30 cm−1 mode (resulting in pronounced displacement of its potential
surface along the y-coordinate, as shown in Figure 8.2), causes a motion of the
P+BA

− part of the wavepacket along the y-coordinate, i.e. away from the crossing
point, thus stabilizing the charge-separated state.

8.2.2 Alternative ultra fast pathways for charge separation
in bacterial reaction centres

Until the late 1990s, it was generally assumed that photosynthetic charge separa-
tion only occurs from the excited special pair P∗, and that excitation of all other
pigments results in energy transfer to P, followed by charge separation from P∗



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-08 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 20, 2013 10:39

184 Excitation energy transfer in higher plants

–4

⏐Ψ⏐

–2 2 4
–5

0

5

x

y

0

Figure 8.2 The lowest excited state potential energy surface of the BRC as deter-
mined by the mixing of the states P∗BA (left minimum) and P+BA

− (right min-
imum). Both states are assumed to be strongly coupled to two nuclear modes
(130 cm−1 and 30 cm−1) represented by the coordinates x and y. The 3D-contour
shows the amplitude of the nuclear wavepacket 250 fs after impulsive excitation,
when it reaches the crossing point between the two states. Part of it will flow into
P+BA

−, part of it will bounce and try to reach the P+BA
− state again. Reprinted

with permission from (Novoderezhkin et al., 2004). Copyright 2004 American
Chemical Society.

(Jonas et al., 1996). However, experiments on a mutant of the bacterial RC where
the residue YM210 had been replaced by a Trp (YM210W) demonstrated the
presence of another ultra fast pathway of charge separation (van Brederode et al.,
1997). In this mutant excitation of the primary donor P gives rise to very slow
charge separation (40 ps at RT, 1 ns at 77 K). Most likely, in the YM210W mutant
RC the first intermediate P+BA

− is higher in energy than P∗ (it has indeed been
speculated that the Tyr YM210 stabilizes BA

− by its hydroxyl dipole (Alden et al.,
1996). In contrast, excitation of the accessory BChl BA in the YM210W RC led to
a significant amount of P+BA

− formation in less than 1 ps, without the involvement
of P∗. Then P+BA

− decayed into P+HA
− on a few ps timescale. The very same

process was identified later for wild-type BRCs (van Brederode et al., 1999).

8.2.3 Electronic coherence in bacterial reaction centres

Under broadband excitation it was possible to create electronic coherence between
the two exciton states (P∗)+ and (P∗)− (Arnett et al., 1999). The coherent motion of
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the exciton wavepacket resulted in oscillations of the anisotropy with a frequency
of 593 cm−1 (which is close to the exciton splitting) and damping constant of
35 fs. This indicates that electronic coherence may play a role in the early stages
of charge separation in BRCs.

8.2.4 Charge separation in the photosystem II reaction centre

The reaction centre of Photosystem II (PSII RC) performs the initial charge sep-
aration reaction in oxygenic photosynthesis (Dekker and van Grondelle, 2000;
Raszewski et al., 2008). The thereby created oxidized state eventually leads to the
oxidation of H2O and the production of O2 via the accumulation of four positive
charges on the Mn4CaO5 cluster upon four subsequent illuminations. According to
the X-ray structure (Ferreira et al., 2004; Loll et al., 2005; Umena et al., 2011) the
overall pigment organization in the PSII RC is similar to that of the BRC, with two
additional chlorophylls bound to the periphery of the complex. Charge separation
in the PSII RC occurs on a multitude of timescales ranging from sub-ps to hundreds
of ps (Dekker and van Grondelle, 2000). In contrast with the BRC, visible-pump-
mid-infrared probe experiments have shown initial formation of the radical pair
ChlD1

+PheoD1
− in a significant fraction of the PSII RCs on a ps-timescale (Groot

et al., 2005) (in the PSII RC the active branch is called D1 while the inactive is
D2). In that work, the PD1

+ formation was observed only after 5–6 ps, followed by
radical pair relaxation. In this view, the observed multi-exponential kinetics of the
charge separation process originates, in part, from the fact that, on average, only
small energy differences exist between most of the excited and charge separated
states of the PSII RC. A factor that should be taken into account in explaining
these kinetics is the intrinsic disorder. Within the sample ensemble, many different
protein configurations (realizations of the disorder) with different relative distance
and orientation of the cofactors/protein residues are possible, due to slow protein
motions (Novoderezhkin et al., 2005c). This means that the sample ensemble con-
tains a collection of energetically different reaction centres. Therefore, the small
energy differences between the electronic states in the PSII RC, in combination
with the intrinsic disorder, result in the observed highly multi-exponential kinetics.

The first attempt to explain the spectra and kinetics in the PSII RC was performed
using the so-called ‘multimer model’, which was based on the idea that in the core
of the PSII RC, in contrast with the BRC, all the chlorins are spectroscopically
‘equal’, giving rise to exciton states delocalized over 2–3 pigments (Durrant et al.,
1995). In a more realistic model, site energies were extracted from a simultaneous
evolutionary-based fit of the linear spectra using the modified Redfield approach
(Novoderezhkin et al., 2005c; Raszewski et al., 2005; Novoderezhkin et al., 2007a;
Raszewski et al., 2008). The result of such a model is shown in Figure 8.3.
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Figure 8.3 Left frame: Exciton structure of the PSII RC. Energies corresponding
with the unperturbed site energies of eight pigments and the first CT intermediate
PD2

+PD1
− (lines indicate participation of the pigments in the exciton states), and

the 77 K absorption spectra with individual exciton components. Inset on the top
shows the averaged structure of the lowest exciton state, where the circles show
the pigments that on average are coherently mixed in the lowest exciton state. The
area under the circle is proportional to the population of the corresponding site.
Middle frames: Possible pathways for primary charge separation in the PSII RC.
Circles show localization of the electron and hole in the CT states (i.e. PD2

+PD1
−,

ChlD1
+PheD1

− and PD1
+ChlD1

−) that can be coupled to the lowest exciton state.
Right frame: Stark spectra calculated with the same CT states as shown in the
middle frame. Red dots correspond with the experimental data, the Stark signal is
calculated with coupling to CT (blue) and without coupling to CT state (green).
Adapted from (Novoderezhkin et al., 2007a), Copyright 2007, with permission
from Elsevier.

The lowest state with an absorption band centred near 682 nm corresponds with
the PD2

+PD1
− charge-transfer (CT) state. This state has become weakly allowed,

borrowing dipole strength due to mixing with the pure exciton states and due
to reorganization has shifted significantly to the red. Thus, the introduction of a
coupling between the excited and the CT state produces relatively small changes
in the absorption-type spectra, but has a dramatic effect on the fluorescence (FL)
profile. The FL spectrum is mostly determined by contributions from the two lowest
states, i.e. a mixed exciton–CT state [(PD2PD1)∗- PD2

+PD1
− peaking at 682 nm]

and a superradiant ‘multimeric’ exciton state (delocalized over the D1 branch and
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peaking at 680 nm), which means that the FL profile will be extremely sensitive
to the precise energy of the CT state. On the other hand, the degree of mixing of
the CT state with its huge static dipole with the exciton states is the factor that
determines the shape and amplitude of the Stark spectrum (Figure 8.3, right frame).

The excited state from which the charge separation is initiated consists of a
coherent superposition of four pigments, i.e. ChlD1, PheD1, PD1, and PD2 (Fig-
ure 8.3). Since there is a strong coherence between these four sites, some CT state
coupled to any of these four pigments will be effectively mixed with the whole
set of exciton states (the amount of mixing depending on the size of the energy
gap between each of the excitonic states and a certain CT state). Thus, the pri-
mary electron transfer towards PheD1 can, in principle, start from PD2, ChlD1 or
PD1 producing the first charge-separated configuration PD2

+PD1
−, ChlD1

+PheD1
−

or PD1
+ChlD1

−, respectively.
The predominant population of ChlD1 is a strong argument for considering this

pigment as the primary electron donor, producing the CT state ChlD1
+PheD1

−. On
the other hand, PD1 and PD2 are characterized by a bigger overlap of the electronic
wavefunctions of the two pigments, thus creating a better coupling between the
excited states of PD1 and PD2 and the PD2

+PD1
− CT state. Clearly, these two factors

compete. In this case, the relative participation of the pigments (PD1, PD2 and ChlD1)
in the lowest exciton state as well as the energy gap between the lowest exciton
state and the corresponding CT state will be strongly dependent on the specific
realization of the disorder. For instance, in some realizations, i.e. in some of the
RCs, the excitation can be strongly localized on ChlD1; moreover, this localized
state can be even lower in energy than the PD2

+PD1
− CT state. Obviously, in such

realizations, even in the presence of mixing between the excited states and the
PD2

+PD1
− intermediate, the charge separation will be initiated from ChlD1 with

the formation of the ChlD1
+PheD1

− radical pair. On the other hand, in delocalized
‘multimeric’ realizations, the PD2

+PD1
− state is much better connected with the

whole excited-state manifold, and thus can play the role of the initial CT state.
In order to test experimentally the hypothesis formulated above, i.e. disorder-

induced charge separation pathways, we have performed a detailed transient
absorption investigation (Romero et al., 2010). Because of the well-known spec-
tral congestion in the PSII RC and similar timescales predicted for the proposed
charge-separation pathways (where the first charge-separated state configurations
are PD2

+PD1
−, ChlD1

+Phe−
D1 and/or PD1

+ChlD1
−), the transient absorption exper-

iments were carried out at 77 K (to enhance spectral resolution and reduce back-
reactions and uphill energy transfer) and various excitation conditions had to be
used to allow photoselection of subpopulations with different proportions of the
different pathways. Additionally, the changes in absorption due to excitation had
to be probed over the whole visible range and during an extensive time range.
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[PD2
δ+PD1

δ−ChlD1]
∗
673 nm

[PD2
+PD1

−]δ∗
684 nm

[ChlD1
δ+PheD1

δ−]∗
681 nm ChlD1

+PheD1
−

PD1
+ChlD1

PD1
+PheD1

−

PD1
+PD1

− PD1
+ChlD1

−

PD2
+PD1

−

Figure 8.4 Two different pathways for charge separation in the PSII RC: exci-
tation energy and charge distribution of the electronic states involved in charge
separation. Top and bottom: Charge separation via the PD1 path. Centre: Charge
separation via the ChlD1 path. The excited states are represented as stars, the
radical pairs are represented as rectangles. X-ray structure adapted from (Umena
et al., 2011). Adapted with permission from (Romero et al., 2010). Copyright
2010 American Chemical Society.

Combining all of the obtained results (13 experiments) and using global and tar-
get analysis according to a kinetic scheme (van Stokkum et al., 2004), we have
demonstrated that, in agreement with the theoretical model (Novoderezhkin et al.,
2007a), at least two different excited states, (ChlD1PheD1)∗ and (PD1PD2ChlD1)∗,
give rise to two different pathways for ultra fast charge separation. These results
indicate that, indeed, the disorder produced by the slow protein motions causes
energetic differentiation among the reaction centre complexes, which opens up the
possibility of different pathways for charge separation (Figure 8.4).

As can be seen in Figure 8.4, the charge separation process consists of two steps:
(1) the energy conversion step, exciton → CT state, in which the sunlight excitation
energy is converted into a charge-separated state; and (2) the separation of charge
step, CT1 → CT2, in which the positive and negative charges must be physically
separated to avoid energy losses by charge recombination.

The efficiency of the energy conversion step depends on the electronic character-
istics of the exciton states. The efficiency is high if the electron density distribution
in the exciton is similar to that in the CT state. To investigate the presence and
properties of the CT states in the PSII RC, Stark spectroscopy is the most suitable
technique (Boxer, 1996). However, due to spectral congestion, this technique has
to be applied to site-directed mutant PSII samples in order to allow unambiguous
assignment of the absorption spectral bands (Diner et al., 2001). In that work,
each of the site-directed mutants studied contains a single amino acid mutation,
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near one of the chlorins involved in charge separation (PD1, PD2, ChlD1, PheD1),
which induces an energy shift of its transition energy with respect to the wild-type
(WT) energy. Comparison of the Stark spectra of WT with eight mutants (mutants
studied close to: PD1 (3), PD2 (3), ChlD1 (1), PheD1 (1)), unravels the configuration
and transition energy of three electronic states which initiate charge separation
with both exciton and CT character. These states are: two exciton states with CT
character, (PD2

δ+PD1
δ−ChlD1)∗673nm and (ChlD1

δ+PheD1
δ−)∗681nm; and one CT state

with exciton character, (PD2
+PD1

−)δ∗684nm (Romero et al., 2012). In this exciton–
CT representation, the subscript indicate the approximate centre wavelength of the
electronic transition and the δ+/δ− and δ∗ indicate the CT and exciton character,
respectively.

In addition, these results show that the pigment–protein interactions fine-tune
the energy of the exciton and CT states, and hence the mixing between these
states which ultimately controls the selection and efficiency of a specific charge
separation pathway. In this view, the protein is not just a passive spectator of the
electron transfer reactions, the protein is the active director of the action (Lin et al.,
2005; Wang et al., 2007; Brecht et al., 2009). Combining the conclusions obtained
by transient absorption and Stark spectroscopy, we obtain the following charge
separation pathways:

PD1 path:

(PD2
δ+PD1

δ−ChlD1)∗673nm → PD2
+PD1

− → PD1
+ChlD1

− → PD1
+PheD1

−

ChlD1 path:

(ChlD1
δ+PheD1

δ−)∗681nm → ChlD1
+PheD1

− → PD1
+PheD1

−

PD1 path:

(PD2
+PD1

−)δ∗684nm → PD2
+PD1

− → PD1
+ChlD1

− → PD1
+PheD1

−

8.2.5 Quantum coherence and charge separation in the
photosystem II reaction centre

Recently, this model of charge separation has been further studied using two-
dimensional electronic spectroscopy (2DES) because of the suitability of this tech-
nique to the study of quantum effects in photosynthetic complexes (Ginsberg et al.,
2009; Read et al., 2009; Schlau-Cohen et al., 2012). In these experiments the sam-
ple is excited with a pair of temporally ultra short and spectrally broad excitation
laser pulses, while the photon echo stimulated by a third laser pulse is measured.
The 2D spectrum is obtained by a double Fourier transform of the measured signal.
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The 2D electronic spectra of the PSII RC contains cross-peaks, reflecting couplings
between exciton states (Brixner et al., 2005), as well as oscillatory features in the
spectral traces which reveal the dynamics of quantum coherences (Engel et al.,
2007; Cheng and Fleming, 2008; Collini et al., 2010; Panitchayangkoon et al.,
2010). However, the presence of electronic and/or vibrational coherences as well
as the coupling between them is under investigation. Our current model predicts
that the degree of coherent mixing between exciton–CT states (determined by ener-
getic disorder induced by slow conformational changes of the complex) is related
to the high speed and efficiency of the charge separation process. Nevertheless, the
role of quantum coherence in the charge separation process in the PSII RC has to
be confirmed by exhaustive analysis and modelling of the 2DES experimental data.

8.3 Light-harvesting

In photosynthesis most of the pigments are organized in a light-harvesting antenna
(LH), to collect solar photons and transfer the electronic excitations to the RC to
drive charge separation. But, why is the LH needed? Photosynthesis must be able to
operate at low light levels, such as those that generate less than one electronic exci-
tation per Chl per second (normal sunlight). Yet the most important biochemical
reactions associated with photosynthesis require several electron-transfer events.
For example, water oxidation in the PSII RC requires the cumulative effect of
four electronic excitations, all of which must occur within a certain time. Light-
harvesting overcomes this problem by concentrating the available light energy
and feeding the electronic excitations from hundreds of light-absorbing pigment
molecules into a single RC. Another reason for having an LH is that they allow
photosynthetic organisms to survive using fewer RCs. This is beneficial because
RCs are ‘expensive’ – each one requires a large investment of resources from the
organism. The LH also allows a broad range of the spectrum to be exploited for
photosynthesis, because it may be composed of a variety of pigment proteins that
contain different pigments (and which therefore absorb different colours of light)
connected to one RC. Finally, in a multi-protein LH the flow of excitation energy
can be regulated by modulating the quenching properties of one of the constituent
antenna proteins; which provides a way of protecting plants from potentially harm-
ful absorbed energy from excess sunlight (Holt et al., 2004).

8.3.1 Excitation energy transfer and excitons

Figure 8.5 summarizes the excitation energy transfer for the purple bacterial pho-
tosynthetic membrane for which this process of energy transfer and capture has
been extensively studied (van Grondelle et al., 1994; Hu et al., 1998; Sundstrom
et al., 1999; van Grondelle and Novoderezhkin, 2006).
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Figure 8.5 Bacterial light-harvesting. In the bacterial photosynthetic apparatus.
LH1-RC complexes are surrounded by LH2 complexes. Both in LH1 and LH2
the BChls are organized in ring-like structures (McDermott et al., 1995; Roszak
et al., 2003; Codgell et al., 2006a). The BRC is positioned in the centre of the
LH1 ring. In the LH2 complex the BChls are shown in blue (the B800 ring,
named due its absorption maximum) and red (B850 ring) while the carotenoids
are shown in yellow. The excitations around 400–500 nm are mainly absorbed
by the carotenoids and transferred to the BChls in less than 1 ps (Polivka and
Sundstrom, 2004). The excitation absorbed by the B800 ring is transferred to the
red B850 ring in about 1 ps (van der Laan et al., 1990). Within a single LH2
or LH1 the excitations move around very rapidly, typically in a few hundred fs
(Bradforth et al., 1995; Visser et al., 1996). The transfer between rings is slower,
between 1–10 ps. Since the LH1 rings absorb more to the red than the LH2 ring
(875 nm versus 850 nm) the excitations are concentrated around the BRC. In fact,
the transfer of electronic excitations from the LH1 antenna to the BRC is the rate
limiting step that occurs in about 40 ps (Visscher et al., 1989). Once the BRC gets
excited, a fast (3 ps) charge separation occurs.

In this case, the pigments BChl and carotenoid, bound to proteins, are organized
as an energetic funnel. In the periphery we find the circular LH2 complex (McDer-
mott et al., 1995), absorbing light at 800 nm and 850 nm and surrounding the RC
we have the LH1 complex (Roszak et al., 2003), absorbing at around 870 nm,
also the main transition of the RC is at about 870 nm. Carotenoids absorb in the
visible and transfer the absorbed solar photons often in less than 1 ps (Polivka
and Sundstrom, 2004) to a BChl close by. The overall probability for an excitation
to be transferred to the RC may easily exceed 95%. The observed lifetime of an
excitation in the bacterial antenna is about 50 ps (van Grondelle, 1985; Sundstrom
et al., 1986).

Plant antenna systems operate in a very similar manner, they employ Chl a
and Chl b as major pigments, complemented by a variety of carotenoids. Chl a
absorbs light at around 670–680 nm and Chl b at around 650 nm. Carotenoids,
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Figure 8.6 Plant light-harvesting complex II (LHCII). Left: Trimeric LHCII struc-
ture (view from the top of the thylakoid membrane) as determined by (Liu et al.,
2004). In the monomers shown at the bottom, Chls a are shown in red, Chls b are
shown in blue and the carotenoids are shown in green. In the top monomer some
Chls clusters are indicated: Chls a 610–612 (magenta), Chls a 602–603 (orange),
Chls a 613–614 (yellow) and the Chls a/b 604–607 (cyan). Right: Interaction ener-
gies for the LHCII monomer with pigments 1–14 representing Chl601–Chl614.
Pigments are numbered following the crystal structure. Note the strongly inter-
acting clusters Chls a 610–612, Chls a 613–614, Chls a 602–603 and the Chl
a/b cluster 604–607. Intermonomer interactions occur mainly between Chls b 601
and Chls b 608/609 from adjacent subunits. The bottom frame shows the side
view of the bar plot shown in the top frame. Reprinted with permission from
(Novoderezhkin et al., 2005). Copyright 2005 American Chemical Society.

like lycopene or β-carotene absorb light in the 400–500 nm spectral region. Also,
in plants, the pigments are organized in pigment–proteins, which occur highly
organized in the thylakoid membrane. The structure of he LHCII pigment–protein
is shown in Figure 8.6. There are two characteristic distinctions between plant and
bacterial antennae: (1), there are no highly symmetric structures like LH1 and LH2
in plants; (2), the number of pigments per unit volume can easily be two to three
times higher than in the bacterial antennae, with the distance between neighbouring
Chls less than 1 nm.

What is the mechanism of this amazingly efficient energy transfer process by
which the excitations of hundreds of pigments are collected at a single site? In PSI of
plants, the energy absorbed by about 200 chlorophylls is transported in a few tens of
picoseconds to the PSI RC in the centre of the complex, to drive a transmembrane
charge separation. In the RC-LH1 core complex, about 30 bacteriochlorophylls
surround the RC and the absorbed energy is transferred to the RC in about 40 ps. In
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such densely packed structures the excited states of the pigments are coupled via
dipole–dipole interactions. The strength of this coupling is one of the major factors
that determine how fast the excitation moves through the assembly of coupled
pigments.

If the dipole–dipole coupling is very weak, say much weaker than the coupling of
the excited state to its environment (electron–phonon coupling), the excitation will
be essentially localized before energy transfer can occur and the energy transfer
will take place according to a hopping process, with a rate WDA, given by the
Förster equation,

WDA = 8.8 · 1017 · k
D

R

n4
· κ

2

R6

ˆ
εA(υ̃)FD(υ̃)

υ̃4
dυ̃, (8.3)

where R is the centre-to-centre distance between donor and acceptor in nm and υ̃
expressed in cm−1, kD

R
is the radiative rate of the donor, n is the index of refraction

and κ is a factor describing the mutual orientation of the transition dipoles of donor
and acceptor. As is obvious from Equation (8.3), the rate depends critically on the
overlap of the emission spectrum of the donor FD(υ̃) with the absorption spectrum
of the acceptor εA(υ̃), essentially reflecting energy conservation during the transfer
process. It is straightforward to calculate the Förster rate for pigments like Chl and
BChl at a distance of 2 nm; WAD can easily be of order 1011–1012 s−1.

However, in photosynthetic pigment–proteins the coupling between neighbour-
ing pigments are of the order of several tens–several hundreds of wavenumbers,
due to the close proximity of the pigments (< 1 nm). This is shown in Figure 8.6 by
the interaction Hamiltonian of LHCII. In that case the excitation will not be local-
ized, but becomes ‘delocalized’. Such a delocalized excitation is called an exciton
and the excited state wavefunction ψk of the exciton is given by the following
expression:

ψk =
∑
n

cknϕn, (8.4)

in which the ϕn represent the locally excited states. The ψk are delocalized and the
participation of each locally excited state in ψk is given by the coefficient cnk. As
a result, the whole antenna is generally characterized by a complicated manifold
of excited states, including collective electronic excitations (excitons) with a high
degree of delocalization, in combination with more localized excitations due to the
presence of weakly coupled pigments.

Modulation of the electronic transition energies by slow conformational motion
of the protein matrix produces disorder of the site energies within a single complex
(thus resulting in more localized exciton wavefunctions), as well as inhomogeneous
broadening of the electronic transitions due to ensemble averaging. Evolution of the
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antenna complex through a number of conformational sub-states can be monitored
directly using single-molecule techniques (Bopp et al., 1999; van Oijen et al., 1999;
Rutkauskas et al., 2004; Novoderezhkin et al., 2006; cha, 2006; Kruger et al.,
2010). Coupling of excited states to fast nuclear motions (intra- and interpigment
vibrations, phonons) results in homogeneous broadening of the electronic transition
spectra and their red shift due to reorganization effects, together with a further
decrease of the delocalization size due to polaron effects (Meier et al., 1997;
Freiberg et al., 2003).

Because of the collective character of the excitation in photosynthetic complexes,
the Förster theory cannot give an adequate picture of energy transfer. The general-
ized Förster theory (Novoderezhkin and Razjivin, 1994, 1996; Sumi, 1999; Scholes
and Fleming, 2000; Jang et al., 2004) considers energy transfer between clusters
with an arbitrary degree of delocalization, but is restricted to weak inter-cluster
interactions. In the standard Redfield theory (Redfield, 1957), all exciton couplings
are taken into account explicitly, thus allowing a description of all types of exciton
relaxation/migration within strongly coupled antenna complexes, including cou-
pled dynamics of the populations and coherences between the exciton states. In this
theory, the dynamics is described in the pure exciton basis, where the relaxation
between exciton states is accounted for by including exciton–phonon coupling as
an off-diagonal perturbation. The standard Redfield approach can be generalized
by including strong coupling of excitations to a few vibrational modes. Relaxation
in such a system can be described in the basis of electron-vibrational eigenstates.
This approach has allowed us to describe the electron transfer coupled to coherent
nuclear motion in the bacterial RC, discussed above (Novoderezhkin et al., 2004),
long-lived vibrational coherences in LH1 (Chachisvilis et al., 1994; Novoderezhkin
et al., 2000) and coupled exciton-vibrational relaxation in LH1 (Novoderezhkin
and van Grondelle, 2002).

In the modified version of the Redfield theory (Zhang et al., 1998), the diagonal
(in the exciton basis) part of the electron–phonon coupling is taken into account non-
perturbatively, thus giving more realistic lineshapes and relaxation rates due to the
inclusion of multiphonon processes (Yang and Fleming, 2002). The modified Red-
field theory allows a quantitative treatment of spectra and dynamics in many sys-
tems: LH2/LH1 (Novoderezhkin et al., 2006), FMO (Adolphs and Renger, 2006),
LHCII (Novoderezhkin et al., 2005c; Novoderezhkin and van Grondelle, 2010;
Novoderezhkin et al., 2011b; Renger et al., 2011), PSII-RC (Novoderezhkin et al.,
2005c; Raszewski et al., 2005; Novoderezhkin et al., 2007a; Raszewski et al., 2008;
Novoderezhkin et al., 2011b), the cryptophyte LH-complex PE545 (Novoderezhkin
et al., 2010) and PSII-core (Raszewski and Renger, 2008), including the con-
formational fluctuations of the single-molecule spectra observed for LH1/LH2
(Rutkauskas et al., 2004; Novoderezhkin et al., 2006; cha, 2006; Novoderezhkin
et al., 2007b), and later in LHCII (Kruger et al., 2010). Recently the theory was
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Figure 8.7 Arrangement of Chls within the LHCII trimer at the stromal (a) and
lumenal (b) sides. Chls are represented by three atoms: the central magnesium
atom and two nitrogen atoms. The connecting line between the two nitrogens
defines the direction of the Qy transition dipole. Red, Chl a nitrogen; blue, Chl b
nitrogen; grey, magnesium; green, nitrogen of Chl a604 and Chl b605 (according
to the structure reported by (Liu et al., 2004). Clusters of Chls a, Chls b, and a
mixed group containing long-lived intermediate sites (Chl a604 and Chl b605)
are encircled by red, blue and green, respectively. c, d, e: Simultaneous fit of
optical density or absorption (OD), linear dichroism (LD), circular dichroism
(CD) and time-dependent transient absorption (TA) spectra using the modified
Redfield approach. Experimental OD/LD spectra (van Amerongen et al., 1994)
and CD spectrum (Hemelrijk et al., 1992) have been measured for the LHCII
trimer at 77 K (c, red points). Experimental TA spectra are obtained upon 650 nm
(d, red points), 662 nm (e, red points) excitation with 120 fs pulses and pump–
probe delays of 150, 300, 650 and 1650 fs. Calculated spectra (c, d, e, blue lines)
are obtained with the disordered exciton model for the whole trimer, where the
unperturbed site energies within a monomeric unit have been adjusted in order to
obtain the best simultaneous fit of all the data. Reproduced from (Novoderezhkin
and van Grondelle, 2010) with permission from the PCCP Owner Societies.

used to model the 2D-photon echo spectra in FMO (Cho et al., 2005), B800–820
complex (Zigmantas et al., 2006) and LHCII (Schlau-Cohen et al., 2009). Notice
that the present version of the modified Redfield theory is restricted to relaxation
dynamics of populations and does not include one-exciton coherences. For a fur-
ther discussion on the role of quantum coherence in photosynthetic light-harvesting
and charge separation, we refer the reader to Chapters 6 and 7 by Engel et al. and
Robentrost et al., respectively, in this book.

An example of quantitative fit of the linear and non-linear spectral responses for
LHCII using modified Redfield theory (Novoderezhkin and van Grondelle, 2010)
is shown in Figure 8.7. The Chls a (red), Chls b (blue), and long-lived intermediate
sites Chls a604, b605 (green) contribute to the 675 nm, 650 nm and 662 nm bands
(shown by arrows in Figure 8.7c). Selective excitation of the 650 or 662 nm bands
allows a visualization of the energy transfer dynamics from Chls b or intermediate
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Figure 8.8 Oscillatory dynamics in the bacterial light-harvesting complex LH2,
as revealed by analysis of single-molecule exciton spectra and femtosecond spec-
troscopy (for details see (Novoderezhkin et al., 2006)). Dynamics of populations
after impulsive excitation is shown. A colour scale is used to indicate the absolute
values of the site population from zero (blue) to the maximal value (red). Coherence
between the collective exciton states created by the impulsive excitation manifests
itself as reversible oscillatory jumps (half-period of 350 fs) between small groups
of molecules (encircled). Within each group, faster oscillations between individual
sites (with a half-period of 60 fs) are discernible. Reprinted from (Novoderezhkin
et al., 2006), Copyright 2006, with permission from Elsevier.

sites to the Chls a with final localization of excitation at the peripheral Chl a
cluster a610–612. The spectral signatures of this dynamics can be quantitatively
reproduced by our model, as shown in Figure 8.7d,e. Details of the current model
can be found in Novoderezhkin et al. (2005c), Novoderezhkin and van Grondelle
(2010) and Novoderezhkin et al. (2011b).

8.3.2 Quantum coherence and photosynthetic light-harvesting

Dipolar couplings between localized excited states not only delocalize the excited
state, also ‘coherences’ are generated, meaning that products such as cic∗j have a
value that may give rise to oscillatory dynamics, depending on the excitation con-
ditions. The existence of such coherences implies that the excitation ‘remembers’
where it has been. An example of such predicted coherent, oscillatory dynamics in
LH2 (for one arbitrarily taken realization of the disorder) is shown in Figure 8.8
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(van Grondelle and Novoderezhkin, 2010). It is clear that in this realization the
excitation prefers to be localized either on sites 2–4 or on sites 10,11 of the LH2
ring and the excitation ‘hops’ between these two sites in about 350 fs. Once in
position 2–4, the excitation oscillates between pigments 2 and 4 in about 60 fs; a
similar dynamics is observed in position 10, 11.

Recently, coherent oscillatory behaviour could be visualized using 2DES. In
the 2DES spectra cross-peaks are observed, that directly reflect the coherences
between exciton states, while their oscillatory time dependence reveals the coherent
dynamics (Engel et al., 2007; Ginsberg et al., 2009; Collini et al., 2010). In an
experiment at cryogenic temperatures (Engel et al., 2007) long-lived coherences
(660 fs) were observed to occur among the exciton states of the FMO complex.
Recently (Collini et al., 2010), in light-harvesting complexes of cryptophytes, long-
lived coherences could be observed at room temperature, even between relatively
weakly coupled states, suggesting an explicit role of the protein in maintaining
these coherences (Chin et al., 2013). Much effort is put into understanding the
persistence of these quantum phenomena in such a noisy environment and to
relate these ‘non-trivial’ quantum properties of photosynthetic pigment–proteins
to the efficiency of the excitation energy transport process and energy conversion
by the RC (Mohseni et al., 2008; Olaya-Castro et al., 2008; Plenio and Huelga,
2008; Caruso et al., 2009; Ishizaki and Fleming, 2009a; Rebentrost et al., 2009a,c;
Fassioli and Olaya-Castro, 2010; Sarovar et al., 2010). It is of interest to discover
whether these properties of the natural system were designed, meaning optimized
by evolution to enhance the efficiency of energy and/or electron transfer, or if they
are simply a consequence of the dense packing of pigments in the pigment–protein
complexes.
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9

Electron transfer in proteins

spiros s. skourtis

9.1 Introduction

Protein electron transfer (ET) reactions are central to biological function. They are
important components of bioenergetic pathways (photosynthesis and respiration)
and they are involved in biological signalling and in the generation and the control
of disease (Marcus and Sutin, 1985; Bendall, 1996; Canters and Vijgenboom, 1997;
Page et al., 1999; Blankenship, 2002; Gray and Winkler, 2003, 2005). For a funda-
mental understanding of these biological processes it is necessary to study protein
ET mechanisms at the molecular level. Protein ET physics is very rich because
it involves charge transport through dynamic and responsive (to the transferring
charge) molecular media organized in cellular molecular assemblies. A common
feature among protein ET assemblies is that they are designed to move electrons
to specific locations along transport pathways that partially suppress backward
ET (Figure 9.1b). In many cases the structures and dynamics of the protein ET
complexes are such that ET takes place with high efficiency (Blankenship, 2002).
Needless to say, an understanding of structural and dynamical effects on protein ET
processes is very important for the development of new biomimetic electronic and
energy-conversion materials with controlled functionalities (Jortner and Ratner,
1997; Balzani et al., 2001; Adams et al., 2003; Blankenship et al., 2011). The field
of biological ET (and in particular protein ET) is one of the oldest fields in molec-
ular biophysics (Marcus and Sutin, 1985; Bendall, 1996; Page et al., 1999; Jortner
and Bixon, 1999; Kuznetsov and Ulstrup, 1999; May and Kühn, 2011; Balzani
et al., 2001; Blankenship, 2002; Gray and Winkler, 2003, 2005; Nitzan, 2006).
This chapter covers only some of the basic concepts of biomolecular ET theory
and a few examples of ET systems. The quantum nature of biological ET processes
has long been recognized, but the field is continuously enriched by experimental
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Published by Cambridge University Press. © Cambridge University Press 2014.
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D A -e 

bridge (protein) 

solvent (a) 

D1 A1(D2) 

A2(D3) 

A4 A3(D4) 

(b) 

kfor

kback 

Figure 9.1 (a) A biomolecular ET reaction between an electron-donating moiety
(electronic state D) and an electron-accepting moiety (electronic state A) that
are connected by a protein bridge. In single-step tunnelling ET reactions, the
bridge acts as a tunnelling barrier for the electron (see Figure 9.2). (b) Biological
ET chains are often comprised of single-step tunnelling ET reactions between
successive D–A pairs. The forward D-to-A ET reaction rate for each step is
usually greater than the backward A-to-D ET rate.

discoveries that present new challenges for experiment, theory and computation
(see Chapters 5, 10 and 12).

To start with I will briefly describe some general features of biological ET
reactions. They often involve chains of electron (hole) transfer steps in specialized
molecular assemblies (Figure 9.1). Each step is the transfer of an electron (hole)
from a localized donor (D) electronic state to a localized acceptor (A) electronic
state, through an intervening molecular matrix (the bridge). The bridge between D
and A is often protein (there are also protein/DNA and pure DNA ET systems) and
it may include other cofactor molecules. From a practical point of view the D and
A states of a charge-transfer step are initial and final electronic states that have long
lifetimes and high populations, such that they can not be observed experimentally.
The donor (acceptor) moieties of an ET biomolecular assembly can be metals
atoms, aminoacids, other small organic molecules, or DNA bases. This variety
of ET molecular assembly structures leads to a richness of transport mechanisms
that includes coherent deep tunnelling, coherent resonant tunnelling and thermally
activated hopping (Jortner and Bixon, 1999; Kuznetsov and Ulstrup, 1999; May
and Kühn, 2011; Balzani et al., 2001; Nitzan, 2006). Coherent deep tunnelling
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Figure 9.2 Relationship between D-to-bridge (A-to-bridge) energy gap and tem-
perature for the deep tunnelling mechanism of ET. The figure refers to the D-to-A
resonance conformation of the ET system (Qres of Figure 9.3). The bridge is a
tunnelling barrier for the transferring electron, i.e.�EB � KBT . Through-bridge
resonant tunnelling or hopping can be observed if �EB ≤ KBT .

is the transfer mechanism when the bridge medium between D and A presents a
tunnelling barrier for the transferring electron, with a height �EB � KBT (KB
is Boltzmann’s constant and T is the temperature, Figure 9.2). Since the electron
tunnels through the bridge, it occupies the intermediate bridge electronic states
with very low probabilities and for very short times. Electronic coherence in the
bridge is maintained because the bridge medium is not perturbed by the transferring
electronic charge and there is no electron–phonon energy exchange in response to
the charge. The electronic coupling that induces electron transfer from D to A
is described by a D-to-A tunnelling matrix element. According to the simplest
(average-tunnelling-barrier) model, the tunnelling matrix element is

TDA ∝ exp[(
√

2me�EB/h̄)RDA], (9.1)

where�EB is the average D/A-to-bridge energy gap and RDA the D-to-A distance
(Figure 9.2) (Jortner and Bixon, 1999; Kuznetsov and Ulstrup, 1999; May and
Kühn, 2011; Balzani et al., 2001; Nitzan, 2006). In coherent resonant tunnelling
mechanisms, �EB is small enough such that thermally induced structural fluctua-
tions can bring one or more bridge electronic states into resonance with the D and/or
A states (�EB ≤ KBT ). In these mechanisms, the transferring electron occupies
the resonant bridge states with high probability, but electronic coherence in the
bridge is maintained because the occupation time of bridge states is too short for
the bridge to respond. The thermally activated hopping regime also refers to cases
where �EB ≤ KBT , but the bridge occupation time of the electron transferring
from D is long enough such that the bridge relaxes to the electronic charge, trapping
the electron in a bridge electronic state (B). For ET to take place from the B to the
A state, the system must be thermally activated to a conformation that brings B into
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resonance with A. For biological ET the D–A distance for through-protein single-
step tunnelling can be up to ∼10 Å. Hopping mechanisms comprised of many
tunnelling steps support much greater distances (Gray and Winkler, 2009; Winkler
and Gray, 2010) that in some cases reach the micron length scale (El-Naggar et al.,
2010).

What is it in the molecular architecture that determines transport mechanism?
Usually deep tunnelling steps involve metal D and A moieties whose electronic
energies are separated from the bridge electronic state energies (Page et al., 1999;
Gray and Winkler, 2003, 2005). In the context of a multi-step ET chain comprised
of through-protein tunnelling steps (Figure 9.1b), the donor and acceptor moieties
define the topology of the ET chain because they act as relay stations for the
transferring electron (the electron cannot be localized in the bridge which is a
tunnelling barrier). Through-protein resonant tunnelling and hopping mechanisms
are encountered when the D and A states are aminoacids or organic molecules
whose electronic states are similar to the protein electronic states (Jortner and
Bixon, 1999; May and Kühn, 2011; Nitzan, 2006; Gray and Winkler, 2009; Winkler
and Gray, 2010). This chapter focuses on ET reactions mediated by through-protein
deep tunnelling, as these reactions are the elementary steps of most ET chains and
they are very well understood experimentally and theoretically.

9.2 The rate for a single-step electron transfer reaction mediated
by elastic through-bridge tunnelling

The measurable quantity in a biological ET reaction is usually the ET rate from D
to A which is often probed by time-resolved optical spectroscopy (Balzani et al.,
2001). Electron transfer reactions in the deep tunnelling regime involve weak
D–A electronic couplings (tunnelling matrix elements TDA) and are therefore rate-
limited by these electronic couplings. The simplest description of the D-to-A ET
rate for such reactions is the ‘non-adiabatic’ Marcus-rate expression (Marcus and
Sutin, 1985; Jortner and Bixon, 1999; Kuznetsov and Ulstrup, 1999; May and
Kühn, 2011; Nitzan, 2006) which captures the essential physics. The ET rate is
a product of a classical Boltzmann activation factor ρclas

FC for the conformational
degrees of freedom of the ET system, and a tunnelling probability (2π/h̄)T 2

DA for
the transferring electron,

kDA = 2π

h̄
T 2
DA ρ

clas
FC . (9.2)

What is the physical picture behind Equation (9.2)? Electron tranfser from D
to A can take place only if the total energy of the system (ET molecule and
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Figure 9.3 Potential energy (Born–Oppenheimer) surfaces of an ET system when
the electron is at the initial (D) and the final (A) electronic states (UD and UA
respectively). The surfaces are plotted as a function of a collective system coordi-
nateQ that modulates the relative electronic energies of D and A (see boxes below
plot). It is assumed that the collective coordinate is classical. ET can take place
only when the potential energy surfaces cross at Qres, i.e. when D and A elec-
tronic energies are resonant atQ = Qres. Therefore, the D-to-A ET rate contains a
Boltzmann activation factor to reach the resonance conformation (Equations (9.2),
(9.3)). This figure does not show bridge-electonic-state surfaces. At the resonance
conformation the transferring electron feels the bridge as a tunnelling barrier
(see Figure 9.2) and the bridge Born–Oppenheimer surfaces have higher energies
compared with UD and UA.

solvent) is conserved. If we assume that the conformational degrees of freedom
of the ET system are classical, then energy-conserving ET can happen when the
D and A electronic state energies ED and EA are resonant (ED = EA). This is
because the timescale of the D-to-A electronic transition is much faster than the
classical motions of the molecular system, such that during the D-to-A transi-
tion these motions are frozen and cannot exchange energy with the transferring
electron. In general, there will be a set of system motions (denoted the reac-
tion coordinate Q) that modulate the relative energies of the D and A electronic
states, i.e. ED(t) = ED(Q(t)) and EA = EA(Q(t)). Thermal fluctuations of the
reaction coordinate enable ET because they bring the system to a D-to-A reso-
nance conformation Qres for which ED(Qres) = EA(Qres). Figure 9.3 shows the
potential energy (diabatic Born–Oppenheimer) surfaces of the ET system as a func-
tion of Q, when the electron is either in the D electronic state (UD) or in the A
electronic state (UA). These surfaces will generally have different minimum-energy
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values and minimum-energy reaction-coordinate values, i.e. Umin
D �= Umin

A , where
Umin
D = UD(Qmin

D ) , Umin
A = UA(Qmin

A ) and Qmin
D �= Qmin

A . When the electron is in
the D state, the reaction coordinate’s dynamics is determined by the UD energy
surface and the system fluctuates around the reaction-coordinate conformation that
minimizes UD (i.e. around Qmin

D ). Since Qmin
D �= Qres, the system has to wait for a

thermal fluctuation Qmin
D → Qres to bring the D and A energies to resonance. The

classical (high-temperature) Boltzmann probability for this activation step is

ρclas
FC = 1√

2πσ 2
�U

exp
[−U act

ela

/
KBT

]
(9.3)

(often denoted the classical Franck–Condon factor). In the equation above,

U act
ela = Ures − Umin

D =
(
Umin
A − Umin

D + λ)2

4λ
(9.4)

is the activation energy to reach the resonance conformation Qres (Ures =
UD(Qres) = UA(Qres)). The subscript ‘ela’ stands for elastic tunnelling, which
means that the tunnelling electron does not lose energy during tunnelling. λ
denotes the reorganization energy, given by λ = UD(Qmin

A ) − UD(Qmin
D ) or,

equivalently, by λ = UA(Qmin
D ) − UA(Qmin

A ). This reorganization energy is often
called the classical reorganization energy because it involves reorganization of
low-frequency (classical) motions that are perturbed by ET and that contain
delocalized (protein) and environmental (solvent) degrees of freedom. The name
is used to distinguish it from inner-sphere reorganization energies which involve
the reorganization of high frequency (quantum) vibrational modes perturbed by
ET that often contain local (D/A and protein) degrees of freedom. σ 2

�U = 2λKBT
is the variance in the energy gap between UD and UA potential energy surfaces,
given by σ 2

�U =< �U 2
AD > − < �UAD >

2, where �UAD = UA(Q) − UD(Q)
(< .. > denotes the thermal average with respect to motion in the UD surface).

Once the resonance conformation is reached, ET takes place by tunnelling with
a probability (2π/h̄)T 2

DA. The dependence of this probability on the square of the
electronic coupling is valid for weak electronic coupling in the non-adiabatic limit.
This dependence can be understood in terms of lowest-order perturbation theory
with respect to the coupling, since the golden-rule expression for a transition rate
is proportional to the square of the matrix element that induces the transition. It
can also be derived from the Landau–Zener expression for a transition between
two states with time-dependent energies that cross. This derivation is useful for
understanding the terminology ‘non-adiabatic’ (Marcus and Sutin, 1985; Jortner
and Bixon, 1999; Kuznetsov and Ulstrup, 1999; May and Kühn, 2011; Balzani
et al., 2001; Nitzan, 2006).
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Consider the D–A electronic Hamiltonian,

Ĥ (Q) = |D〉〈D|ED(Q) + |A〉〈A|EA(Q) + {|D〉〈A|TDA + h.c.}, (9.5)

whose elements depend on the reaction coordinateQ. We assume that initially the
electronic state is D and that the reaction coordinate is time-dependent,Q = Q(t)
(its dynamics is determined by UD). At some point in time tres, the D and A
state energies cross, Q(tres) = Qres such that ED(Qres) = EA(Qres) = Eres. The
probability for a transition from D to A during this crossing event can be com-
puted using the Landau–Zener approach, which assumes a linear dependence of
the D–A energy gap on time around tres, i.e. ED(A)(Q(t)) = Eres + {dQ/dt}tres ×
{dED(A)/dQ}Qres × (t − tres). The Landau–Zener probability for a transition from
D to A is given by

PDA = 1 − exp[(2π )2γ ], (9.6)

where γ = τLZ/τRabi is the Landau–Zener parameter, written as a ratio of two
times, the Rabi time and the Landau–Zener time. The Rabi time τRabi = h/|TDA|
is taken from time-independent quantum mechanics. It is a measure of the time it
takes in a static D–A system at resonance, i.e. when |ED − EA| ≤ |TDA|, forPDA(t)
to become unity given that PDA(0) = 0 (PD(0) = 1). The Landau–Zener time,

τLZ = |TDA|
|{dQ/dt}tres{dED/dQ− dEA/dQ}Qres |

(9.7)

is a measure of the time the D and A energies spend in the resonance region
(|ED − EA| ≤ |TDA|). The non-adiabatic limit means that the D and A energies
cross fast, such that they do not remain in the resonance region long enough
for a complete D to A transition, i.e. γ = τLZ/τRabi � 1 . In this case, PDA �
(2π )2γ ∝ T 2

DA. It is important to note that Equations (9.2) and (9.3) assume that the
reaction coordinate is thermalized on theUD surface (hence the classical Boltzmann
distribution in Equation (9.3)). This is a good approximation for weak-coupling
non-adiabatic ET, because the ET rate is slow with respect to thermalization times
of molecular motions. Adiabatic ET reactions (γ ≥ 1) are also encountered in
biology for strong-coupling short-distance ET and they often involve fast ET rates
(see Conclusions, Section 9.7).

A central prediction of Equation (9.2) is that the rate is maximum for Umin
D −

Umin
A = λ, because it becomes activationless (U act

ela = 0), and it decreases otherwise
since it becomes activated. In particular, if Umin

D > Umin
A , the rate is activated for

Umin
D − Umin

A < λ (normal region) and for Umin
D − Umin

A > λ (inverted region). The
inverted region has been observed for small-molecule ET, where it is possible to
modifyUmin

D − Umin
A by changing artificially the donor (acceptor) chemical groups.

Activationless ET reactions are fast and are often used by biological systems,
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whenever it is necessary to rapidly transfer electrons (e.g. in the primary charge
separation of photoysnthesis (Page et al., 1999; Blankenship, 2002)).

9.3 Dependence of tunnelling on protein structure:
tunnelling pathways and their interferences

An important effort in the field of bridge-mediated ET, especially in the coher-
ent deep-tunnelling regime, is to understand how molecular conformation and
molecular electronic structure influence the D–A electronic coupling. The depen-
dence of the D–A tunnelling matrix element (TDA) on molecular structure has
long been established, both theoretically and experimentally for a large number of
protein and small-molecule systems ((Winkler et al., 1982; Beratan et al., 1991)
and (Skourtis and Beratan, 1999; Balzani et al., 2001; Gray and Winkler, 2003,
2005) for reviews). Sophisticated techniques exist for the computation of TDA
and for its analysis in terms of bridge structure and of D-bridge and A-bridge
connectivity. ((Skourtis and Beratan, 1999; Newton, 2001; Stuchebrukhov, 2001;
Rösch and Voityuk, 2004; Hsu, 2009) for reviews). All such methods start from
the D-bridge-A molecular structure which is experimentally derived (from X-ray
crystallography or NMR techniques). The electronic Hamiltonian of the system
is built at the semi-empirical (e.g. Huckel, INDO/S) or ab initio level (HF, DFT),
depending on the size of the system. TDA is computed from the electronic Hamilto-
nian by partitioning the system into D, A and bridge subsystems. This partitioning
is usually based on chemical and physical arguments. Once such subsystems are
defined, one can use either effective Hamiltonian and Green’s function techniques
to compute bridge-mediated couplings between specific D and A electronic states.
Alternatively one can start from the entire D–B–A system eigenstates and employ
diabatization methods that derive D and A electronic states, localized on the D
and A subsystems using some localization criterion (e.g. maximal charge local-
izations on the D and A subsystems). The Hamiltonian matrix element between
such diabatic states is taken to be equal to TDA. There also exist different methods
for the structural analysis of TDA, such as tunnelling pathways, tunnelling-current
and pruning analysis ((Skourtis and Beratan, 1999; Newton, 2001; Stuchebrukhov,
2001; Rösch and Voityuk, 2004) for reviews). The structural analysis of TDA ulti-
mately leads to a description of how the bridge bonding topology influences the
tunnelling paths of the electron from D to A. In general, increasing the number
of bridge through-space jumps compared to through-bond jumps that the electron
has to tunnel through reduces TDA, because it introduces higher (through-space)
tunnelling barriers in the electron’s path (Beratan et al., 1991).

To give an idea of how tunnelling pathways can be extracted from TDA, I
will describe the basics of computation and structural analysis methods that use
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Green’s function theory (Skourtis and Beratan, 1999). Consider the full electronic
Hamiltonian of the system at Q = Qres, which is usually expressed as a tight-
binding effective one-electron Hamiltonian:

Ĥ el = ĤDA + Ĥ br + V̂ , (9.8)

comprised of D–A, bridge and interaction parts. The D–A Hamiltonian at the D–A
resonance conformation (Qres in Figure 9.3) is

ĤDA = |D〉〈D|Eres + |A〉〈A|Eres, (9.9)

where the direct coupling between |D〉 and |A〉 electronic states is neglected due
to the large D–A distance. The bridge Hamiltonian is

Ĥ br = Ĥ br
dia + V̂ br , (9.10)

where

Ĥ br
dia =

∑
i

|Bi〉〈Bi |EBi (9.11)

is the diagonal part and

V̂ br =
∑
i

∑
j>i

{|Bi〉〈Bj |VBi,Bj + h.c.} (9.12)

is the off-diagonal part. The interaction Hamiltonian between D(A) and bridge
electronic states is

V̂ =
∑
i

{|D〉〈Bi |VD,Bi + |A〉〈Bi |VA,Bi + h.c.}. (9.13)

The |Bi〉 are often chosen to be localized bridge electronic states (e.g. two-centre
bonding and antibonding orbitals), and the Vij are electronic couplings between
states (either intra-bridge or D-bridge and A-bridge).

The bridge-mediated D-to-A tunnelling matrix element (i.e. TDA in Equa-
tion (9.5)) is given by

TDA = 〈D|V̂ Ĝbr (Etun)V̂ |A〉, (9.14)

where Etun = Eres and

Ĝbr (Etun) = (
EtunÎ − Ĥ br

)−1 =
∑
k

∣∣"brk 〉〈"brk ∣∣
Etun − Ebrk

. (9.15)

The |"brk 〉 and EbrK denote the eigenstates and eigenenergies of Ĥ br . The above
expression for the coupling (Equation (9.14)) is valid in the tunnelling limit,
i.e. when |〈D|V̂ |"brk 〉|/|Etun − Ebrk | < 1 and |〈A|V̂ |"brk 〉|/|Etun − Ebrk | < 1 for
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Figure 9.4 The bridge (protein)-mediated tunnelling matrix element between D
and A electronic states can be expressed as a sum of interfering tunnelling pathways
through localized electronic states of the bridge. This can be done by use of Green’s
function theory (Equations (9.14), (9.17), (9.18) and (9.19)). The method relates
the tunnelling matrix element to protein-bridge secondary and tertiary structure.

all |"brk 〉 and Ebrk (Skourtis and Beratan, 1999). Having computed TDA via Equa-
tions (9.14) and (9.15), analysis of the coupling value in terms of bridge structure
can be done by expanding Ĝbr in Equation (9.15) to different orders of the VBi,Bj
intra-bridge matrix elements. We define the diagonal bridge Green’s function,

ĝbr (Etun) = (
EtunÎ − Ĥ br

dia

)−1
(9.16)

and perform a Dyson expansion in V̂ br , i.e. Ĝbr = ∑∞
N=1 ĝ

br (V̂ br ĝbr )N−1. Substi-
tuting the Dyson expansion into Equation (9.14) gives

TDA =
∞∑

N=Nmin

TDA(N), (9.17)

where

TDA(N) =
∑
PathN

PathN
(
D,Bi1, Bi2, . . . , BiN , A

)
(9.18)

and

PathN
(
D,Bi1, Bi2, . . . , BiN , A

) = VD,Bi1
1

�Ei1
VBi1 ,Bi2 . . .

1

�EiN
VBiN ,A (9.19)

(�Ein = Etun − EBin ). Equation (9.19) defines a through-bridge tunnelling path-
way from to D to A that visits N bridge states (Figure 9.4). The tunnelling matrix
element is formally a sum of an infinite number of such tunnelling pathways,
(Equation (9.17)), but often a relatively small subset of pathways give most of the
TDA value. Each pathway in this subset is not necessarily of the same order in V̂ br

as the other members of the subset, because the VBi,Bj have variable values.
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Identifying the subset of the most important pathways enables the structural
analysis of TDA, since each pathway represents a sequence of tunnelling steps of
the transferring charge through local bridge structural units (bonds and antibonds).
Further, since different pathways in the sum may carry opposite signs, constructive
and destructive inteferences can be analysed in terms of structure. In this method-
ology there is an arbitrariness in the choice of the bridge basis set |Bi〉, although the
validity of Equation (9.17) in the tunnelling limit is independent of basis set. The
choice of two-centre bridge bonding and antibonding orbitals for the |Bi〉 is use-
ful, because it allows one to identify critical through-space jumps (low-magnitude
VBi,Bj ) that weaken the overall coupling strength and, thereby, to relate TDA to
protein secondary and tertiary structure. Another choice of basis set may be the
occupied and unoccupied eigenstates of individual aminoacids or the eigenstates of
the entire bridge. The important point is that different parts of the bridge structure
provide alternative tunnelling paths for the transferring electron, which interfere
constructively and/or destructively. Because of the variability of protein structures,
there exist few pathway and multiple pathway protein ET systems (Skourtis et al.,
2006; Beratan et al., 2009; Skourtis et al., 2010). The former are more sensitive to
bridge structural changes (e.g. local mutations that introduce new through-space
jumps into the few critical pathways). The success of structural analysis methods
for TDA is reflected by their ability to predict protein-bridge mutations that will
reduce or enhance TDA and thus the ET rate.

9.4 Tunnelling matrix element fluctuations
in deep-tunnelling ET reactions

The Marcus rate expression (Equation (9.2)) takes into account the energy gap
fluctuations that are caused by thermal molecular motions (and which provide
activation events to D–A resonance conformations). For an ensemble of ET systems
in the deep-tunnelling ET regime, Equation (9.3) gives the percentage of ensemble
members for which D and A electronic-state energies cross (the D–A resonance sub-
ensemble). An assumption behind Equation (9.2) is that the D–A tunnelling matrix
element TDA is the same for all members of the resonance sub-ensemble. However,
biomolecules are floppy, with a large range of molecular-motion timescales and
magnitudes. Therefore, each member of the resonance sub-ensemble generally sees
a different bridge structure compared with other members and has a different TDA
value. In this situation the ET rate expression should be modified to account for
TDA fluctuation effects. In the simplest theory of coupling-modulated rates,

kDA = 2π

h̄

〈
T 2
DA

〉
ρclas
FC , (9.20)
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where 〈. . .〉 denotes ensemble average ((Daizadeh et al., 1997; Troisi et al., 2003,
2004; Nishioka et al., 2005; Skourtis et al., 2005) and (Skourtis et al., 2006; Beratan
et al., 2009; Skourtis et al., 2010) for reviews). The above expression for the rate
is valid in the slow coupling-fluctuation regime. We define the average timescale
of significant coupling fluctuations (τcoupl) as the shortest decay time of the TDA
correlation function, < TDA(t)TDA(0) >. We define the average amount of time
that D and A remain in resonance as τFC = h̄/σ�U � h̄/√2λKBT (the Franck–
Condon time) (Troisi et al., 2003; Skourtis et al., 2005) ((Skourtis et al., 2006,
2010) for reviews). In the slow coupling-fluctuation regime, τcoupl � τFC , which
means that for each D–A energy crossing event, the D and A states see a static
TDA value (not necessarily the same for all sub-ensemble members). Usually τcoupl

is determined by valence angle motions, because these motions destroy atomic
orbital overlaps and modulate atomic orbital-to-orbital couplings (Skourtis et al.,
2005). The periods of valence angle motions are of the order of tens of fs, so that
τcoupl ≥ 10 fs. For solution-phase ET, τFC = h̄/√2λKBT � fs, because λ � 1 eV
(Skourtis et al., 2005). Therefore, the slow-coupling fluctuation regime is quite
common in molecular ET (Skourtis et al., 2006, 2010).

In Equation (9.20), 〈T 2
DA〉 = 〈TDA〉2 + σ 2

DA. The small and large coupling-
fluctuation regimes correspond to σDA < 〈TDA〉 and σDA > 〈TDA〉, respectively
(Balabin and Onuchic, 2000; Troisi et al., 2004; Skourtis et al., 2005, 2006; Bal-
abin et al., 2008; Skourtis et al., 2010). When σDA > 〈TDA〉, the most populated
low-energy structures of the ET-system ensemble do not provide the largest TDA
values. For significant ET to take place, the system has to access higher energy
molecular conformations that enhance TDA (as well as conformations that bring D–
A resonance). Therefore, the coupling fluctuations σDA introduce an additional (to
ρclas
FC ) temperature dependence to the rate that modifies the rate’s activation energy
U act

ela ((Skourtis et al., 2006, 2010) for reviews). The occurrence of large coupling-
fluctuations depends on the D–A distance RDA and on the bridge medium (Balabin
et al., 2008). The large fluctuation regime σDA > 〈TDA〉 sets in, on average, for
RDA > Rc, where Rc � 3–4 Å for water-mediated tunnelling and Rc � 6–7 Å for
protein-mediated tunnelling with metal donors and acceptors (Balabin et al., 2008).
Rc is a statistically derived medium-dependent quantity which measures the bridge
length beyond which TDA fluctuations are likely to become important due to bridge
motion. For example, for water-mediated tunnelling, Rc � 3–4 Å reflects the size
of the non-covalently bound bridge units (i.e. the size of the water molecule). As
discussed in the previous section, the structural analysis of TDA is important for
relating biomolecular structure to the ET rate. However, in the large coupling-
fluctuation regime, applying structural analysis methods to the minimum energy
(or crystallographic) ET-molecule structures cannot reveal the important tunnelling
pathways for ET, because the important pathways are provided by higher-energy
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Figure 9.5 (a) Probability densities of TDA for two distinct D-protein-A systems
(I and II) with the same average D-to-A distances (and D/A moieties), the same
activation energies, but different protein-bridge structures. The densities are cen-
tred at distinct TDA values due to bridge structural differences between the two
systems. The widths σDA of the probability densities are measures of the strengths
of TDA fluctuations for each of the systems. The small TDA fluctuation regime
shown in (a) means that the widths of PI (TDA) and PII (TDA) are not large enough
to make T rmsDA (I ) � T rmsDA (II ). Therefore, the differences in the TDA values of the
two systems cause differences in the D-to-A rates through T rmsDA (Equation (9.20)).
(b) The case for which the σDAs become large (due to an increase in D–A dis-
tance, the floppiness of the bridge, or an increase in temperature). In this case,
T rmsDA (I ) � T rmsDA (II ) and bridge structural fluctuations that cause fluctuations in
TDA wash out the differences of T rmsDA and thus in the ET rates.

molecular conformations. Therefore, it is necessary to find these conformations
(via molecular dynamics simulations, if possible), and then to do TDA structural
analysis on them, or to do a structural analysis of the statistical quantity 〈T 2

DA〉 that
enters the rate. Methods that do a structural analysis of 〈T 2

DA〉 have appeared in the
literature (Prytkova et al., 2007; Nishioka and Kakitani, 2008).

In the large coupling-fluctuation regime (σDA > 〈TDA〉), an important question
is whether the coupling fluctuations wash out structural differences in TDA among
ET species (Balabin et al., 2008; Skourtis et al., 2010). A way to visualize this
effect is to consider ensemble probability densities of TDA (Figure 9.5) ((Balabin
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et al., 2008) supporting information). Suppose two different D-bridge-A systems
(ET species (I) and (II)) have identical average RDA and U act

ela values, such that
differences in their ET rates may only be due to their bridge-mediated electronic
couplings TDA. If we plot the ensemble probability densities of TDA for the two
species, denoted PI (TDA) and PII (TDA), we will find that the densities have finite
widths σDA (due to coupling fluctuations) and different averages 〈TDA〉 (due to
structural differences). Figure 9.5a shows the small coupling-fluctuation regime
(σDA < 〈TDA〉) where the probability-density widths σDA are small enough such

that the rms coupling values T rmsDA =
√

〈T 2
DA〉 of the two species are distinguish-

able. In this case, differences in the electronic couplings will lead to distinct ET
rates (Equation (9.20)). Figure 9.5b shows a case with σDA > 〈TDA〉 such that
the probability densities overlap substantially and T rmsDA (I ) � 〈T rmsDA (II ). In this
case coupling fluctuations wash out the structural differences in the couplings
and in the corresponding rates (an average-tunnelling-medium picture would then
describe the couplings for both I and II, Equation (9.1)). This limit has not yet
been encountered for protein ET in the deep-tunnelling regime (i.e. metal D and
A (Balabin et al., 2008)). To explore coupling fluctuation effects on rates one can
try to enhance bridge motions (σDA) by increasing the temperature of the system.
Another, more direct method is the IR-induced modulation of σDA, where specific
bridge vibrations in regions critical to the coupling pathways are vibrationally
excited by an IR pulse (Skourtis et al., 2004; Skourtis and Beratan, 2007; Xiao
et al., 2009). This method has been realized experimentally for small-molecule
ET systems, where it was shown that IR excitation of specific bridge vibrations
changes the ET rate (Lin et al., 2009).

9.5 Vibrational quantum effects and inelastic tunnelling

In deriving Equation (9.2) it was assumed that the reaction coordinateQ is classical.
However, there may exist quantum degrees of freedom which are perturbed by ET,
such as a high frequency vibrational mode with h̄ω > KBT , whose equilibrium
position changes upon ET from D to A. In this situation the reaction coordinate has
to be extended to include the quantum degree of freedom (Jortner and Bixon, 1999;
Kuznetsov and Ulstrup, 1999; May and Kühn, 2011; Nitzan, 2006). For simplicity,
let us assume that there is one high frequency vibrational mode and denote by y
the displacement of the mode from its equilibrium position when the electron is in
|D〉. The mode Hamiltonian is

Ĥ vi = p̂2
y

2m
+ mω2ŷ2

2
=

∞∑
nD=0

εnD |nD(y)〉〈nD(y)|, (9.21)
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where |nD(y)〉 denotes the vibrational (mode) eigenstates and εnD = h̄ω(nD + 1/2)
the vibrational eigenenergies. When the electron transfers from D to A, the mode
feels a force FA. The equilibrium position of the mode thus shifts from y

eq
D = 0 to

y
eq
A = FA/mω

2. The Hamiltonian for the mode–electron interaction is given by

Ĥ el−vi = −FAŷ|A〉〈A|. (9.22)

With the electron in |A〉, the vibrational Hamiltonian is Ĥ vi + 〈A|Ĥ el−vi |A〉 and
its eigenstates are |nA(y)〉. They are related to |nD(y)〉 by |nA(y)〉 = |nD(y − yeqA )〉
and their eigenenergies are εnA = εnD − F 2

A/(2mω
2). If we assume that the mode is

thermally equilibrated prior to ET, then the ET rate from D to A can be written as a
thermally weighted sum of independent rates for vibronic (electronic-vibrational)
transitions from initial vibronic states |D; nD〉 = |D〉|nD〉 to final vibronic states
|A; nA〉 = |A〉|nA〉,

kDA =
∑
nD

PnD

∑
nA

k(D, nD → A, nA). (9.23)

PnD is the thermal equilibrium probability of state |nD〉 and k(D, nD → A, nA) is
the rate for the vibronic transition |D; nD〉 → |A; nA〉,

k(D, nD → A, nA) = 2π

h̄
T 2
DA (FC)quanD,nAρ

clas
FC (D, nD → A, nA), (9.24)

where (FC)quanD,nA = |〈nD|nA〉|2 is a quantum Franck–Condon factor. It is the
square of the overlap between the undisplaced and displaced mode wavefunc-
tions, i.e. |〈nD(y)|nD(y − yeqA )〉|2. Franck–Condon factors depend on the mode fre-
quency and the (inner-sphere) reorganization energy, λin = mω2(yeqA − yeqD )2/2 =
F 2
A/(2mω

2). For example, (FC)quanD=0,nA
= (exp(−λin/h̄ω))(λin/h̄ω)nA/nA!. The

term ρclas
FC (D, nD → A, nA) in Equation (9.24) is the Boltzmann activation fac-

tor for the classical reaction coordinate, given by Equation (9.3), with a modified
activation energy,

U act(D, nD → A, nA) = ((
Umin
A + εnA

)− (
Umin
D + εnD

)+ λ)2/
4λKBT ,

(9.25)

instead of U act
ela (Equation (9.4)). For all channels with εnD = εnA the activation

energy is the same as for the classical reaction coordinate, i.e. U act(D, nD →
A, nA) = U act

ela . These channels describe elastic tunnelling with respect to this mode
because the mode does not lose or gain energy due to ET. All channels for which
εnD �= εnA describe inelastic tunnelling, because the perturbation of the mode upon
arrival of the electron at A causes the exchange of energy (in multiples of h̄ω)
between the mode and the electron. Inelastic channels have modified activation
energies and can be activationless even if the elastic channels are activated.
For example, suppose that Umin

D − Umin
A = 3λ, such that in Equation (9.4),
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U act
ela = λ. In this case the elastic rate is suppressed because ρclaFC ∝ exp(−λ/KBT )

and λ � KBT . Consider an inelastic channel for which εnA � εnD + 2λ. Then
U act(D, nD → A, nA) � 0 and this inelastic channel becomes activationless
because the electron has given energy to the mode. If for this channel (FC)quanD,nA
is not small then the corresponding inelastic rate will be significant. This type of
inelastic ET enhances the ET rate in the inverted region where the elastic channels
are suppressed because Umin

D − Umin
A > λ.

It is also possible that the quantum vibrational mode coupled to ET is a bridge-
localized mode that is perturbed by the electronic occupation of a bridge electronic
state |B〉 ((Onuchic and Da Gama, 1986; Medvedev and Stuchebrukhov, 1997;
Troisi et al., 2003; Skourtis et al., 2004; Teklos and Skourtis, 2005; Nishioka
et al., 2005; Skourtis et al., 2005; Skourtis and Beratan, 2007; Xiao et al., 2009)
and (Skourtis et al., 2006, 2010) for reviews). Consider the simplest case of a
single bridge electronic state |B〉 where Ĥ br = EB |B〉〈B| and V̂ = VD,B |D〉〈B| +
VA,B |D〉〈B| + h.c. in Equations (9.10) and (9.13). When |B〉 is not occupied (i.e.
the electronic state is either |D〉 or |A〉), the vibrational Hamiltonian is Ĥ vi =∑∞
n εn|n(y)〉〈n(y)|, where |n(y)〉 denote the vibrational (mode) eigenstates and

εn = h̄ω(n+ 1/2) the vibrational eigenenergies. When the electron is at |B〉 it
exerts a force FB on the mode, i.e.

Ĥ el−vi = −FBŷ|B〉〈B|. (9.26)

The mode Hamiltonian then becomes Ĥ vi + 〈B|Ĥ el−vi |B〉, with eigenstates
|n(y − yeqB )〉 where yeqB = FB/mω

2 and eigenenergies εn − F 2
B/(2mω

2). The total
electron-vibrational Hamiltonian of the bridge is Ĥ br

el−vi = Umin
B + Ĥ br + Ĥ vi +

Ĥ el−vi , with eigenstates |B; n(y − yeqB )〉 = |B〉|n(y − yeqB )〉 (Umin
B is the minimum

of the bridge-electronic-state Born–Oppenheimer surface).
As the electron tunnels through the bridge it may exchange energy with this

bridge mode and cause a transition from an initial state |iB(y)〉 to a final state |fB(y)〉
of the undisplaced mode. Elastic tunnelling corresponds to |iB(y)〉 = |fB(y)〉 and
inelastic to |iB(y)〉 �= |fB(y)〉. If we assume that the mode is thermally equilibrated
prior to ET, then the ET rate from D to A can be written as a thermally weighted sum
of independent rates for vibronic transitions from initial vibronic states |D; iB〉 =
|D〉|iB〉 to final vibronic states |A; fB〉 = |A〉|fB〉,

kDA =
∑
iB

PiB

∑
iB

k(D, iB → A, fB). (9.27)

PiB is the thermal equilibrium probability of state |iB〉 and k(D, iB → A, fB) is the
rate for the vibronic transition |D; iB〉 → |A; fB〉, given by

k(D, iB → A, fB) = 2π

h̄
|〈D; iB |T̂ |A; fB〉|2ρclas

FC (D, iB → A, fB). (9.28)
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ρclas
FC (D, iB → A, fB) is the Boltzmann activation factor (Equation (9.3)) with

an activation energy similar to (9.25) where εnD is replaced by εiB and εnA by
εfB . 〈D; iB |T̂ |A; fB〉 is a vibronic bridge-mediated tunnelling matrix element that
contains the vibronic bridge Green’s function, i.e.

〈D; iB |T̂ |A; fB〉 = 〈D; iB |V̂ Ĝbrel−vi(Etun)V̂ |A; fB〉, (9.29)

where

Ĝbrel−vi(Etun) = (
EtunÎ − Ĥ br

el−vi
)−1 =

∑
n

∣∣B; n
(
y − yeqB

)〉 〈
B; n

(
y − yeqB

)∣∣
Etun − (

Umin
B + εn − FB/(2mω2)

) ,
(9.30)

(hereEtun is the energy of the initial (D) and final (A) vibronic states at resonance).
Substituting Equation (9.30) into (9.29) gives

〈D; iB |T̂ |A; fB〉 = VD,BVB,A
∑
n

〈
iB(y)

∣∣n(y − yeqB
)〉 〈
n
(
y − yeqB

)∣∣fB(y)
〉

Etun − (
Umin
B + εn − FB/(2mω2)

) ,

(9.31)

(Skourtis et al., 2004, 2006; Skourtis and Beratan, 2007; Xiao et al., 2009; Skourtis
et al., 2010). The above expression is a generalization of the elastic TDA formulae
(Equations (9.14) and (9.15)). The relevance of inelastic-tunnelling ET in bio-
logical processes is largely unexplored (for recent developments in olfaction see
Chapter 12).

9.6 Biological ET chains with tunnelling and hopping steps
through the protein medium

ET reactions mediated by electron tunnelling where the D and A moieties are
metal atoms and the tunnelling barrier is protein are often the components of
biological ET chains (Bendall, 1996; Page et al., 1999; Blankenship, 2002; Gray
and Winkler, 2003, 2005). The latter can be thought of as networks of D–A pairs
connected by forward (kD→A) and backward (kA→D) tunnelling-mediated ET rates
where, usually, kD→A � kA→D (Figure 9.1b). In these rate networks the role of
the protein medium is to provide a scaffold for the stabilization of the D and A
locations in space, to influence the energy gap and reorganization energy of each D–
A tunnelling step and to provide the tunnelling barrier (tunnelling matrix element
value) for each tunnelling step. The advantage of having electron tunnelling as
the basic ET transfer mechanism of the elementary transfer steps in biological ET
chains is that tunnelling forces the electron to occupy only the D and A moieties of
the rate network and to avoid the protein bridge. Therefore, biological ET chains
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are designed to transfer electrons to specific locations (the D/A moieties) and along
specific directions (defined by the sequences D and A pairs).

There is compelling evidence that metal–protein–metal ET chains can support
very long distance (micron scale) ET. This situation can arise in extra-cellular ET
(EET) processes such as the respiratory chains of dissimilatory metal-reducing
bacteria (DMRB) (Lovley and Phillips, 1988; Myers and Nealson, 1988; Nealson
et al., 2002; Gralnick and Newman, 2007). In DMRB, the final respiratory-electron
acceptors of the respiratory chains lie outside the cell and are often environmental
metal oxides. When there are no soluble electron acceptors in the immediate cell
environment of a DMRB, the bacterium can grow very long pilus-like appendages,
(bacterial nanowires), in order to find environmental metal oxides and to transfer
its electrons to them (Reguera et al., 2005; Gorby et al., 2006; El-Naggar et al.,
2008, 2010; Malvankar et al., 2011). Conductive probe atomic force microscopy
has been used to measure the electron current along bacterial nanowires of the
DMRB S. Oneidensis MR-1 (El-Naggar et al., 2010). In El-Naggar et al. (2010),
bacterial nanowires were connected to Au electrodes and it was shown that nA
currents could be sustained over bacterial wire lengths of 0.6 microns under a bias
voltage of 100 mV (resistivity 1 � cm). There is evidence that such transport is
mediated by multi-heme cytochromes (Fe-containing proteins) because mutants
of the bacterium which did not express two types of decaheme cytochromes were
not conductive (El-Naggar et al., 2010). Although the structures and assembly
architectures of these proteins within the nanowires are still unknown (Fredrickson
et al., 2008), theoretical models of bacterial nanowire transport (Strycharz-Glaven
et al., 2011; Polizzi et al., 2012; Pirbadian and El-Naggar, 2012) suggest that
a multi-site hopping mechanism can explain the observed current magnitudes
(El-Naggar et al., 2010). If each each site-to-site hopping step is D–A tunnelling
(e.g. Fe to Fe), then the site-to-site rates must lie in the fast limit of biological ET
(rate−1 ∼ 1–10 ps). Such rates require short (∼nm) D–A distances and relatively
small reorganization energies (less than eV). Therefore, the ET proteins responsible
for EET must be closely packed within the bacterial nanowire. Another mechanism
of transport that has been proposed for EET is band-like pi-stacking conductivity
(Malvankar et al., 2011). However, there is no theoretical analysis yet supporting
this mechanism (Malvankar et al., 2012; Strycharz-Glaven and Tender, 2012).
The observed micron-sized transport distances of EET in bacterial nanowires raise
new and exciting questions in the field of ET, as they force us to re-think charge
transport optimization on a cellular length scale. Understanding EET is important
for biogeochemistry and for energy-harvesting and bioelectrochemical devices
(Hau and Gralnick, 2007; Logan, 2009).

Although metal–protein–metal ET chains are very common in biology, there are
biological ET chains examples where the D and A are aminoacid moieties or other



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-09 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 20, 2013 10:56

216 Electron transfer in proteins

organic molecules rather than metals. In these cases, for many ensemble members,
the D and A electronic states will have similar energies to the bridge electronic
states (i.e. �EB ≤ KBT or, more precisely, 〈�U 〉 ≤ σ�U , where �U refers to
D–B and A–B energy gaps). Then, ET from D to A cannot be described as a single
tunnelling step, since there will be a high number of ensemble members for which D
(or A) become resonant to a protein bridge state (B). For these ensemble members
the electron (hole) will hop from D to B and then from B to A. Therefore the
TDB and TAB electronic couplings are important to the overall transfer, rather than
TDA (Skourtis and Onuchic, 1993; Skourtis et al., 1993; Skourtis and Mukamel,
1995; Xie et al., 1999; Skourtis et al., 2001). In general, when �EB ≤ KBT ,
through-bridge hopping takes over and the fluctuations that minimize �EB are
more important to the overall rate than the fluctuations in couplings. It is well
established that base-mediated hole hopping is important for long-distance hole
transfer in DNA (Schuster, 2004). Hopping within protein bridges, with aminoacids
acting as D and A, is encountered in biological systems such as DNA photolyases
and cryptochromes (Sancar, 2003; Kao et al., 2008; Brettel and Byrdin, 2010), in
some ribonuclease reductases (Stubbe et al., 2002), and in synthetically-modified
azurin (Shih et al., 2008; Gray and Winkler, 2009; Winkler and Gray, 2010). These
systems support charge transport reactions involving hole hopping along tyrosyl
or tryptophan aminoacids, which act as hole donors and acceptors (see Chapter 10
for relevanse to magnetoreception).

9.7 Conclusions

Because of the large variety of biomolecular ET architectures, the mechanisms
of biological ET are variable, ranging from coherent deep tunnelling to thermally
activated hopping. This chapter has focused on protein-mediated ET and describes
ET reactions for which the timescale of ET is long compared to that of ther-
mal equilibration of the ET reaction coordinate on the UD energy surface. This
assumption leads to the Boltzmann activation factors in the rate expressions (Equa-
tions (9.2), (9.24)). It has long been recognized that thermal equilibration of the
reaction coordinate is not a valid assumption for fast ET reactions, for which the
timescale of ET is similar to a timescale of relaxation of the reaction coordinate
motions on the UD surface. This is often the case with fast (ps) photo-excited
ET, where ET competes with vibrational relaxation. Examples of such reactions
are the primary charge separation in photosynthesis (Blankenship, 2002) and the
flavin-to-Trp hole transfer step in cryptochromes and DNA photoylases (Sancar,
2003; Kao et al., 2008; Brettel and Byrdin, 2010). These cases need theoretical and
computational methods that go beyond the Marcus-type non-adiabatic rate expres-
sions and that involve density matrix approaches with non-equilibrium vibrational
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dynamics (Warshel et al., 1989; Schulten and Tesch, 1991; Xu and Schulten, 1994;
Jortner and Bixon, 1999; Sumi and Kakitani, 2001; Warshel et al., 2001), or direct
propagation of the electronic and nuclear degrees of freedom (e.g. (Woiczikowski
et al., 2011)). However, in all types of ET reactions, the quantum-mechanical nature
of the electron (and in some cases of the high-frequency molecular vibrations) play
a central role in determining the ET rate. An interesting and largely unanswered
question is how evolution has optimized biomolecular ET assemblies and whether
this optimization involves the quantum or the classical components of the ET rate.
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A chemical compass for bird navigation

ilia a. solov’yov, thorsten ritz, klaus schulten
and peter j. hore

10.1 Introduction

Migratory birds travel spectacular distances each year, navigating and orienting
by a variety of means, most of which are poorly understood. Among these is a
remarkable ability to perceive the intensity and direction of the Earth’s magnetic
field (Mouritsen and Ritz, 2005; Wiltschko and Wiltschko, 2006; Johnsen and
Lohmann, 2008). Biologically credible mechanisms for the detection of such a
weak field (25–65 µT) are scarce, and in recent years just two proposals have
emerged as front-runners. One, essentially classical, centers on clusters of magnetic
iron-containing particles in the upper beak, which appear to act as a magnetometer
for determining geographical position (Kirschvink and Gould, 1981; Kirschvink
et al., 2001; Fleissner et al., 2007; Solov’yov and Greiner, 2007; Walker, 2008;
Solov’yov and Greiner, 2009a,b; Falkenberg et al., 2010). The other relies on the
quantum spin dynamics of transient photoinduced radical pairs (Schulten et al.,
1978; Schulten, 1982; Schulten and Windemuth, 1986; Ritz et al., 2000b; Cintolesi
et al., 2003; Möller et al., 2004; Mouritsen et al., 2004; Heyers et al., 2007;
Liedvogel et al., 2007b,a; Solov’yov et al., 2007; Feenders et al., 2008; Maeda
et al., 2008; Solov’yov and Schulten, 2009; Ritz et al., 2009; Rodgers and Hore,
2009; Zapka et al., 2009). Originally suggested by Schulten in 1978 (Schulten
et al., 1978) as the basis of the avian magnetic compass sensor, this mechanism
gained support from the subsequent observation that the compass is light dependent
(Wiltschko et al., 1993) (for a review see e.g. (Wiltschko et al., 2010)). The
radical pair hypothesis began to attract increased interest following the proposal
in 2000 that free radical chemistry could occur in the bird’s retina, initiated by
photoexcitation of cryptochrome, a specialized photoreceptor protein (Ritz et al.,
2000b).

Quantum Effects in Biology, ed. Masoud Mohseni, Yasser Omar, Gregory S. Engel and Martin B. Plenio.
Published by Cambridge University Press. © Cambridge University Press 2014.
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Figure 10.1 A simple radical pair reaction scheme.

The quantum evolution of highly non-equilibrium electron spin states of pairs of
transient spin-correlated radicals is conjectured to change the yields of their reaction
products in ‘wet, warm and noisy’ biological surroundings, even though the Zeeman
interaction with the geomagnetic field is more than six orders of magnitude smaller
than the thermal energy per molecule (kBT ). The classical thermodynamic effect
of such minuscule interactions on the positions of chemical equilibria and the rates
of activated reactions would be entirely negligible. The radical pair mechanism is
the only well-established way in which an external magnetic field can influence
a chemical reaction (Steiner and Ulrich, 1989; Brocklehurst, 2002; Timmel and
Henbest, 2004; Rodgers, 2009).

The origin of the magnetic field effect (MFE) can be understood by reference
to the simple reaction scheme shown in Figure 10.1: (1) A pair of radicals A•B•

is formed (e.g. by an electron transfer reaction) in an entangled state which may
be either singlet (spin quantum number, S = 0) or triplet (S = 1), depending on
the spin of the precursor molecule(s), which is conserved in the reaction. (2) The
radical pair is able to recombine from both the S and T states to form chemically
distinct products (SP and TP in Figure 10.1) with rate constants kS and kT respec-
tively. (3) S and T radical pairs coherently interconvert under the influence of local
magnetic fields arising from hyperfine interactions of the electron spins with mag-
netic nuclei in the two radicals. As a consequence, the fractional yields of the two
products are determined not only by kS and kT, but also by the extent and timing
of the magnetically controlled S↔T interconversion step. (4) This step is also,
crucially, enhanced or hindered by electron Zeeman interactions with an external
magnetic field. Thus, the fractional yields of the two products and the lifetime of
the radical pair become magnetic field dependent. If the radical pair is immobi-
lized, the tensorial nature of the hyperfine interactions implies a directionality in
the response to an external magnetic field, which could form the basis of a compass
sensor (Timmel et al., 2001; Cintolesi et al., 2003; Lau et al., 2010; Hill and Ritz,
2010; Solov’yov et al., 2010). The theory of the radical pair mechanism is well
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developed and has been successfully used over the last 40 years for the quantitative
interpretation of a variety of in vitro experimental data – not just MFEs, but also
electron and nuclear spin polarizations (Muus et al., 1977) and magnetic isotope
effects (Salikhov, 1996).

There is no doubt whatsoever that radical pair MFEs rely on coherent quantum
dynamics. When a radical pair is formed in a spin-conserving reaction from a
singlet or triplet precursor, it is created in a non-stationary coherent superposition
of the eigenstates of its spin Hamiltonian. As a consequence, the spin state of the
radical pair oscillates coherently at frequencies and with amplitudes determined by
the internal and external magnetic interactions. The frequencies typically fall in the
107–109 Hz range and can be significantly faster than the spin relaxation processes
(often <107 s−1) that cause decoherence and loss of spin-correlation.1 In many
cases, there is ample time for weak magnetic interactions to influence the spin
dynamics before the radicals react, and therefore to affect the product yields. The
clearest experimental demonstrations of this fundamentally quantum-mechanical
behavior, without which there would be no significant response to an external mag-
netic field, are the observations of quantum beats in the recombination luminescence
of radical ion pairs in non-polar solvents (Grigoryants et al., 1995; Bagryansky
et al., 2000, 2007) and the detection by EPR (electron paramagnetic resonance) of
zero-quantum coherences in radical pairs in photosynthetic reaction centers (Bittl
and Kothe, 1991; Kothe et al., 1991; Wang et al., 1992; Dzuba et al., 1996).

In most demonstrations of MFEs on radical pair reactions, the applied magnetic
field is comparable to or stronger than the internal hyperfine interactions, producing
significant changes in the spin energy levels of the radical pair and so altering
the yields of reaction products. One might therefore expect MFEs to be rather
slight when the electron Zeeman interaction is smaller than most of the hyperfine
interactions, as is probably the case for an in vivo radical pair magnetoreceptor.
In fact, a somewhat different mechanism, known as the ‘low field effect’ (LFE)
(Brocklehurst, 1976; Timmel et al., 1998; Eveson et al., 2000), comes into play in
this regime.

In the following, we first summarize the origin and properties of the LFE, then
review the important physical and chemical constraints on a possible radical-pair-
based compass sensor and discuss the suggestion that radical pairs in cryptochromes
might provide a biological realization for a magnetic compass. We then summarize
pertinent in vitro experimental data, and discuss their relevance to detecting the
direction of the Earth’s magnetic field. Finally, we review the current evidence
supporting a role for radical pair reactions in the magnetic compass of birds.

1 The term ‘spin relaxation’ is used here in the sense normally employed in magnetic resonance spectroscopy,
to denote the return of the radical pair electron–nuclear spin system to thermal equilibrium as a result of the
modulation of spin interactions by stochastic molecular motions.
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10.2 Theoretical basis for a chemical compass

10.2.1 Theoretical model and origin of the low field effect

Following Timmel et al. (Timmel et al., 1998), we first outline a simple theoretical
model of radical pair spin dynamics focusing on the effects of weak applied mag-
netic fields. Imagine a pair of radicals produced at time t = 0 in a pure S state, e.g.
by photoinduced inter- or intramolecular electron transfer. The density operator of
the spin system is then simply proportional to the singlet projection operator, P̂ S,

ρ̂(0) = P̂ S

M
= 1

M

M∑
ν=1

|Sν〉〈Sν| , (10.1)

where the sum runs over the M nuclear spin configurations, ν. The probability
that the radical pair is found to be singlet at some later time is determined by the
spin Hamiltonian Ĥ , which we assume to be a time-independent sum of hyperfine
(ĤHF) and electron Zeeman (ĤZ) contributions:

〈P̂ S〉(t) = Tr
[
P̂ Sρ̂(t)

] = Tr
[
P̂ Se−iĤ t ρ̂(0)eiĤ t

]
= 1

M
Tr
[
P̂ Se−iĤ t P̂ SeiĤ t

]
. (10.2)

Defining P S
mn = 〈m|P̂ S|n〉 and ωmn = 〈m|Ĥ |m〉 − 〈n|Ĥ |n〉, where |m〉 and |n〉 are

eigenstates of Ĥ , we have (Timmel et al., 1998),

〈P̂ S〉(t) = 1

M

4M∑
m=1

4M∑
n=1

∣∣P S
mn

∣∣2cos(ωmnt) . (10.3)

In general, neither ĤHF nor ĤZ commutes with P̂ S, meaning that the spin system
is formed in a non-stationary state. The coherent superpositions P S

mn oscillate
at frequencies ωmn, causing S↔T interconversion (Timmel et al., 1998). In the
absence of an applied magnetic field, this coherent time dependence, driven by
the hyperfine interactions, is typically in the MHz range. Assuming, for simplicity,
that the S and T states recombine spin-selectively with the same first-order rate
constant k (k = kS = kT in Figure 10.1), the ultimate yield of the reaction product
formed from the S state of the radical pair (the ‘singlet yield’) is given by

�S = k

ˆ ∞

0
〈P̂ S〉(t) e−kt dt = 1

M

4M∑
m=1

4M∑
n=1

∣∣P S
mn

∣∣2f (ωmn)

= 1

M

4M∑
m=1

4M∑
n=1

∣∣P S
mn

∣∣2 k2

k2 + ω2
mn

. (10.4)
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Thus, the contribution of a coherence P S
mn to �S is determined by its frequency

relative to the recombination rate. If k is much larger than all |ωmn|, then all
f (ωmn) = 1, and �S = 1. For the hyperfine and Zeeman interactions to have a
significant effect on the product yields (i.e. �S < 1), the recombination must be
slow enough that k ≤ |ωmn| for at least some (m, n), to allow time for the coherent
spin dynamics to drive the spin system out of the S state.

The origin of the effect of a very weak applied magnetic field may now be
seen (Timmel et al., 1998). In zero-field, there will, in general, be some coherent
superpositions that do not oscillate, becauseωmn = 0. If an applied field lifts such a
degeneracy, the coherence can then evolve and contribute to S↔T interconversion.
Provided the splitting so produced (ωmn) is not much smaller than k, this will result
in a reduction in �S (if the initial state of the pair is S). For a sufficiently long-
lived radical pair, even a field much weaker than the hyperfine interactions can
“unlock” zero-frequency coherences in this way. The energy-level shifts produced
by the field are of the order of the electron Zeeman frequency, γeB0/2π , i.e.
∼1.4 MHz for a 50 µT field. Such a weak field can therefore be expected to have
a significant effect on �S if the radical lifetime k−1 exceeds about 100 ns. An
additional condition for a significant LFE is that the rate of electron spin relaxation
R must also be slow enough (R−1 ≥ 100 ns) to allow the electron–nuclear spin
coherence to persist throughout the lifetime of the radical pair. Depending on the
number and distribution of hyperfine couplings, changes in �S of up to ∼50%
are predicted (Timmel et al., 1998). For examples of observations of LFEs on
chemical reactions in solution, see (Batchelor et al., 1993; Saik et al., 1995; Stass
et al., 1995a,b; Sacher and Grampp, 1997; Eveson et al., 2000; Henbest et al.,
2006; Rodgers et al., 2007).

10.2.2 Requirements for a magnetic compass

To form the basis of an effective compass magnetoreceptor, a radical pair reaction
must satisfy a number of conditions (Rodgers and Hore, 2009), which fall into
five broad overlapping areas: chemical, magnetic, kinetic, structural and dynamic.
(1) The radical pair must be formed in a coherent superposition of its electron–
nuclear spin states and at least one of the S and T states should undergo a spin-
selective reaction that the other cannot. (2) There should be suitable anisotropic
hyperfine interactions. (3) The lifetime of the radical pair must be long enough to
allow the weak magnetic field to affect the spin dynamics, and the rate constants
kS and kT should not be too dissimilar. (4) The Zeeman interaction can only
modulate the S↔T interconversion if inter-radical spin–spin (exchange and dipolar)
interactions are sufficiently weak. (5) To deliver directional information, the radical
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pairs must be aligned and immobilized and the spin system should relax sufficiently
slowly. These criteria are interlinked and not automatically mutually compatible.
For example, (3) places an upper limit on the separation of the radicals, while
(4) may require larger inter-radical distances. Both (3) and (4) may constrain the
chemistry, e.g. by requiring the magnetically sensitive radical pair to be formed
by sequential electron transfers rather than in a single step (Solov’yov et al.,
2007; Rodgers and Hore, 2009). Motional modulation of anisotropic hyperfine
interactions is a major source of spin relaxation in radicals so that (2) may be
incompatible with (5) unless the radicals are strongly immobilized.

Most of these factors and others have been investigated experimentally or the-
oretically (Timmel et al., 1998; Solov’yov et al., 2007; Efimova and Hore, 2008;
Lau et al., 2010; Hill and Ritz, 2010; Solov’yov et al., 2010). Our impression is
that there is no obvious “show-stopper” as far as a biological magnetic compass
is concerned and that cryptochromes (see below) appear to be fit for this purpose.
One great area of uncertainty, though, is how large the primary effect needs to
be. In practice, isotropic LFEs in vitro rarely exceed 10% and are smaller still in
magnetic fields approaching 50 µT. Anisotropic effects are likely to be no bigger.
As so little is known about cryptochrome signalling, it is unclear whether magnetic
responses at the 1–10% level would be sufficient. However, a few semi-quantitative
conclusions can be drawn from the above list (Rodgers and Hore, 2009). For exam-
ple, at 50 µT, the MFE, is expected to saturate when the spin coherence persists
for roughly 1 µs, so that there would be little evolutionary pressure for the lifetime
or the relaxation time to be much longer than this, and a sensitivity penalty if they
were much shorter. Perhaps coincidentally, the lifetime of the magnetically sensi-
tive radical pair in DNA photolyase (a close relation of cryptochrome, see below)
is about 1 µs in vitro (Henbest et al., 2008).

10.2.3 Cryptochrome magnetoreception

Ritz et al. (Ritz et al., 2000b) proposed in 2000 that radical pairs formed pho-
tochemically in the protein cryptochrome could form the basis of the compass
magnetoreceptor. No other candidate molecule has been put forward in the inter-
vening years. Cryptochromes occur in several of the organisms for which magnetic
field effects have been reported, including fruit flies, plants and migratory birds
and have been shown to act as photoreceptors in a variety of species (Lin and
Todo, 2005). In plants, they serve as photosensors for a number of developmental
responses such as hypocotyl growth, leaf expansion, induction of flowering time
and entrainment of the circadian clock. In insects, cryptochromes act as circadian
photoreceptors.
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Figure 10.2 (a) Structure of cryptochrome, the protein implicated in avian magne-
toreception. Cryptochrome internally binds the FAD (flavin adenine dinucleotide)
cofactor which governs the functioning of the protein. The signalling state is
achieved via a light-induced photoreduction pathway involving a chain of three
tryptophan amino acids, indicated as Trp400, Trp377 and Trp324 using the amino
acid sequence numbers for Arabidopsis thaliana cryptochrome-1. (b) The cryp-
tochrome photocycle. The signalling function of cryptochrome is controlled by
the oxidation state of its flavin cofactor, which can exist in three interconvertible
redox forms, FAD, FADH• (or FAD•−), and FADH− (or FADH2) (Bouly et al.,
2007; Kao et al., 2008; O’Day, 2008). The FAD form is inactive and is thought
to be the resting state of the protein in the dark. Blue light triggers photoreduc-
tion of FAD to establish a photo-equilibrium that favors FADH• over FAD and
FADH−. The semiquinone radical FADH• state is the signalling state of the protein.
FADH• can be further reduced to the inactive FADH− form. The FAD→FADH•
and FADH•→FADH− reactions may be affected by an external magnetic field.
The excited state of the flavin cofactor, FAD∗ is a short-lived intermediate in the
photocycle.

Light-induced cryptochrome signalling appears to proceed via electron transfer
involving a chain of three tryptophan amino acids (the Trp-triad) and the cofactor,
flavin adenine dinucleotide (FAD) (Giovani et al., 2003; Bouly et al., 2007; Hoang
et al., 2008; Biskup et al., 2009), shown in Figure 10.2a. Photo-excitation of the
FAD in its fully oxidized state leads to the formation of three consecutive radical
pairs by donation of an electron along the Trp-triad to the FAD to form the FADH•

radical, as illustrated in Figure 10.2b. It is this state that is thought to be responsible
for biological signalling. Any factor that increases (decreases) the yield of this state
of the protein should result in an increased (decreased) cryptochrome signal for a
given light intensity. In principle, an external magnetic field could alter the yield
of the signalling state via its effect on the flavin–tryptophan radical pair (Cintolesi
et al., 2003; Solov’yov et al., 2007). In vitro, the FADH• state of cryptochrome has a
lifetime of about 1–10 ms with respect to reversion to the FAD state (Giovani et al.,
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2003; Liedvogel et al., 2007a; Biskup et al., 2009). There has been speculation that
this back-reaction might involve the superoxide radical O•−

2 (Ritz et al., 2009), and
could also therefore be modulated by the Earth’s magnetic field (Hogben et al.,
2009; Solov’yov and Schulten, 2009). If external fields influence the rate of flavin
reoxidation, they could alter the yield of the signalling state and so affect biological
activity.

Experimental evidence provides some support for a magnetosensing role for
cryptochrome. Growth of Arabidopsis thaliana seedlings in a 500 µT magnetic
field has been reported to enhance cryptochrome activity, such that the plants
responded as though they had been exposed to higher intensities of blue light than
was in fact the case (Ahmad et al., 2007). Magnetically enhanced cryptochrome
activity was manifest in shorter hypocotyls and higher anthocyanin levels compared
with control plants grown under identical blue-light intensities in weaker magnetic
fields. However, none of these effects could be replicated in a subsequent study,
which also failed to detect responses using substantially stronger magnetic fields
where radical pair effects might be expected to be more pronounced (Harris et al.,
2009). Related effects have been found for the circadian clocks of fruit flies in which
cryptochrome acts as a photoreceptor (Yoshii et al., 2009). In response to blue
light, cryptochrome activity increases the circadian period in Drosophila, an effect
that was found to be more pronounced in the presence of a weak magnetic field,
indicating enhanced cryptochrome signalling. Cryptochrome knock-out mutants
showed no magnetic field sensitivity, while flies overexpressing cryptochrome in
the clock neurons showed enhanced magnetic responses compared to wild type.
A recent investigation of behavioral responses of Drosophila in applied magnetic
fields has also implicated cryptochrome (Gegear et al., 2008, 2010). In these
experiments, flies were trained to associate the magnetic field with a food source,
and learned to use it as an orientational cue. These responses were absent in
cryptochrome-deficient flies.

In the context of avian magnetoreception, it is noteworthy that cryptochromes
have been found in birds’ retinas (Möller et al., 2004; Mouritsen et al., 2004).
There are some genetic indications of an involvement of cryptochromes in mag-
netoreception in birds (Freire et al., 2008), but the lack of transgenic birds has
hitherto precluded more clear-cut evidence. Theoretical considerations also pro-
vide support for the cryptochrome hypothesis. For example, the theory of electron
transfer reactions (Moser and Dutton, 1992) indicates that a radical pair in a protein
environment could have a lifetime as long as 1 µs if the edge-to-edge inter-radical
separation, re were less than about 1.5 nm (Rodgers and Hore, 2009). This appears
to be consistent with the crystal structure of Arabidopsis thaliana cryptochrome
in which re = 1.47 nm for the FAD cofactor and the terminal residue of the tryp-
tophan triad (Brautigam et al., 2004). A further, related kinetic constraint can be
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Figure 10.3 Schematic illustration of the visual modulation patterns that might
be induced by the geomagnetic field for a bird flying in the eight cardinal direc-
tions (N, NE, E, SE, S, SW, W and NW). The geomagnetic field inclination
angle is 66◦ (appropriate for Frankfurt am Main, Germany) (Wiltschko and
Wiltschko, 1995b; Wiltschko et al., 2008). The modulation patterns are calcu-
lated for different degrees of orientational disorder of the cryptochrome molecules
within the receptor cells, characterized by the parameter ε0: (a) ε0 = 100 (highly
ordered); (b) ε0 = 10; (c) ε0 = 3; (d) ε0 = 1 (moderately disordered). For details,
see (Solov’yov et al., 2010).

derived from the reasonable assumption that the magnetically responsive radical
pair should be formed in less than 1 ns (so as to have a high quantum yield and
a pure initial spin state). Estimates, also based on Marcus theory, suggest that
this could be achieved if every electron transfer step involved in the formation of
the pair had a donor–acceptor separation re < 1.0 nm, a condition which again is
consistent with the FAD/Trp triad structure in Arabidopsis thaliana cryptochrome
(Rodgers and Hore, 2009).
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Finally, we turn to the degree of molecular ordering that would allow an array
of cryptochromes to show a significant directional response to a 50 µT magnetic
field and therefore to act as a compass sensor. Assuming that the magnetic signal-
transduction mechanism is linked into the rhodopsin-mediated visual detection
system, so that the bird literally sees a representation of the Earth’s magnetic
field, one can derive a filter function to model the transformation of the visual
field produced by a cryptochrome-based magnetoreceptor (Solov’yov et al., 2010).
Figure 10.3 shows examples of visual modulation patterns simulated in this way for
a bird flying horizontally in eight cardinal directions. Such calculations indicate that
even modest uniaxial molecular alignment could be sufficient to yield a directional
response suitable for compass detection (Lau et al., 2010; Hill and Ritz, 2010;
Solov’yov et al., 2010).

10.3 In vitro magnetic field effects on radical pair reactions

10.3.1 Anisotropic magnetic field effects

Radical pairs with lifetimes in excess of 100 ns can in principle form the basis of
a field-intensity sensor in the ∼50 µT range. However, for a compass, the reaction
must also respond to the direction of the field, implying that the radicals cannot
be free to rotate rapidly. As Schulten originally argued, (Schulten et al., 1978;
Schulten, 1982; Schulten and Windemuth, 1986), radical pairs are expected to
show anisotropic MFEs by virtue of the anisotropy of their hyperfine interactions,
provided the radicals are both immobilized and aligned. The theory of anisotropic
LFEs is essentially as presented above, with the exception that the spin Hamiltonian
now depends on the direction of the applied magnetic field with respect to the
molecular frame of the radical pair (Timmel et al., 2001; Cintolesi et al., 2003). As
before, the electron Zeeman interaction can unlock zero-frequency coherences and
so affect S↔T interconversion, but now the amplitudes of the relevant coherences
(P S
mn) will depend on the direction of the field. To make this more concrete, we

consider briefly the simple case in which one radical has no magnetic nuclei and
the other has an axial anisotropic hyperfine interaction with a single spin-1/2
nucleus. In the limit k � ‖ĤZ‖ � ‖ĤHF‖, the singlet yield, calculated as above, is
(Timmel et al., 2001; Cintolesi et al., 2003)

�S = 1

4
+ 1

8
cos2 ψ = 7

24
+ 1

24
(3 cos2 ψ − 1) , (10.5)

where ψ is the angle between the magnetic field and the symmetry axis of the
hyperfine tensor. In this case, �S has a rather simple form that varies between 1/4
and 3/8. In zero-field, �S is isotropic and equal to 3/8.
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Figure 10.4 Anisotropy of the singlet recombination yield,�S, calculated for the
8-nucleus flavin-tryptophan radical pair described in the text. The magnetic field
strength was 50 µT and the recombination rate constant, k = 2 × 105 s−1. [Taken
from (Cintolesi et al., 2003).]

Any in vivo radical pair magnetoreceptor is unlikely to have magnetic responses
as simple as the one-nucleus case just considered. Figure 10.4 shows the result
of a simulation of the anisotropic part of �S for a more realistic, multinuclear,
flavin-tryptophan radical pair, [FH• Trp•] (Cintolesi et al., 2003). This calculation
was performed for a spin system comprising two electrons and a total of eight
nuclear spins (two 14N and three 1H in FH•, one 14N and two 1H in Trp•). The
hyperfine tensors were taken from EPR and ENDOR data and DFT calculations,
and the relative orientation of the two radicals is that of the FAD cofactor and Trp306

in the crystal structure of E. coli DNA photolyase. The polar plot in Figure 10.4
shows the anisotropy of �S for different directions of the static field, with red
and blue representing values of �S that are respectively larger and smaller than
the spherical average. It is clear, at least for this particular radical pair, that the
orientation dependence of the reaction yield is not very different from that in
Equation (10.5). The approximate symmetry axis of �S appears to be determined
by the two nitrogens in the flavin radical which have strong, near-axial hyperfine
tensors with almost collinear principal axes (Cintolesi et al., 2003).

Recent proof-of-principle experiments have shown for the first time that a radical
pair reaction can respond both to the presence of a magnetic field weaker than
50 µT and to the direction of a (slightly stronger) field. Maeda et al. (Maeda
et al., 2008) studied a carotenoid-porphyrin-fullerene triad molecule (CPF) in
which two sequential photo-induced intramolecular electron transfer steps produce
the magnetically sensitive radical pair (or more strictly, biradical) [C•+ P F•−]
(Figure 10.5a,b). Both S and T states are able to recombine (at different rates, kS

and kT. Transient absorption experiments show that in frozen isotropic solution
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(a) (c)

(b)

Figure 10.5 (a) Structure and (b) reaction scheme of the CPF (carotenoid-
porphyrin-fullerene) triad used to demonstrate the principle of a chemical compass.
SP and TC are excited singlet and triplet states of the porphyrin and the carotenoid,
respectively. (c) Polar plot of the anisotropy of the magnetic field effect on the
transient absorption of [C•+ P F•−] detected using an aligned sample (purple,
3.1 mT, 193 K) and by photoselection (red, 3.4 mT, 88 K). The maximum mag-
netic field effects in the two cases were ∼1.5% and ∼5%, respectively. The data
for the aligned sample have been doubled for clarity. [Adapted from (Maeda et al.,
2008).]

the yield of [C•+ P F•−] on a sub-microsecond timescale changes by ∼1.5% in a
magnetic field of 40–50 µT (Maeda et al., 2008). Anisotropic magnetic responses
of similar magnitude were observed in ∼3 mT magnetic fields using either an
aligned sample in a liquid crystalline solvent or photoselection with polarized
light (Maeda et al., 2008). The orientation dependence of the radical pair signal
(Figure 10.5c) is qualitatively consistent with Equation (10.5) and, like the avian
magnetic compass, depends on the inclination rather than the polarity of the field.
These measurements were made at low temperature to attenuate the effects of spin
relaxation, which would otherwise destroy all coherences before the radical pair
could recombine. The radical dynamics in a magnetoreceptor protein could well
be more favourable in this respect. For example, flavin–tryptophan radical pairs in
a cryptochrome retain their spin correlation for up to 10 µs at 1 ◦C (Biskup et al.,
2009).

10.3.2 Radiofrequency magnetic field effects

Radical pair reactions can also be affected by weak time-dependent magnetic fields.
If close to resonance with an energy-level spacing produced by Zeeman and/or
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Figure 10.6 Effect of a ∼300 µT radiofrequency field on the photochemical
reaction of chrysene-d12 with 1,4-dicyanobenzene as a function of the strength of
the applied static magnetic field. Red and blue lines are, respectively, for parallel
and perpendicular static and RF fields. The radiofrequencies are as indicated.
The dashed vertical lines indicate the static fields at which the RF radiation is
in resonance with the electron Zeeman interaction. [Taken from (Henbest et al.,
2004).]

hyperfine interactions, an oscillating field B1(t) can modify the spin dynamics
(Timmel and Hore, 1996; Woodward et al., 2001). As before, one of the conditions
for a significant effect is that the Zeeman interaction, γeB1, should at least be
comparable to the recombination rate k. If a rotating frame transformation is
appropriate, so thatB1 can be treated as independent of time, the theory is essentially
as given in Equation (10.4) (Timmel and Hore, 1996). In general, though, a more
sophisticated approach (e.g. γ -COMPUTE (Henbest et al., 2004; Rodgers et al.,
2005)) is required to account properly for the periodic time dependence of HZ(t).

Figure 10.6 illustrates some aspects of the effects of combined static and
radiofrequency (RF) fields on the reactions of small organic radicals in solu-
tion. The reaction here is a photo-induced intermolecular electron transfer between
the perdeuterated polycyclic aromatic hydrocarbon, chrysene (Chr-d12), and the
electron acceptor 1,4-dicyanobenzene (DCB). The singlet yield is monitored via
exciplex fluorescence. The figure shows the influence of a ∼300 µT RF field on the
recombination of [Chr-d•+

12 DCB•−] as a function of the applied static field strength
(B0) for four radiofrequencies when the two fields are either parallel or perpen-
dicular. Several features are apparent. The effect of the RF field depends strongly
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on its frequency; the parallel and perpendicular responses differ; the signals are
weak when the RF is off-resonance with respect to both hyperfine and Zeeman
interactions (static field B0 > 3 mT); and at the higher frequencies, a dominant
peak emerges close to the high-field EPR resonance condition, ν = γeB0/2π or
∼0.036 mT MHz−1 (the ‘Zeeman resonance’). Although not shown here, there are
also differences between the responses to linearly and circularly polarized RF fields
(Rodgers et al., 2009; Wedge et al., 2009). All of these effects, in a variety of radical
pairs, with and without isotopic substitution, can satisfactorily be simulated, using
independently determined hyperfine parameters and physically realistic estimates
of the recombination rate constant k (Rodgers et al., 2005, 2007, 2009; Wedge
et al., 2009). The observation of a pronounced Zeeman resonance provides scope
for a general diagnostic test for the operation of the radical pair mechanism that
does not require prior knowledge of the identity of the radicals or details of their
chemistry. As illustrated in Figure 10.6 (and described in more detail elsewhere
(Henbest et al., 2004)), radical pair reactions that exhibit responses to a static mag-
netic field should also be sensitive to the frequency and direction of an additional
RF field, and should exhibit a Zeeman resonance at a frequency that is not strongly
dependent on the hyperfine interactions, provided that they are dominated by the
static field. Such ideas lie behind the use of RF fields in behavioral experiments on
migratory birds (see below) (Ritz et al., 2004, 2009).

10.3.3 Magnetic field effects on a photoactive protein

Hitherto in this section, we have discussed exclusively MFEs on radical pairs that
bear little structural similarity to cryptochrome. A demonstration that cryptochrome
is sensitive, in vitro, to a 50 µT magnetic field at physiological temperatures would
provide powerful support for the cryptochrome hypothesis. So far, this has not been
achieved. However there has been a study of E. coli DNA photolyase, a protein with
high sequence homology to cryptochrome and similar photochemistry, in applied
magnetic fields somewhat stronger than the Earth’s (Henbest et al., 2008). Laser
flash photolysis of photolyase at 5 ◦C produced transient flavin and tryptophan
radicals in yields that showed 3–4% responses to a 39 mT static magnetic field.
These observations are consistent with a photochemical reaction scheme in which a
primary radical pair comprising the deprotonated FADH• radical and a tryptophan
cation radical, [FAD•− Trp(H)•+], is the magnetically sensitive species. The MFE
arises from competition on a ∼1 µs timescale between spin-selective back electron
transfer from the initially formed singlet state and deprotonation of the Trp(H)•+

radical, to form a non-magnetically sensitive secondary radical pair, [FAD•− Trp•]
with a lifetime of ∼1 ms. The MFE is thus manifest in the yield of a relatively
long-lived FAD-radical state of the protein corresponding to the signalling state in
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cryptochrome (Henbest et al., 2008). Although it has not yet been possible to extend
these measurements to higher temperatures or lower fields, they do indicate that
members of the cryptochrome/photolyase family satisfy many of the conditions
necessary for a viable magnetoreceptor. As discussed in (Henbest et al., 2008),
there are several possible reasons why these responses are too small to be detected
in an Earth-strength magnetic field and why they might be larger in specialized
magnetoreceptor cells.

10.4 Evidence for a radical pair mechanism in birds

10.4.1 Lack of evidence for alternative mechanisms

Magnetoreception has long been postulated to be based on magnetite or other
biogenic magnetic iron oxide particles. Simple detection of iron oxide contents
in an animal is by itself not sufficient to indicate a role for iron oxides in mag-
netoreception, unless this is supported by corroborating behavioral observations.
In birds, an iron oxide system has been found in the beaks in the vicinity of the
ophthalmic nerve (Kirschvink et al., 2001; Fleissner et al., 2003, 2007; Solov’yov
and Greiner, 2007, 2009b; Falkenberg et al., 2010). However, under conditions in
which birds show normal magnetic compass orientation in the seasonally appro-
priate migratory direction, their magnetic orientation responses are unaffected by
anesthetization (Beason and Semm, 1996) of the beak or lesioning of the trigeminal
branch of the ophthalmic nerve (Zapka et al., 2009). These results show clearly
that birds can detect the direction of a magnetic field without using the iron oxide
system in the beak, thus indicating the existence of another, as yet undiscovered,
magnetoreception system.

If this undiscovered system were based on iron oxide particles, one would
expect that a strong magnetic pulse would re-magnetize or re-organize the magnetic
material and therefore affect magnetoreception of an iron oxide based system. In a
behavioral test, the bird beak system was anesthetized and a strong magnetic pulse
applied, prior to testing magnetic compass responses. In these experiments, the
birds showed unimpaired magnetic compass orientation, strongly suggesting that
the undiscovered magnetoreception system is not based on a mechanism involving
iron oxides (Wiltschko et al., 2006). It is very likely that the beak iron oxide
system plays some role in magnetoreception, but there is scant evidence suggesting
that magnetoreception in birds can occur only with the help of iron oxide based
mechanisms: birds can orient magnetically without using the only known iron
oxide system in their beaks and application of a strong magnetic pulse, the standard
indirect behavioral test for identifying an iron oxide based system, fails to indicate
anyother iron oxide based system.
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10.4.2 Neurobiology

The radical pair mechanism postulates that magnetic field effects are perceived as
an indirect effect on light sensing. The most likely place for the receptors to be
located would be in the eye(s), so as to harness the power and speed of the visual
processing system. As mentioned above, the candidate photo-magnetoreceptor
molecule cryptochrome has indeed been found in avian retinas. Thus, the question
arises whether brain centers have been identified that receive visual inputs and
are involved in processing magnetic information. Using genetic markers, a brain
area termed Cluster N has been identified in European robins that is most active
during magnetic compass orientation experiments at night (Mouritsen et al., 2005),
when European robins migrate, and much less active when the eyes are closed
(Mouritsen et al., 2005; Feenders et al., 2008). Cluster N is part of the tecto-fugal
visual processing pathway, and neuronal tracing has shown that it receives input
from the eyes through only one synaptic transition (Heyers et al., 2007; Liedvogel
et al., 2007b). European robins with bilateral Cluster N lesions cannot perform
magnetic compass orientation (Zapka et al., 2009), but are capable of sun and
star compass orientation, demonstrating that Cluster N is involved in processing
magnetic information. It is unclear whether this area is involved in processing
compass information in birds whose compass operates during daytime and seems
to show the same functional properties as the compass of night migrants (Wiltschko
et al., 2007).

10.4.3 Radiofrequency effects on magnetic orientation

An oscillating magnetic field with a frequency that matches an energy-level split-
ting between radical pair spin states is expected to affect S↔T interconversion, as
in the in vitro experiments discussed above. Such fields could therefore change the
sensitivity of a radical pair to the geomagnetic field. Analogous to the application
of a strong magnetic pulse to modify the response of an iron oxide based compass
system, one thus expects that the presence of a resonant oscillating field will mod-
ify the response of a radical pair based compass system, leading to re-orientation
or disorientation in behavioral experiments when such a field is applied. Frequen-
cies of resonances with typical hyperfine couplings and the free electron Larmor
frequency fall into the range 1–100 MHz and one expects such fields to affect
magnetic compass orientation. The lack of knowledge of the chemical nature of
the hypothetical radical pairs in animal compass systems precludes more accurate
predictions.

Figure 10.7 shows (a) the experimental arrangement used to investigate the
effects of oscillating magnetic fields on the orientation of European robins and (b)
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(a)

(b)

Figure 10.7 (a) Schematic representation of the experimental arrangement used
in Frankfurt to investigate the effects of radiofrequency magnetic fields on the
orientation of European robins in the Earth’s magnetic field. The birds’ responses
were recorded in funnel-shaped cages illuminated by diffuse light from above. In
addition to the local geomagnetic field, an oscillating magnetic field was applied in
each experimental condition. The funnels were lined with coated paper on which
the birds left scratches as they moved. Analysis of the distribution of scratch marks
allowed the birds’ degree of orientation to be determined. For details see (Ritz
et al., 2004, 2009). (b) The outcome of the experiments using radiofrequency
fields of the indicated intensity and frequency is presented as follows: circles
with a minus denote disorientation, and circles with a plus denote statistically
significant orientation in the appropriate migratory direction.
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the results of experiments performed between 2004 and 2007 (Ritz et al., 2004;
Thalau et al., 2005; Ritz et al., 2009). In all conditions, the oscillating magnetic field
was superimposed on a static magnetic field of either 46 µT (geomagnetic field)
or an amplified static field of doubled intensity. The linearly polarized oscillating
field was vertical, thus forming a 24◦ angle with the static magnetic field. At an
intensity of about 1% of the geomagnetic field, oscillating fields disrupt orientation
of European robins at frequencies between from 0.65 up to 7 MHz, the highest
frequency realized in the experimental setup. At frequencies below 30 kHz, the
oscillating fields did not affect the robins’ orientation. Bimodal orientation results
at 0.1 and 0.5 MHz (not shown in the figure), suggested a transition region between
oriented and disoriented behavior. These results suggest that the radical pair lifetime
or the spin relaxation time, whichever is shorter, is in the range 2–10 µs (Ritz et al.,
2009). Clearly, an oscillating field with a period longer than the spin-relaxation
time would be effectively static, and addition of a weak static magnetic field at 1%
of the geomagnetic intensity is not expected to have a significant effect. Perhaps the
most noteworthy feature of the oscillating field effects is that there is a dramatically
stronger disruptive effect at 1.315 MHz, corresponding to the spin-only (i.e. g = 2)
electron Larmor frequency in the geomagnetic field of 46 µT. At this frequency,
a 15 nT RF field led to disoriented behavior, whereas about 30 times stronger
fields were necessary to disorient birds at other frequencies. These observations
suggest that one of the electron spins is magnetically isolated, i.e. that it is located
on a radical with no hyperfine interactions (Ritz et al., 2009). This suggestion is
bolstered by the observation that doubling the static field intensity also doubles
the frequency at which a 15 nT field leads to disorientation, as expected for the
Zeeman resonance of a g = 2 radical.

A particularly strong disruptive effect of oscillating magnetic fields at the spin-
only Larmor frequency has been observed in all species for which effects of
oscillating fields on magnetic compass orientation have been found, namely in
migratory European robins, non-migratory chickens (Wiltschko et al., 2007) and
Zebra finches (Keary et al., 2009), as well as in cockroaches (Vacha et al., 2009).
This suggests that the magnetically sensitive radical-pair reaction has a similar
chemical nature in different species. Radicals with an isolated electron spin are
unusual in organic environments, as they need to be devoid of hydrogen or nitrogen
atoms. The chemical nature of this postulated radical remains unknown. Superoxide
and dioxygen have been suggested as possible candidates (Solov’yov and Schulten,
2009; Ritz et al., 2009), but cannot be reconciled with known physical properties
(Hogben et al., 2009).

The existence of disruptive effects is a first indication supporting the radical-
pair mechanism, but it is crucial that additional control conditions be tested to rule
out that the change in orientation is due to an unrelated non-specific cause, e.g. a
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change in motivation due to the presence of the oscillating fields. Oscillating fields
had no effect on the magnetic compass of mole rats, a blind, subterranean animal
whose compass is probably based on iron oxide materials (Thalau et al., 2006),
indicating that effects of oscillating fields appear not to affect iron-based systems.
A key control observation is that the angle of the oscillating fields with respect to
the geomagnetic field determines whether birds are oriented or disoriented (Ritz
et al., 2004; Thalau et al., 2005). Birds were disoriented when the oscillating fields
formed a 48◦ (or 24◦) angle with the geomagnetic field, but not when they were
collinear with the geomagnetic field. The choice of 48◦ is particularly meaningful
as a control condition, because at this angle, the oscillating field is applied at the
same angle relative to the horizontal plane (in which the birds move during the
experiments) as in the 0◦ condition. There is no reason why the birds’ motivation
should be affected differently by non-specific effects of oscillating fields of equal
intensity, frequency and direction with respect to the horizontal. It appears much
more likely that oscillating fields produce a resonance effect, in which case it is
indeed expected that a collinear oscillating field will leave radical-pair reactions
unaffected (Ritz et al., 2009). The observation of oscillating magnetic field effects
strongly supports the existence of a radical-pair mechanism, but the quantitative
interpretation of the observed effects still raises a number of questions, discussed
in more detail in (Ritz, 2011).

10.5 Conclusion

The last decade has seen a number of studies from different fields that support
the photo-magnetoreceptor and cryptochrome hypotheses. Man-made radical-pair
reactions have been designed that have proved to be sensitive to Earth-strength
magnetic fields. Behavioral experiments using radiofrequency fields support the
existence of a radical-pair mechanism in birds. Studies at the protein level suggest
that cryptochromes and the closely related photolyases have properties conducive
to magnetic sensing, such as formation of long-lived radical pairs. Magnetic field
effects have been observed in several genetic organisms and were absent when
cryptochromes were deleted. A visual brain area has been identified that is active
during magnetic orientation behavior, and without which birds become disoriented
in magnetic orientation experiments. At this point, the radical-pair hypothesis is
not proven: fundamental questions remain in many relevant areas, as discussed in
Ritz (2011). However, support for this hypothesis has strengthened significantly,
in particular for migratory birds. If it can be shown conclusively that birds use
a radical-pair-based compass, this would be a dramatic example of the use of
a coherent quantum-mechanical process in a biological system and with clear
biological relevance.
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Quantum biology of retinal

klaus schulten and shigehiko hayashi

11.1 Introduction

Retinal is a biological chromophore ubiquitous in visual receptors of higher life
forms, but serving also as an antenna in light energy transformation and phototaxis
of bacteria. The chromophore arises in various retinal proteins, the best known
two being the visual receptor rhodopsin and the light-driven proton pump bacteri-
orhodopsin. The ubiquitous nature of retinal in photobiology is most remarkable
as the molecule shows an extremely wide adaptability of its spectral absorption
characteristics and a precise selection of its photoproducts, both properties steered
by retinal proteins.

Rhodopsin (Rh) is a membrane protein of the rod cells in the retina of animal
eyes and contains a retinal molecule as a chromophore surrounded by the protein’s
seven transmembrane helices (Khorana, 1992), as shown in Figure 11.1. Rhodopsin
serves as the receptor protein for monochromic vision, in particular, for vision in
the dark. Analogous retinal proteins, called iodopsins, exist in the cone cells of the
retina and serve as receptor proteins for colour vision in daylight (Nathans et al.,
1986).

Retinal proteins also serve in certain bacteria as light-driven proton pumps that
maintain the cell potential, as in case of bacteriorhodopsin (bR) (Schulten and
Tavan, 1978), or as light sensors in bacterial phototaxis (Spudich and Jung, 2005).

All retinal proteins are structurally homologous, being composed of seven trans-
membrane helices with a retinal chromophore bound to a lysine side group. The
photoactivation mechanisms of the proteins’ retinal moieties are similar, but dis-
tinct from each other. The primary event of retinal photoactivation is a photoiso-
merization reaction (Birge, 1990). The photobiological mechanism of retinal has
been fascinating experimental and theoretical researchers over many decades until
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Figure 11.1 Visual receptors. (a) Cross-section of the eye with lens and iris on
the left and the retina with nerve cells highlighted on the right. (b) The retinas
of animals contain millions of rod and cone receptor cells. Shown are shapes and
arrangement of rod and cone cells. (c) Discs in the cone and rod cells. The discs are
hollow and made of membranes that are saturated with the light receptor protein,
rhodopsin (Rh), in the case of rods, and several types of proteins, iodopsins,
in the case of cones. In the figure Rhs are highlighted. (d) Light is absorbed
by retinal (red), the chromatophore molecule situated inside Rh (blue tube and
grey surface), which in turn is located inside a lipid (brown) membrane. Light-
excited retinal undergoes an isomerization reaction triggering the visual signal;
this chapter describes the quantum-mechanical nature of retinal’s light absorption
characteristics and photo reactions.

today. In this chapter, the quantum processes involved in the photoactivation of
retinal in Rh and related proteins are presented.

11.2 Retinal in rhodopsin and bacteriorhodopsin

Figure 11.2 depicts the chemical structure of the retinal chromophore, mainly a
polyene chain with six conjugated double bonds. One end of the polyene chain
is covalently attached to a lysine residue through a protonated Schiff base (PSB);
the other end forms a β-ionone ring. Upon photoabsorption, the polyene part of
retinal undergoes isomerization towards an isomer different from that of the initial
(reactant) state, i.e. one of the retinal double bonds (discussed further below) rotates
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Figure 11.2 Chemical structure of the retinal chromophore linked through a pro-
tonated Schiff base to a lysine amino acid residue of the sensory protein rhodopsin;
the nitrogen atom involved in the linkage is protonated. The polyene backbone of
retinal ends on the right side in the protonated Schiff base and on the left side in
a β-ionone ring. Shown is the conventional numbering of retinal carbon atoms.
Bonds depicted by two parallel lines, e.g. the 11–12 bond, are the so-called dou-
ble bonds that exhibit typically very high (compared with physiological thermal
energy kBT ) torsional energy barriers preventing spontaneous 0◦ → 180◦ rota-
tion; bonds depicted by a single line, e.g. the 1–11 bond, are the so-called single
bonds that exhibit typically lower torsional energy barriers.

by 180◦. During the primary, extremely fast (50–500 fs) isomerization step, retinal,
confined to its tight protein binding pocket, is forced to accommodate the 180◦

rotation around one bond with a minimal change of its overall shape, which it
achieves through torsional counter-rotations involving its other bonds; though in
doing so, ending up in a high energy conformation. Because of the high energy
content, the torsional distortions of retinal seek to relax, which brings about an
overall shape change of retinal that can be accommodated only if the surrounding
protein alters its shape, too. This accommodation and subsequent protein processes
coupled to it, for example motion of internal water and proton transfer, initiates a
photocycle during which the retinal protein assumes a new functional state.

In the case of Rh, the protein enters an intermediate signalling state that activates
a cascade of signalling reactions involving other proteins. Eventually, the cascade
amplifies Rh signalling sufficiently for the interior electrical potential of the rod
cell to change enough to induce firing of neurons, the so-called ganglion cells,
linking the retina to a brain area relevant for vision. The description given here
does not do justice to the complexity and impressive function of the retina.

In the case of bR, changes in the protein interior brought about by retinal
photoisomerization induce the vectorial transfer of a proton from the interior to the
exterior of the bacterial cell wall, in which bR resides, charging the bacterial cell
energetically.

As shown in Figure 11.1, Rh is a visual pigment responsible in animal eyes for
monochromic vision in the dark. In the human eye, three other visual pigments,
iodopsins, also exist in the retina, namely in the so-called cone cells, and are
responsible for colour vision. The visual pigments are members of the protein
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Figure 11.3 (a) Structure and photodynamics of rhodopsin. Seven transmembrane
helices of the protein embed a retinal (red). (b) Photoreaction in Rh. Upon pho-
toabsorption, retinal undergoes isomerization from 11-cis to all-trans. Retinal is
shown bound as a protonated Schiff base to a lysine residue.

family of G-protein coupled receptors (GPCRs); photoactivation of the receptors
leads to binding of G-protein to initiate a signalling transduction cascade (Shichida
and Imai, 1998). Figures 11.1d and 11.3a depict the protein structure of Rh. In the
resting dark state of Rh and the three human iodopsins, retinal is found in an 11-cis
configuration. The primary photoreaction is a photoisomerization of retinal from its
11-cis state to its all-trans state, as shown in Figure 11.3b. The photoisomerization
reaction in Rh is one of the fastest molecular reactions in nature; it completes
within 200 fs (Schoenlein et al., 1991; Kochendoerfer and Mathies, 1996; Polli
et al., 2010).

Photoabsorption spectra of Rh and of the three iodopsins reach over a wide range
of the visible spectrum: the photoabsorption maximum of Rh is at 500 nm, i.e. at
a wavelength where sunlight has maximum intensity on the surface of the Earth.
Photoabsorption of the three human iodopsins covers 400–500 nm, 450–630 nm
and 500–700 nm, with absorption maxima around 430, 550 and 570 nm. The
absorption characteristics permit the iodopsins to discriminate colour hues, an
impressive ability as most readers can judge. It is remarkable that all four human
visual receptors employ 11-cis retinal, yet absorb 400–700 nm light; the quantum-
mechanical mechanism underlying spectral tuning is explained further below.

Microbial rhodopsins are widely distributed in archaea, bacteria and unicellular
eukaryotes, and function as photosynthetic light-driven ion pumps and photo-
sensory receptors (Spudich and Jung, 2005). The proteins exhibit high sequence
homology with one another, but no detectable homology with GPCR rhodopsins
is seen. Recently, microbial rhodopsins have attracted much attention for their
wide distribution in the huge euphotic zone of the deep sea (Béjà et al., 2000;
Kolber et al., 2000). Microbial rhodopsins also caught the limelight as tools of a
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Figure 11.4 (a) Structure and photodynamics of bacteriorhodopsin. A PSB retinal
chromophore (purple) is located in the protein. Carboxylate protein groups in the
proton channel, involved in light-induced proton pumping, are also highlighted.
(b) Photoreaction in bR. Upon photoabsorption, retinal undergoes an all-trans to
13-cis isomerization.

newly developed neuroscience technique called optogenetics; neural circuits are
controlled in vivo by photoillumination through photosensitive ion channel and
pump rhodopsins genetically expressed in neurons (Zhang et al., 2007).

Bacteriorhodopsin (bR), an extensively studied archaeal rhodopsin, functions
as a light-driven proton pump. Figure 11.4a depicts the structure of bR. A proton
channel exists in the region between the transmembrane helices, involving carboxy-
late side-chain groups, the protonated Schiff base of retinal and water molecules.
In the dark resting state of bR, retinal is found in its all-trans form, i.e. not in its
11-cis form as in the visual receptors. The primary photoreaction isomerizes the
all-trans form to 13-cis, as shown in Figure 11.4b. The photoisomerization reaction
in bR, as in Rh, is fast with a sub-picosecond time constant (Gai et al., 1998).
The photoisomerization triggers a photocycle that couples protein conformational
changes to vectorial proton transport from the cytoplasmic side to the extracellular
side of the bacterial cell membrane.

As in the case of visual receptors, absorption spectra of microbial rhodopsins
are adapted to the bacterial habitat and to their particular function. For example,
the spectra of proteorhodopsin of various aquatic species are adapted to the water
depth in which a species typically lives. Another example is furnished by bacterial
rhodopsins, sRI and sRII, which function as sensors for phototaxis in archaebac-
teria and possess different photoabsorption spectra due to their opposite functions.
The absorption maximum of sRI, 587 nm, is close to the maxima of bacterial
rhodopsins acting as ion pumps serving cell function and, thus, sRI features posi-
tive phototaxis guiding the bacteria to the suitable light environment. sRII, however,
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with an absorption maximum at 498 nm, features negative phototaxis and, mainly
expressed in an aerobic environment situation, repels bacteria from the intense light
at ∼500 nm typical of such environments; sRII, thereby, prevents photooxydative
damage to the cells.

11.3 Quantum physics of excited state dynamics

An electronically excited state of the chromophore generated by absorption of a
photon decays one way or another to the electronic ground state. In a photoactive
protein, the decay route is controlled depending on the protein’s function, favouring
a route that ends up in a new energy minimum on the ground state surface; in this
minimum the protein is in its active state. Here we outline the quantum-mechanical
description of the excited state dynamics and its control.

The excited state processes involve the nuclear motion of chromatophore and
protein proceeding on the Born–Oppenheimer (BO) or adiabatic potential energy
surfaces of the excited and ground electronic states, and also involve transition
between the two surfaces. The description of the processes is based on the non-
relativistic Hamiltonian of the system, Ĥ , that is expressed as a differential operator
with respect to coordinates of electrons, r, and coordinates of nuclei, R,

Ĥ (r,R) = T̂N (R) + ĤBO(r,R). (11.1)

Here, T̂N (R) is the nuclear kinetic energy operator and ĤBO(r,R) is the BO
Hamiltonian, which consists of the electronic Hamiltonian and the nuclear repulsion
energy,

ĤBO(r,R) =
Nelec∑
i

(
− h̄2

2me
∇2
i

)
−

Nelec∑
i

Nnuc∑
A

ZAe
2

4πε0riA

+
Nelec∑
i

Nelec∑
j>i

e2

4πε0rij
+
Nnuc∑
A

Nnuc∑
B>A

ZAZBe
2

4πε0RAB
, (11.2)

where Nelec and Nnuc are the numbers of electrons and nuclei, respectively, me is
the mass of the electron, h̄ = h/(2π ) is the reduced Planck constant, ZA is the
atomic number of atom A, e is the elementary electric charge and ε0 is the vacuum
permittivity. Electronic and nuclear motion are separated according to the Born–
Oppenheimer (BO) approximation. In this approximation, electronic wavefunction
and energy of the electronic states are determined by solving the Schrödinger
equation for ĤBO(r,R):

ĤBO(r,R)"I (r,R) = EBOI (R)"I (r,R), (11.3)
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hv′

Figure 11.5 Competition of excited state decay paths in a photodissociation reac-
tion of a diatomic molecule, e.g. NaI. The excited state decay paths seen in this
simple photoreaction are representative of the more complex photoreaction of
retinal in Rh. Thick solid and thin dashed lines represent adiabatic and diabatic
potential energy curves, defined in Section 11.4. Upon photoabsorption to the FC
region (solid upward arrow), a wavepacket describing the equilibrated nuclear
motion on the ground state potential energy curve, labelled S0, is lifted to the
excited state potential energy curve, labelled S1, and relaxes then to a nearby
potential energy minimum (thin dotted arrow). Subsequently, the excited state
population decays via three paths: fluorescence (solid downward arrow), non-
radiative decay (thick dashed arrows) to vibrationally excited states of the ground
state curve and non-radiative decay to a photoproduct through an avoided energy
curve crossing (discussed in Section 11.4).

where "I (r,R) and EBOI (R) are the BO or adiabatic wavefunction and energy,
respectively, of the Ith electronic state at a fixed nuclear geometry R. The eigenvalue
problem (11.3) is solved through methods of quantum chemistry.

In general, the excited state decay involves more than one decay path; the paths
compete with each other kinetically (Atkins and de Paula, 2009). Figure 11.5
depicts, schematically, possible paths. Firstly, upon photoabsorption, the chro-
mophore in the resting electronic ground state is promoted to the electronic excited
state, according to the Franck–Condon (FC) principle, without changing the nuclear
geometry, in what is referred to as a vertical excitation. The conformational space
region in the excited state reached after the vertical excitation from the ground
state nuclear Boltzmann distribution, is called the FC region. The FC region is
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usually not at an energy minimum of the excited state potential energy surface
and, hence, the vertical excitation generates vibrationally excited (i.e. hot) states of
nuclear motion, which relax immediately, dissipating their energy into surround-
ing nuclear degrees of freedom and effectively cooling the nuclear motion viewed
along nuclear coordinates involved in further key geometrical changes.

One of the main decay paths after photoexcitation is fluorescence where the
chromophore decays ‘vertically’ back to the electronic ground state by emitting
a photon, the wavelength of which corresponds to the energy gap bridged in the
vertical decay. Other decay paths involve non-radiative transitions in which the
system moves to a nuclear geometry, where excited state and ground state energy
surfaces intersect, and transitions to the ground state without emitting a photon,
i.e. in a non-radiative way. The non-radiative transitions lead to highly excited
nuclear motion in the electronic ground state, the wavefunction of which matches
best that of the pre-transition nuclear motion in the electronic excited state. The
non-radiative transitions are described in detail in Section 11.5.

Non-radiative transitions that take place between electronic (excited and ground)
states of the same spin symmetry are called internal conversion. In this case
the transition is due mainly to so-called non-adiabatic coupling originating from
the nuclear kinetic energy operator T̂N (R). The system wavefunction in the BO-
approximation is factored into an electronic wavefunction "(r,R), the solution
of Equation (11.3), and a nuclear wavefunction �(R). Considering at present just
the electronic wavefunction, "I (r,R), which defines through Equation (11.3) the
electronic state potential energy surfaces EBOI , the non-adiabatic coupling that is
added to the wave equation for the nuclear motion �(R) is

〈"J (r,R)|T̂N (R)|"I (r,R)〉r � −ih̄
Nnuc∑
A

dAJI (R)
h̄

iMA

∇A, (11.4)

namely, a linear combination of operators acting on�(R). HereMA is the mass of
atom A. The R-dependent coefficients of this operator,

dAJI (R) = 〈"J (r,R)|∇A|"I (r,R)〉r , (11.5)

are called the non-adiabatic coupling vectors (Groenhof et al., 2009). In Equa-
tion (11.4), the second derivatives of the electronic wavefunction with respect to
the nuclear coordinates, R, are neglected. The role of the operator in Equation (11.4)
is considered further in Section 11.5. In Equation (11.5), 〈 · · · 〉r denotes integration
over the electronic coordinates.

The non-radiative processes can be discerned indirectly by measuring the quan-
tum yield of fluorescence, φfluor, which is defined as the ratio of the number of
photons emitted to the number of photons absorbed. If non-radiative transitions do
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not take place, the number of photons emitted from the population of the excited
state would be equal to the number of photons absorbed which produce the pop-
ulation; a measured decrease of the fluorescence quantum yield below unity is
indicative of significant non-radiative decay. In this case, the actual value of the
quantum yield permits one to estimate the speed of the non-radiative decay. For
the sake of simplicity, let us assume that the decay process and fluorescence can be
described by first-order kinetics with rate constants knon−rad and kfluor, respectively.
The quantum yield is then

φfluor = kfluor

kfluor + knon−rad
. (11.6)

One can conclude that an increased knon−rad leads to a decrease of the fluorescence
quantum yield.

11.4 Regulation of photochemical processes for biological function

Photoinduced processes in proteins are regulated according to the protein’s func-
tion. Functions are classified as photoactivation, as in rhodopsins, luminescence
as in green fluorescent proteins, and light-harvesting as in some photosynthetic
protein complexes.

For photoactive proteins, strong photoabsorption is a prerequisite to attain high
sensitivity to incoming light. As photoabsorption cross-sections are proportional
to the square of the transition dipole moment of the chromophore (Atkins and
de Paula, 2009), an optically allowed electronically excited state that contributes a
large transition dipole moment is needed. In this regard, the protonated Schiff base
of retinal is ideally suited for visual photopigments. The respective characteristics
of the optically allowed excited state of retinal is discussed in Section 11.6. In
addition to the photoabsorption cross-section, absorption energy, i.e. the spectral
maximum of absorption, is a key factor for visual photopigments. The mechanisms
underlying tuning of absorption maxima are discussed in Section 11.7.

Control of excited state decay after photoabsorption is also crucial for photore-
lated protein function. For example, photoactivation requires very different decay
channels from bio-luminescence. In the case of luminescence, the quantum yield
of fluorescence, φfluor, is maximized; this also applies to chromophores involved
in excitation energy transfer in light-harvesting systems. Both types of proteins
minimize the role of non-radiative decay. In contrast, photoactivation requires the
minimization of fluorescence and the channelling of non-radiative decay towards
formation of ground state photoproducts distinct from the initial, i.e. dark, state.

In the case of photoactivative proteins, a large knon−rad is essential for keeping
φfluor small, as can be concluded from Equation (11.6). As we noted above, the
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transition dipole moment of the chromophore in photoactive proteins must be large
in order to assure strong absorption of incoming light. Hence, fluorescence from
the optically allowed excited state is also fast, as the fluorescence rate is also
proportional to the square of the transition dipole moment. In order to realize a
large quantum yield for photoproduct formation, the respective non-radiative decay
channel needs to be much faster in the protein than the fluorescence channel, with
a typical decay time, i.e. 1/kfluor, of 1 ns.

Disorganized motion on the excited state surface does not result in motion
leading to a specific potential energy crossing point and subsequent product for-
mation in the ground state. Accordingly, photoactive proteins need to trigger very
fast specific motion on the excited state potential energy surface, leading to the
suitable potential energy crossing point. Typically, the protein environment plays
a role in funnelling the nuclear motion in the excited state along the desired
photochemical reaction coordinate. As mentioned above and discussed in detail
below, photochemical reactions of retinal in rhodopsins are extremely fast and well-
steered, leading to very weak fluorescence and high quantum yields of photoproduct
formation.

11.5 Potential energy crossing and conical intersection

Photochemical reactions constitute one of the non-radiative processes in chro-
mophores. Figure 11.5 depicts a prototype photochemical reaction process, pho-
todissociation of a diatomic molecule. This process is a one-dimensional analogue
of the type of processes occurring in more complex molecules like retinal. In the
case of a diatomic molecule, the ground state possesses a potential energy curve
along the atom–atom distance, with a minimum that corresponds to a stable ionic
bond; as the distance increases the potential energy increases steeply and undergoes
a so-called ‘avoided’ energy crossing (AEC) with a potential energy curve of the
covalent excited state of the molecule. Separating the atoms beyond the avoided
crossing in Figure 11.5 leads to dissociation into free neutral atoms.

In the one-dimensional reaction case depicted here, BO energy curves of two
states with the same spatial and spin symmetry do not cross (von Neumann and
Wigner, 1929). The non-adiabatic coupling term (11.5) contributes to the level
repulsion, in particular in the AEC region, where the close energies of two BO
states, I and J , give rise to strong non-adiabatic coupling, as one can see (note the
energy difference in the denominator) from the readily derived expression for the
non-adiabatic coupling vector,

〈"J (r,R)|∇A|"I (r,R)〉r = 〈"J (r,R)|[∇A, ĤBO(r,R)]|"I (r,R)〉r
EBOI (R) − EBOJ (R)

. (11.7)
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The commutator, [∇A, ĤBO(r,R)], in this expression corresponds to multiply-
ing the wavefunction "I (r,R) by function [∇A ĤBO(r,R)], the square brackets
[· · · ] denoting that ∇A only acts on ĤBO(r,R), but not beyond the brackets.
[∇A ĤBO(r,R)] represents the electrostatic force acting on atom A; since this
force is a smooth, but non-constant, function of R in the AEC region, the coupling
expressed through Equation (11.7) becomes very strong at the AEC due to the
energy difference denominator in Equation (11.7) and noticing l’Hospital’s rule.

The rate of non-radiative decay which competes against fluorescence, therefore,
can proceed quickly along a non-adiabatic transition at an AEC. In general, the
non-radiative decay rate, knon−rad, involving two parallel channels described by
rate constants knon−rad

vib (rate of transition from the vibrationally relaxed states from
which fluorescence also occurs) and knon−rad

reaction (rate of transition through AEC for
the photochemical reaction channel, see Figure 11.5) is approximately

knon−rad = knon−rad
vib + knon−rad

reaction . (11.8)

In polyatomic molecules, non-radiative decay through energy curve crossing
requires consideration of more than one coordinate for the nuclear motion. Exper-
imentally, many organic molecules have been found to exhibit remarkably small
quantum yields of fluorescence, suggesting effective pathways for non-radiative
decay through energy crossing. The observed non-radiative decays proceed on a
timescale of picoseconds or shorter, which is comparable with the timescale of
intramolecular vibrational relaxation after photoexcitation to the FC region. This
fast non-radiative decay can be explained through non-adiabatic transition at so-
called conical intersections (CIs) (Groenhof et al., 2009). Figure 11.6a depicts,
schematically, two BO potential energy surfaces around a CI. The two BO poten-
tial energy surfaces touch each other at the CI point, described here in a two-
dimensional coordinate space, a linear subspace of the configuration space of
3Nnuc − 6 degrees of freedom. The small energy gap of the BO energy surfaces
near the CI point drastically accelerates the non-adiabatic transition, just as it does
in the one-dimensional case shown in Figure 11.5.

The CI with the peculiar potential energy profile shown in Figure 11.6a is easily
demonstrated as follows. For the sake of simplicity, let us consider a CI between
the first excited state and the ground state. Firstly, the two adiabatic electronic
wavefunctions,"1(r,R) and"0(r,R), defined by Equation (11.3), are transformed
through a unitary transformation, Û (R), to diabatic form where the non-adiabatic
coupling, given by Equation (11.4), is minimized to a near zero value,

"̃1,0(r,R) = Û (R)"1,0(r,R), (11.9)

〈"̃1(r,R)|T̂N (R)|"̃0(r,R)〉r � 0. (11.10)



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-11 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 13:0

248 Quantum biology of retinal

Figure 11.6 (a) Schematic representation of a conical intersection. A trajectory
proceeding on the excited state BO potential energy surface (upper cone) under-
goes an electronic transition near the conical intersection (CI) point at which
apexes of two cones of the excited state and ground state touch in a coordinate
space spanned by vectors g and h defined in Equations (11.12), (11.13). After the
transition, the trajectory moves quickly on the ground state BO potential energy
surface (lower cone) down the energy gradient. (b) Competition of excited state
decay paths. Since the rate of non-radiative transition at the CI is fast, the rate
of the overall non-radiative transition is determined mainly by the rate at which
trajectories reach the CI region.

Here, "̃1(r,R) and "̃0(r,R) represent the diabatic electronic wavefunction of the
excited state and the ground state, respectively. For a one-dimensional reaction
of a diatomic molecule, diabatic wavefunctions that exactly eliminate the non-
adiabatic coupling can be determined readily. However, it is not possible to find
such a unitary transformation between two states eliminating the non-adiabatic
coupling for polyatomic molecules, since all coordinate components of the non-
adiabatic coupling vector, Equation (11.5), need to vanish in this case. However,
one can choose a reaction coordinate along which the non-adiabatic coupling is
minimized, determining in this way the unitary transformation.

The Hamiltonian matrix ĤBO(r,R) in the basis of the diabatic electronic wave-
functions is no longer diagonal. We express this matrix,

ĤBO(r,R) =
(
W̃1(R) Ṽ (R)
Ṽ (R) W̃0(R)

)
, (11.11)

where the diagonal elements, W̃1,0(R), can be regarded as potential energies of
the so-called diabatic states. Unlike adiabatic potential energies, diabatic ones
can cross. In a one-dimensional reaction of a diatomic molecule, the off-diagonal
element Ṽ (Rc) at the crossing point, Rc, in general, is non-zero unless the spatial
and spin symmetries of the two electronic states don’t match. Thus the crossing of
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the energy curves of the adiabatic states with the same spatial and spin symmetries
is ‘avoided’, with a minimal energy gap of 2Ṽ (Rc).

In the case of diabatic potential energy surfaces existing in a configura-
tional space of dimension higher than two, one can find a point, RCI, where
the potential energies cross, i.e. where W̃1(RCI) − W̃0(RCl) = 0 and Ṽ (RCl) = 0
hold simultaneously. Since diagonal elements are degenerate and off-diagonal
elements vanish at the crossing point, energies in the adiabatic representa-
tion obtained by the inverse unitary transformation are also degenerate, i.e. it
holds that EBO1 (RCl) − EBO0 (RCl) = 0. Taylor expansion of the adiabatic poten-
tial energy surfaces around RCl, the CI point, determines two directions g
and h in the configuration space along which the adiabatic potential energies
separate:

g ≡ ∇R[EBO1 (R) − EBO0 (R)]|R=RCl, (11.12)

h ≡ ∇R〈"1(r,R)|ĤBO(r,R)|"0(r,R)〉r |R=RCl . (11.13)

Here, ∇R indicates the gradient operator with respect to all nuclear coordinates. g
and h are called gradient difference vector and derivative coupling vector, respec-
tively. The cone shape of the potential energy profile, therefore, is represented
in a two-dimensional space spanned by g and h. It is noteworthy that the zero-
dimensional CI point in the two dimensional space of g and h constitutes a CI
seam in the remainder of the (3Nnuc − 8)-dimensional configurational space; a
ubiquitous feature of the conical intersection for polyatomic molecules.

The transition rate of non-radiative decay through the CI region is not properly
accounted for by a perturbative approach, such as Fermi’s golden rule, because of a
typically large non-adiabatic coupling and the close proximity of two energy levels.
Furthermore, in such a strong coupling case, the transition rate depends explicitly
on the nuclear motion on the BO potential energy surfaces. In principle, nuclear
wavepacket motion representing the molecular dynamics and the electronic transi-
tion need to be described by the time-dependent Schrödinger equation for nuclear
motion with multi-electronic state coupling of the non-adiabatic interaction given
by Equation (11.4). However, for polyatomic molecules the needed calculations
quickly become too formidable a task, but a semi-classical treatment is feasible.
In such a treatment, the nuclear motion on a single potential energy surface is
described, classically. In the adabatic representation, a trajectory of the nuclear
motion on the Ith BO potential energy surface is calculated by numerically solving
Newton’s equation,

MAR̈IA(t) = −∂E
BO
I (R)

∂(RA)
, (11.14)
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where RIA(t) expresses a trajectory of the Ath atom on the I th BO surface. Then,
along the classical trajectory, the transition between two electronic states is rep-
resented by a transition between two BO surfaces induced by the non-adiabatic
coupling. The relevant coupling element between two BO electronic states in a
semi-classical representation is

〈"J (r,R)|T̂N (R)|"I (r,R)〉r � −ih̄dJ I (R) · Ṙ(t), (11.15)

where the quantum-mechanical momentum operator in Equation (11.4) has been
replaced by the corresponding classical velocity. The non-adiabatic coupling is then
expressed through the scalar product of the non-adiabatic vector already introduced,
dJ I (R), and the velocity of nuclear motion.

For a one-dimensional reaction, the transition probability of an AEC can be
evaluated by the Landau–Zener (LZ) theory, which provides a simple formula
for the transition probability (Zener, 1932). In this theory, three assumptions are
introduced: (i) the velocity, Ṙ(t), is constant, (ii) the energy difference between the
two diabatic states, �W̃ (R(t)) = W̃1(R(t)) − W̃0(R(t)), varies linearly with time
along the trajectory, and (iii) the off-diagonal coupling element between the two
diabatic states is constant, i.e. Ṽ (R(t)) = Ṽ . With these assumptions, the transition
probability between two adiabatic states, P adLZ, is (Desouter-Lecomte and Lorquet,
1979)

P adLZ = exp

[
− π

4h̄

∣∣∣∣�EBO(Rc)

Ṙd10(Rc)

∣∣∣∣
]
, (11.16)

where�EBO(Rc) = EBO1 (Rc) − EBO0 (Rc) = 2Ṽ , is the energy difference between
the two adiabatic states at the crossing point, Rc. As seen in Equation (11.16), the
probability of the transition between two adiabatic states becomes large when
�EBO(Rc) is small, the velocity is large and the non-adiabatic coupling element,
d10(Rc), is large.

For the transition between multi-dimensional potential energy surfaces of a
polyatomic molecule, the one-dimensional description by LZ theory may lead
to difficulty in evaluating the transition probability due to the complex character
of the potential energy surfaces and the non-adiabatic coupling. In particular, in
the CI region, the off-diagonal coupling element between diabatic states, Ṽ (R),
can depend strongly on the nuclear coordinates, which violates the assumption
underlying LZ theory. Nevertheless, the simple formulation of LZ theory provides
valuable insight into the electronic transition of an AEC, even for complex systems.

The multi-electronic state dynamics of polyatomic molecules is often treated
by Tully’s fewest-switches surface hopping algorithm (Tully, 1990). According
to this algorithm, the probability for hopping between surfaces is determined by
numerically solving a time-dependent Schrödinger equation for the population of
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the adiabatic electronic states. In the case of a process including two electronic
states, the respective Schrödinger equation is

ih̄

(
ċ1(t)
ċ0(t)

)
=
(
E1
BO(R(t)) −ih̄d10 · Ṙ(t)

−ih̄d01 · Ṙ(t) E0
BO(R(t))

)(
c1(t)
c0(t)

)
, (11.17)

where c1,0(t) represents expansion coefficients of the two adiabatic electronic states.
The off-diagonal elements for the coupling between the adiabatic states is the semi-
classical non-adiabatic coupling, given by Equation (11.15).

The Schrödinger equation is solved along a classical trajectory R(t) on the
potential energy surface of the representative state, the population of which is
supposed to be dominant. For example, initially the 1st adiabatic state may be
populated. The probability of hopping to the 0th state, P ad

Tully, in a time step of the
integration of the Schrödinger equation is

P ad
Tully = max

[
0,

−ρ̇11�t

ρ11

]
, (11.18)

where �t is the time-step and ρ11 = |c1(t)|2 is the population of the 1st adiabatic
state. The decision for a hop is made by comparing the transition probability (11.18)
with a random number. After the transition occurs, the trajectory is calculated
on the 0th state and the population change is also evaluated by the Schrödinger
equation with the trajectory. Statistical sampling of the trajectory provides one
with ensemble averages of the population decay. Extension to multi-electronic
transitions of greater than two is straightforward.

A more general and detailed description is found in (Tully, 1990; Groenhof
et al., 2009). It is known that Tully’s surface hopping approach has defects for
re-transition from the lower to the upper state due to inconsistency of the mixed
quantum-classical treatment. However, re-transition by AEC in the CI region for a
polyatomic molecule is rare, since the conical shape of the potential energy surface
of the lower state facilitates intramolecular vibrational relaxation which prevents
the trajectory from re-entering the CI region.

The CI serves as the predominant channel for non-radiative decay. The excited
state population that falls into the potential energy funnel of the CI region cannot
escape from the region, like an ant entrapped in a doodlebug’s pit; instead, it quickly
undergoes non-adiabatic transition to the ground state. The remarkable efficiency
for the non-adiabatic transition through a CI together with its ubiquitous feature
has brought about a paradigm shift for the mechanisms underlying non-radiative
decay in polyatomic molecules. It is now recognized that the rate of a very fast non-
radiative decay is determined not by how fast the non-adiabatic transition proceeds
at the energy crossing region, but by how fast the excited state population reaches
the CI region, as depicted schematically in Figure 11.6b.
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We like to demonstrate the stated behaviour through a simple kinetic description.
Let us define by knon−radpre−CI and knon−radCI the rate of reaching the CI region in the first
place and the rate of transition at the CI region, respectively. Since the two events
take place sequentially, the overall rate of non-radiative decay for the photochemical
reaction through CI, knon−radpre−CI , is given by the approximate expression,

1

knon−rad
reaction

≈ 1

knon−rad
pre−CI

+ 1

knon−rad
CI

. (11.19)

Obviously, for knon−rad
CI � knon−rad

pre−CI , holds, knon−rad
reaction � knon−rad

pre−CI . Thus, according to
Equations (11.8) and (11.19), the process competing against fluorescence is the
motion towards a CI region and not the transition at a CI.

The excited state process before reaching the CI region, therefore, is the primary
target for control through the protein environment for a photoactive protein to real-
ize its function effectively. In the case of rhodopsins, as seen below, the molecular
dynamics before reaching the CI region is crucial for the sensory efficiency of
the receptor. Crucial also is the branching ratio among possible chemically differ-
ent photoproducts. Molecular dynamics simulations describing the approach to CI
regions and branching ratios after crossing to the ground state are extremely help-
ful in revealing the role of the protein environment in steering the two processes
(approach to CIs and branching) and, presently, the only means of obtaining a closer
insight. Such simulations of excited state conformational dynamics are extremely
challenging, but possible (Hayashi et al., 2003; Frutos et al., 2007; Hayashi et al.,
2009; Polli et al., 2010).

11.6 Electronic structure of protonated Schiff base retinal

The common chromophore of retinal proteins is retinal bound as a PSB to lysine.
Retinal consists of a linear polyene chain with six conjugated double bonds. The
long π -conjugation of the polyene chain, together with a positive charge of the
Schiff base group located at one end of the polyene, gives rise to strong optical
absorption in the visible region of the spectrum. The absorption is due to a so-called
π–π∗ excitation.

The electronic structure of linear polyenes has been the subject of photophysical
studies over many decades. The optically allowed π–π∗ absorption band of a
linear polyene with six conjugated double bonds arises in an ultra-violet region
(320 ∼ 370 nm). The corresponding excited state possesses 1Bu symmetry and
is mainly characterized as a single electron excitation from the highest occupied
molecular orbital (HOMO) to the lowest unoccupied one (LUMO). In the vicinity
of the 1Bu state, an optically forbidden π–π∗ state of 1Ag symmetry exists, along
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Figure 11.7 Valence bond structures of butadiene in the 11Ag ground state, in
the 11Bu excited state and in the 21Ag excited state. Butadiene is the simplest
polyene, involving only two double bonds, i.e. four π -electrons. The 11Ag ground
state is represented by the familiar, two double bond, covalent valence bond (VB)
structure. The optically allowed 11Bu state of butadiene is represented by a linear
combination of ionic VB structures, the optically forbidden 21Ag state of this
polyene is mainly represented by a VB structure, where two radicals at the two
ends of the polyene exhibit a singlet coupling.

with several other forbidden states. The electronic structure of the 1Ag excited state
is described by multi-configurational excitations that involve two triplet excitations
coupled to an overall singlet spin state (Schulten and Karplus, 1972). The 1Ag state
and its sister triplet–triplet states have been investigated computationally in Tavan
and Schulten (1986, 1987) and Ritz et al. (2000a); an experimental-theoretical
review can be found in Hudson et al. (1982).

The polyene excited states can also be interpreted through a valence bond (VB)
representation (Schulten and Karplus, 1972). Figure 11.7 depicts, schematically,
the main VB electronic cofigurations of the 1Bu and 1Ag electronic states. The
1Bu state is expressed by a linear combination of polar structures. In each of the
polar structures, π -electrons are shifted between the carbons constituting a double
bond and, thereby, polarize the double bond. The 1Bu state is often called ionic
because of the polar nature of the VB configurations, although the polarization
does not explicitly appear in the one electron density of the total wavefunction
due to cancellation by the linear combination. The ionic character is responsible
for the large transition dipole moment that endows the 1Bu state with strong pho-
toabsorbance. The polarization of π -electrons in each VB configuration induces
counter-polarization of a σ -bond which compensates the π -polarization. Because
of this σ ,π -polarization, one needs to take into account explicitly dynamic elec-
tron correlation between the σ - and π -orbitals for an accurate computation of the
electronic energy of the 1Bu state. In the case of the 1Ag excited state, as well
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Top view
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(a)    LUMO (b)        Difference density

Figure 11.8 (a) Highest occupied molecular orbital (HOMO) and lowest unoccu-
pied molecular orbital (LUMO) of PSB retinal. Depicted is the chemical structure
of PSB retinal and superimposed on it, the molecular orbitals coloured blue and
red according to the sign of the orbital wavefunctions; the characteristic blue-light
lobes stem in (a) from the π -electron atomic orbitals. (b) Difference in electron
density between the excited state and the ground state (Fujimoto et al., 2010).
Red and blue lobes represent in (b) a decrease and increase of the electron den-
sity, respectively. Blue and red lobes are bigger on the PSB side (right) and the
β-ionone ring side (left), respectively, indicating an overall shift of positive charge
along the polyene chain from the PSB side to the β-ionone ring side.

as the ground state, which also possesses 1Ag symmetry, electronic structures are
expressed as a linear combination of covalent Kekule-like and Dewar-like VB
structures, as shown in Figure 11.7, indicating a covalent character for both states.

The electronic excitations of the PSB retinal chromophore in Rh can be delin-
eated from polyene electronic excitations described above. However, the positive
charge introduced in the conjugated π electron system through the protonation of
the Schiff base linkage to lysine remarkably alters the electronic structure (Schulten
et al., 1980). In particular, the absorption spectrum of the optically allowed π–π∗

excitation of PSB retinal is considerably red-shifted from that of a polyene with
the same number of conjugated double bonds, coming to rest in the visible region,
which is appropriate for the biological function. The positive charge on the PSB
induces localization of π orbitals, as shown in Figure 11.8a. One can discern in the
figure that retinal’s HOMO and LUMO exhibit larger distributions in the β-ionone
ring half and in the PSB half, respectively. A HOMO–LUMO single excitation
which mainly characterizes the optically allowed 1Bu-like state involves, therefore,
a positive charge transfer from the PSB half to the β-ionone ring half along the
polyene chain, as shown in Figure 11.8b. The localization of HOMO and LUMO
also contributes to the red-shift of the optically allowed absorption band compared



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-11 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 13:0

11.7 Mechanism of spectral tuning in rhodopsins 255

with that of the same length polyene because of reduction of electron repulsion.
Finally, the positive charge breaks the polyene D2h symmetry in PSB retinal;
accordingly, the electronic characters of the 1Bu-like and 1Ag-like excited states
become mixed, also endowing the 1Ag-like excited state of retinal with non-zero
optical absorbance, albeit only weak.

11.7 Mechanism of spectral tuning in rhodopsins

Control of photoabsorption, namely of the wavelength position of the absorption
maximum, λmax, is functionally important for retinal proteins, as discussed above.
This control is referred to as spectral tuning. Since all retinal proteins possess a
PSB retinal chromophore, i.e. their chromophores are identical (though in some
animal species retinal is replaced, to reach longer wavelength absorption, by retinal2
with π -conjugation extended in the β-ionone ring by one double bond, a case not
considered here), interaction of the chromophore with the protein environment
is responsible for the needed variation of absorption maxima. As the excitation
energy is defined as the energy difference between the Bu-like excited state and
the ground state, spectral tuning is based on the different effect of the protein
environment on the energies of the two states. Indeed, the molecular mechanism
of colour tuning in rhodopsins exploits differences in the electronic character
between the states, which has been described in Section 11.6. The spectral shift
originates mainly from conformational change of the chromophore and from elec-
trostatic interaction between the chromophore and polar groups in the surrounding
protein.

Conformational changes of the PSB retinal chromophore are induced by con-
finement due to steric interactions in the binding pocket, in which the chromophore
is situated, and due to hydrogen bonding of retinal’s PSB to polar amino acid
side groups. The polyene chain of PSB retinal can be deformed torsionally in
the ground state; however, π–π∗ excitation significantly alters the torsional flex-
ibility of retinal. One can recognize in Figure 11.8a that the HOMO exhibits
bonding and anti-bonding phases at double and single bonds in the polyene chain,
respectively, and that the phase behaviour of the LUMO is the opposite of that of
the HOMO, bonding and anti-bonding phases for the LUMO appearing at single
and double bonds, respectively. Hence, torsions around double and single bonds
cause a decrease and an increase in the HOMO–LUMO energy gap, respectively,
leading to respective red and blue shifts of the absorption maxima of the π–π∗

excitations.
We illustrate the role of torsion on the HOMO–LUMO energy gap and, thereby,

on the λmax of retinal for the C6–C7 bond (for the numbering of carbon atoms
see Figure 11.2). Torsion around this bond has little effect on the HOMO energy
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as the orbital exhibits an anti-bonding phase for this bond; however, the same
torsion increases the LUMO energy as the latter orbital exhibits a bonding phase
for the C6–C7 bond. In spite of the preference for planarity as part of retinal’s
π -conjugated bond system, the C6–C7 bond in retinal rotates rather readily due to
steric interactions of the H7 and H8 atoms with methyl groups at positions C1, C5

and C6. Quantum chemistry calculations demonstrate a steep increase in excitation
energy with torsion around the C6–C7 bond (Wanko et al., 2005). Thus, torsion
around the C6–C7 bond can control retinal’s absorption maximum in rhodopsins; in
fact, the C6–C7 torsional angles of the chromophore in bR and Rh differ remarkably
(deviation from planarity is ∼10◦ and ∼50◦ in bR and Rh, respectively) and explain
the blue shift from the bR to the Rh spectral maximum (Fujimoto et al., 2007).

Electrostatic interaction between retinal chromophore and protein polar and
charged amino acids also plays a central role in spectral tuning. As described
above (see also Figure 11.8b), PSB retinal excitation involves a charge shift along
the polyene backbone. Hence, an electrostatic field along the polyene chain due
to surrounding polar groups can shift the PSB retinal spectrum. Since upon pho-
toexcitation the positive charge of the Schiff base moves towards the β-ionone
ring, the excitation energy increases if in a retinal protein the electrostatic potential
becomes more negative near the Schiff base and more positive near the β-ionone
ring.

In retinal proteins, carboxylate groups such as Asp85 and Asp212 for bR and
Glu113 for Rh serve as counter anions of the PSB and provide large contributions
to the spectral shifts. In chloride pump proteins, i.e. halorhodopsin (Scharf and
Engelhard, 1994) and a D85T mutant of bR (Sasaki et al., 1995), a chloride anion
bound in the vicinity of the PSB also affects the absorption maximum strongly;
removal of the bound chloride anion results in a spectral red shift. In addition to the
counter ion groups, polar groups surrounding the chromophore, such as hydroxyl
groups of serine and threonine as well as water molecules, can contribute to spectral
shifts. Among bacterial retinal proteins, bR and sRII exhibit a remarkable difference
between their absorption spectra, i.e. λmax = ∼570 nm for bR and λmax = ∼500 nm
for sRII, whereas X-ray crystallographic studies reveal only a slight difference in
the chromophore structure. Comprehensive mutagenesis studies for sRII (Shimono
et al., 2000) and theoretical investigations (Hayashi et al., 2001; Ren et al., 2001;
Hoffmann et al., 2006) have shown that a major part of the spectral shift can be
attributed, in the case of these pigments, to a difference in electrostatic interaction
with the surrounding polar and charged amino acids.

As mentioned above, the retina of the human eye contains three colour recep-
tors, namely, human red (HR), human green (HG) and human blue (HB) receptors.
An explanation of the receptors’ spectral tuning is of great interest. Unfortu-
nately, biochemical and structural information on the colour receptors is sparse, in
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particular, no iodopsin structure has been determined yet. However, biochemical
and mutagenesis studies have revealed that polar protein groups and a chloride ion
at a binding site on the extracellular side of the protein give large contributions
to the spectral shifts (Shichida and Imai, 1998). Computationally, an attempt by
means of quantum chemistry calculations (Fujimoto et al., 2009) has been made
with model protein structures for the colour receptors constructed based on the
available Rh structure. The latter study suggests that electrostatic interaction con-
tributes to spectral shifts between the three receptors; a chromophore structural
difference appearing in HB appears to produce the significant blue shift for this
receptor.

11.8 Photoisomerization of retinal in rhodopsins

Photoabsorption of retinal initiates dynamics on the excited state surface that leads
to strong torsional motion in the polyene chain moiety. As described above, the
S1 state responsible for photoabsorption and the photochemical reaction possesses
ionic valence-bond configurations. Since these ionic configurations prefer reduc-
tion of overlap between 2p orbitals constituting the π molecular orbitals at a
double bond of the polyene, one of the polyene double bonds undergoes torsion
towards a 90◦ conformation. A remarkable charge separation, the so-called sudden
polarization (Salem, 1979; Bonac̆ić-Koutecky et al., 1984) occurs in the twisted
conformation, which can make energy levels of excited state and ground state
approach each other to form a CI. In the case of a PSB polyene, the ground state
positive charge is localized in the Schiff base half of retinal, and the excited
state positive charge in the β-ionone ring half, the two halves being separated by
the isomerizing bond (González-Luque et al., 2000). Through the conical inter-
section arising for perpendicular torsion of the bond, the excited state population
decays to the ground state where the perpendicular geometry relaxes to planar,
the relaxation involving branching either back to the original isomeric state of the
double bond or to the alternative isomeric state.

Photoisomerization reactions in rhodopsins are known to be the fastest molecular
reactions in nature. The measured time constants for excited state decay in pro-
teins lie in the range 50–500 fs. The fast decay diminishes φfluor (Equation (11.6)),
almost completely avoiding decay through fluorescence, and provides a high pho-
toactivation quantum yield of more than 0.6, this value being determined by the
branching ratio of completion or lack of completion of the isomerization reaction
after crossing through the CI. In fact, φfluor has been measured experimentally to
be only ∼10−5 (Kochendoerfer and Mathies, 1996).

Actual photoisomerization in the various rhodopsins exhibits strict stereoselec-
tivity. For example, in bR, photoisomerization of the chromophore, which is in the
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all-trans state in the resting ground state, produces only the 13-cis isomer or returns
to the all-trans state, even though other double bonds in the polyene chain are, in
principle, capable of undergoing isomerization. The extremely fast reaction rates
and the strict stereoselectivity are due to steering by the protein environment. In
fact, the photoisomerization reaction time constant of retinal in methanol solvent is
2.5–4 ps (Logunov et al., 1996) and photoisomerization from the all-trans configu-
ration in this solvent is not stereoselective: photoproducts include 9-cis, 11-cis and
13-cis isomers with quantum yields of 0.02, 0.14 and 0.01, respectively (Koyama
et al., 1991). Steering by the protein environment towards the proper photoproducts
speeds up the reaction, by a factor of 10 to 100, and increases the quantum yield,
thus, furnishing photoreceptors with high sensitivity to incoming light.

The stated behaviour can clearly be seen in the photoreactions of Rh and bR.
The photoisomerization of Rh taking place from 11-cis retinal to all-trans retinal
proceeds within an extremely short time of ∼50 fs and with a high quantum yield,
namely 0.68, without no by-products other than the 11-cis reactant form (Kochen-
doerfer and Mathies, 1996; Polli et al., 2010). In bR, the photoisomerization from
all-trans to 13-cis retinal occurs witin 240–500 fs (Gai et al., 1998), slightly slower
than the reaction in Rh, and with a quantum yield of 0.6. Interestingly, kinetic
behaviour differs remarkably between Rh and bR. Pump–probe experiments on
Rh (Wang et al., 1994; Polli et al., 2010) revealed coherent (or synchronous in
a classical mechanical sense) wavepacket dynamics from the FC region to the
photoproduct, even in the presence of thermal noise in the surrounding protein
environment. In contrast, pump–dump–probe experiments on bR (Ruhman et al.,
2002) saw photoproduct formation proceeding in an incoherent, stochastic manner
(asynchronous in a classical mechanical sense), although synchronous vibrations
were observed in the excited state (Kobayashi et al., 2001). Apparently, in the case
of Rh, excited state motion occurs synchronously along a single path, whereas in
bR, excited state dynamics is funnelled briefly into a multi-dimensional basin of
attraction, from where the system escapes asynchronously through a relatively nar-
row exit that leads to photoproduct formation. The difference in kinetic behaviour
between Rh and bR gives a clue to understanding the physical mechanism under-
lying photoreaction steering in rhodopsins.

A key role of the protein environment is to achieve an optimal branching ratio
by targeting, during excited state motion, the CI with 90◦ rotation of the right
double bond and, after crossing through the CI, by completing bond rotation to
reach the desired isomeric state. Figure 11.9 depicts, schematically, the potential
energy profile of the isomerization reaction. Upon photoabsorption, the reactant
isomer in the resting ground state is vertically excited to the FC region in the
excited state where the isomer is located at the top of a potential hill with a single
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Figure 11.9 Potential energy profiles governing photoisomerization of PSB retinal
from an all-trans configuration to two possible product isomeric states, 11-cis and
13-cis. The branching ratio of the product isomers is determined by dynamics in
two regions, the FC and the CI region.

peak. From the FC region, downhill paths connecting to different isomers through
alternative CIs are possible. One can discern from Figure 11.9 that the branching
ratio is determined in two regions, namely, in the FC and the CI regions. Firstly,
dynamics in the FC region determines stereoselectivity, i.e. the trajectory on the
excited state energy surface must be steered by the protein environment towards the
CI corresponding to 90◦ torsion around the selected bond. Once a trajectory falls
into any one of the branching paths, it never comes back out of the CI to be able to
reach the CI of an alternative bond, as the crossing at a CI is too fast. Secondly, the
protein environment must assure that, after crossing at the right CI, when the torsion
of the selected double bond is at a 90◦ angle, bond rotation has a good chance of
completing to form the new isomeric state of retinal; the protein environment and
chromophore properties must prevent too many CI crossings falling back to the
reactant isomeric state.

As mentioned above, experimental evidence suggests that, in the protein envir-
onment of Rh and bR, there are no by-product isomers other than the product and
reactant generated by the photoreaction. Hence, the dynamics at the FC region is
strictly regulated for selectivity of the isomerizing bond. How is such strict selec-
tivity achieved? Recent molecular simulation studies have suggested a striking
contrast between the mechanisms in Rh and bR (Hayashi et al., 2003, 2009).

In bR, interaction of the chromophore with the protein surroundings which
determines bond selectivity is exerted on the dynamics in the excited state. A
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simulation of excited state trajectories without protein surrounding showed that
thermal fluctuation existing at the moment of vertical transition by photoabsorption
leads to formation of several isomers. Obviously, in bR, the paths to ‘wrong’ CIs
are blocked by protein–chromophore interaction and all trajectories are funnelled
to the proper CI connecting to the 13-cis isomer.

In Rh, protein–chromophore interaction does not play a major role in excited
state dynamics. Room temperature simulations showed that thermal fluctuation
before vertical transition and protein–chromophore interaction in the excited state
do not significantly alter the Rh isomerization trajectories (Hayashi et al., 2009).
This indicates that bond selectivity is due to intrinsic properties of 11-cis retinal
in its reactant conformation in the resting ground state. In fact, the dihedral angle
around the isomerizing bond, C11=C12, in 11-cis retinal’s reactant conformation is
found to be sufficiently twisted, namely by 17◦, to steer the trajectory upon excita-
tion instantaneously towards the product isomer. In addition, concerted co-rotations
of C9=C10 and C6–C7 also promote isomerization around C11=C12 (Frutos et al.,
2007; Hayashi et al., 2009; Polli et al., 2010).

The ‘blocking-and-funnelling’ and ‘hands-off’ roles of bR and Rh, respectively,
during retinal excited state dynamics explain the observed photochemical kinetics
very well. In bR, chromophore–protein interaction blocking wrong isomerization
paths perturbs the reaction dynamics, leading to asynchronous motion after vertical
excitation and decreasing the escape rate from the FC region. On the other hand,
the hands-off mechanism of Rh avoids collision between isomerizing chromophore
and protein environment, thus, maximizing the reaction rate.

Once a branching path from the FC region towards a product conformer is
selected in Rh or bR, the trajectory along the branching path undergoes, in the
CI region, an electronic transition to the ground state; subsequently, the trajec-
tory undergoes another branching, namely, between reactant and product isomeric
states. In both Rh and bR, the branching ratios of product and reactant isomers are
larger than 0.6, indicating a preference for the product isomers. This preference can
be explained by a simple semi-classical consideration for a one dimensional reac-
tion case (Weiss and Warshel, 1979). Figure 11.10 depicts a schematic mechanism
for the branching ratio in an AEC region. Firstly, a trajectory enters into the AEC
region from the FC region with momentum towards the product isomer. Passing
the AEC region, part of the population associated with the trajectory undergoes
electronic transition to the ground state. Because of the momentum moving in the
excited state towards the product isomer, the transition produces a trajectory that
also has momentum towards the product isomer in the ground state. The momen-
tum transfer to the ground state can be explained in the framework of LZ theory,
Equation (11.16). The population not crossing to the ground state leaves the AEC
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Figure 11.10 Mechanism of population branching at a one-dimensional avoided
energy crossing. Solid and dotted lines represent adiabatic and diabatic potential
energy curves. A trajectory coming from the FC region in the excited state exhibits
oscillation on an adiabatic potential energy curve around the avoided energy cross-
ing (AEC) point. Population associated with the trajectory undergoes transition to
the electronic ground state during each passing of the AEC. The momentum at the
AEC determines the isomeric state produced in the ground state.

region and then re-enters the AEC region with opposite momentum. The recrossing
event gives rise to a ground state trajectory towards the reactant isomer. Further
crossing events take place, with alternating directions of momentum until eventu-
ally all of the excited state population is divided into populations of reactant and
product conformers in the ground state.

For the process outlined, the branching ratio, �, can be determined with the
assumption of a constant transition probability, θ , at each crossing event. Summing
up of all crossing events yields

� = (1 − f )[θ + θ (1 − θ )2 + θ (1 − θ )4 + · · · ] = (1 − f )/(2 − θ ), (11.20)

where f represents a population lost before the trajectory enters the AEC region due
to fluorescence and non-adiabatic transitions, which is expected to be negligible in
the case of Rh and bR because of their fast photoisomerization rates. The equation
suggests that the branching ratio approaches one for θ → 1 and the lower bound of
0.5 for θ → 0 . Branching ratios greater than 0.6, as observed for Rh and bR, are
achieved for θ > 0.33. One can discern from Equation (11.20) that the dominating
contribution to the branching ratio stems from the term that corresponds to the first
crossing event.

In the case of isomerization in the protein environment, the trajectory proceeds
on a multi-dimensional potential energy surface. A quantum chemical molecular
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dynamics study with a surface hopping approach for bR, which took all degrees of
freedom involved in the reaction process into account, showed that recrossing events
after the first crossing in the CI region are random rather than exhibiting regular
alternate repeats, as is assumed in Equation (11.20) due to multi-dimensional
intramolecular vibrational coupling (Hayashi et al., 2003). Nevertheless, in the
multi-dimensional case the first crossing event was observed to lead exclusively to
a ground state trajectory moving towards the product isomer, as seen in the model
discussed above.

11.9 Summary and outlook

In this chapter, the mechanisms of spectral tuning and photoisomerization in reti-
nal proteins were discussed in conceptual terms. Through many experimental and
theoretical studies carried out over several decades, understanding of the quantum
physics and quantum chemistry of the primary photoactivation events in rhodopsins
has been significantly advanced. Because of the relative simplicity of the structures
of rhodopsins and the rather straightforward reaction dynamics involved in pho-
toactivation, rhodopsins have been one of the most extensively studied systems
targeted for elucidation of quantum effects in biological function. There remain,
however, important issues that are not yet understood and need to be addressed
in future studies. For example, the photoisomerization reactions have been sug-
gested, experimentally and theoretically, to involve not only the rotational motion
around the isomerizing bond, but also other molecular motions, such as in-plane
relaxation of the bond-alternation of the polyene, hydrogen-out-of-plane motion
and C–H bond bending motion, as well as concerted co-rotations in the polyene
chain (Kobayashi et al., 2001; Hayashi et al., 2003; Kukura et al., 2005; Frutos
et al., 2007). The coupling of these various motions to photoisomerization still
needs to be fully investigated. Molecular dynamics simulations at electronic and
atomic resolution, becoming ever more feasible today, promise more insight into
the quantum physics of retinal proteins, for example quantum coherent control of
photoisomerization, as demonstrated recently, experimentally, in the case of bR
(Prokhorenko et al., 2006).

Eighty years ago, George Wald discovered the role of retinal in animal
vision (Wald, 1933). Retinal has been extensively studied ever since, attract-
ing, in particular, theoretical and computational scientists to biology due to the
molecule’s highly correlated σ, π -electron system. Retinal’s remarkable role in
vision, achieved through its strong light absorption, wide range of λmax values
tuned readily through changes of its protein environment, and capability for highly
specific isomerization reactions, is still admired today and still the subject of intense
investigations.
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Quantum vibrational effects on sense of smell

a.m. stoneham, l. turin, j.c. brookes and a.p. horsfield

12.1 Phonon assisted tunnelling in olfaction

Human vision is impressive, but the front-end mechanism – how the photons inci-
dent on the eye are detected – is quite well understood: they are absorbed by
rhodopsin causing electronic transitions that lead, via a sequence of amplification
steps, to a signal sent to the brain. Olfaction is somewhat more puzzling. Unlike
photons, which differ only in wavelength, olfaction must detect and, harder still,
discriminate between thousands of molecules (odourants) with their different phys-
ical and chemical properties. What is more, the repertoire of odourants is not fixed:
newly synthesized odourants can be smelled immediately. It has been found empir-
ically that to be detectable, the odourant molecules must of course be volatile, and
typically contain fewer than 16 carbons: unless exotic heavy atoms are present,
this means odourants have a maximum weight of 240 daltons (about 50 atoms).
Empirically again, no two odourants (excluding enantiomer pairs) have ever been
found to smell exactly identical.

How is odour character written into a molecule? A century of synthetic chemistry
and hundreds of thousands of synthesized molecules have failed to provide an
answer. There are some regularities in structure–odour relations, but none amount
to a theory endowed with predictive power. Reviews of the field have for a long
time consisted largely of lists of molecules grouped by odour character. More
recent reviews suggest that a theory of structure–odour relations is not just around
the corner and may, in fact, be impossible (Sell, 2006). While shape must help to
determine the affinity of the odourant for the receptor, and so contribute to any
molecular recognition event, rules based on ‘lock and key’ ideas are falling out of
favour and do not obviously answer the question ‘What turns the key?’.
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Yet somehow the odourant must initiate a signal to the brain. However smart
the brain is, it needs information to work on: it must get a different set of signals
from different odourants. The task then is to understand the selective and sensitive
activation step. The following observations, which are inconsistent with shape-only
theories, provide clues:

1 Humans can easily detect the presence in an odourant of certain functional
groups, whatever their molecular context. The best known example of this is
-SH, which imparts to whatever molecule it is attached the eponymously named
character known as sulfuraceous. This is true for all thiols, and is a very challeng-
ing molecular recognition problem. A shape-based system would not be expected
to discriminate perfectly between thiols and, say, alcohols at all concentrations
and with no error. In other words, alcohols should smell sulfuraceous at high
concentrations, and thiols should sometimes be perceived as alcohols. Neither
is true. Recognition of chemical groups (some expertise is needed) extends to
amines, imines, nitriles, isonitriles, nitro, aldehydes and, with less reliability,
possibly ethers (Klopping, 1971). Accordingly, many of these groups have given
their name to odour characters: aldehydic, ethereal, etc.

2 The majority of enantiomer pairs have very similar, or in many cases identical,
smells. Since receptors are chiral, this is a direct challenge to the notion that shape
governs odour character. In general, molecular recognition is of course very
sensitive to chirality. Receptors and enzymes generally have different affinities
for enantiomers.

3 Replacement of carbon by silicon, germanium and tin – column 4A elements
with tetrahedral bonding – in a variety of odourants almost invariably leads to
large changes in odour character, despite modest changes in molecular shape
(Wrobel et al., 1982; Wannagat et al., 1993, 1994).

4 Replacement of hydrogen by deuterium is perceived as a different odour character
by fruit flies and humans (Franco et al., 2011; Gane et al., 2013). Establishing
whether isotopes are perceived differently by animals and humans has turned
out to be surprisingly difficult. The main obstacle to convincing results is the
purity of reagents. Suppose one wishes to determine whether an animal responds
differently to a molecule and, say, its deutereated isotopomer. It is not sufficient to
merely test its ability to distinguish one from the other, because in most cases the
synthetic pathways of the two isotopomers will have been different, and therefore
the impurity profiles of the two samples will be different as well. Olfaction is
highly non-linear, capable of simultaneously detecting majority and minority
(less than 0.1 %) components. This makes the results essentially uninterpretable.
There are two ways out of this difficulty. One is to strive for maximum purity,
using odourants purified in a gas chromatograph (GC) or a high-pressure liquid



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-12 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 13:3

266 Quantum vibrational effects on sense of smell

chromatograph (HPLC). The advantage of GC is that the pure odourant ‘peak’
exiting the purification column is carried by a stream of odourless gas, usually
nitrogen. The disadvantage is the small quantity that can be loaded onto the
column. HPLC allows purification of larger amounts, at the expense of obtaining
them in a carrier solvent which, however, can be the same for both isotopomers
and therefore need not introduce problems of interpretation. This approach has
now been used successfully by Gane et al. (Gane et al., 2013). The other approach
to the problem, taken by Franco et al. (Franco et al., 2011) is to ask whether
the presence of deuterium confers on the molecules a specific odour character
which, like other functional groups, can be recognised independent of context.
Accordingly they trained Drosophila fruit flies to avoid either the hydrogen or
the deuterium isotopomer of one odourant pair and found that the flies avoided
the corresponding isotopomer in another pair of odourants. Further, once trained
to seek out or avoid deuterium, the flies would seek out or avoid a chemically
unrelated functional group, nitrile −C ≡ N, whose stretch frequency is very
close to that of −C − D. These results have been successfully analysed using
the vibrational theory by Bittner et al. (Bittner et al., 2012).

Some of these observations are not new and, indeed, were often remarked
upon by chemists interested in olfaction in the century or so since organic chem-
istry began. Indeed, physical (as opposed to chemical) theories of olfaction were
popular, until Pauling suggested in 1946 that shape-based molecular recognition
governed olfaction, as it does much of the rest of biology. One such physical the-
ory, the vibrational theory (Dyson, 1938), posited that the nose was a vibrational
spectroscope which detected and identified molecules by their vibrational spectra.
Such a mechanism, were it possible, would have attractive features: it would be
applicable to all molecules, even novel ones; it would provide direct information
about the chemistry of the molecule, including its functional groups; if the ‘finger-
print’ region of the spectrum could be measured with sufficient accuracy, it would
result in a unique odour character for each molecular structure. The attractiveness
of this notion can be gauged by the fact that it survived for four decades, despite
one major flaw: the lack of a plausible mechanism.

One such was found by Turin (Turin, 1996) when he realized that a non-optical
nanoscale mechanism discovered in 1966 by Jaklevic and Lambe (Lambe and
Jaklevic, 1968) was adaptable mutatis mutandis to a spectroscope made of proteins.
This is where mechanics come in. The main ideas are that energies are quantized,
and light particles (e.g. electrons) can tunnel through barriers. Whilst a classical
harmonic oscillator can give up or take up energy in any amount, however small, a
harmonic oscillator can only give or take energy in discrete quanta. The quanta have
size hf , where h is Planck’s constant and f is the frequency of oscillation of the
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oscillator. Thus it is possible to determine the frequency of vibration by looking for
energy packets of size hf . Selection rules, coherence (important in photosynthesis)
and entanglement (discussed by some authors in relation to consciousness) play
very small parts.

Turin’s proposal (Turin, 1996) put together the pieces needed for an olfactory
receptor to identify a molecule by its vibrations, using tunnelling electrons to
respond to specific frequencies. This theory was subsequently assessed critically
and worked out in greater detail by Brookes et al. (Brookes et al., 2007), and later
confirmed by Solov’yov et al. (Solov’yov et al., 2012). Electrons are required to
tunnel between two sites that differ in energy by a given amount. This is only
possible if the electron can either gain or lose this energy by giving it to something
else, in this case the quantized vibrations of a molecule.

If molecular vibrational energies alone determine odour, then there are some
clear predictions: there should be isotope dependence of scent; enantiomers (left-
and right-handed chiral molecules) should smell the same;1 there should be links
between infrared spectra and odour (this has been verified for hydrogen sulphide
and decaborane (Brookes et al., 2007)). Further, for a model to be realistic, then
tunnelling rates and other physical parameters must be consistent with standard
observed biological structural information, and the processes must operate at ambi-
ent temperatures. Finally, if Nature has used this mechanism (or similar ones) more
than once, then we might be led to an understanding of other selective responses
of receptors to small molecules, like hormones, steroids or neurotransmitters.

12.2 Important processes and timescales

Here we take an overview of olfaction, to show where ideas fit in. There is a
sequence of processes leading to recognition (i) odourant molecules begin in the
atmosphere; (ii) they then enter the nasal cavity; (iii) they bind at some ensemble
of receptors, leading to (iv) selective actuation of one or more receptors, generating
signals that are amplified and transmitted to the brain, (v) where they are analysed.
Possibly some analysis may occur before the brain is reached. The system as a
whole imposes some constraints, but it is process (iv) that we assess thoroughly
and propose must be quantal.

We have incomplete knowledge of the structure and operation of receptors. We
know the sequence of amino acids that they are made from (primary structure),
but not their correct 3D arrangement (secondary structure). However, olfactory
receptors are probably like many other receptors, and so hydrophobic and chiral,

1 The theory of Turin involves electron tunnelling and so is sensitive to geometry as well as vibrational frequency.
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(a) (b) (c) (d)

Figure 12.1 A cartoon for the proposal of electron transfer in the nose. Only
five transmembrane helices (of the seven in total) for the olfactory receptor are
shown (cylinders) here for clarity. (a) The odourant (in this case a carborane)
approaches the receptor, meanwhile an electron diffuses to position RD on a helix.
(b) The odourant docks at the ligand binding domain, the overall configuration
of receptor and odourant changes, meanwhile the electron tunnels within the
protein to D and it spends some time there. (c) The electron jumps from D to
A causing the odourant to vibrate vigorously. (d) The odourant is expelled from
the ligand binding domain and the electron tunnels within the protein to site RA.
Signal transduction is initiated with the G-protein release. From the PhD Thesis
of J. C. Brookes. Used with permission.

with significant thermal shape fluctuations allowing the receptor to change shape
to some degree when binding a scent molecule.

We can still say something about the odourant recognition process, however.
Experimentally, the overall process of olfaction occurs over milliseconds, decidedly
slow compared with most processes at the molecular scale (see Table 12.1). This
provides one benchmark against which to check the key physics of Turin’s theory.

The key steps in the Turin theory for one receptor are illustrated in Figure 12.1.
We now discuss them in detail. In the model of Figure 12.1 the likely rate-
determining steps involve transport of an electron to the donor (D) or removal
of an electron from the acceptor (A). The first requirement is a source of electrons
or holes to allow this charge flow to take place. Producing this initial state requires
some input of energy, though this is not expected to be problematic, as voltages
of order 0.5 V are certainly available in cells. The precise biological origin is not
known, but may well consist of reducing (oxidizing) species (X) in the cell fluid.
These molecules diffuse through the aqueous medium and arrive with an average
interval of τX. Using a standard approach for computing reactant collision rates in
solution from the diffusion equation and the Stokes–Einstein relation for the diffu-
sion coefficient (Atkins and de Paula, 2002), we get τX = 3η/2nXkBT , where η is
the viscosity of water, nX is the concentration of X, kB is Boltzmann’s constant and
T is the temperature. This result is independent of the nature of X or the receptor.
Since nX will probably lie in the range 1 µM to 100 µM, we get a range of values
for τX of 10 µs to 1 ms.

The charge now has to cross from molecule X to the receptor molecule, a process
that can be described by Marcus theory (Marcus, 1964; Ulstrup, 1979; Bendall,
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1996) and characterized by a time τI . In proteins, times range from about 1 ms
down to about 1 µs (Gray and Winkler, 2005). The injected charge has to propagate
through to the donor (D). The route is not known, but probably involves hopping
transport. Thus the journey time is likely be in the ms to µs range, as for charge
injection. The next step is inelastic tunnelling from D to A (the acceptor), and it
is this charge movement that actuates the receptor. From A the charge must now
reach the mechanism that releases the G-protein, which in turn initiates the signal
that is sent to the brain. Again, we do not know the route taken but it is likely to
involve charge hopping. So the characteristic time τR will probably be in the range
ms to µs. Thus, overall charge injection and extraction together are likely to occur
on typical biological timescales of µs to ms.

Note that the electron path need not be through the odourant, as shown in
Figure 12.1. All that is needed is rapid movement of a charge near the odourant; the
electron might pass through one protein helix, for example. The physics involved
is largely unchanged. Perhaps the main advantages of intra-chain charge transfer
is that there is no need for any long-range motion of charge to reset the donor and
acceptor to their original states, and it eliminates the electron tunnelling rate as a
quantity contributing to selectivity, producing a signal that is easier to interpret.
It is possible, for example, that the original intra-chain electronic states will be
recovered simply by the odourant leaving the receptor, but that is pure speculation.
However, decisions as to the precise charge transfer will not be possible until there
is full structural information, and especially guidance about likely donor/acceptor
units at the receptor binding site. At the time of writing, the olfactory receptors
remain one of the elusive class of membrane protein receptors yet to be crystallized.

12.2.1 The electron-odourant force

The electron is charged as are atoms in odourants, thus there can be a force between
them. When the electron jumps from D to A, the force it exerts on the odourant
changes. This change in force is felt by the odourant as a kick, which then causes it
to oscillate. This is the mechanism that couples the electron motion to the odourant
vibration. For the Turin mechanism to work the kick has to be large enough to
allow the electron to lose energy efficiently during the jump. Thus the size of this
force is a key quantity in the theory.

The theory for the rates of processes in which one or more phonons are excited
was developed by Huang and Rhys in 1950 (Huang and Rhys, 1950). Their work,
originally for optical transitions, showed that the electron hopping rate depends on
a dimensionless parameter, the Huang–Rhys factor (S), which is the ratio of the
reorganization energy λ to the vibrational energy hf , where λ is proportional to the
square of the change in force. Note that the relevant force here is that projected onto
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Figure 12.2 A cartoon illustrating intra-protein electron transfer. Only five trans-
membrane helices for the olfactory receptor are shown (cylinders) here for clarity.
(a) The odourant approaches the receptor, meanwhile an electron is present at
donor site D. (b) The odourant docks at the ligand binding domain, the overall
configuration of receptor and odourant changes. (c) The electron jumps from D to
A, causing the odourant to vibrate vigorously. (d) The odourant is expelled from
the ligand binding domain. Adapted from the PhD Thesis of J. C. Brookes. Used
with permission.

the vibrational mode we wish to excite. Marcus derived essentially the same theory
in the context of redox reactions (Marcus, 1964). Other vibrations in the protein
that are lower in frequency or too far away from the binding sites to contribute
to the value of S of the odourant, add to the broadening of the response and so
interfere with recognition (Brookes et al., 2007).

We can use state-of-the-art electronic structure calculations to make rough esti-
mates of the Huang–Rhys factor, and hence of the probabilities of vibrational
excitation. We do this simply by exposing a model of the odourant to the field
of a point charge placed at two sites, and directly compute the change in force
along the relevant mode. Infrared active phonons, where there is a change in dipole
moment, can be detected by this mechanism. We now describe the calculation for
a simple model system. Let us represent the odourant by a charge q with mass M
that is able to move along the x-axis and bound harmonically to the centre of a
cavity. The harmonic vibration angular frequency is ω, and the force constant is
K = Mω2. We further assume that the electronic charge moves from one point D
on the wall of the cavity to another point A, again on the wall. We can choose these
points to correspond to the inter-molecular (see Figure 12.1) or intra-molecular
(see Figure 12.2) tunnelling cases. The sudden move of the electron from D to A
changes the electric field at the odourant dipole, causing it to change vibrational
state. We can now estimate the Huang–Rhys factor (S) as a function of the rela-
tive orientations of jump path and the oscillator axis, the magnitude of the dipole
moment and the vibrational frequency.

We represent the applied force as an electric field having a projection E in the
x direction, so it has magnitude F = Eq on the oscillator charge. The relaxation
energy that is relevant for the Huang–Rhys factor calculation is λ = F 2/2K =
E2q2/2K . The Huang–Rhys factor itself is S = λ/h̄ω or (E2q2/2K)/h̄ω. Since
the force constant K is Mω2, then S = E2q2/2Mh̄ω3. This result is consistent
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with more formal theory of infrared absorption, compare Sect. 11.9.2 of Stoneham
(1975).

It now remains to calculate E for given positions of D and A, and also to decide
what effective mass M and charge q is appropriate. The effective charges need
careful discussion in any realistic case (see, e.g. Catlow and Stoneham (1983)), but
need not concern us so much in a model calculation. When the oscillator is at the
origin pointing along the x-axis, we may take the donor D to be as at a site located
at �RD and the acceptor A at �RA. The change in force on transfer of an electron is

F = eq

4πε0ε

( �RD
R3
D

−
�RA
R3
A

)
· î, (12.1)

with î a unit vector along the x-axis and ε the relevant dielectric constant. This can
be evaluated easily in the model case. It is easily seen without explicit calculation
that the relevant Huang–Rhys factor falls off with increasing distance of D or A
from the oscillator axis.

For the electron to move from D to A, energy must be conserved. Since D and A
differ in energy, the electron must lose this amount to its environment. It can do this
in one of two ways: either by exciting the odourant, or by exciting other modes in
the neighbourhood (or a combination of the two). The first instance corresponds to
receptor discrimination of an odourant and the second does not. For this mechanical
mechanism to explain how humans smell, the discriminatory channel must make the
larger contribution. Conveniently, the probability for both events, discriminatory
and non-discriminatory, can be calculated with Fermi’s golden rule. The Huang–
Rhys/Marcus formula regards the single frequency case, and we consider in the
olfaction model just one phonon of excitation. If there is a large change in the
charge distribution, and thus a large Huang–Rhys factor, then we predict a strong
odourant signal for that phonon. Thus odourant recognition may be quantified and
predicted using Huang–Rhys factor spectra.

Huang–Rhys theory works classically as well as quantally, but the quantum
version is essential here: (i) energy can only be given or received in fixed units;
(ii) the ratios of the zero phonon, one phonon, two phonon, components are fixed
quantally; and (iii) the significant oscillators are all in their ground vibrational
states, i.e. at room temperature the critical mode in the odourant is not excited.

12.3 Quantum rate equations

Calculation of the elastic and inelastic tunnelling rates now follows straightfor-
wardly from the considerations above (Brookes et al., 2007). The times character-
izing elastic (τT 0) and inelastic (τT 1) tunnelling from D to A are the key quantities.
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Table 12.1 Estimated values for the parameters needed to compute
τT 0 and τT 1 (Brookes et al., 2007). Note here we use S = 0.1, which
is more realistic than our previous value of S = 0.01. We discuss the
likely sensitivities of the various parameter values in the text.

Quantity h̄ω S λ |t |
Value 200 meV 0.1 30 meV 1 meV

We treat D and A as single molecular orbitals with energies εD and εA, coupled to
each other by a weak hopping integral t , but not coupled to other electronic states.
Since the hopping between D and A is slow on electronic timescales, the remaining
electronic couplings must be very weak to prevent electron leakage. However, D
and A will be coupled to oscillators in the odourant, receptor protein and the wider
environment.

The transfer rate from D to A can be computed using the Marcus–Levitch–Jortner
equation (Walker et al., 1992). We consider one odourant oscillator with angular
frequency ω which couples to the electron when on D and A, with the relevant
measure being the Huang–Rhys factor S. The environment is treated as many
oscillators which we characterize by a single number, the reorganization energy
λ (Flynn and Stoneham, 1970; Song and Marcus, 1993). Taking the background
fluctuations to be of low frequency, we get the following expression:

1

τT n
= 2π

h
t2

σn√
4πkBT λ

exp

(
− (εn − λ)2

4kBT λ

)
, (12.2)

where σn = exp(−S)Sn/n! and εn = εD − εA − nh̄ω.

12.4 Putting in numbers

To test the theory we now compute the values of the rates it predicts, and ask the
following questions: Do the numbers make sense when compared with experiment
and with other biophysical values? Are very special values needed, or is the theory
robust?

The non-radiative transition rates are given by Equation (12.2) for the two
channels with n = 0 for the non-discriminating channel where the odourant is
not excited and all energy is taken up by host vibrations, and n = 1 for the dis-
criminating channel, where the odourant takes up this energy. Typical values of
the important parameters, given in Table 12.1 and first shown in Brookes et al.
(2007), give τT 0 = 87 ns and τT 1 = 0.15 ns. These easily satisfy the condition that
τT 1 � τT 0, and the discriminating inelastic channel dominates. This is, of course,
the opposite of what is found for inelastic tunnelling involving metal electrodes
with their continua of initial or final electronic states.
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Figure 12.3 A plot to show the time (s) for an inelastic transmission (blue) for
εD − εA = 200 meV, and varying the values of the odourant’s mode of vibration
h̄ω.

How reliable are the numbers in Table 12.1? For a particular odourant mode
of vibration, h̄ω can be easily and accurately calculated using first principles
electronic structure methods. The Huang–Rhys factor (S) can be calculated as
described above (see Section 12.2.1). The reorganization energy, however, is not so
easily calculated, so we make an estimate based on what is known of the olfactory
receptors. If the environment were strongly coupled to the mobile electron, the
environment modes could take up most of the electronic energy and discrimination
based on the odourant mode would be ineffective. Yet the hydrophobic nature of
the odourant binding site ensures that the reorganization energy is low and there is
weak coupling to the host modes.

The electron tunnelling matrix element (t) can be estimated as follows. We
assume the odourant (M) contacts both D and A but interacts with them only
weakly with hopping integral v. By considering the resulting admixtures of an M
state with energy εM with those of D and A we obtain an effective hopping integral
between D and A (t = v2/(εM − εA)). If εM corresponds to a LUMO while εD and
εA correspond to HOMOs, then the difference εM − εA can be as large as 10 eV.
The hopping integrals can be estimated for known molecular structures. Whilst the
odourant structure is known, the donor and acceptor structures interacting with it
are unknown, and we have to make an educated guess. If the bonds between M,
and D and A are no stronger than hydrogen bonds, we can put a rough upper
bound on the associated hopping integrals of order 0.1 eV, and hence obtain
t ∼ 1 meV. Our final conclusions are not sensitive to this value. However, the
rate has some quite important dependencies on other parameters in Table 12.1,
as represented graphically in Figures 12.3, 12.4 and 12.5. Figure 12.3 shows the
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Figure 12.4 A plot to show the time (s) for an inelastic transmission (blue) for
εD − εA = 200 meV = h̄ω at resonance, and varying Huang–Rhys factor S.

Figure 12.5 A plot to show the inelastic (blue) versus the elastic (red) transmission
for the parameters in Table 12.1, for εD − εA = 200 meV = h̄ω at resonance, but
varying the reorganization energy (λ) of the environment. From the PhD Thesis
of J. C. Brookes. Used with permission.

selectivity for a given odourant mode (200 meV) decreases drastically for h̄ω <
100 meV and h̄ω > 230 meV. Figure 12.4 indicates that for a strong odourant
signal a Huang–Rhys factor (S) of 0.05–0.25 is desirable. Lastly, Figure 12.5
indicates the sensitivity the rate has on the reorganization energy; it shows a plot
of the characteristic times for the channels with and without odourant vibrational
excitation, as a function of λ. The figure shows that tunnelling dominated by
environment modes would occur for λ > 62 meV.
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Our analysis gives the crucial result that the discriminating case (odourant with
the right frequency) has a nearly 600 times higher rate of transmission than that
of the non-discriminating case. This holds true in the harmonic approximations
when background oscillations have low frequencies and couple weakly to the
electron transfer, when there is a low reorganization energy, and when one phonon
of odourant vibration is excited. Under these conditions the inelastic channel is
preferred and the odourant with the ‘right’ frequency will be detected over the
‘wrong’ one.

12.5 Can we make predictions?

Olfaction is notorious for the problems associated with producing consistent and
reliable experimental data. The problems include removing trace contamination,
and overcoming subjective differences in the interpretation of odour. However,
there are cases where there are systematic trends, and where we may test our ideas.
We focus on the odourant and the question of whether odour can be correlated with
vibrational frequency and coupling to odourant charges. The boranes provide an
interesting example, since they can smell sulfuraceous despite containing no sulfur.
We have computed the vibrational spectra of H2S and four boranes (decaborane,
m-, o- and p-carborane). The boranes are structurally similar, but all quite distinct
from H2S. However, H2S and decaborane smell sulfuraceous, while the carboranes
smell camphoraceous. Using Gaussian03 we computed vibrational frequencies and
infrared (IR) couplings, defined as |dp/dQi |2 with p the dipole moment and Qi
a displacement along normal mode i. The sulfuraceous smell of H2S is associated
with vibrations in the region of 2600 cm−1. In this region decaborane has IR cou-
plings that are one to two orders of magnitude greater than the carboranes. Assum-
ing that the IR couplings are a good estimate of the electron–oscillator coupling in
an olfactory receptor, this could explain sulfuraceous and less sulfuraceous odours.

12.6 Extensions of the theory for enantiomers

A common reason to reject vibration based theories of olfaction is the existence of
many enantiomer odourants (mirror image molecules, e.g. left- and right-handed
chiral molecules) that have the same vibrational frequencies but smell different.
Mirror image molecules exemplify the importance of shape in receptor detection,
while still leaving the rules of shape selectivity obscure. They clearly show that
the positions of atoms matter, though it is unkown why. Shape factors alone do not
correctly predict the activity of odourants (Sell, 2006), but it is also true that vibra-
tional (IR) features alone are also not always successful in predicting organoleptic
properties (Raman and Gutierrez-Osuna, 2009), though in some cases they do very
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well. The theory of scent determination via vibrations cannot thus be completely
divorced from shape requirements and this is interestingly exemplified by enan-
tiomer pairs of odourant molecules. In some, if not all cases, actuation is likely
determined by a combination of these factors. Note that the above rate equation
determines discrimination based on an odourants critical mode of vibration, but
this in turn is sensitive to the geometry of the molecule, and further, the positioning
of D and A relative to the molecule. These geometrical contributions are accounted
for in the calculation of S and t . We propose then that predictions based on the rate
equation embrace the necessary contributions from geometry and energy.

Odourants are not the only small molecules that interact unpredictably with
large proteins; steroid hormones, anaesthetics, neurotransmitters, to name a few,
are examples of ligands that interact specifically with special receptors to produce
important biological processes. Steroids, in particular, exhibit similar curiosities
to odourants. The estrogen receptor for one is notably promiscuous and responds
to its physiological 17β-estradiol, but also many non-steroidal stimulants such
as 1,2-diarylethanes and ethylenes, flavones/isoflavones, macrolactones, aryl/alkyl
phenols and halogenated carbocycles (Oettel and Schillinger, 1999). Such a group
represents quite wide structural diversity. Attempts have been made to identify
structure–activity relations, but it seems unlikely that all these different ‘keys’
are fitting the same ‘lock’; even subtle changes to a ligand’s stereochemistry can
produce quite large bio-effects. This is not only exemplified by mirror image
odourants, as discussed above, but by very small conformational changes, such as
the α/β positioning of a C–H bond, for example.

Conventional inelastic electron tunnelling spectroscopy can determine the ori-
entation of a molecule (Kirtley et al., 1976). In similar ways, the tunnelling model
is sensitive to positioning of the odourant in a binding site. This electron transfer
model depends on a Huang–Rhys factor, which in turn depends on the orientation
of the critical oscillating mode of vibration. Further, it is emerging in many electron
transfer experiments that there is great sensitivity to small changes in geometry
(of order picometres) and in conformational dynamics of the ligand (Sigala et al.,
2008). It may be that electron transfer in the nose is also sensitive to conformational
mobility (Lu et al., 2007; Brookes, 2010). It is interesting to hypothesize, that given
that the positions of atoms can certainly be detected by the electron, perhaps any
flexibility in the odourant may promote or demote the electron transfer in an actu-
ating step. Recent advances in computational biology are contemplating a more
dynamical world of the fluctuating protein; but it may be that the fluctuations of a
‘key’ ligand are the important ones. This seems unlikely in a classical model, but
processes potentially reveal explanations for the seemingly impossible processes
of receptor–small molecule recognition.
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Vibrationally assisted transport in transmembrane
proteins: theoretical studies and towards

experimental verification

alipasha vaziri and martin b. plenio

13.1 Introduction: quantum coherence in bio-molecular complexes

Apart from a few exceptions, the current description of nearly all biological pro-
cesses can be reduced at the level of physics to laws of classical electromagnetism
or thermodynamics and, until recently, coherent molecular effects were, for the
most part, ignored. This was mainly because it was believed that biological tem-
peratures and the high level of coupling to the environment results in decoherence
times that are far shorter than those relevant for any biological processes. However,
increasingly evidence is pointing to the fact that biological function does not have
a unique functional scale and is by its hierarchical nature spanning many orders
of magnitude, down to the molecular and atomic level. Recent experiments, even
though performed under well controlled laboratory conditions, have pushed the
boundary between the classical and the quantum world into the mesoscopic scale,
challenging many of our intuitive understandings of reality (Arndt et al., 1999;
Groblacher et al., 2009). This raises the fundamental question: Could vibrational
and quantum effects have a non-trivial role in biological function?1 After all, it is
known that biological systems under evolutionary pressures are capable of ampli-
fying the slightest gradients in efficiencies that give rise to a higher probability of
survival.

Recently, as demonstrated best by the example of long-lived quantum coher-
ence in photosynthetic energy transfer (Engel et al., 2007), there is increasing
evidence that for certain biological processes non-classical phenomena such as
coherent excitation transfer of individual excitations across protein complexes can
exist even at room temperature (Panitchayangkoon et al., 2010). These coherences

1 That is, not a consequence of the fact that all matter ultimately consists of quantum objects, but rather a more
direct correspondence between quantum coherence and function.
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might also have provided an evolutionary advantage. In fact, increasingly there is
a belief that these evolutionary advantages might be best harnessed by systems
that have not evolved to be purely coherent nor classical, but rather at the cross-
section between the two regimes, where an interplay between environmentally
induced decoherence and quantum dynamics can be exploited (Mohseni et al.,
2008; Plenio and Huelga, 2008). The mechanisms underlying such phenomena
have recently been identified and applied more generally beyond the specific set-
ting in photosynthetic complexes (Caruso et al., 2009; Rebentrost et al., 2009a;
Chin et al., 2010b). In addition, already on a purely classical basis structural
constraints and coupling to the environment may lead to stochastic resonances
(Hanggi et al., 1993; Hanggi and Jung, 1995; Gammaitoni et al., 1998), non-
Markovian dynamics and coloured noise. These remarkable findings raise a series
of further fundamental questions: To what extent are coherent vibrational effects
more generally present in other biological systems? Could they be just epiphenom-
ena, i.e. a consequence of the scale, or could they indeed be relevant to biological
function? Are there any generalizable principles used by nature for exploiting
the advantages provided by vibrational coherence? Given the functional hierar-
chy in biology, are there any manifestations of these effects on the macroscopic
scale?

The answer to these questions will entail fundamental consequences for the
understanding of biological function and the nature of life. In this context the
involved size, time and energy scales of transport processes in ion channels and
pumps (Hille, 2001; Gadsby, 2009) as nano-scale ‘protein machines’ suggest that
they represent a large class of proteins where vibrational or quantum coherence
effects might play a functional role. Given our incomplete understanding of the
mechanism that leads to their high level of specificity, directedness and efficiency,
the observation of any form of coherence in such systems may shed new light on
the fundamental functional principles in then which might eventually be extended
more broadly to other areas of biochemistry and molecular biology.

At this point, before going into the details and in order to avoid any misconcep-
tions, we would like to point out that during past decades there have been a number
of speculative works postulating the existence of quantum entanglement and large-
scale quantum coherence in the nervous system. In our view, these considerations
lack a solid physical foundation because they are not developed to a degree that
permits experimental verification or falsification, which we regard as crucial. We
emphasize that the scope of the present work is to understand theoretically and
experimentally the role of quantum coherence, its interaction with environmen-
tal noise and its possible functional relevance on the level of biochemistry and
proteins.
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13.2 Ion channel classification and their common structural features

A key modality of cellular transport on the molecular level is facilitated by ion
channels whose study over last decades has resulted in major discoveries about
the mechanisms of cellular signalling and regulation. They are protein complexes
embedded in the cell membrane and regulate the flux of specific types of ions
across their membrane. This regulation is essential for a vast number of cellular
processes, ranging from epithelial transport to generation of action potentials in
neurons (Hille, 2001). In recent years, the atomic structure of a large number of
ion channels has been revealed via X-ray crystallographical methods and has led
to the development of functional models of ion transport. Structurally, they are
often formed by a cyclic arrangement of multiple subunits which together form
a sub-nanometre scale pore through which ions can cross the cell membrane.
Conformational changes triggered by various intercellular and extracelluar factors,
such as chemicals, temperature, stress or voltage lead to spatial rearrangement of
these subunits and as a result to the conductive or non-conductive states of the ion
channel.

In a large number of ion channels there are two functionally different regions of
the protein complex that are involved in this task, the selectivity filter and the gate.
While the subunits constituting the gate can undergo conformational changes that
are triggered by different signalling mechanisms such as voltage or chemicals and
lead an opening or closing of the channel, the selectivity filter is responsible for
transmitting only a specific type of ions.

The most successful approach to the classification of ion channels has been based
on how they are regulated. Here, the three main groups of ion channels are: (1) the
voltage-gated channels such as the sodium and potassium channels of the nerve
axons and nerve terminals, (2) the extracellular ligand-activated channels, which
includes channels such as GABA (gamma aminobutyric acid)2 and glycine receptor
channels, most of which are regulated by ligands that are ‘neurotransmitters’. These
channels are often named according to the ligand they bind to. (3) Intracellular
ligand-gated ion channels, a large group of receptor channels in which internal
ligands bind to a site on the channel protein exposed to the cytosol. Examples
include CFTR (Cystic Fibrosis Transmembrane Conductance Regulator)3 and some
other ABC (ATP binding cassette) family members, as well as ion channels involved
in sense perception that are often activated indirectly by GPCRs (G protein coupled
receptors).

2 An important amino acid which functions as the most prevalent inhibitory neurotransmitter in the central nervous
system.

3 The CFTR-protein regulates the transport of water and salt across the plasma membrane.
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In addition, there are other types of channels which are not falling into the above
classifications such as the mechanosensory channels and the GAP junctions.4

13.3 Potassium channel: structure and current view
on mechanism of transport and selectivity

One of the best studied classes of ion channels are the potassium (K+) channels
(Doyle et al., 1998; Sokolova et al., 2001). They play key roles in the shap-
ing of action potentials used for neuronal signalling and cardiac muscle activity,
ionic homeostasis,5 cell proliferation (Pardo, 2004) and epithelial fluid transport
(O’Grady and Lee, 2003). The structure of the K+ channel from the bacterium
Streptomyces lividans (KcsA) shows that the potassium channel assembles as a
homotetramer6 of membrane-spanning protein subunits (Doyle et al., 1998). While
there are different gating mechanisms in different potassium channels, the selec-
tivity filter is conserved across all potassium channels. It is formed by a tetramer
of transmembrane helices near the extracellular surface of the membrane. It is
comprised of a short peptide loop (made up of the amino acid sequence TVGYG)
from each of the four helices (Morais-Cabral et al., 2001). The oxygen atoms of the
carbonyl groups of each of these five amino acids are pointing towards the centre
of the pore, forming five axial potential minima for trapping of positive charges
(Figure 13.1). Crystallographic studies have revealed the presence of either a potas-
sium ion or a water molecule at all times at each of these binding sites. These studies
also showed that the axial separation between each of these sites is ∼0.24 nm and
the width of the filter is ∼0.3 nm (Morais-Cabral et al., 2001).

This observation implied that the process of ion transport across the selectivity
filter has to be in a single file fashion. Moreover, the above dimensions of the
selectivity meant that each K+ ion needed to shed its hydration shell before enter-
ing the channel. These realizations were particularly remarkable, as the potassium
channel combines very high throughput rates (∼108 ions/sec) (Gouaux and MacK-
innon, 2005), close to the diffusion limit, with a high (104 : 1) discrimination rate
(Doyle et al., 1998) between potassium and sodium. It has remained a challenge
to fully explain the underlying molecular and atomic interactions that lead to this
observation. This task has been particularly hampered by the lack of experimental
studies that can give insights into the transport process at the atomic level and
the associated protein dynamics at time resolutions that are capable of following
individual ions through the channel.

4 Protein complexes that connect neighbouring cells and fix the cell membranes at a specific distance.
5 The ability of the body or a cell to seek and maintain a condition of equilibrium or stability within its internal

environment when dealing with external changes.
6 A tetramer, especially a biologically active one, derived from four identical monomers.
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Figure 13.1 Streptomyces lividans (KcsA) channel after PDB 1K4C. It assembles
as a homotetramer of membrane-spanning protein subunits (left). The selectivity
filter is formed by a tetramer of helices near the extracellular surface comprising
a peptide loop (TVGYG) from each of the four helices. The selectivity filters
backbone carbonyl groups form five axial trapping sites at each of which either a
K+ ion or a water molecule is bound (right, sites 1–4 shown).

Nevertheless, based on the crystallographical data and numerical simulations,
several models for the selectivity and the high transport rate have been developed.
In this context the currently well accepted model for ion selectivity is based on the
so-called ‘snug-fit’ model (Bezanill and Armstrong, 1972; Roux, 2005; Noskov
and Roux, 2006). This suggests that the oxygen atoms of the carbonyl group of
the residues are forming a spatial arrangement such that the dehydrated K+ ions
fit snugly into the filter with water-like coordination by the backbone carbonyl
oxygen atoms, while the selectivity filter cannot distort sufficiently to coordinate
the Na+ ions (Doyle et al., 1998; Zhou et al., 2001). However, the atomic radius of
K+ and Na+ only differ by 0.38 Å. This would mean that for the snug-fit model to
form the basis of ion selectivity, the selectivity filter would have to maintain a rigid
geometry with sub-angstrom precision in order to discriminate the two cations.
However proteins, similar to most bio-molecular complexes are flexible structures
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subjected to significant temperature fluctuations (Roux, 2005; Noskov and Roux,
2006; Gwan and Baumgaertner, 2007) with amplitudes on the order of 0.75 to 1.0 Å.

Similarly the high throughput rate of the ions has been explained through a
model commonly referred to as the ‘knock-on’ mechanism, which assumes that
the attraction between ion and ion channel outside of the selectivity filter and the
ion–ion repulsion inside the filter, have compensating effects (Berneche and Roux,
2001; Morais-Cabral et al., 2001; Noskov et al., 2004; Gouaux and MacKinnon,
2005). Basically, it is assumed that ions are electrostatically attracted to the channel
by negatively charged residues. The approach of such an ion from one side of the
doubly occupied selectivity filter leads to the subsequent exit of another ion on
the other side of the channel. Although this mechanism is in principle possible, as
was shown (Roux, 2005), for this mechanism to be able to explain the observed
high throughput rates, it requires a highly delicate energetic balance between the
ion–ion channel attraction and ion–ion repulsion. However, numeric calculations
show that the Coulombic repulsion during the transport cycle can vary by several
tens of kcal per mole. Basically, the interplay between the thermally induced time-
varying electrostatic potential of the carbonyl groups trapping the K+ ions, and
the electrostatic back action of the ions, leads to a temporally and spatially highly
dynamic potential landscape.

This still leaves us with some of the same fundamental questions: How does a
flexible structure like the selectivity filter achieve ion selectivity and high through-
put at the same time? The recent finding of a distinct Na+ binding site in the
selectivity filter of KcsA (Thompson et al., 2009) and studies in related potassium
channels (Derebe et al., 2011) also point towards a kinetic model of selectivity
(Nimigean and Allen, 2011). Furthermore it is also known that two different pos-
sible sequences of K+ and water in the selectivity filter, commonly referred to as
the 1,3 and 2,4 states, exist for which, two K+ ions are within the selectivity filter
at all times (Morais-Cabral et al., 2001). But what is the functional significance of
these configurations? Surprisingly, there is some evidence (Roux, 2005; Noskov
and Roux, 2006) suggesting that the thermal fluctuations could in fact be required
for channel function; so what are the underlying mechanisms for using such fluctu-
ations for the channel function? It is now believed (Roux, 2005; Noskov and Roux,
2006; Nimigean and Allen, 2011) that to understand ion selectivity and transport,
one has to account for competing microscopic interactions, for whose quantitative
description, accurate models on the atomic level are required.

13.4 Coupled vibrational dynamics and the selectivity filter

Given the atomistic scale of the selectivity filter, it is worthwhile considering the
involved dimensions and energetics of the process in more detail, to determine
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whether the underlying mechanism for ion transmission and selectivity can be
described fully within a purely static framework, or whether there is room for the
possibility that vibrational coherences may play a role in these dynamics.

The discussed spatial arrangement and distances of the K+ ions and the oxygen
atoms in the selectivity filter (Figure 13.1b), and the fact that the height of the
binding potential can fluctuate based on the presence or absence of an ion at a
particular site and the thermal vibrations of the protein in the range ∼1–5 kcal/mol
(corresponding to ∼1.7–8.5kBT ) (Gwan and Baumgaertner, 2007), suggest that
vibrations might be a functional element in how the selectivity filter achieves its
properties.

It is hence tempting to hypothesize that the strong couplings between the car-
bonyl groups in the selectivity filter mediated through the ions and water molecules
would lead to a coupled ion–protein dynamics in which coherent effects could be
present and involved in explaining some of the functional features, such as the high
ion conduction rate and ion discrimination rate. However, in order to elevate this
beyond mere conjecture, we will need to develop testable predictions that would
allow us to verify or falsify experimentally the existence and relevance of coherence
in this setting. This is the purpose of the remainder of this chapter.

13.5 Coherence induced resonances in transport phenomena

In this section we would like to illustrate how coherent dynamics on short length-
scales may lead to macroscopically observable consequences that may then be
amenable to experimental test, without the need to have access to the short length-
scales on which coherence is manifested explicitly. We will consider a chain of
wells that are coupled coherently and explain that quantum interference in the
underlying dynamics may lead to sharp resonances in transport efficiency. These
resonances then allow us to infer the presence of quantum coherence as they are
absent in purely classical models governed by rate equations. These resonances
may be measured directly in the energy, particle or charge current that the system
allows – the measurement of correlations in time or coherence in relation to the
driving field are not required.

In order to illustrate the idea we consider a fully coherent model which is
governed by the Hamiltonian,

H/h̄ =
N∑
k=1

ωk(t)σ
+
k σ

−
k +

N−1∑
k=1

ck
(
σ+
k σ

−
k+1 + σ−

k σ
+
k+1

)
, (13.1)

with hopping rates ck and site energies h̄ωk(t) that we assume to be independent
of k, for simplicity. Let us furthermore assume that the first and last site of the
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chain are connected to environments that insert or remove excitations from the
system or, in other words, drive transitions between configurations. Now we subject
the channel to a constant and a time-dependent external potential due to applied
electric fields and or ionic concentration gradients. In this case, we find ωk(t) =
k(�0 +�1 cosωt), where h̄�0 is the energy difference between adjacent sites due
to a static potential, while the term h̄�1 cosωt is due to the external applied AC-
drive. In the limit of very long, ideally infinite chains, this Hamiltonian is known to
exhibit the coherent phenomenon of dynamic localization or dynamical suppression
of tunnelling (Dunlap and Krenke, 1986; Holthaus and Hone, 1996; Kohler et al.,
2005). The existence of this effect and its coherent character may be inferred from
the following arguments.

Consider an interaction picture with |ψ̃(t)〉 = e−iA(t)
∑
k kσ

+
k σ

−
k |ψ(t)〉, where

A(t) = −�0t − (�1/ω) sin(ωt) such that the time-dependent on-site energies van-
ish at the expense of time-dependent coupling strengths between the neighbouring
sites (Holthaus and Hone, 1996). In this interaction picture, the dynamics is gov-
erned by a Hamiltonian,HI/h̄ = ∑

k c(e
−iA(t)σ+

k σ
−
k+1 + eiA(t)σ−

k σ
+
k+1), where now

the coupling rates are time dependent. For small values of c, the hopping dynamics
between neighbouring sites is slow compared with the time dependence e±iA(t)

and averaging this Hamiltonian over the interval [−π/ω, π/ω], we find that the
effective Hamiltonian takes the form,

HI/h̄ =
N−1∑
k=1

cJ�0
ω

(
�1

ω

) (
σ+
k σ

−
k+1 + σ−

k σ
+
k+1

)
. (13.2)

Hence, we expect that if �0 = nω and �1/ω coincides with a zero of the Bessel
function Jn, then the evolution of a wavepacket becomes periodic in time and the
spreading of the wavepacket and hence transport is suppressed. Signatures of this
effect can be observed even for short chains. (See Figure 13.2 for an example of a
chain of five sites where high contrast resonances in conductivity can be observed
whose minima coincide very well with the zeros of the relevant Bessel functions.)

It is crucial to note that these resonances for which transport is highly impaired
are a phenomenon of destructive interference, as they arise from the averaging of
transition amplitudes. Indeed, in a system governed by rate equations or a system
subject to strong decoherence these resonances will be absent (Figure 13.2 shows
that the contrast of these resonances decreases with increasing rate of dephasing).
Hence, observation of such resonances would be a strong indication of coherence
playing a role in the system dynamics. In the present setting, such quantum reso-
nances can be expected for driving field frequencies of the order of the characteristic
timescale of the coherent interaction, which will depend on the specific details of
the system under investigation. Other possible effects that lead to macroscopic
changes in the channel current may be coherent oscillations of the backbone of the
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Figure 13.2 Conductivity versus strength of the applied ac potential for a chain
of five coupled harmonic oscillators for ω = 2 × 108 s−1. Even at dephasing rates
of γ = 1.5 × 108 s−1, resonances can still be observed.

channel, which can also lead to periodic modulations of the site energies and/or
the hopping rates and thus affect channel conductance.

The above considerations represent a prediction that is accessible to experimental
test and the remainder of this chapter will now serve to discuss how tests of quantum
coherence might be achieved in practice.

13.6 Towards experimental realization

Indeed, the above considerations allow for two conceptually different experimental
approaches for studying predicted coherences. Firstly, the emergence of quantum
resonances, as a result of microscopic constructive and destructive interferences of
the underlying dynamics of the system, allows for measurement of a macroscopic
observable, the channel current, which carries the signature of quantum coherence.

Secondly, ultrafast multidimensional vibrational spectroscopy can be used to
observe fast changes in vibrational dynamics and coupling of vibrational modes on
a picosecond timescale.

In the following, we will discuss each of the two experimental strategies for
studying the presence of coherent vibrational dynamics in the selectivity filter.

13.6.1 Experimental requirement for observation of coherence resonances

If the transport dynamics in the selectivity filter is coherent, then our theoretical
results above suggest that quantum resonances may have observable effects, if
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the selectivity filter is driven by an external oscillating AC field with frequency
on the order of the characteristic coherent motion in the system. If the frequency
of the driving field is scanned, one would examine the ionic current through the
channel for the presence of frequencies at which the conductivity is reduced. This
would be in sharp contrast to what would be observed when dephasing is destroy-
ing all coherence and the conduction of ions is governed by pure rate processes,
which would make the conductance essentially independent of the amplitude of
the alternating external driving force. One approach to test this prediction experi-
mentally uses state-of-the-art electrophysiology methods, with electronic modifi-
cations for accommodating the delivery of fast oscillating fields. Electrophysiology
techniques, such as patch clamping (Sakmann and Neher, 1995), have found appli-
cations in a large number of biophysical studies for recording single ion channel
currents. During the few milliseconds of the open gating period the channel currents
are measured via different patch clamp techniques, such as the cell attached mode
and the excised patch configuration (Sakmann and Neher, 1995). In these methods,
a glass pipette with an inner diameter of 1µm is filled with an electrolyte and is
used to make a high-resistance (> 109�) seal with the cell membrane. Generally,
one or more ion channels can be present on a membrane patch of that size.

Note however, that the presence of multiple ion channels on a membrane patch
the size of a pipette tip may not affect the experimental signature of quantum
coherence in a negative fashion. As discussed above, the manifestation of coherent
dynamics in the selectivity filter may be observable as a change in the ‘bulk’ ionic
current through the channel as a function of the externally applied AC driving
force.

In order to minimize the capacitive currents that result from the rapidly oscillat-
ing applied fields in these experiments, an excised patch configuration (Sakmann
and Neher, 1995) is preferable in which the current through a few channels on a
dissociated patch of membrane sealed to the pipette is measured. To observe the
predicted resonances, an alternating driving potential would be applied across the
channel.

Application of a high frequency AC field in the presence of the membrane
capacitance and the stray capacitance of the pipette glass will lead to additional
capacitive currents significantly higher than the membrane current (Vaziri and
Plenio, 2010). This issue can be addressed by using the excised patch configuration,
which minimizes the effective membrane capacitance. But it is also possible to
minimize the pipette capacitance by using a special type of glass (Odgen, 1994) and
by coating the pipette with insulating resins. To completely separate the capacitive
currents from the ionic current, one can exploit the difference in the timing of the
peaks of these two components by using a lock-in detection technique. In addition,
for a fixed frequency of applied electric field, it is possible to design additional
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electronic circuits that introduce negative capacitance to compensate the capacitive
currents, and a number of spectral analysis techniques are available that can be
applied to isolate the ionic current from the capacitive currents.

Finally, recent developments in the use of NV centres in nano-diamonds (Hall
et al., 2010) point to an exciting alternative method for recording pico-ampere
currents in biological systems with high spatial and temporal control. These exper-
iments could present us with first evidence for the presence of coherence in ion
channels and will provide guidelines for spectroscopy experiments and independent
corroboration of conclusions drawn from them.

13.6.2 2D ultrafast vibrational spectroscopy: applications
to model systems and the KcsA K+ channel

Although the suggested experiments based on coherence induced resonances could
provide evidence for coherence in the dynamics of the underlying mechanism of ion
selectivity and transport, it is certainly desirable to be able to study the ion transport
process and associated protein dynamics more directly at a picosecond timescale.
Spectroscopic techniques in the IR such as Fourier Transform Infrared (FTIR),
Raman and two-dimensional IR (2D-IR) spectroscopy can be used to identify
the binding signatures of K+ in the selectivity filter and to follow the fast protein
dynamics associated with ion transport on picosecond timescales. Ultimately, these
experimental approaches also need to meet the three requirements outlined at the
beginning of this section. As a first step towards this goal and to demonstrate the
first requirement, i.e. that the eigenstates have distinct experimental signatures,
we will discuss the results on spectroscopic measurements in model compounds
that represent the signatures of K+ binding for different conformational states of
selectivity filter.

Characteristics of 2D-IR spectroscopy and relation
to other vibrational spectroscopies

Two-dimensional infrared spectroscopy (2D-IR) is an emerging molecular spec-
troscopy method for the biomedical and biophysical sciences. 2D-IR character-
izes molecular structure, provides information on components in heterogeneous
samples and has the high time-resolution required to measure fast kinetics
(Hochstrasser, 2007; Zhuang et al., 2009). Analogous to 2D-NMR methods, 2D-IR
uses sequences of infrared pulses to excite and detect molecular vibrations. The
resulting frequency–frequency 2D spectrum provides the ability to correlate differ-
ent spectral resonances. Cross-peaks can be used to enhance the information content
of congested spectra, reveal the coupling or connectivity of the parts or watch the
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time-dependent exchange of different molecular species. Since IR and Raman spec-
troscopy provide markers of molecular structure, characterizing cross-peaks can
provide quantitative assays and, in some cases, be used to obtain precise structures
or proximities. Since it makes these measurements with picosecond time resolution,
it is a method for characterizing transient and time-evolving molecular structures.

Each molecular vibration provides a unique bond-oriented view of molecular
structure and can be tailored to different problems. Vibrations can provide infor-
mation on site-specific conformation and contacts, or collective structural details,
such as the size of a β-sheet.7 2D-IR has been used to study the secondary and
tertiary structure and dynamics of globular proteins (Ganim et al., 2008; Andresen
and Hamm, 2009; Ganim et al., 2010) and membrane proteins (Fang et al., 2006;
Mukherjee et al., 2006; Manor et al., 2009).

The potential of 2D-IR has been most clearly seen with the study of proteins
and peptides using amide I spectroscopy. The amide I vibration (1600–1700 cm−1,
primarily CO stretch) is sensitive to the type and amount of secondary structures and
not strongly influenced by side chains (Byler and Susi, 1986; Jackson and Mantsch,
1995). Beta sheets have a strong absorption band at 1630–1640 cm−1 that shifts
with sheet size and a weaker band at ∼1680 cm−1. The α-helix8 and random
coil structure are located at 1650–1660 cm−1 and 1640–1650 cm−1, respectively.
This sensitivity results because amide I vibrations of proteins are delocalized
over secondary structures of the protein, as a result of strong couplings between
amide I oscillators. The spectroscopy of these ‘excitonic’ states reflects the size
of secondary structure and the underlying structural arrangement of oscillators,
but lacks local (site-specific) detail. To extract site-specific information without
perturbing the protein, isotope labels can be introduced into the amide I carbonyl
(Torres et al., 2001; Decatur, 2006). Labelling the peptide carbonyl with C13

and/or O18 provides a red-shift between 35 and 65 cm−1 from the main amide
I band, thereby spectrally isolating a particular peptide unit. This strategy has
proven very useful in 2D-IR for interrogating site-specific peptide and protein
structure. Because an amide I unit is sensitive to hydrogen bonding (∼20 cm−1 /
H-bond to C=O), an isotope label provides an excellent measure of the local
solvent exposure. Additionally, site-specific contacts can be monitored through
the introduction of a pair of isotope labels. The frequency of the two-oscillator
coupled state provides distance sensitivity over a range 1–4 Å, allowing for precise
monitoring of contacts. Cross-peaks in 2D spectra contain the relative orientation

7 Beta sheets (β-sheets) consist of beta strands connected laterally by at least two or three backbone hydrogen
bonds, forming a generally twisted, pleated sheet. A beta strand is a stretch of polypeptide chain typically three
to ten amino acids long, with backbone in an almost fully extended conformation.

8 A common motif in the secondary structure of proteins, the alpha helix (α-helix) is a right-handed coiled or
spiral conformation, in which every backbone N–H group donates a hydrogen bond to the backbone C=O group
of the amino acid four residues earlier.
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Figure 13.3 Molecular structure (a) of K+ binding model compounds, correspond-
ing FTIR, Raman (b) and 2D-IR spectra (c) in the carbonyl vibrational spectrum
with and without K+ (solid and dashed for FTIR and Raman respectively).

and coupling between vibrational dipoles which can be translated to a structure
with a molecular model (Khalil et al., 2003). Amide I spectroscopy has proven
particularly attractive because structure based spectroscopic models exist that allow
amide I IR spectra to be modelled from a protein structure (Ganim and Tokmakoff,
2006). For a proposed structure or pathway with atomistic structures, 2D-IR data
can be calculated and compared with the experiment to confirm or reject the
proposed structure.

IR spectroscopy of K+ binding model compounds: vibrational excitons
as probes of K+ binding in the selectivity filter

The binding of K+ ions by peptide units within the selectivity filter requires confor-
mational changes leading to an eight- or six-fold symmetry complex. Such binding
motifs are also observed in certain antibiotics responsible for diffusive transport of
ions across bacterial cell membranes. We have used Valinomycin and Nonactin in
this respect as models for biological K+ binding (Ganim et al., 2011) (Figure 13.3a).
Nonactin in particular is the closest in structural similarity to a single K+ binding
site within the KcsA selectivity filter. These molecules therefore serve as valuable
model compounds to study FTIR, Raman (Guenzler and Gremlich, 2002) and 2D-
IR (Hamm et al., 1998; Hochstrasser, 2007; Tokmakoff, 2007) spectral signatures
of K+ binding. The strong electrostatic interaction of the ion with carbonyls, the
close proximity and coupling of those carbonyls, and the high symmetry normal
modes that arise from binding are all indicators that vibrational spectroscopy will
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see strong excitonic resonance enhancements and pronounced variation in IR and
Raman spectra due to selection rules; 2D-IR spectroscopy will be particularly sen-
sitive to such excitonic modes. This method is also unique because of its combined
temporal and structural resolution and is rapidly emerging as a tool for studying
transmembrane proteins (Manor et al., 2009).

To validate the suitability of this technique for testing our hypotheses, we have
performed FTIR, Raman and 2D-IR spectroscopy on valinomycin and nonactin.
Our data shows an intensification and narrowing of the C=O vibrational mode
in these compounds upon KCl addition (∼1740 and 1710 cm−1) (Ganim et al.,
2011). We also observe lineshape changes in the amide vibrational band of valino-
mycin (∼1650 cm−1) which demonstrate structural changes from the disordered
states of the unbound ionophores to ordered, symmetric states after coordination
(Figure 13.3b).

2D-IR spectroscopy provides clearer evidence for K+ binding. Besides the line
narrowing and intensification observed in FTIR spectroscopy, the diagonal nar-
rowing of 2D-IR lineshapes is evidence of the mentioned structural changes from
a disordered state to a well-ordered state in the presence of K+ (Figure 13.3c).
While both FTIR and 2D-IR spectra clearly show evidence for K+ binding, the
presence of interfering vibrations from the rest of the protein complex, which
would be present experimentally, would diminish resolution between the unbound
and different bound K+ states. The vibrations of interest in the selectivity filter
would comprise ∼12/400 of the spectral intensity. Here the combination of isotope
labelling and 2D-IR spectroscopy will allow us to spectroscopically distinguish the
K+ coordinated states.

K+ binding compounds and model development

In order to be able to extend the results of spectroscopic binding signatures of
model compounds onto the selectivity filter and to predict expected vibrational
spectra with and without isotope labels, computational modelling should accom-
pany spectroscopic studies. We have been developing models (Ganim et al., 2011)
for the vibrational frequency shifts and couplings between carbonyl vibrations that
result from K+ binding. Based on our amide I models, these focus on describing
C=O vibrational excitons (eigenstates) that arise on K+ binding, and will be used
to predict the exciton states of the entire selectivity filter when multiple ions are
bound, including IR and Raman spectra and cross-peak patterns in 2D-IR spectra.
In this fashion, spectra can be compared with experimental data to confirm or reject
the proposed structural dynamics.

To test the applicability of these modelling concepts, we have applied our existing
amide I model to K+ binding in the KscA channel (Ganim et al., 2011). Comparing
the vibrational frequency of amide I vibrations of the selectivity filter upon binding
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Figure 13.4 Amide I frequency shift for KcsA oscillators in the 1,3 configura-
tion (K+/H2O/K+/H2O) relative to the water-filled channel. Large spikes indicate
strong sensitivity of particular carbonyls to proximity of ion.

to K+ predicts that the energy shifts are expected to be ∼10 cm−1 in magnitude and
anticorrelated in sign between adjacent binding sites of the filter (Figure 13.4). The
vibrational shifts remain localized to the immediate carbonyls binding the ion and
are consistent with the prediction that exciton states of the C4v binding geometry
will be formed by coplanar carbonyls of the selectivity filter. It is important to note
that, here we have assumed an idealized structure of the ion channel without any
solvent interactions and in the absence of thermal fluctuations. As such, in this
model the induced site energy shifts by the isotopes represent a hypothetical limit
for what could be observed. More rigorous modelling of the isotope labelled selec-
tivity filter show (Ganim et al., 2011) that the sharp site frequency shifts are reduced
by thermal averaging due to the motion of ions, the protein and the solvent. Never-
theless, the induced shifts by isotope labels also allow, in that case, unambiguous
assignment of the potassium–carbonyl interaction at individual binding sites.

Finally, there is also another class of model compounds featuring the same
four-fold symmetry, the TVGYG polypeptides (Rivas et al., 2001). They can be
synthesized with isotope labelling patterns and hence allow us to test sensitivity to
ion binding location and motif using similar spectroscopy approaches to those for
the K+ binding antibiotics valinomycin and nonactin. These studies will pave the
way towards experiments on the KcsA protein complex.

2D-IR spectroscopy of the KcsA K+ channel

As the next step, one could then determine these signatures of ion-binding in a real
system. For this purpose 2D-IR spectroscopy is unique because of its combined
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time and structural resolution. Similarly to the model molecules, the structural
rearrangements of the carbonyl groups in selectivity filters are expected to lead
to distinct vibrational resonances and cross-peaks, which then report on the fast
protein dynamics accompanying the K+ binding on the timescale of ion transport
rates. This sensitivity results because amide I vibrations of proteins are collective
C=O vibrations extended over secondary structures of the protein. Strong couplings
between amide I oscillators lead to delocalized vibrational states whose pattern of
absorption frequencies reflects the underlying structural arrangement of oscillators.

In addition, 2D-IR spectroscopy also provides sensitivity to the relative phase of
the vibrational eigenstates and picosecond temporal resolution, two critical prop-
erties required to observe the predicted coherences (requirements 2 and 3). This
method has been successfully used in the visible regime to probe coherences in
energy transfer in the photosynthetic system. In ultrafast 2D spectroscopy, three
pulses and a strongly attenuated local oscillator are incident at different times onto
the sample, generating a coherence, followed by an excited state population and
a subsequent coherence in the opposite phase direction before a signal is gener-
ated in a unique phase-matched direction. By scanning the times between pulses
in the range of a few hundred picoseconds to a femtosecond, the full field of the
signal pulse is measured through heterodyne detection using spectral interferom-
etry. In this way coupling strengths and energy transfer in molecules are probed.
Without coupling, contributions from excited-state absorption and emission cancel
each other, yielding no off-diagonal peaks in the spectrum. With coupling, the
cancellation is no longer complete and a so-called ‘cross-peak’ emerges.

Coherences manifest themselves as modulations in the intensities of the cross-
peaks in the 2D spectrum, for different delays between the impinging pulses.
Intuitively speaking, 2D spectroscopy probes the ‘memory’ of a system. Hence it
can be used to examine how fast an initially coherent state decoheres. Here, as
we are interested in vibrational coherences (in contrast with electronic coherence),
our method of choice will be 2D-IR spectroscopy which is sensitive to the relative
phase between the vibrational eigenstates.

13.7 Outlook: functional role of coherence in transmembrane proteins

Probably the most intriguing aspect of quantum and vibrational coherence effects
in biological systems is the question of its relevance for the biological function.
Firstly, it is conceivable that they can be found in many biological systems, but
only as an inevitable result of the relevant spatial and temporal scales and the fact
that ultimately all matter is built up of elementary particles which exhibit well-
known quantum behaviour which is required for the stability of bio-molecules and
therefore for biology. In cases where quantum and vibrational coherence is not
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exploited for the biological function, they would then have to be regarded as an
epiphenomenon. But even if that should turn out not to be the case, it would be very
interesting to see whether quantum coherence has been exploited by nature for the
same functional tasks across different systems, or whether it is involved in diverse
sets of functional mechanism. Are there any underlying principles that one can use
to predict when and for which purpose a system might exhibit coherent effects?

For coherence to have a non-trivial role in biological function the coherence must
have a more direct or ‘unexpected’ consequence on the function. This often implies
that coherence should be observed on a more macroscopic, but still nanometre
scale, as was also confirmed in the case of the photosynthetic complex. Coherences
at such a scale are subject to environmental noise and decohere quickly. Hence
we expect that in order to understand the functional relevance of coherence for
biological functions, it will be necessary to study the competition between vibra-
tional dynamics, which generates coherence, and interaction with the surrounding
environment, which tends to decrease coherence. In fact, we believe that the inter-
play between coherence and environmentally induced decoherence is how in many
cases quantum or vibrational coherence effects are involved in a functional role
in biological systems. Such an interplay can ultimately lead to classical states at a
higher hierarchical scale which carry a ‘signature of coherent processes’ and which
are conventionally known to be responsible for biological function. One way of
examining such a hypothesis experimentally or numerically is to interfere with
or eliminate the supposed coherences and study the implications on the classical
states at the next level of hierarchy.

At this point, one can only speculate on the possible functional relevance of
coherent phenomena to ion channels. One possibility is that coherence is essential
to mediate the classically observed high ion selectivity and/or throughput rates. The
resonances in an AC-driven ion channel, caused by interference (Figure 13.2), are
relatively sharp features in parameter space. In purely classical models, the rather
small differences in diameter between K+ and sodium ions are not expected to
result in significant changes in ion conduction. As a consequence, in the presence
of coherence, the dynamics are much more sensitive to small variations in system
parameters, such as ion mass and ion radius. Hence, in addition to the effects on
conduction rate, one may speculate whether enhanced sensitivity of the coherent
dynamics may contribute to the selectivity on the filter on the ion channel.

Further, the dynamics of ion conduction in ion channels are in fact a many-body
phenomenon in which many degrees of freedom interact. Recent numerical simu-
lations of ion transfer (Gwan and Baumgaertner, 2007) suggest, for example, that
the multi water K+ chain does not move as one unit, but rather in discrete units
of individual water–K+ translocations, in which the translocation of a K+ ion to
the next site is followed by the water molecule in a picosecond timescale. Given
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the short timescale for this substructure of the transport process. This provides an
additional mechanism through which vibrational coherence may appear. In addi-
tion, excitonic energy transfer along the selectivity filter could arise from strong
coupling of the carbonyl bonds, as was recently shown (Kobus et al., 2011), to the
flexible backbone which is influenced by long reaching vibrational modes of the
whole protein. Of course, such dynamics are considerably more complex than
the model Hamiltonians used in our description, and more rigorous conclusions in
that direction need to await more detailed simulations and experimental investiga-
tions, which represents work in progress. As mentioned above, one strategy will be
to interfere with coherence and study its functional consequences. Experimentally
this can be done, for instance, by inducing site-specific mutations at the different
binding sites or at other places in the protein to decouple potentially functionally
relevant correlated vibrational modes. It may also be possible to combine some of
the ideas on vibrational resonances discussed above with 2D-IR spectroscopy, such
that a fast non-periodic external AC field is used as a tool to induce dephasing.

Subsequently the discussed methodologies and any findings can be applied to
other classes of ion channels, particularly the proton channels, for some of which
the mechanisms underlying selectivity and proton transfer are controversial and
poorly understood (Decoursey, 2003; Sakata et al., 2010). Given the smaller mass of
protons, such channels represent another candidate where quantum effects might be
involved in some of the functional features. We believe such studies will ultimately
lead to a new understanding of some of the principles of biology on the nano-scale
and the implications of quantum and vibrational effects for biological function.
These new insights could change the way we think about processes in molecular
biology and biochemistry, providing us with new biological paradigms and could
lead to fundamentally new opportunities for their control and manipulation.
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A perspective on possible manifestations of
entanglement in biological systems

hans j. briegel and sandu popescu

14.1 Introduction

In this chapter, we will focus on the phenomenon of quantum entanglement. Entan-
glement is a special property that some states of two or more quantum particles may
possess. When particles are in an entangled state they are correlated. But entangle-
ment is far more than mere correlation. Entanglement is a type of correlation that
macroscopic objects cannot have, even in principle; it is what we call a ‘non-local’
correlation.

Entanglement, and the non-locality that derives from it, is by now considered
to be, arguably, the most important aspect of quantum mechanics. Philosophically
it leads to many puzzles and to a complete change in our view of nature. At the
same time, the practical implications of this type of correlation are very significant.
In particular, they can lead to the dramatically enhanced information processing
capabilities that quantum systems possess. The whole field of quantum information
processing (Steane, 1998; Bennett and DiVincenzo, 2000; Zoller et al., 2005) has
entanglement at its core.

Given the above, it is natural to ask whether biological systems make use and
take advantage of the enhanced possibilities that entanglement offers. It seems
natural to expect this, especially at biological molecular level, where the laws of
quantum mechanics apply.

Entanglement between two isolated particles is easy to obtain: almost every time
two particles interact they get entangled. But entanglement is very fragile. When
two entangled quantum systems interact with a third, they easily become entangled
in a tri-partite way; however, any entanglement between any two of them is reduced
or disappears altogether. That is, one can see the interesting non-local correlations
only if one now looks at correlations between all three parties; but not only between
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two. In this sense, entanglement, like love, is monogamous. When two parties are
fully entangled with one another, they cannot be entangled with a third; if they
are entangled with the third, in a quantum love triangle, the entanglement of the
original pair is lost. Even the cumbersome – but very interesting – entanglement of
the triplet is lost when a fourth appears, and is replaced by an even more intricate
four partite entanglement. And so on.

For the above reason, most experiments to date that exhibit entanglement try
extremely hard to isolate the quantum systems under investigation. Otherwise
entanglement spreads over more and more particles and nothing is left between
the ones we are interested in. But while this can be done in physics laboratories,
keeping particles in vacuum, cooling them to extreme temperatures and employing
many other precautions to isolate them from the electric and magnetic fields of
nearby objects, this is obviously impossible in biological systems. Biology is hot
and wet. Most processes take place in a watery solution, and molecules contin-
uously bounce into each other. So one would expect that biologically there can
be no entanglement between any relevant degrees of freedom but get dissipated
throughout the environment. It is for these reasons that until very recently the pos-
sibility of the existence of entanglement in biological systems was dismissed out
of hand. However, it has recently been understood that, while such a static way
of maintaining entanglement like simple isolation is impossible, active ways of
maintaining it may be possible. The central idea is the fact that biological systems
are open, driven systems, far from thermal equilibrium and that such systems are
capable of quantum error correction. Loss of entanglement between two given
systems is an ‘error’; correcting it means maintaining entanglement. Discussing
these recent ideas is the subject of this chapter.

14.2 Entanglement

In this section, we briefly introduce the essential concepts and definitions relating
to entanglement. The related issue of quantum non-locality and the kind of cor-
relations exhibited by entangled states will be discussed in the next section. For
a more detailed and quantitative discussion we refer the reader to textbooks and
reviews, see e.g. (Lo et al., 1998; Bouwmeester et al., 2000; Plenio and Virmani,
2007; Horodecki et al., 2009).

14.2.1 Qualitative discussion

Consider two quantum systems (such as atoms, molecules, spins, etc.). For the
purpose of the present discussion, their precise nature is irrelevant; we will call
them, in an abstract way, systems A and B. Suppose system A is in state |0〉A and
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system B is in state |0〉B . We can then write the common state of the two systems
as

|�〉AB = |0〉A|0〉B. (14.1)

Consider now another situation, in which system A is in state |1〉A and system B
is in state |1〉B , orthogonal on |0〉A and |0〉B respectively. In this case we can write
the common state of the two systems as

|�′〉AB = |1〉A|1〉B. (14.2)

But the rules of quantum mechanics say that whenever two states, such as |�〉AB
and |�′〉AB , are possible, so is any superposition of them, such as

|"〉AB = 1√
2
|�〉AB + 1√

2
|�′〉AB. (14.3)

This is exactly the same principle as the one that applies to a single quantum
system and says that, for example, since system A can be in states |0〉A and |1〉A,
then 1√

2
|0〉A + 1√

2
|1〉A is a possible state.

Using the explicit forms of states |�〉AB and |�′〉AB , the state (14.3) can be
written as

|"〉AB = 1√
2
|0〉A|0〉B + 1√

2
|1〉A|1〉B. (14.4)

This is an example of an entangled state. What we can immediately see is that in
this joint AB state system A does not have a (pure) state of its own, neither has
system B. That is, we cannot say that system A is in some state |ψ〉A and system B
in some state |ϕ〉B . Indeed, one can easily check that |"〉AB cannot be factorized,
that is,

|"〉AB �= |ψ〉A|ϕ〉B. (14.5)

Instead, the state of system A and that of system B are correlated, in a very peculiar
way.

First of all, there is one immediate way in which they are correlated. Since |0〉A
and |1〉A are orthogonal we can perform a measurement to distinguish them, i.e.
we can make a measurement to check whether system A is in state |0〉A or |1〉A.
The probability of finding either result is 1/2. Now, if this measurement tells us
that system A in state |0〉A then, according to quantum mechanics the original state
(14.4) collapses onto state |0〉A|0〉B , so now system B is in state |0〉B . More exactly,
if we now measure system B to check whether it is in state |0〉B or |1〉B , we find
it with certainty in |0〉B . On the other hand, if we find system A in |1〉A we know
system B is in state |1〉B . That is, if we now measure system B to check whether it
is in state |0〉B or |1〉B , we find it with certainty in |1〉B .
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But this is not all. Suppose that instead of performing the measurements
described above, we had performed some other measurements on A and B. The
results of these other measurements will also be correlated in some way. It is the
pattern of these correlations between the results of all possible measurements that
characterizes the entanglement.

14.2.2 Entanglement: general definitions

Before discussing the pattern of correlations that characterize entangled states, we
shall give the general definitions of what entanglement is.

The case of pure states

Definition 1: Direct product Consider two quantum systems, A and B, in a pure
state. A state that can be written in the form

|"〉AB = |φ〉A|ϕ〉B, (14.6)

where |φ〉A is an arbitrary state of system A and |ϕ〉B is an arbitrary state of system
B, is called a direct product and it is NOT entangled.

Definition 2: Entangled state Any state |"〉AB that is not a direct product is called
entangled.

Note that the definition of an entangled state is given indirectly, by reference to
direct product states. Note also that in order to be entangled it is not sufficient that
a state does not have the form (14.6), but that it cannot be written in that form by
any appropriate choice of basis. Indeed, consider the state

1

2
|0〉A|0〉B + 1

2
|1〉A|1〉B + 1

2
|0〉A|1〉B + 1

2
|1〉A|0〉B. (14.7)

This state is actually a direct product since it can be written in the form (14.6) with
|φ〉A = 1√

2
|0〉A + 1√

2
|1〉A and |ϕ〉B = 1√

2
|0〉B + 1√

2
|1〉B .

Verifying whether or not a given pure state is entangled or not is a trivial question.
(This is in sharp contradiction with the case of mixed states discussed below.)

The definitions above generalize to the case of many quantum systems with

|"〉AB...N = |φ〉A|ϕ〉B . . . |ξ 〉N (14.8)

being a direct product and all other states being entangled.

The case of mixed states

Definition 3: Separable states A mixed state ρAB that can be written as a mixture
of direct products is a separable mixed state. That is, ρAB is separable if it can be
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written in the form,

ρAB =
∑
i

pi |φi〉A〈φi | ⊗ |ϕi〉B〈ϕi |, (14.9)

where pi are probabilities (pi ≥ 0 and
∑
i pi = 1), |φi〉A are arbitrary states of

system A, not necessarily orthogonal on one other and similar for |ϕi〉B and where
the summation index i is 1 ≤ i < ∞.

Definition 4: Entangled mixed states Any mixed state that is not separable is
entangled.

The definitions above extend to more than two systems in a similar way to the
case of pure states.

14.2.3 Mixed-state entanglement

As opposed to the case of pure states, it is, in general, very difficult to establish
whether or not a mixed state is entangled. In fact there is no known general
algorithm for establishing this. The difficulty comes from the fact that the number
of direct product states in the mixture (14.9) may be infinite and the coefficients
pi are restricted to being positive. In particular also note that, counterintuitively,
mixtures of entangled states may sometime result in a separable state.

The above being said, there are some (quite important) cases in which we can
easily decide whether a state is entangled or not:

� The case of two qubits is completely solved. (‘Qubit’ is the generic name for a
two-state system).

� There are instances in which we know explicitly the decomposition of a mixed
state into direct products; hence the state is separable.

� There exist certain quantities that are ‘entanglement witnesses’. If they have
a certain value we conclude that the state is entangled; otherwise we cannot
conclude anything. The list of these witnesses is ever increasing.

For more detailed information we refer the reader to recent reviews, e.g. (Plenio
and Virmani, 2007; Horodecki et al., 2009).

14.3 Non-local correlations

As we mentioned earlier, the most important aspect of entangled states is the type of
correlations between the outcomes of different measurements performed on them.
To start with, it is important to notice that the correlations characterize the state
itself, not the interaction between the particles. That is, once the state is established –
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which is due to interactions between the particles – interaction is no longer needed to
generate the correlations. So the best way to understand the nature of correlations
is to imagine the two entangled particles to be completely separated in space
and no longer interacting. (Of course, when particles continuously interact, as is
probably the case in all relevant biological contexts, the state evolves in time and
the correlations between the particles may change.)

Consider two experimentalists, Alice and Bob, situated far away from each
other. They perform various measurements on particles that come from a com-
mon source and are prepared in an entangled state, one particle from each pair
going to Alice and one to Bob. The experiments are ‘space-like separated’. That
is, the measurements take a short time compared with the time required for light
(and hence for any signal) to propagate from Alice to Bob. Furthermore, by pre-
arrangement, the measurements are timed in such a way that Alice’s measurement
finishes before she could receive any signal from Bob about the measurement he
performed (i.e. what measurement he made and what the result was), and simi-
larly all information from Alice about the measurement she performed can reach
Bob only after he finishes his measurement. Nevertheless, their results turn out
to be correlated (although this can only be found out later, when Alice and Bob
are able to compare their results). The fact that the results are correlated is not
a great surprise – after all, the particles came from a common source. What is
astonishing however is that they are correlated in such a way that if we want
to establish such correlations with any classical devices, they have to communi-
cate with each other. Because of the timing of the measurements, this commu-
nication would have to be super-luminal. We refer to such correlations as non-
local.

To describe the notion of non-local correlations, let us start with a game having
nothing to do with quantum mechanics. It is a game played by one team of two
players and two referees, Alice and Bob situated far from each other. The game
consists of many rounds. The two players meet before each round and agree on
how to play in that round. After this meeting the players are separated – Player 1
goes to Alice while Player 2 goes to Bob. Alice asks Player 1 one question that
she chooses at random between two possible questions. The questions are: ‘Tell
me a value for A1’ and ‘Tell me a value for A2’. There are two possible answers to
each question, say 0 and 1. Similarly Bob asks Player 2 a value for B1 or B2. The
players can give any answers they want.

The team wins in the following situations:

� If Alice asked A2 and Bob asked B2 the team wins if the players give different
values: Player 1 says 0 and Player 2 says 1 or vice versa.

� In all other cases, i.e.A1 and B1 orA1 and B2 orA2 and B1 the team wins if both
players give the same answer.
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The players know the rules of the game; they only do not know which question
will be asked in each round.

The most important aspect of the game is that after the players split and one
goes to Alice and the other to Bob, they are not allowed to communicate to each
other. That is, Player 1 cannot tell Player 2 something like, ‘Alice asked me a value
for A1, I said 0, you take care what you do.’ The players can decide on a common
strategy of how to answer, but they can do this only before they go to the referees,
i.e. before they find out what the questions are.

If the players just give random answers the probability of success is 1/2. Pre-
arrangement, that is, agreeing on a common strategy, allows the team to do better.
The question is to find the strategy that maximizes the winning probability.

Let us start by asking if the team can win with certainty.
Since the players do not know what question they will be asked, they have to

prepare in advance for all possibilities. Suppose, without any loss of generality, that
in the first round the players decide that Player 1, if asked A1 will answer ‘0’. For
what follows it is important to keep in mind that, when in front of Alice, Player 1
has no information about what happens to Player 2, so he will answer the question
A1 with ‘0’ regardless of what Bob asks. Similarly, Player 2 acts without knowing
what Alice does.

Now, given the above decision for Player 1, in order to win when the questions
are A1 and B1, they have no choice but to decide that Player 2 will give the answer
‘0’ if asked B1.

In order to win also in the case where the questions areA1 and B2, Player 2 must
answer ‘0’ to B2 as well.

Next, in order to ensure a win in the case of A2, B1, since the answer of Player
2 to B1 is ‘0’, the answer of Player 1 to A2 must also be ‘0’.

So far so good – the team wins if the questions are A1 and B1 or A1 and B2

or A2 and B1. But at this moment they have no more free parameters: they were
forced to decide to answer by ‘0’ all questions. Which means that if they are asked
A2 and B2 they both say ‘0’, which is a loss according to the rules of the game.
It is important to realize that there is not much else what the players can do. The
only other possibility would have been for Player 1 to answer A1 by ‘1’. A similar
analysis as above shows that again they cannot win in all four cases.

We thus conclude that the best that the players can do is to win the game in 3/4
of the cases. Anything more can only be achieved if the two players communicate
after finding out what the questions are and coordinate their answers.

Definition: Locality The fact that the players are not allowed to communicate
with each other when in front of the referees is called ‘locality’, meaning that when
in front of the referees the players have to rely only on the information that is
locally available to them (such as their memory of the pre-arrangement).
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Definition: Bell inequality The upper bound on the winning probability comes
from the no-communication constraint and it is generally called a Bell inequality,
after its discoverer John Bell. A ‘violation of Bell’s inequality’ implies, in the
context of our game, communication.

Coming back to quantum mechanics, exactly the same game can be played there;
The ‘players’ are the quantum particles. The ‘questions’ that Alice and Bob ask
are measurements performed on the particles. The ‘answers’ that the particles give
are the outcomes of the measurements. It is important to note that the actual nature
of the measurements and of their outcomes is irrelevant; we can always call them
abstractly as measurements A1 . . . B2 and outcomes ‘0’ and ‘1’. Finally, since the
measurements are space-like separated, no signal should be able to reach from
one particle to the other during the measurements, hence particles are not able to
communicate with each other.

John Bell’s great discovery is that situations can be arranged in which the
particles win the game in more that 3/4 of the cases. This means that the particles
do, in some sense, communicate with each other. Since no signal propagating
with the speed of light or less can reach from one particle to the other during
measurement, such inter-particle communication has to happen faster than light!

Example A particular situation is the following. Two qubits are prepared in the
entangled state:

|"〉AB = 1√
2
|0〉A|1〉B − 1√

2
|1〉A|0〉B, (14.10)

and the measurements Alice and Bob make are of the projection operators,

A1 = 1

2

(|0〉A + |1〉A
)(
A
〈0| +A 〈1|) (14.11)

A2 = 1

2

(|0〉A + i|1〉A
)(
A
〈0| − iA〈1|) (14.12)

B1 = 1

2

(|0〉B + e iπ4 |1〉B
)(
B
〈0| + e −iπ

4 B〈1|) (14.13)

B2 = 1

2

(|0〉B + e −iπ
4 |1〉B

)(
B
〈0| + e iπ4 B〈1|). (14.14)

Each projection operator can yield two possible outcomes, namely the eigenvalues
0 or 1.

Using the standard quantum-mechanical rules, we find that the probability
P (1, 1|A1, B1) for obtaining the pair of outcomes 1 and 1 when measuring A1

and B1 is simply the expectation value of the product of these two projectors,
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namely

P (1, 1|A1, B1) = 〈"|A1B1|"〉 = 2 + √
2

8
; (14.15)

while the probability of obtaining the pair of outcomes 0 and 0 is the expectation
of the product of the complementary projectors,

P (0, 0|A1, B1) = 〈"|(1 − A1)(1 − B1)|"〉 = 2 + √
2

8
. (14.16)

Hence the probability of winning when the measurementsA1 andB1 are performed
is equal to

P (win|A1, B1) = P (1, 1|A1, B1) + P (0, 0|A1, B1) = 2 + √
2

4
. (14.17)

In a similar way, we find that P (win|A1, B2) = P (win|A2, B1) = 2+√
2

4 . For the
case when A2 and B2 are measured, winning happens when the outcomes of the
measurements are different. We obtain

P (win|A2, B2) = P (0, 1|A2, B2) + P (1, 0|A2, B2)

= 〈"|A2(1 − B2)|"〉 + 〈"|(1 − A2)B2|"〉 = 2 + √
2

4
. (14.18)

Adding all together, and taking into account that the probability for Alice and Bob to
perform a certain pair of measurements is 1/4 (since they chose their measurements
at random) we obtain

P (win) = 1

4
P (win|A1, B1) + 1

4
P (win|A1, B2) + 1

4
P (win|A2, B1)

+ 1

4
P (win|A2, B2)

= 2 + √
2

4
>

3

4
. (14.19)

One may immediately worry that this faster than light communication between
the particles violates special relativity and hence there must be a mistake some-
where. There is not. The point is that quantum mechanics is a fundamentally
indeterministic theory. That is, in quantum mechanics measurements performed on
identically prepared systems may give different outcomes and only the probability
of these outcomes is prescribed. Crucially, this indeterminism is fundamental. That
is, it is not due to some random experimental errors (which affect every measure-
ment in classical mechanics as well), but to the very nature of the theory. Random
experimental errors can be reduced by improving the measurement; the quantum
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uncertainty cannot be reduced. Now, in all such fundamentally indeterministic
theories the consistency with special relativity is subtle.

What happens in this game is that the particles may communicate with each
other faster than light, but the experimentalists (Alice and Bob) cannot use these
inter-particle communications to communicate with each other faster than light. If
they could, we would immediately run into all the well-known paradoxes of special
relativity – communication backwards in time, killing ones grandparents, etc. But
they can not. The reason is that Alice and Bob have only limited control over their
particles; they may choose what measurement to perform, but they cannot force
the particles to give a particular outcome. Particles can ‘hide’ their faster than
light communication under the umbrella of uncertainties. That is, the fact that the
particles must have communicated with each other can only be observed when one
looks at the correlations between the results of Alice and Bob’s measurements. But
for this Alice and Bob must transmit their results from one to the other, a process
that occurs with, at most, the speed of light. On the other hand, immediately after
she performed her measurements Alice only knows the probability of her results,
not their correlations with Bob’s, and similarly for Bob. Crucially, Bob cannot
affect Alice’s probabilities by choosing to perform different measurements on his
particle, so he has no way to communicate anything to Alice right away. In the
example above, when Alice measures A1 the probability of obtaining ‘1’ is 1/2,
regardless of whether Bob decides to measure B1 or B2. Indeed the probability
PAlice(1|A1, B1) for Alice to obtain ‘1’ when Bob measured B1 is identical with her
probability of obtaining ‘1’ when Bob measured B2,

PAlice(1|A1, B1) = P (1, 0|A1, B1) + P (1, 1|A1, B1)

= PAlice(1|A1, B2) = P (1, 0|A1, B2) + P (1, 1|A1, B2)

= 1

2
, (14.20)

where we have used (14.15), and similar expressions for the other probabilities.
These types of correlations are said to be non-local. A very rough definition is

the following.

Definition: Non-local correlations Correlations between space-like separated
events (such as the outcomes of various measurements) which cannot be produced
by pre-arrangement, but require faster than light communication, at the same time
do not allow the experimentalists to signal to one another, since the probabilities
of the events occurring at one location are independent of the actions of the other
experimentalist.
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More generally, we can describe any experiment performed by Alice and Bob
in the following abstract way. Alice and Bob may choose to perform in each round
one of a number of possible measurements. The measurements are conventionally
labelledAx , with x = 1, 2, . . . andBy , with y = 1, 2, . . . respectively. This notation
by itself does not tell us what the measurements are, but simply which one out of the
set of possible measurements Alice and Bob performed. The actual measurement
that is labelledA1 may be, for example, ‘measure the electron spin along the vertical
axis’. Similarly, let a = 1, 2, . . . and b = 1, 2, . . . be the labels we associate with
the outcomes of Alice and Bob’s measurements, respectively. Again, a and b need
not represent the actual values produced by the measurements, which may be so-
and-so many metres, joules, etc. but are abstract labelling of the outcomes. That
is, we may decide to call the outcome ‘7 metres’ as ‘outcome number 1’, the ‘19
metres’ as ‘outcome number 2’ and so on. The whole experiment is then described
by P (a, b|x, y), the joint probabilities of Alice obtaining outcome a when she
performed measurement Ax and for Bob obtaining answer b when he performed
measurement By .

In full generality, a ‘local’ (i.e. no-communication) experiment can be described
as follows. In each round the two players (or the particles that will be subjected
to measurements) meet and agree on an answering strategy. This strategy could
be one out of many; we denote it by the index λ. Once they separate and arrive
at Alice and Bob who ask them questions/perform measurements, they behave
according to the agreed strategy, but are not allowed to communicate with each
other. Hence the probability P (a, b|Ax,By ; λ) of yielding answers a and b when
the questions/measurements were Ax and By and when the strategy was λ, is given
by

P (a, b|Ax,By ; λ) = P (a|Ax ; λ)P (b|By ; λ). (14.21)

The probability is the product of two local probabilities because, in a particular
round what Player 1 does in front of Alice is independent from what Player 2
does in front of Bob. Their behaviour though, depends on the pre-agreed strategy
λ. When the game is played many times the players choose different strategies
λ according to some probability distribution p(λ). Hence, the overall probability
distribution for a ‘local’ game is

Plocal(a, b|Ax,By) =
ˆ
p(λ)P (a|Ax ; λ)P (b|By ; λ)dλ, (14.22)

where for full generality we allowed λ to be a continuous variable.

Definition. Local correlations Any correlations that can be described in the form
(14.22) are called ‘local correlations’.
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Definition. Hidden variable The strategy λ is called a ‘hidden variable’ since
we only have access to the overall distribution P (a, b|Ax,By), but we have no
knowledge of the specific strategy used in each round.

The other notion we discussed above is that of ‘no-signalling’.

Definition. Non-signalling A probability distribution is called non-signalling if∑
b

P (a, b|Ax,By) is independent of By, (14.23)

∑
a

P (a, b|Ax,By) is independent of Ax. (14.24)

We are now in the position of stating he main definition of this section.

Definition. Non-local correlations A non-signalling correlation that is not of the
form (14.22) is called non-local.

Non-local correlations imply the existence of faster than light communication
between the particles, in the sense discussed in this chapter, but do not allow the
experimentalists to use this in order to signal to each other.

14.3.1 Entanglement: conclusions

To summarize, entangled states have the property that, if appropriate measurements
are performed on the particles, they generate non-local correlations. This happens
even if there is no interaction between the particles at the time of measurement
(interaction was only needed to established the entangled state in the first place).
More precisely, all entangled pure states can generate non-local correlations if
appropriate measurements are performed. Also, many mixed entangled states lead
to non-local correlations; it is still an open question whether all entangled mixed
states have this property. On the other hand, in most biological settings we do not
expect the entangled particles to be separated in space and non-interacting with each
other, as in the examples above. So the physical effects that they present will be far
more complex, and not necessarily describable in the relatively simple language of
non-local correlations discussed above. Non-local correlations as described above
are only one of the non-local aspects of entanglement. Discussing other non-local
aspects of entanglement goes beyond the scope of this book. Yet, it is essential to
understand non-locality in its fundamental setting, as described above, to appreciate
what it is all about, since it is at the core of all other non-local phenomena.

As far as we are concerned here, the main message is that whenever quantum
states are entangled, they have non-local properties and these properties, make
them qualitatively different from non-entangled states. In particular, non-locality is
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behind the significantly increased information processing power of the entangled
states and is at the basis of the entire field of quantum information. But this is just
the tip of the iceberg, and research in this area is still just beginning.

In conclusion, it is obvious that entanglement is an essential property of quantum
mechanics. Arguably, on the scale of importance, quantum coherence is the first
step; entanglement is the top. Hence studying entanglement in biological systems
is of extreme importance.

14.4 Entanglement in biology

That entanglement and, more generally, coherent quantum effects exist – at some
level – in all systems (including biological ones) is quite clear. After all the laws of
quantum physics enter at the level of quantum chemistry, determining the structure
and energy spectra of the molecules and their interactions. Coming to biology, most
scientists would probably share the view that quantum-mechanical effects play a
role, but only an indirect one. Quantum mechanics would thus be responsible for
the molecular basis or substrate, while the biological functionality of the molecules
can be explained by classical statistical physics, combined with the principles of
molecular Darwinism (Hughes, 1999).

This makes it clear that, even before asking whether entanglement exists or not,
we need to better define what we are actually talking about; that is, what kind of
entanglement? In the following, we would like to distinguish three different kinds
of entanglement that we expect to play a role in biology; the same classification also
holds for any quantum coherent processes that may occur in biological systems.

One has to say from the beginning that the boundaries between theses different
types of entanglement are fuzzy. Classification of some phenomena is clear-cut,
while for others one may argue whether it is of type 1 or type 2, etc.; nevertheless,
we believe this classification to be essential when proceeding to study the possibility
of biological quantum effects.

The three types of entanglement are:

� entanglement of basic constituents
� dead entanglement
� live entanglement.

Entanglement of basic constituents

Think of any atom or molecule; these elementary systems contain a lot of entan-
glement. Indeed, all their electrons are entangled, the protons and the neutrons in
the nucleus are entangled and so on. The existence of this sort of entanglement is
obvious and in many cases trivial.
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As always, the boundary cases may be more interesting. For example, while
the existence of a delocalized electron state in a benzene molecule is also quite
trivial, finding delocalized states that extend over much larger molecules may have
important consequences.

Dead entanglement

Dead entanglement occurs in molecules that have biological origin or occur in
biological cells. However, the occurrence of this kind of entanglement does not
require metabolic processes to function. As such, these molecules can be taken out
of the cell, and they will continue to work.

Here we are talking about systems that are generally in thermal equilibrium.
When some appropriate external perturbation comes, it takes them out of equilib-
rium, some coherent phenomenon takes place and it quickly dies out. A paradig-
matic example of this, outside the biological context, would be a piece of an optical
fibre. When a photon comes it propagates through the optical fibre and gets out
at the other end. However, during the rest of the time, the piece of optical fibre
just stays there, say on an optical table, and nothing happens to it. A similar
example, taken from biology, occurs in photosynthesis. Here, in a complicated
multi-molecular structure called a light-harvesting complex (LHC), chlorophyll
molecules absorb energy (in the form of a photon) which then propagates (in the
form of an exciton) from one part of the structure to another part, until it reaches
the reaction centre. Again, in the absence of the photon, the LHC is at equilibrium
and nothing interesting happens to it.

There are some key words and properties that we generally expect to be associ-
ated with this type of entanglement: Incidental, Side effect, Short time, May have
biological functionality and May be evolutionary selected.

Incidental The main characteristic of the process may not require entanglement,
or coherence, but in a particular implementation of the process they may
just occur. For example, when a photon propagates through an optical fibre,
maintaining polarization coherence is not necessary. It so happens, however,
that present day optical fibres are so good that polarization coherence is
maintained. But as far as functionality is concerned, which is transmitting the
light, this is not important.

Side effect Entanglement may be just some sort of side effect of the process.
That is, it may always accompany a given process, but not play any role.

Short time Generally these phenomena are short time because the external per-
turbation produces some modification, but then the environment immediately
brings it down to equilibrium. These are phenomena that may typically take
pico- or femto-seconds. As a matter of fact, if you work on a very short
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timescale, there is always some quantum coherence, because it requires some
time to die out, to de-cohere.

On the other hand, one must also be aware that although the absolute
timescales involved in these phenomena are very short, this does not nec-
essarily mean that entanglement/coherence does not play a significant role.
Indeed, a relevant timescale is that of the duration of the process itself. If
entanglement/coherence is present during the whole process, then it may play
a significant role; otherwise its role is most probably irrelevant.

Biological functionality and evolution In some instances, the entanglement may
have some biological functionality, and it may have been that this type of
quantum coherence was evolutionary selected. It is also possible that even
though the entanglement is just a side effect without biological functionality,
the primary effect that leads to it was biologically selected. That is, other,
important, things were selected and evolved, and with them the entangle-
ment, but just as an accompanying effect. As an example, we can give here
photosynthesis again.

The key word here is ‘may’. That is, in the case of this type of entangle-
ment/quantum coherence, while evolution may occur, it is not a sine-qua-non
condition for its very existence.

By no means are ‘dead’ entanglement/quantum coherence non-interesting phe-
nomena. Quite the opposite. They are extremely interesting and very complicated.
Although conceptually they are the same, there is an enormous difference between,
say, propagation of a photon through an optical fibre and propagation of an exciton
through the light-harvesting complex. Showing that even such ‘simple’ quantum
effects actually take place in biological systems is a great challenge. In fact, at
present all the experimental work on biological quantum effects is focused exactly
on this type of process.

Live entanglement

The defining property of this type of biological entanglement is that it exists only
while metabolic processes take place. In other words, it exists only as long as the
system is actively maintained far from thermal equilibrium, i.e. in open, driven
systems far from equilibrium. When the metabolism stops and the system reaches
equilibrium, this type of entanglement disappears.

The key properties that we expect this class of phenomenon to possess are: It
is persistent, It is dynamically controllable, It has biological functionality, It is
evolutionary selected.

Persistency By their very nature, these processes are such that as long as they
are active, entanglement/coherence is maintained. This is in fact the purpose
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of the entire process. From this point of view they are fundamentally different
from dead-entanglement phenomena, in which the entanglement appears only
as a transitory phenomenon.

Dynamical control In the case of dead entanglement, such as, if confirmed,
propagation of an exciton through a photosynthetic light-harvesting complex,
LHC, the details of the process are governed by the structure of the molecular
structure itself. This is a structural and therefore relatively static parameter. On
the other hand, in processes that are driven far from equilibrium, changes in
the way in which the process is driven can immediately alter the characteristics
of the process, and hence of the entanglement.

Biological functionality and evolutionary selection These are, of course, much
more complicated processes than the ones that give rise to dead entanglement.
Unless the live entanglement has biological functionality, evolution most
probably could not have arrived at it.

Again, all of the above are properties that we expect this class to possess. This
is not to say, of course, that there could not be exceptions. For example, it is not
impossible that some process leads to persistent entanglement as a side effect with
no biological functionality. All we say is that this seems to us highly improbable.

To conclude this section, we want to emphasize that we do not have any experi-
mental evidence, at present, that this type of entanglement (or similarly, quantum
coherence) exists. The very scope of the present research in this area is to investigate
the possibility that such entanglement actually exists.

We would also like to mention that we are by no means suggesting the possibility
of entanglement on a very large scale – such as super-positions of brain states
leading possibly to quantum computation in the brain, etc. This seems to us virtually
impossible, and here we fully agree with the sceptical view expressed in (Wiseman
and Eisert, 2007) (see also (Koch and Hepp, 2006)). What we are interested in is
persistent and controllable entanglement with presumably biological function, at
the level of bio-chemical processes.

14.5 Open driven systems and entanglement

As we discussed in the introduction, maintaining entanglement between two spe-
cific quantum systems is a very difficult task. Nevertheless, this task might be
accomplished by actively stabilizing it. The possibility of such active stabilization
derives from the fact that living systems are open, driven systems, that operate far
from thermal equilibrium. Here we will comment in more detail about this idea.

Living organisms depend on permanent consumption of energy in the form of
food (or photons, as in photosynthetic organisms). Different from, for example,



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-14 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 20, 2013 11:7

14.5 Open driven systems and entanglement 311

some solid-state material, a living cell cannot be described as an isolated system. It
continuously exchanges particles with its environment, and with them energy and
entropy. In the language of thermodynamics, biological systems are open driven
(quantum) systems, whose steady state is far away from the thermal equilibrium.
As we mentioned in the introduction, this fact has major implications for the issue
of the presence of entanglement.

To begin with, the fact that in open driven systems entanglement can exist at
room temperature, is absolutely clear, once one realizes that every quantum physics
laboratory is such a system. So, having established that, as a matter of principle,
controllable entanglement can exist in room temperature systems, the question is
only one of scale and complexity. Do we need sophisticated lasers and large fridges
(which work at room temperature but cool a subpart of them) or can they be present
at the small scale of a living cell? After all, there are numerous studies that show
that analogues of large scale, man-made machines (ratchets, rotors, etc.) do actually
exist on a bio-molecular level (for a review see for example, Browne and Feringa
(2006)). In what follows, we will give a number of specific examples that seem
suitable to be scaled down.

Before going to specific examples however, it is important to understand why
open driven systems make a difference. The reason is that such systems can perform
error correction. Decoherence introduces noise into systems and increases their
entropy. On the other hand, open driven systems have, by definition, access to a
source of free energy and can use it to get rid of the errors. In fact for the issue we
consider, namely merely producing and stabilizing a particular entangled state, one
does not even need full quantum error correction, i.e. an error correction protocol
that can stabilize any arbitrary superposition of states in a given Hilbert subspace
(Calderbank and Shor, 1996; Steane, 1996). The error correction we require here is,
computationally speaking, trivial – the stabilization of a single state. Nevertheless,
entropically the task is similar, i.e. the entropy continuously produced by noise has
to be removed from the system.

Coming back to biology, we note that probably the most striking characteristic
of biological systems is that they are error correcting systems – a dead animal
starts decomposing in a matter of hours, so it must be that while living there are
continuous error correction processes going on which maintain the body. So once
we realize that error correction takes place in any living organism, whether or not
it is enough to stabilize entangled states becomes a matter of scale, not one of
principle.

In the following, we shall give three simple examples of driven systems that
are capable of generating entanglement. The first example refers to a standard
experimental set-up based on parametric down conversion, as used in many modern
quantum optics laboratories. We use it to illustrate some of the issues addressed
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in the introduction, such as scalability to molecular dimensions and the distinction
between live and dead entanglement. In the second example, we describe a
molecular gas in which entanglement is generated due to molecular collisions. We
use this example to illustrate the important issue of monogamy of entanglement,
and what can be done to prevent entanglement from (dissipating or) spreading into
an environment of many interacting particles. In the third example, we describe
classical conformational motion as a mechanism that is capable, in principle, of
generating entanglement inside a noisy and de-coherent environment. The example
introduces a simple molecular machine that could be viewed as an ‘entanglement
generator’ in the context of biological (living) systems. After these examples,
we shall connect our discussion with concrete biological systems for which
the occurrence of genuine quantum effects has been discussed in the literature.
These are the problem of light-harvesting in photosynthesis, and the radical pair
mechanism as a potential molecular process behind avian magneto-reception.

14.5.1 Simple models I: parametric down conversion

As a first example, consider the famous procedure used to produce entanglement in
present day optical labs, namely parametric down conversion. A typical parametric
down conversion experiment uses a laser to produce a stream of photons that are
directed towards a non-linear crystal. Upon impinging onto the crystal, some of
these photons generate pairs of polarization-entangled photons. The entanglement
in that experiment is totally dependent on the fact that we are dealing with an open
driven system. The laser is powered by a power source; when the source is turned
off the entanglement disappears.

The parametric down conversion experiment which we have just described
requires complex equipment including a laser and a power source. Is such compli-
cated equipment necessary? The answer is no – there is no fundamental principle
of nature that requires complex equipment. The following simple device (see
Figure 14.1) could do the same thing.

Suppose we have a thermo-electric element – two simple wires, each made of
a different metal – that is connected to a simple light emitting diode LED. The
LED itself is a very simple device as well – two semiconducting crystals, each
with a different impurity, joined together (a so-called ‘n-p junction’). If one of
the joints of the thermo-electrical element is heated relative to the other, e.g. by
a simple flame, the LED will produce a light beam. When the output of the LED
is directed to a non-linear crystal, entangled photons are produced by parametric
down conversion.

Note that there is something quite remarkable about this device. (a) It is very
simple. (b) The entire system is entirely driven by a temperature difference, thus,
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Figure 14.1 Simple entanglement-generating device (see text).

the source of free energy is not coherent, and neither is the transmission of current
in the wires a coherent process (see also Plenio and Huelga (2002)). Furthermore,
(c), the junction and the crystal are both at room temperature. This simple device is
able to create something highly quantum mechanical, such as entanglement. How
can that be? Of course, it has to do with the coherent interaction that goes on inside
the crystal, when a photon is absorbed and converted into a pair of photons with
lower energy. The main point to be observed is that this process is embedded into
a hot and rather noisy environment, and it is only due to the continuous pumping
of the system that the entanglement-generating interaction in the crystal can be
exploited.

We may further imagine that the photons in the entangled pair are directed to two
atoms that absorb them (such experiments have been carried out). Upon absorbing
the photons, the atoms become entangled. If the atoms are subjected to noise,
the entanglement will subsequently be destroyed; whether any entanglement can
survive for a longer time is a question of how quick is the de-coherence versus the
rate of pumping new entanglement into the atoms by subsequent entangled photon
pairs.

A molecular analogue (see Figure 14.2) would be a chemical process where a
large molecule (such as a protein) serves as a catalyser for an exothermic chemical
reaction. We assume that the chemical reaction takes place at a certain functional
centre (‘docking site’) of the catalyser molecule. The chemical process may lead
to a transfer of free energy along the molecule; the free energy transfer may
be conveyed by various channels, for example by excitons, phonons or electric
current (electron displacement). This energy transport over the molecule need not
be coherent and the molecule may be at room temperature. What matters is that,
at other sites of the catalyser molecule, the energy may be converted by some
non-linear process, similar to the one that occurs in the non-linear crystal of the
parametric down conversion, into two entangled modes that pump entanglement
into, say, some receiver atoms.
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Figure 14.2 Hypothetical molecular device that is capable of creating entangle-
ment by a molecular pumping process. The substrate undergoes an exothermic
reaction and thereby delivers free energy into the catalyser molecule.

The important point is here that the two atoms, depicted in blue in Figure 14.2,
will not be entangled if we stop driving the system, i.e. if we stop the supply
of reactant chemical. This emphasizes the difference between elementary (static)
entanglement, as between electrons in an atom, and the dynamic entanglement that
is generated only when the system is driven away from thermal equilibrium.

14.5.2 Simple models II: a gas of molecular spins

Our second example is not derived from a macroscopic device, but from the study
of entanglement in a gas-type scenario. It illustrates the property of monogamy of
entanglement and the problem of its uncontrolled spreading in an environment of
interacting particles.

Let us consider a gas of particles with the following properties. The particles
move on classical trajectories but, at the same time, they have some internal struc-
ture which is described by quantum mechanics (see Figure 14.3). As a concrete
realization, we may imagine molecules carrying a nuclear or an electron spin, as in
the example of the radical pair mechanism discussed in Section 14.5.4, or neutral
atoms with two internal hyperfine states |0〉 and |1〉, which are studied in the context
of ultra cold collisions. When two particles come close to each other, an (dipole
or collision-type) interaction is effectively switched on, which will entangle the
particles with respect to their internal degrees of freedom.

Such models of spin gases have been studied in the field of quantum information,
in particular in the context of multi-partite entanglement and non-Markovian de-
coherence (see for example, Calsamiglia et al. (2005); Hartmann et al. (2005)).
The reason why they are interesting is that, for certain types of interactions, the
generation and spreading of entanglement between the gas particles can be studied
quite explicitly. If one views the entire gas as ‘the system’, it generates a rich
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due to collision with 
other molecule

(a) Entanglement genera�on
while system par�cles interact

(b) Decoherence, e.g. γ

Figure 14.3 (a) Illustration of a spin gas (blue): particles move on classical tra-
jectories, but each particle carries an internal quantum-mechanical degree of free-
dom, such as a spin. Upon collision, the spin degrees of freedom get entangled.
(b) Collisions of the gas particles with other particles (buffer gas, green) lead to
de-coherence.

class of entangled states, including states with known applications in quantum
computation (Hein et al., 2006). To exploit this entanglement, one would however
need to keep track of all particles and their entire interaction history.1 In most
situations, the system under control will consist of only a small number of particles,
while the larger number of particles is not controlled and represents degrees of
freedom of the environment. In Figure 14.3 we have illustrated such a situation,
with ‘system particles’ indicated in blue and ‘environment particles’ indicated in
green. In such a situation, as is also typically the case in a biological environment,
any entanglement that may initially exist between the system particles will quickly
spread to the environment. On the reduced state space of the system particles,
the entanglement will eventually disappear, a process which is also called de-
coherence, leaving one with classical correlations between the system particles. It
thus seems that, in such a gas-type scenario, no useful entanglement (i.e. between
selected degrees of freedom) can survive.

However, as was shown in Hartmann et al. (2006), there is a simple mechanism
that can sustain the entanglement between the system particles (blue) and balance
the effect of de-coherence, without generating entanglement by itself! Imagine
that, when particles enter a certain region in the cell, indicated by a red spot in
Figure 14.4, they are reset in some pure state |χ〉 = α|0〉 + β|1〉. This could be

1 This can indeed be achieved under very special conditions as they are realized in modern experiments using
ultra cold collisions in atomic lattice gases.
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g reset region

γ

Figure 14.4 Particles that enter the reset region, indicated by a red spot, will be
reset in some standard internal state of low entropy. The reset region could be
some optically active region (light spot), or a structure inside the cell to which
the particles dock. Particles that leave the spot will be reset in a pure state |χ〉 =
α|0〉 + β|1〉. As a consequence, entanglement will build up around the spot and
persist – in dynamic equilibrium – despite the presence of de-coherence.

realized by various mechanisms, for example by an interaction with some local
structure in the cell, to which the particles ‘dock’ temporarily.

Such a reset mechanism will have two effects. First it will destroy any existing
entanglement between this particle (i.e. its spin) and the other system particles
(indicated blue in Figure 14.4) in the gas, but it will also destroy this particle’s
entanglement with the environment (indicated green in Figure 14.4). At first sight,
this does not appear to be very constructive, but it has the effect that the particles
that leave the spot are in a pure state, and, if two of such particles collide later on
(e.g. in the vicinity of the spot), they will be capable of creating fresh entanglement!
A detailed analysis shows that indeed, for a specific choice of parameters, the gas
can have a steady state, where entanglement persists between the blue particles.
Depending on the mean free path of the particles, the regions of persisting entan-
glement will be confined to the vicinity of the reset region, or they may extend over
the entire gas cell.

While the details of this process are not of interest here, it should be mentioned
that there are two regimes, one of vanishing and one of non-vanishing entanglement,
and there is a sharp transition between them. Entanglement can be sustained if
both the coherent interaction strength and the reset rate are sufficiently large.
Furthermore, the particles need not be reset to a pure state; it suffices if they leave
the reset region in a mixed state of sufficiently low entropy (high purity) (Hartmann
et al., 2006, 2007).

This illustrates, in the context of an explicit quantum many-body model, that
the possibility of sustaining entanglement is not confined to systems that are well
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isolated from the environment and at low temperatures. The notion of a quantum
reset mechanism (Hartmann et al., 2006) allows entanglement to be maintained in
a dynamic equilibrium state, even in an open system with a noisy environment. The
property of such a mechanism is that it removes the entropy of part of the system,
resetting particles in a sufficiently pure state ready to become entangled again.

While the spin gas represents an abstract model, it is clear that the set-up is
reminiscent of biological systems where various analogues of reset processes exist
(e.g. in the context of bio-molecular synthesis). It is thus, again, not a question of
principle, but of scale, whether there are processes on a molecular scale capable
of generating and sustaining entanglement. We shall have a closer look at this
possibility in the next section.

14.5.3 Simple models III: conformational changes and
time-dependent Hamiltonians

In the introductory part we pointed out that, when discussing entanglement in
biology, one should describe more carefully what one is actually looking for. In a
certain way, quantum mechanics plays a fundamental role in biology, insofar as the
structure and shape of bio-molecules is determined by the laws of quantum physics
(and chemistry). In other words, the entire molecular substrate on which biological
processes operate is described by quantum mechanics. If we are specifically looking
for entanglement, we will find plenty of it on this level and this is what we called
‘entanglement of basic constituents.’ But this situation is similar to atomic or
condensed matter physics and there is nothing specifically relevant to biological
function. This kind of entanglement will exist both in dead and in living bodies.

A more interesting question is whether we can identify situations, most likely at
the level of molecular biology, where entanglement exists only because and while
some metabolic processes take place. What distinguishes biology from condensed
matter physics is the fact that biological systems operate, per definition, away from
thermal equilibrium. On the level of molecular biology, molecular motion plays an
important role and controlled conformational changes are indeed an omnipresent
feature of bio-molecular processes. Protein function, for example, requires con-
formational motion (Frauenfelder et al., 1999; Alberts et al., 2008) and so do all
kinds of molecular machines. Many of these conformational changes are reversible
(under a supply of free energy) and lead to quasi-periodic processes.

The question is how to describe these processes. In molecular dynamics simula-
tions, for example, one treats the problem essentially classically and computes an
(approximate) electrostatic potential and force field associated with a given molec-
ular conformation. While this method is sufficient for many applications, it cannot
resolve finer structural or dynamical details. In some situations, however, a more



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-14 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 20, 2013 11:7

318 A perspective on possible manifestations of entanglement in biological systems

Figure 14.5 Time-dependent quantum interaction generated by molecular motion. A
conceivable process is the following. A chemical process that occurs at one binding site
of a protein leads to a configuration change of another site of the same protein. This
conformation change induces an interaction between two atoms (or more generally, two
selected degrees of freedom) that would otherwise be in a shielded site of the molecule.
The two atoms depicted in blue are not interacting in the ‘rest’ state of the protein, where
they are at thermal equilibrium and non-entangled. When the conformation change occurs
they are brought together and start interacting. The interaction takes the atoms out of their
equilibrium state and may entangle them. The entanglement survives until de-coherence
kills it and the atoms reach a new thermal equilibrium state. Then the protein reverts to the
rest conformation and the atoms revert to the rest mode and then the process starts again.
The point here is that, although both thermal equilibrium states may be non-entangled, the
state of the atoms during the transition time (which may be relatively long) may well be
entangled. Please note that, to complete the cycle, the protein needs to be supplied with free
energy; if we stop driving the system, i.e. if we stop the supply of reactant chemicals then
the atoms simply reach thermal equilibrium and remain there, and entanglement is lost.

refined description may be required, for example when we are interested in how
the conformational change influences the quantum state of a specific subsystem of
the bulk molecule. This subsystem could be a single electron spin, whose state we
want to follow, or a moveable charge. In such a situation, a semi-quantal picture
would be more appropriate, where we have a certain number of quantum degrees
of freedom which are attached to a ‘classical backbone structure’ associated with
the conformation of the bulk molecule.2

At such a level of description, we effectively obtain time-dependent quantum
interactions between selected degrees of freedom, whose strengths are varying
while the molecule changes its shape (see Figure 14.5). The time dependence
of these interactions is imposed by the classical dynamics of the conformational
motion, as long as we assume that the quantum degrees of freedom do not couple
to the shape of the molecule. The situation is reminiscent of the spin gas described
in the previous section, except that here, the system dynamics is not governed by
random collisions, but prescribed by the conformational motion.

Molecular machines running through a sequence of conformational changes
will, in this picture, implement an intricate time-dependent Hamiltonian which

2 This picture is somewhat similar, in spirit, to a hybrid quantum and molecular mechanics approach introduced
by Warshel (Warshel, 2002) to study enzymatic reactions.



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-14 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 20, 2013 11:7

14.5 Open driven systems and entanglement 319

corresponds, in quantum information, with a ‘sequence of quantum gates’. It is
an intriguing question as to whether molecular machines of this type could, in
principle, perform some kind of quantum computation. At first sight, this may look
rather unlikely. For, if we want to take this question seriously, we have to consider
the important effect of environmental noise which, in any realistic scenario, will
accompany the quantum interactions we have just described. It should be pointed
out that, for example, in the context of protein folding, people typically pay no
attention to such subtle quantum interactions and describe the process classically.
Since everything happens at room temperature and since the noise arising from
interactions of the protein with its environment is usually substantial, it seems
reasonable to assume that any quantum effect will be completely washed out.

However, as we have demonstrated in Cai et al. (2010a), this intuitive argument
is not always correct. To show this, we have analysed the following simple example
of a ‘two-spin molecule’, where the selected quantum degrees of freedom (indicated
in blue) in Figure 14.5 are effective two-level systems, such as spins, interacting
with each other by some quantum Hamiltonian, while they are embedded in a
thermal and decoherent environment. The interaction between the spins and with
the environment will, within the semi-classical picture that we have introduced,
depend on the conformational state of the embedding molecule.

Conformational transitions of the molecule introduce an effective time depen-
dence into the system Hamiltonian, as well as into the interaction with the environ-
ment. As an example for the system Hamiltonian we have considered the following
expression:

HM (t) = J (t)σ (1)
x σ

(2)
x + B(t)

(
σ (1)
z + σ (2)

z

)
, (14.25)

where σ (α)
x and σ (α)

z are Pauli operators of the αth two-level system, J (t) is the
strength of their interaction and ω0(t) = 2B(t) the local level splitting, as deter-
mined by the molecular configuration at time t .

To model the effect of the environment, we have used a master equation of the
form,

∂

∂t
ρ(t) = −i[HM (t), ρ] + D(t)ρ(t) ≡ L(t)ρ(t), (14.26)

where ρ(t) denotes the density operator of the system (two-spin molecule), HM (t)
their coherent interaction Hamiltonian, and D(t) summarizes the dissipative effect
of the system–environment coupling (Cai et al., 2010a). The purpose of this master
equation is not to give a concise description of a realistic biological environment.
Instead, it provides a framework to analyse a worst-case scenario where, for any
time t , the corresponding Liouville operator L(t), is the generator of an entan-
glement breaking channel (Horodecki et al., 2003). In other words, we consider a
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Figure 14.6 (a) Ground state population pg and (b) entanglement C versus the
molecular configuration, characterized by distance d between the spins. (c) Three-
dimensional representation. For explanation see text. The parameters are the same
as in Figure 3 of Cai et al. (2010a).

situation where for any static configuration, the steady state is completely separa-
ble, i.e. not entangled. An example of such a situation is given by an environment
consisting of bosonic heat baths, where each spin is coupled to an individual
thermal bath of harmonic oscillators (Breuer and Petruccione, 2002; Gilmore and
McKenzie, 2005). For a static scenario, it is well known that, above a certain critical
temperature, no initial entanglement can survive in such an environment.

In Cai et al. (2010a) we could show that, under such a well-established entan-
glement breaking situation for the static case, entanglement can still be generated
if the quantum degrees of freedom start moving relative to each other, introduc-
ing a time dependence in the Hamiltonian. In the simplest case, we considered
an oscillatory motion which leads to a time-dependent dipole coupling of the
form J (t) = J0/|x1(t) − x2(t)|3 and time-dependent local fields B(t) = Bα(t) =
B0 − B1e

−x2
α(t)/σ , with constants J0, B0, B1, σ and oscillatory functions for the

spin positions xα(t) = xα(0) + (−1)αa(cos 2πt
τ

− 1), α = 1, 2 with period τ and
amplitude a (Cai et al., 2010a).

Figure 14.6 shows the entanglementC and the ground-state populationpg, versus
the molecular configuration, characterized by the distance d = x1 − x2 between the
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spins. We used the concurrence C(ρ) as a measure of entanglement of two qubits
in state ρ (Wootters, 1998). This vanishes for a non-entangled (separable) state
and reaches the value unity for a maximally entangled state, that is, 0 ≤ C(ρ) ≤ 1.
The temperature, which enters into the dissipator D(t) of the master equation, was
chosen to be so high that no entanglement could survive in any static configuration.
That is, C(ρth) = 0 for all static thermal states defined by L(t)ρth = 0 (here the
variable t effectively parameterizes the molecular configuration d(t)).

Figure 14.6a shows the ground state population pg as a function of the molecular
distance d, illustrating the non-equilibrium features of the process. The (purple)
curve near the diagonal corresponds to the thermal state of the static configuration
associated with distance d. The thermal population of the ground state changes from
about pg ∼ 85%, when the spins are spatially separated (d = 40) to about pg ∼
50% when they are close (d = 20). This is because the energy separation of the
two lowest-lying eigenstates of the HamiltonianHM (t) = HM (d(t)) depends on the
molecular distance and becomes smaller when the spins are close. In the limit when
the molecule changes its shape very slowly (meaning that the oscillation period is
much larger than the thermalization time of the baths), then the system will remain in
its thermal state ρth(d(t)), with the ground state population decreasing as described.
Under these conditions the state always remains separable (non-entangled), i.e.
C(ρth(d)) = 0 for all values of d, which is indicated by the corresponding purple
line in Figure 14.6b.

For faster conformational changes, when the oscillation period is comparable
with the thermalization time, the system will be driven out of the thermal state.
That is, the time it spends in each configuration is too short to allow its state to
thermalize. This is indicated by the blue cycling curve in Figure 14.6a. Starting
from an initial value of pg ∼ 85%, the system follows the blue curve and soon,
after about one oscillation period, enters into the asymptotic cycle, as is indicated
by the arrows. One can see that when the spins approach each other, the population
at each distance is higher than in the corresponding thermal equilibrium; while
when the spins separate, it is smaller. In this sense, the system is, through the
motion of the spins, always dragged out of its thermal equilibrium. If the motion
were stopped at any distance d, then the population would relax to its thermal
equilibrium value (from above or below, on a vertical line). In Figure 14.6b the
corresponding blue curve shows the entanglement between the spins as they go
through the cyclic motion. One can see that entanglement builds up when the spins
come closer (in the first cycle at d = 29 and then, in all subsequent cycles, at
d = 28) and disappears again when they start separating (at d = 21). Thus, in spite
of the entanglement-breaking property of the ‘hot & noisy’ environment (for every
static configuration), entanglement is recurrently generated on the asymptotic cycle
as long as the molecule keeps moving. Again, if the motion were to stop at any
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configuration, the blue curve would collapse to the purple line at C = 0 and the
entanglement would disappear. For convenience, the situation is summarized in a
three-dimensional plot in Figure 14.6c, where the region of recurrent entanglement
can clearly be seen.

The effect, as we observe in Figure 14.6, can be explained by a subtle interplay
between a sort of adiabatic dragging of the population in the ground state when the
spins approach each other, and a re-thermalization when the spins are close to or far
from each other, effectively resetting the system. Remarkably, the recurrent gener-
ation of entanglement only happens when the timescale of the molecular motion is
comparable with the timescale of thermalization. In contrast, any entanglement dis-
appears permanently, after some transient phase, when the molecule moves either
too slowly (system remains at every time in the non-entangled thermal state) or too
fast (environment cannot reset the system into a low-entropy separable state). For
further details, we refer the interested reader to the original literature (Cai et al.,
2010a).

We have now discussed the mechanism in its simplest form, assuming, for
example, periodic motion and a specific form of an environment (described as
Markovian bosonic heat bath). However, the effect is rather robust and many of
the simplifying assumptions can be relaxed (Cai et al., 2010a). In Guerreschi et al.
(2012), we have analysed the same model for stochastic motion and different motion
profiles for d(t). We have also taken into account additional dephasing processes
that are particularly destructive for the entanglement, and we have extended the
analysis to non-Markovian models for the environment. In all of these cases, the
feature of recurrent entanglement generation persists, as long as the system has
the opportunity to undergo a certain resetting phase in its noisy evolution.

The take-home message of this study is twofold. Firstly, it shows that even
high levels of noise may not necessarily ‘wash out’ the quantum features of an
underlying Hamiltonian interaction. The common belief that quantum interactions
that are accompanied by sufficiently high levels of noise can always be replaced by
a classical stochastic process (i.e. in quantum information language, a process that
generates a separable completely positive map), is wrong in the present context.
Secondly, this provides an explicit model of a molecular machine that can act
as an ‘entanglement generator’ in a noisy environment. Finally, it also illustrates
the notion of ‘live entanglement’ which we discussed in Section 14.4, since the
occurrence of entanglement is entirely dependent on the delivery of free energy
(food) to the system, which drives the conformational motion.

It will be interesting to see whether such an entanglement generator exists in
a concrete bio-molecular context, and whether nature could use more complex
molecular machines as some kind of (noisy) quantum information processors. This
example shows that this possibility can no longer be discounted out of hand.
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At the end of this section, we would like to mention that a similar mechanism,
also based on conformational motion, can lead to intra-molecular refrigeration
(Briegel and Popescu, 2009). This is a process where parts of a molecule can be
cooled below the environmental temperature. In the context of enzymatic reactions,
this could in principle lead to increased efficiency of catalysis at high temperatures.
It could also be exploited by molecular machines to cool some of their parts
and thus reduce the deteriorating effect of thermal noise. While the mechanisms
underlying entanglement generation and intramolecular refrigeration are similar,
the latter process is far more general and does not require any quantum coherence.
We shall not treat it in the present discussion, which focuses on entanglement. The
interested reader is referred to (Briegel and Popescu, 2009).

14.5.4 Concrete examples of biological systems

In previous sections, we have discussed what type of entanglement and coherent
processes we are looking for. We have shown how entanglement can be generated
and sustained in ‘warm, wet and noisy’ environments, despite the deteriorating
effects of decoherence, as long as there is a source of free energy that is used to
keep the system away from thermal equilibrium.

The arguments that we presented were abstract and general, discussing the very
possibility of entanglement generation in such hostile environments. Recently,
several concrete biological systems in which non-trivial quantum effects seem to
play a role have been discussed in the literature. The two most prominent examples
upto today are (a) energy transport in photosynthesis and (b) magneto-reception in
bird navigation based on the radical pair mechanism, both of which are discussed
extensively in this book. What role, if any, does entanglement play in these systems?

Photosynthesis

As described in previous chapters, there is by now very strong experimental evi-
dence (Engel et al., 2007; Collini et al., 2010; Panitchayangkoon et al., 2010)
that there are non-trivial quantum effects during the energy transport in photosyn-
thesis (for a recent review, including further references see for example, Ishizaki
and Fleming (2012)). The most studied system is the so called Fenna–Matthews–
Olson (FMO) complex (Fenna and Matthews, 1975), which is a molecular structure
present in green sulphur bacteria. The role of the FMO complex is essentially that
of a cable which connects the antenna that absorbs photons to the reaction centre,
where the energy is used to initiate the first part of the electro-chemical process
of photosynthesis. Experiments made on the FMO complex have shown strong
evidence of quantum coherence.
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While the existence of quantum coherence in the FMO complex is by now
almost certain, an even more intriguing possibility has been raised, namely that
entanglement is also present and that perhaps this is the crucial element behind the
surprisingly high efficiency of energy transport through the FMO complex. Raising
this question was a dramatic development, and has generated an intensive area of
research (Bradler et al., 2010; Caruso et al., 2010; Fassioli and Olaya-Castro, 2010;
Hossein-Nejad and Scholes, 2010; Ishizaki and Fleming, 2010; Mukamel, 2010;
Sarovar et al., 2010; Scholak et al., 2011; Whaley et al., 2011; Zhu et al., 2012).

Let us start by describing the FMO complex. The FMO complex (Fenna and
Matthews, 1975) consists of three identical substructures (monomers), each of
which connects the antenna with the reaction centre. The main constituents of each
substructure are seven chlorophyll molecules, some of them next to the antenna,
others next to the reaction centre, and yet others placed somewhere in between, in
a specific pattern. The role of these chlorophyll molecules is to pass the excitation
from the antenna to the reaction centre. What we are interested in is the state of
excitation of these chlorophyll molecules.

To see where entanglement may come in, let us make two simplifying assump-
tions. Firstly, since we have experimental evidence of quantum coherence in this
system, let us assume that the state of the excitations is Pure. Secondly, since such
bacteria live under conditions of extremely low levels of light, we shall assume
that there is never more than a single excitation propagating in the FMO complex
at any time.

With the above two assumptions the state of the chlorophyll molecules can be
written as a superposition of the form:

|"〉 = c1|1〉1|0〉2|0〉3|0〉4|0〉5|0〉6|0〉7 + c2|0〉1|1〉2|0〉3|0〉4|0〉5|0〉6|0〉7 + · · ·
+ c7|0〉1|0〉2|0〉3|0〉4|0〉5|0〉6|1〉7, (14.27)

where |0〉i and |1〉i represent chlorophyll molecule i in the ground and excited
state, respectively, and the coefficients ci are time dependent and encode how the
excitation propagates through the system.

The state (14.27) is, for most values of the coefficients ci , indeed an entangled
state (except, for example, for the case when there is only a single non-zero
coefficient). It is entangled in a similar way to the states of two systems described
in Section 14.2, capable, in principle, of exhibiting non-local correlations between
the results of measurements on different chlorophyll molecules.

Both of the above simplifying assumptions have to be treated with care. Obvi-
ously, there is also noise in the system, so the state is definitely not pure. How
mixed it is, is not yet clear. Secondly, the assumption that there is precisely a single
excitation in the system has also been disputed (Tiersch et al., 2012).
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More importantly, even if entanglement does exist in the FMO complex, its
role is not yet clear. Does it have an essential role – does it ensure that the energy
transport through the complex is so efficient – or is it just a secondary and irrelevant
aspect? As we have seen in the introduction to this chapter, one needs to implement
rather sophisticated protocols in order to make use of the non-local properties of
entangled states – just the very existence of entanglement is not enough.

All of the above questions on entanglement in photosynthesis are very important
but still open. For a recent review of the current state of the art, see, for example,
Whaley et al. (2011).

Finally, let us note that, as far as our classification of quantum biological pro-
cesses goes, this is of a ‘dead’ quantum coherence type – functioning metabolism
is not needed, and the FMO complex can operate while initially at thermal equilib-
rium, very much as a piece of optical fibre.

Avian magnetic compass

The second example concerns the avian magnetic compass based on the radical pair
mechanism, which is one of the main hypotheses to explain the remarkable ability
of certain birds to sense the Earth’s magnetic field during migration (Wiltschko
and Wiltschko, 1972, 1996; Mouritsen, 2001; Johnsen and Lohmann, 2008). For a
detailed exposition of this interesting proposal, we refer the reader to Chapter 10 of
this book and to the original literature cited therein. Here we shall just concentrate
on the role of entanglement in the avian compass model.

The basic mechanism underlying the avian inclination compass, as was pro-
posed by Schulten and co-workers (Schulten et al., 1978; Ritz et al., 2000b), is the
radical pair mechanism (Steiner and Ulrich, 1989; Rodgers and Hore, 2009). It is
a spin-dependent chemical process, in which a pair of correlated electron spins is
created by a photo-induced electronic excitation and transfer process in a pair of
molecules. As a result, the two electrons are separated, for some time, on two differ-
ent molecules, forming a radical pair, before they can recombine. The spin state of
the electrons right after the (fast) photo-excitation and transfer is usually assumed
to be a pure quantum state (singlet or triplet state). This quantum state is changed by
the magnetic interactions of the two electron spins with surrounding nuclear spins
on the molecules and with the Earth’s magnetic field. The resulting change of the
quantum spin state influences the probabilities for recombination through different
reaction channels, presumably giving rise to two different chemical processes on
the retina of the bird (Ritz et al., 2000b).

There is by now a large body of experimental and theoretical work investigating
the role of the radical pair mechanism for avian magneto-reception (for a recent
review see, for example, Rodgers and Hore (2009) and Chapter 10 of this book).
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This remarkable proposal seems to be a ‘quantum effect in biology’ par excel-
lence. It certainly goes beyond the regime of the ‘quantum structure of basic
constituents’ as discussed in Section 14.4. It has well-defined quantum degrees of
freedom (electron and nuclear spins on the radical pair molecules) with a clearly
mapped-out biological function, and it is a quantum non-equilibrium effect. Indeed,
the functioning of the magnetic compass depends crucially on the fact that, during
the spatial separation of the two electrons, i.e. while they reside on the different
radical molecules, the system has no time to thermalize. Since the energy spacing
between the singlet and the different triple states is much smaller than the ther-
mal energy, thermalization would completely mix the different spin states over the
relevant range of the external magnetic field, thereby making the singlet fraction
insensitive to the external field and thus destroying the compass function. Fortu-
nately, the time for thermalization of the electron spins seems to be much longer
than the entire lifetime of the radical pair (time between electron separation and
recombination). On the timescale of the separation and recombination process, the
dominant part of the environment seen by the effective two-spin electron pair –
which is our system of interest – consists of the nuclear spins residing on the radial
pair molecules. It is the hyperfine interaction between the electron spins and their
surrounding nuclear spins, in comparison with the interaction of the electron spins
with the external magnetic field, which is responsible for the inter-conversion and
mixing of the singlet with the triplet states, thereby controlling their recombination
through different channels.

So what is then the role of entanglement in the avian compass? To appreci-
ate the motivation of this questions, one must understand the difference between
entanglement and mere spin coherence. A state can have an appreciable amount
of two-particle spin coherence, as quantified by the singlet fraction (or singlet
fidelity), while having zero entanglement! Since the presence of entanglement is a
necessary resource for many of the applications in quantum information science,
such a situation means that an interpretation of the avian compass as some kind
of quantum information processor becomes unlikely. Given the fruitful connection
that has been established between quantum physics and information theory on the
one side, and the notion of information processing in modern biology, on the other,
it is natural if not compelling to ask whether nature would, on the level of molecular
biology, make use of some kind of quantum information processing. For this to be
the case, the presence of entanglement between the functionally relevant degrees
of freedom seems to be mandatory.

The first question is then: Are the electron spins entangled after photo-induced
excitation and their separation onto the different radicals? (That is, are they truly
in a pure singlet, state or should they rather be described as a mixed state, as would
result, for example, from some de-phasing process?) If the initial state is really
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the singlet state, does the entanglement persist over an appreciable range of time?
Clearly, the hyperfine interaction with the nuclear spins leads to de-coherence on
the state space of the electron spins, resulting sooner or later in mere classical
correlations. Finally, does the presence of entanglement make any difference, i.e.
is it a relevant signature to look at? Are the notions of non-locality and quantum
correlations as described in the introduction, relevant or can the compass function
and sensitivity also be explained by mere classical correlations?

Some of these questions have recently been addressed in Cai et al. (2010b) (see
also (Gauger et al., 2011; Hogben et al., 2012; Tiersch and Briegel, 2012)). The
answers to these questions depend on the details of the specific radical pair reaction
under consideration, but in particular on the lifetime of the radical pairs.

For example, for the well-studied radical pair reaction involving pyrene (Py) and
dimethylaniline (DMA) molecules in solution, most of the questions raised above
can be answered positively. Here, the time during which entanglement persists
between the electron spins (for an initial singlet state) is of the same order as
the lifetime of the radical pair reaction itself (a few nanoseconds). Furthermore,
the sensitivity of the reaction against variations of the external magnetic field
is, significantly increased by the presence of entanglement (Cai et al., 2010b),
as compared with the sensitivity reachable by any separable state, showing only
classical spin correlations. Unfortunately, Py–DMA plays no role towards the
avian compass. Furthermore, its hyperfine interactions are isotropic and cannot
provide directional information. It could be used as a magnetometer but not as a
compass.

As a second example, a similar analysis was performed for a radical pair
(FADH•–O•−

2 in cryptochrome) which is considered as a molecular candidate for
the avian compass. Here the results are different. While the lifetime of this radical
pair reaction seems to be of the order of microseconds, the entanglement between
the electron spins still decays on a short timescale of a few nanoseconds. This
means that the entanglement between the electron spins of the initial singlet state
exists only for a tiny fraction of the entire reaction time, thus one would not expect
it to play an important role in directional sensitivity of the compass. Consistent
with this observation is the finding that a compass with a similar sensitivity – based
on the same molecular candidate – can be achieved with a large fraction of initial
states that are separable, i.e. not entangled at all (Cai et al., 2010b).

In summary, the intriguing question of whether birds exploit entanglement for
navigation, with the radical pair mechanism representing some kind of quantum
information processing, remains open at present. The answer will ultimately depend
on the specific molecular realization of their chemical compass, which still needs
to be identified. Notwithstanding this reservation, the radical pair mechanism,
with its supposed role for magneto-reception in animals, clearly belongs to the few
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outstanding examples that highlight the potential scope and relevance of non-trivial
quantum effects in biology.

14.6 Conclusions

Biological systems are of extraordinary complexity and diversity. As such, at the
moment we do not know where to start searching for entanglement, be it an exper-
imental search or a theoretical one. Furthermore, the specific toy models presented
here are almost certainly of very little direct relevance to biology. However, our
goal here is far more limited – it is to argue that the presence of controlled entan-
glement with biological functionality cannot be discounted automatically, without
a careful study. Indeed, although our specific toy models may well have very little
direct relevance, we are confident that the processes we describe (entanglement
pumping, resetting, etc.) are to be found in one way or another; the same applies
to the idea of molecular cooling. Ultimately, the power of biological evolution,
coupled with the fact that biological organisms are open, driven systems, may open
the door to many unexpected quantum phenomena. Similarly, they also open the
door to highly non-trivial thermodynamic phenomena.
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Design and applications of bio-inspired
quantum materials

mohan sarovar, dörthe m. eisele and k. birgitta whaley

In this chapter, we explore the opportunities that the dynamical quantum effects
recently revealed as components of key functions of plants and higher organisms
and described in previous chapters, might offer for the design of new nano-scale
materials possessing quantum-enhanced functionality. We discuss the potential
applications for such biomimetic materials with engineered quantum properties,
and present a review of progress thus far on two prototypical systems: biomimetic
light-harvesting materials and biomimetic magnetic sensors.

15.1 Potential applications of bio-inspired quantum materials

It is well appreciated that quantum dynamics can lead to enhanced performance in
tasks such as metrology (Giovannetti et al., 2011), computing (Nielsen and Chuang,
2001) and communication (Gisin and Thew, 2007). However, such enhancements
have yet to be realized for artificial systems in the biological domain. As discussed
in earlier chapters of this book, it has been demonstrated or hypothesized that
quantum processes are critical to the accurate description of the functional dynamics
of several biological systems. What opportunities do these observations present
for the motivation and development of biomimetic materials? The possibility of
constructing artificial materials with the ability to mimic natural systems leads to
a diverse range of potential applications. A key question is thus whether we can
use nature’s ingenuity as inspiration and incorporate quantum effects into synthetic
systems to provide quantum-enhanced function. Such explorations also hold out
the tandem promise of achieving greater understanding of the role of quantum
mechanics in biological function, since in contrast with the traditional top-down
approach to investigating natural systems, this perspective requires the development
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of a bottom-up approach to synthesis of unnatural systems possessing capability to
mimic all or part of some biological role.

Several intriguing possible directions for such applications arise from the devel-
opments in understanding of how quantum effects affect the dynamics of biological
phenomena described in earlier chapters. These include several sensing applica-
tions, e.g. of single molecules, of light or of weak magnetic fields, as well as the
synthesis of robust, ‘fault forgiving’ devices for energy transfer, and smart pixels
controlled by dendrimer states for imaging (Tully and Fréchet, 2001). In what fol-
lows, we focus on the opportunities presented by artificial light-harvesting systems
and radical pair materials for sensing of light and magnetic fields, respectively.
We describe here the motivations for these two directions, as well as candidate
architectures and challenges to be overcome in order to be able to realize such
applications.

15.1.1 Opportunities for novel energy and sensing applications
with artificial light-harvesting systems

As we have seen in earlier chapters of this book, natural light-harvesting systems
are both highly complex in structure and highly specialized in function. Taken
together with the recent observations of quantum coherences in the dynamics
of electronic energy transport through these biological units, these features raise
several intriguing questions. On the one hand, it prompts us to ask whether the
coherent quantum dynamics associated with energy transport in these systems
are the result of a finely tuned evolutionary process, that has maintained and
even refined excitonic coherence in the face of mounting structural complexity, in
order to enhance light-harvesting. Or are these manifestations of coherent quantum
dynamics merely a by-product of structural evolution that is driven by quite different
adaptive pressures, or even just by response to genetic drift? Looking backwards
for answers to the biological origin of coherence in natural systems constitutes
a major question that will require a significant interdisciplinary effort between
biology, physics and chemistry to make progress. Quite a different set of questions
is generated if we look forwards from the natural light-harvesting systems prevalent
in biology today and ask, “what can we do with artificial light-harvesting systems
that are designed to emulate one or all functions of natural systems?”

We can envisage artificial light-harvesting systems that range from complete
biomimetic structures, to systems that either emulate just one feature of the natural
systems or translate some natural function to a different, unnatural regime. Given
the possibility that natural structures have been optimized by aeons of evolutionary
development, development of functionally specialized artificial systems appears
more realistic and also more straightforward. The growth of supramolecular
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chemistry and self-assembly methods over the last twenty years allows us to
consider a wide variety of structures as viable platforms for such artificial light-
harvesting systems. A key question is then, what are the revolutionary applications
that become possible with such biomimetic systems?

One immediate application is robust, high efficiency solar energy conversion.
Such a goal, of achieving a complete biomimetic of natural photosynthetic systems,
is clearly a major and high-profile application for our society today, given the need
to find alternative energy sources to fossil fuels. Significant research efforts are
going into solar cells and a wide variety of solid-state photovoltaic (Li et al., 2006)
and thin film, solid–liquid photoelectrochemical cells (Grätzel, 2001) are under
development. Artificial light-harvesting arrays consisting of organized assemblies
of chromophores and proteins constitute an alternative to conventional solar cell
technologies (Gust et al., 2009). Within the general framework of tailored environ-
ments for light-harvesting achieved by molecular self-assembly, the role of quantum
coherence in facilitating energy transport through complex pigment–protein struc-
tures can provide an additional ‘knob’ with which to tune the supramolecular level
design of functional artificial light-harvesting complexes. This capability can be
explored by systematic, ‘bottom-up’ studies of pigment–protein complexes with
controllable inter-pigment distances and relative orientation, which determine the
coupling between chromophores and are hence a primary factor in the extent of
quantum coherence. However, when used as an energy source, such artificial sys-
tems also require the incorporation of catalysts that facilitate the charge separation
and redox chemical reaction steps of photosynthesis (Gust et al., 2001). Whether
this is realized as an integral part of the self-assembled structure, or whether the
light-harvesting array is integrated within a solid-state device, the scale-up from
light-harvesting to a fully functional photosynthetic unit that produces chemical
energy from sunlight is extremely challenging.

More diverse opportunities are presented when attention is focused only on mim-
icking the light-harvesting functionality of a synthetic pigment–protein complex,
without also incorporating the additional requirements of a complete photosyn-
thetic biomimetic system. One promising direction is to build on the exquisite
ability of some light-harvesting antenna systems to collect light and function under
very low intensity conditions. For example, green sulphur bacteria are able to har-
vest light deep in the Black Sea under conditions corresponding to one photon
incident every eight hours (Manske et al., 2005). This suggests that an artificial
light-harvesting apparatus might provide an ultra high performance photon sensor.
Natural systems are effective at harvesting light in the optical and near infrared.
While advanced technology for low intensity light detection already exists in these
regimes, a biomimetic light-harvesting photon detector would offer several unique
capabilities. These potentially include customizability and versatility, low weight,
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low cost, the ability to operate at room temperatures with high quantum efficiency,
and the ability to respond to a broad band of photon wavelengths. Such artificial
structures can in principle also be tailored for sensitivity deeper into the infrared.
Indeed, such a biomimetic device would be of greatest interest if it could operate
over a broad range of infra red wavelengths, where single photon detection tools
are currently extremely restricted.

Although there have been previous efforts to integrate natural light-harvesting
structures into solid-state environments for photodetection, there have so far been
no systematic efforts to mimic light-harvesting structures and take advantage of
their quantum coherent properties in order to create sensitive light sensors. The
use of biomimetic synthetic structures possesses additional advantages over the
simple integration of natural photosynthetic complexes. For example, the con-
straints of device integration severely restrict the list of possible candidate natural
light-harvesting arrays, yet synthetic supramolecular arrays present a vastly larger
landscape of possibilities. Furthermore, given our rapidly increasing understand-
ing of the relation between excitonic quantum coherence and structural features
of light-harvesting arrays, we can now begin to tune the properties of synthetic
arrays as desired to optimize the performance of light sensing. The protein scaf-
folds of viruses provide one attractive option for synthetic design of such artificial
systems, both on account of their highly ordered structures and also because of
the ability to generate a range of well-defined structures by self-assembly under
unnatural conditions. Such systems also possess the potential for attachment to elec-
troactive surfaces via electron transfer functional groups, which would enable the
energy collected by the light-harvesting system to initiate electron transfer, thereby
allowing electrical detection of the incident photon. Progress in constructing such
protein-scaffolded light-harvesting antennas will be reviewed in the next section.

The end goal of this research is to produce robust photovoltaic or light sensing
technologies with control over the nanoscale structure. Manipulating this structure
allows tuning of light capture, energy transfer and free-carrier generation pro-
cesses; engineering of these processes is expected to allow improvements in some
combination of: quantum efficiency, utilized solar spectrum, sensitivity to specific
wavelengths, durability or production costs.

15.1.2 Magnetic sensing with radical pair materials

During great migrations, birds navigate by detecting the inclination of the Earth’s
magnetic field, which varies predictably with latitude (Rodgers and Hore, 2009).
As discussed in Chapter 10 of this book, one hypothesis for exactly how birds
sense the Earth’s magnetic field is that they exploit quantum-mechanical evolution
of photo-excited radical pairs. Although a definitive experimental confirmation of
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this radical pair mechanism in bird navigation is still outstanding, this hypothesis
has inspired researchers to consider artificial devices for magnetometry based on
radical pair reactions (see also (Weaver et al., 2000)).

Magnetometry is a well-developed field, and there exist many commercial mag-
netic field sensing devices based on diverse physical phenomena. Sensing magnetic
fields is in fact a critical component of many everyday technologies, including aero-
planes, navigation tools and medical diagnostic tools. See Edelstein (2007) for a
review of modern magnetometry methods and technologies. The most sensitive
detector of a DC, or low frequency, magnetic field, is the SQUID magnetometer
which can detect fields of order 10−14 tesla (T). Magnetometry is also a field where
quantum-mechanical effects have been exploited to increase sensitivity – e.g. the
Josephson effect underlies SQUID magnetometers, while nanoscale magnetome-
ters reliant on manipulating spin coherence have recently been constructed using
colour centres in diamond (Balasubramanian et al., 2008; Le Sage et al., 2013).
A useful distinction to bear in mind is that there are two types of magnetic field
sensing tasks: one, the sensing of the overall magnitude of a magnetic field, and
two, the sensing of the vector components of a magnetic field. The latter task, that
of sensing a field direction, is typically more difficult.

What is the motivation for building a biomimetic magnetic field sensor – a
chemical compass – based on the radical pair mechanism?1 Given the remark-
able sensitivities of modern magnetometers (Edelstein, 2007), it would be quite
ambitious to suppose that a biomimetic magnetic field sensor could match these
standards. However, there are factors other than sensitivity that dictate the utility
of a magnetic sensing device, including: cost of production, cost of maintenance,
operating temperature, frequency response, stability, reliability, size and power
requirements. Although the development of a sensor based on the radical pair
mechanism is still nascent, the hope is that such a sensor will be superior in some
of the above measures of utility. Specifically, it is very plausible that a radical
pair based magnetic field sensor constructed from organic components will have
lower production costs and lower power requirements, and have higher operating
temperatures than many of today’s commercial magnetometers.

15.2 Progress in designing biomimetic quantum materials

Having provided an overview of the motivation and challenges in the field of
biomimetic quantum-enhanced material design, we now present a review of
progress made thus far on the design and synthesis of such materials.

1 We use the term ‘biomimetic’ somewhat loosely here, since to date it has not been proven that the radical pair
mechanism underlies bird navigation.
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15.2.1 Structured chromophoric assemblies for light-harvesting

Every one of Nature’s light-harvesting complexes (LHCs) is at its core an assembly
of light absorbing pigments. The wondrous aspect is how such assemblies are accu-
rately and reliably constructed from basic building blocks such as molecules from
the chlorophyll, carotenoid or porphyrin families, with protein structures providing
scaffolding when necessary. Particularly remarkable are the photo-stability of nat-
ural light-harvesting antennas and the mechanisms involved in photo-protection,
the range of defence mechanisms by which LHCs regulate energy absorption and
transfer to prevent oxidation damage, for example, see Murchie and Niyogi (2011).
In fact, current organic photovoltaics are sorely lacking such photo-stability and
regulatory processes, and this is one of the primary obstacles to their commercial
success (Norrman et al., 2006).

Over the past two decades, much effort has been invested in producing artificial
light-harvesting units that mimic the structure and properties of natural LHCs. The
aspect that distinguishes these efforts from organic photovoltaic devices based on
polymers (Section 15.1) or quantum dots (Section 15.2) is the driving force of their
biomimicry, as well as their attempts to use the same, or similar, building blocks
seen in Nature. This sometimes results in directly integrating entire sections of
natural LHCs with an inorganic device framework. There are at least three specific
properties that such biomimetic artificial light-harvesting or light-sensing devices
strive to replicate from the model of natural light-harvesting complexes:

(1) A near unit efficiency of energy transfer from the region of light absorption
to the region of charge separation, where the exciton that results from light
absorption is converted into a charge separated electron and hole.

(2) A near unit efficiency of charge separation that occurs at the reaction centre in
natural light-harvesting complexes.

(3) The above mentioned photo-stability and photoprotection mechanisms of nat-
ural light-harvesting complexes.

To date, no biomimetic approach has been successful in replicating all of the
above properties in a single device. This is perhaps not surprising, since replicating
the performance of natural LHCs is a formidable task. The initial steps of light
capture and conversion involve fragile excited states and charge-separated states
that are vulnerable to numerous reactions that dissipate the captured energy as
wasted heat. Precise control over nanoscale structure is needed to regulate and
inhibit these dissipation channels, and this is one of the great challenges for the fields
of synthetic and supramolecular chemistry. Ideally, one would like to construct an
artificial light-harvesting complex from the molecular level up. However, present –
covalent or supramolecular – synthesis techniques, advanced as they are, are not
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Figure 15.1 A cross-section of the device integration of reaction centres from
(Das et al., 2004). Figure provided courtesy of Professor Marc Baldo, M.I.T.

quite at the stage where one can both tailor nanoscale structure and at the same
time produce large-scale molecular arrays.

In this section we will review some of the demonstrated techniques, as well as
some promising proposals, for constructing biomimetic light-harvesting antennas
for photovoltaic or light-sensing applications.

Direct integration of natural antennas into solid-state environments

The most obvious way to leverage the superior light capture and conversion capabil-
ities of natural LHCs, is to directly ‘wire up’ such structures to a charge collection
device that extracts the electrons produced by charge separation. These electrons
then constitute the detection signal for light sensors or the electrical current in a
photovoltaic. Of course, this approach has the potential to preserve all the quantum
properties of the natural LHC that is integrated, but great care must be taken to
ensure that the functioning of the LHC is not adversely effected by integration into
an extremely foreign solid-state environment.

Such an integration of a natural light-harvesting complex and a solid-state elec-
tron collection device has been accomplished by the Baldo group at M.I.T. (Das
et al., 2004) (see also Trammell et al. (2004) for a supporting study). This group
has integrated two biological LHC components, the reaction centre (RC) from the
purple bacterium species Rhodobacter sphaeroides and Photosystem I (PSI) from
spinach, into solid-state electronic devices. See Figure 15.1 for a cross-section of
the constructed device. The challenge of preserving the light-harvesting function-
ality of the biological complexes within the solid-sate environment was overcome
by careful design of the assembly process. The molecular complexes were self-
assembled on a gold-coated surface which was functionalized with an affinity resin
to immobilize and orient the pigment–proteins. Then the complexes were stabi-
lized using customized peptide surfactants. This self-assembled layer was finally
covered with an amorphous organic semiconductor, before deposition of top metal
contacts for collection of the generated charges. The authors of the study stress that
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the use of custom peptide surfactants and the organic semiconductor layer between
the photosynthetic complexes and the metal contacts were absolutely crucial for
preserving the functionality of the RC and PSI units.

The study measured the photocurrent generated in the RC and PSI integrated
devices and confirmed that its excitation wavelength dependence matches the
solution phase absorption spectra of the respective light-harvesting complexes.
This is a good indication that the functionality of the complexes was preserved
during the integration process and that they were functioning as light-harvesting
modules of the device. In addition, the authors estimate that the internal quantum
efficiency of the device is 12% and predict that it could be increased to 20% by
improvements in the integration process. However, it should be noted that there
is another limiting factor for such devices: the self-assembled light-harvesting
components (RC or PSI) absorb very little of the available light (<1%) because
they form a thin monolayer. This leads to low overall power efficiencies and has
to be overcome before such devices can be considered true photovoltaics. Related
recent experiments on biohybrid device development have focused on the use
of the cholorosome of green sulphur bacteria (see below), which offers greater
light absorbance. Encouraging results have been obtained using both columnar
structures of the chlorosome, formed by electrospray deposition onto dye-coated
TiO2 surfaces (Modesto-Lopez et al., 2010) and chlorosomes that were weakly
associated with graphite electrodes (Sridharan et al., 2009).

In addition to the above experiments measuring optoelectronic energy transfer,
several studies have focused on the controlled placement and immobilization of
biological light-harvesting complexes onto solid surfaces. These studies achieve
the immobilization, control over orientation and patterning of LHCs by complex
surface lithography and chemical functionalization techniques, which show poten-
tial for tailoring nanoscale structure of biological LHCs adsorbed onto surfaces.
Similarly to Das et al. (2004), the most commonly used technique is to form
self-assembled monolayers on gold or glass substrates, and then to selectively
chemically modifiy (e.g. CH3-terminate) parts of these monolayers so that they
resist or attract adsorption by LHC proteins. The resolution at which this chemical
modification can be done determines the length scales at which the patterning of
LHCs can be achieved. This technique was utilized by Ciobanu et al. to immo-
bilize PSI complexes (Ciobanu et al., 2005), by Reynolds et al. (Reynolds et al.,
2007) to immobilize LH2 complexes from purple bacteria and by Escalante et al.
(Escalante et al., 2008) to immobilize LH1 and LH2 complexes from purple bac-
teria. Microscopy was used in these studies to confirm the patterned adsoprtion of
light-harvesting complexes onto a surface, and Reynolds et al. and Escalante et al.
also used fluorescence spectroscopy to confirm that the optical properties of the
LHCs were not significantly modified (compared with solution phase spectra) by
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Figure 15.2 Closely packed dye molecules that form a supramolecular assembly,
i.e. a molecular aggregate (a) Illustration of molecular aggregate self-assembled
from molecular sub-units connected through weak non-covalent linkages to create
fragile and reversible monomer-to-assembly transitions. (b) Absorption spectra of
dye molecules (cyanine dye derivative TDBC) in solution (black line) and upon
their self-assembling into molecular aggregation (red line): the spectral red-shift
upon aggregation is characteristic for J-aggregates. Figure adapted from (Eisele,
2010).

adsorption onto the surface. From this retention of optical properties they conclude
that the structural integrity of the LHCs is preserved through the adsorption and
patterning processes. However, it should be noted that in contrast to the Das et al.
study, discussed above, these adsorption studies did not have a scheme to collect
photocurrents and therefore demonstrate photovoltaic functionality.

The experiments detailed in this section, especially that in (Das et al., 2004), are
promising demonstrations of an approach to construct devices that can leverage
the excellent light capture and exciton transport performance of biological light-
harvesting complexes. However, in the context of this book, one must ask whether
the quantum properties of the light-harvesting components (RC, PSI, LH1 and
LH2) were preserved during the integration process, and are still present in the final
devices. The matching of solution phase absorption spectra by device photocurrents
in Das et al. (2004), and a similar matching of fluorescence spectra of surface
adsorbed samples to solution spectra in Reynolds et al. (2007) and Escalante et al.
(2008) are encouraging evidence that the structure and hence excited state dynamics
of the photosynthetic pigments were largely preserved. However, it is impossible
to conclude at this stage whether the excitonic properties and energy transfer
properties were unaltered (or enhanced). Further experiments examining energy
transfer in integrated photosynthetic complexes will be necessary to determine this.

Molecular aggregates

The term molecular aggregate is commonly reserved for densely packed molec-
ular structures (Figure 15.2a) which result from non-covalent intermolecular
interactions such as pi–pi stacking, hydrogen bonding and metal ion coordination:
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so-called supramolecular assemblies. Such interactions can lead to both extremely
regular organization of constituent molecules – molecular crystals – and also
less regular, disordered arrangements. Studies on molecular aggregates in the
early 1930s revealed that the optical properties of solutions of some organic dyes
change drastically upon changing their dye concentration (Jelley, 1936; Scheibe,
1936; Jelley, 1937; Scheibe, 1937; Scheibe et al., 1937); it was found that upon
increasing the concentration of pseudo-iso-cyanine (PIC) dye in solution, the
absorption spectrum changed such that the broad absorption band at wavelength
∼525 nm disappeared and was replaced by a narrow absorption band at 570 nm.
Because this effect was first discovered independently by Jelley and Scheibe, such
a new, narrowed and red-shifted absorption band (Figure 15.2b) is now generally
known as the J (Jelley) band or the S (Scheibe) band. This new absorption band,
the J- or S-band, is associated with extended electronic excitations of aggregated
PIC molecules (Franck and Teller, 1938), much like the well-known Frenkel
excitons of molecular bulk crystals (Frenkel, 1931). Molecular aggregates with
such new, narrowed and red-shifted absorption bands are therefore referred to as
J-aggregates (or, less commonly, as S-aggregates).

In the past, such J-aggregates have found significant applications in the field
of photography where they are used to increase spectral sensitivity of films. More
recently, molecular aggregation has been recognized as a useful framework for
describing, and imitating, many natural photosynthetic light-harvesting complexes
(Scholes, 2002). The techniques and language used for describing the molecular
aggregates found in these natural light-harvesting systems is exactly the same as
those applied to molecular J-aggregates, which has caused a rapid merging of these
two fields. The increasing interest in J-aggregates is mainly due to their unique
collective optical properties, whereby the optical response of the aggregated dye
molecules is fundamentally different from the addition of the optical response of
the individual dye molecules. This behaviour results from the collective Frenkel
excitons that describe the excited states of the aggregates.

Perhaps Nature’s most efficient light-harvesting antenna system is the chloro-
some antenna of green sulphur bacteria, one of only few phototropic organisms
that can survive by photosynthesis in the extremely light-sparse environment of
deep sea (Frigaard et al., 2004; Balaban et al., 2005; Bryant et al., 2007). Typically
these bacteria live in conditions with very little light and hence their light capture
apparatus has to be extremely effective at absorbing the available light and trans-
porting resulting photo-excitations to reactions centres. The chlorosome antennas
are almost 100% efficient at these tasks. In contrast with many other antenna
structures, especially those in higher plants, the chlorosome consists solely of
pigment molecules (bacteriochlorophyll c, d and e), with no protein scaffolding.
The unique ability of the cholorosome to harvest and transport energy efficiently
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Figure 15.3 Schematic illustrates proposed geometry and structure of light-
harvesting apparatus of green sulphur bacteria. Left panel shows a schematic
view of a model of a chlorosome (green) sitting on top of the FMO-complex
(yellow) which attaches the chlorosomes to the cytoplasmic membrane contain-
ing the reaction centres (blue). This model follows the early electron microscopy
picture of (Staehelin et al., 1978, 1980). Schematic view adapted from (Balaban
et al., 2005). Middle panel shows a rendition of the proposed cylindrical struc-
ture of chlorosomes. Schematic view adapted from (van Rossum et al., 2001).
Right panel shows the proposed packing of bacteriochlorophyll molecules within
a chlorosome. Schematic view adapted from (van Rossum et al., 2001).

derives from the closely packed aggregates of pi-conjugated molecules that consti-
tute the supramolecular assembly (Balaban et al., 2005). Although the chlorosome’s
morphology, as well as details of the molecular packing at the atomic level, are
still under debate (Staehelin et al., 1980; Steensgaard et al., 2000; Holzwarth,
2004; Oostergetel et al., 2007; Linnanto and Korppi-Tommola, 2008), recent stud-
ies propose that these highly efficient antennas potentially consist of cylindrical
aggregates (Figure 15.3) with a diameter of the order of 10 nm and lengths that
may extend to several hundred nanometres, containing several hundred thousand
bacteriochlorophyll molecules. (Balaban et al., 2005).

Partly motivated by the desirable performance of Nature’s light-harvesting
molecular aggregates, several researchers have attempted to synthesize customized
molecular aggregates for light-harvesting and solar energy technologies. The first
challenge with this approach for producing artificial light-harvesting antennas is
that it is essential to have a theoretical understanding of how aggregate structure
influences the optical and energy transfer properties crucial to light-harvesting. It
is clear from the close proximity of pigments in typical molecular aggregates, that
quantum properties will be relevant to both optical properties and energy transfer.
At separation distances �4 nm it is important to describe the electronic coupling
between pigments in detail and fully quantum mechanically. The distribution and
orientation of exciton dipoles, which can only be understood when the coupled
system is modelled quantum mechanically, dictate optical properties such as
absorption (see Box 15.1). Furthermore, the formation, extent of delocalization
and transport of excitons governs how efficient the aggregate is at transferring



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-15 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 13:42

340 Design and applications of bio-inspired quantum materials

Box 15.1
Optical properties of molecular aggregates

Inter-molecular separation in molecular aggregates is in the range 0.4–2 nm, with
smaller distances being typical in synthetic dye aggregates, such as the classic
molecular aggregate pseudoisocyanine chloride (PIC), and larger distances being
more prevalent in molecular aggregates found in nature, such as the LH2 complex of
purple bacteria. At these separation distances the electronic interaction between two
pigments is primarily Coulombic (i.e. exchange and other short-range interactions are
negligible) (Scholes, 2003). Furthermore, it is common to use a point–dipole
approximation for the Coulomb interaction. Within this approximation, the
redistribution of charge that results from molecular excitation is represented by a
single transition dipole moment, −→μ , and interaction between molecules is modelled
by a dipole–dipole interaction between these transition dipoles. This approximation to
a full Coulomb integral is appropriate if the intermolecular separation is larger than
the physical extent of both molecules. If this condition does not hold then higher-order
expansions of the Coulomb integral – multipole expansions – should be employed.

Within the dipole approximation, the interaction between two neighbouring
pigments is

V (r, μ1, μ2) = 1

4πε0

(−→μ1 · −→μ2 − 3(−→μ1 · r̂)(−→μ2 · r̂)
r3

)

= |μ1||μ2|
4πε0r3

(−2 cos θ1 cos θ2 + sin θ1 sin θ2 cosφ),

where ε0 is the permittivity of free space, −→r is the vector between the two molecules
and r̂ is its normalized version (i.e. −→r = rr̂). The angles used in the second form of
the coupling are the angles between the dipoles and the vector separating them (see
figure below).

Consider a transition from the singlet electronic ground state of a molecule, |S0〉,
to a singlet excited state, |S1〉, separated in energy by ε. Once excited, the two
molecules will interact and the Hamiltonian describing this interaction (under the
Heitler–London approximation which is appropriate when ε � V ) is

H = ε1

∣∣S(1)
1

〉〈
S

(1)
1

∣∣+ ε2

∣∣S(2)
1

〉〈
S

(2)
1

∣∣+ V (∣∣S(1)
1

〉〈
S

(2)
0

∣∣+ ∣∣S(1)
0

〉〈
S

(2)
1

∣∣),
where the superscript indexes molecule number, and we have allowed the excited
states of the two molecules to have different energies (due to local environment shifts
or if the molecules are two different species). We have set the energy of the ground
state of both molecules to zero for convenience and we are not describing any excited
states with greater energy, because it is only these states that dictate the linear optical
properties which we are interested in. Diagonalizing this Hamiltonian yields new
excited states (|E1〉, |E2〉) that have some contribution from |S(1)

1 〉 and |S(2)
1 〉:

|E1/2〉 = α1/2|S(1)
1 〉 + β1/2|S(2)

1 〉.
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Since the wavelength of light absorbed by such molecules is much larger than the
inter-molecule separation, r , the light interacts with the combined dipole operator−→
D = −→μ1 + −→μ2. Then the light absorbed will be concentrated around the frequencies
e1/h̄ and e2/h̄, and the magnitude of the absorption profile at these frequencies is
proportional toM1 ≡ |〈E1|D|G〉|2 andM2 ≡ |〈E2|D|G〉|2, respectively, where
|G〉 = |S(1)

0 〉 ⊗ |S(2)
0 〉 is the ground state. It is interesting to look at how these features

of the absorption profile change with the structural details of aggregation. Obviously,
as the distance between the chromophores increases, their coupling decreases
(V → 0) and hence the absorption profile approaches the monomer absorption
profile. The dependence on the angles defining the aggregate structure is less trivial,
and in the following figures we show how the quantities e1, e2,M1,M2 change with
the structural angles. For this example, we assume that the magnitude of both
monomer dipoles is the same (|μ1| = |μ2| = |μ| = 10 debye), ε1 = 12 000 cm−1,
ε2 = 12 200 cm−1, and r = 15 Å. Finally, for simplicity we will fix θ1 = π/4 and
look at the dependence on the other two free angles.
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There are several things to note from these surfaces. Firstly, the transition energies
of the two excitons (eigenstates of H) can be greater, or less, than the original
monomer transition energies depending on the dipole angles. Also, from the plots of
M1/2 we see that the magnitude of the combined dipole is distributed across the two
excitonic states. Depending on the values of the angles, either the lower eigenstate or
the upper eigenstate can have the dominant dipole strength. This is an example of how
the underlying structure strongly influences the optical properties of the aggregate.
This redistribution of dipole strength (or oscillator strength) is a key feature of
molecular aggregation, and can lead to striking features in linear spectra. For
example, in the symmetric case where ε1 = ε2, and the dipoles are lined up
head-to-tail (i.e. φ = θ1 = θ2 = 0), all the dipole strength will be concentrated on the
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low energy exciton, andM2 = 0. Large aggregates with this structure are known as
J -aggregates (Würthner et al., 2011), and this concentration of oscillator strength
leads to a dominant narrow peak in their absorption spectrum.

energy from where the light energy is absorbed to where it is eventually used
(typically charge separation interfaces). These effects can only be described by a
quantum-mechanical model and not a semi-classical one such as Förster energy
transfer theory (see Chapter 3); and such descriptions can be complex.

The second challenge with the molecular aggregate approach is that one must
gain enough experimental control over the aggregation process so that the final
product can be manipulated to have desirable light capture and energy transfer prop-
erties. Typically such aggregates are produced by a solution-based self-assembly
process, and the final morphology of an aggregate is dependent on many factors
including the species and concentration of the constituent molecules, temperature
and solvent properties such as pH. Hence there are many control ‘knobs’ in the
assembly process and part of the relatively new field of supramolecular chemistry
(Steed and Atwood, 2009) is concerned with understanding how each of these
influences structure and morphology.

In spite of these challenges, many attempts have been made to produce synthetic
molecular aggregates for light-harvesting with a multitude of constituent pigment
molecules. The extraordinary chlorosome antenna system has inspired much work
on cylindrical supramolecular systems that self-assemble from various artificial
pi-conjugated molecules that can interact with light (Vlaming et al., 2009; Shao
et al., 2011; Aida et al., 2012). Also notable are ambitious attempts to self-assemble
large supramolecular structures having several covalent building blocks that each
function as some component of an artificial light-harvesting complex (Wasielewski,
2009). As a representative survey of the large variety of pigments that have been
used to form molecular aggregates for potential light-harvesting applications, we
will describe here the most common examples, which are the families of (a) cyanine,
(b) zinc chlorin and (c) phorphyrine based pigments.

(a) Cyanine dyes and amphiphilic derivatives. Even before their discovery by
Jelley and Scheibe in the early 1930s, the cyanine dye derivatives had long
been recognized as important spectral sensitizers for photographic imaging
(Kobayashi, 1996) and non-linear optics applications, on account of (1) their
extraordinarily sharp absorption bands arising from the large, highly delocal-
ized pi-conjugated systems, and (2) their unique aggregation properties. They
are also well established as model systems for studies of photo-activated elec-
tron transport processes using monolayer assemblies at solid state and liquid
interfaces (Scholes et al., 2011; Aida et al., 2012). When cyanine dyes are
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Figure 15.4 Artificial light-harvesting nanotube self-assembled from amphiphilic
cyanine dye molecules (a) Amphiphilic 3,3’-bis(2-sulphopropyl)-5,5’,6,6’-
tetrachloro-1,1’-dioctylbenzimidacarbocyanine (C8S3) monomer (De Rossi et al.,
1995). (b) Schematic of the self-assembled light-harvesting nanotube (for clar-
ity using only one molecule per unit cell): double-walled structure with the
hydrophilic sulfonate groups (red) on the exterior, the hydrophobic alkyl chains
(light grey) in the interior of the bilayer and the cyanine dye chromophore (dark
grey). The nanotube has a diameter ∼ 13 nm. Distance between the two concen-
tric cylinders is ∼ 4 nm. Figure adapted from (Eisele et al., 2009). (c) Absorption
spectra. Black: dye monomers dissolved in methanol (no aggregation). Red: nan-
otubular dye aggregates prepared in water/methanol; the two main J-bands can
be unambiguously assigned to inner-wall and outer-wall cylinder, respectively
(Eisele et al., 2012).

dispersed in polar solvents above a critical concentration level (usually low
mM), they self-assemble into molecular aggregates. Although the unique prop-
erties of cyanine dye J-aggregates, such as their highly efficient energy transfer
properties, have been realized for decades (Knoester, 2002), most recently they
have received attention for use in artificial LHCs. In particular, amphiphilic
cyanine dye derivatives can be used to generate structures similar to the cylin-
drical chromosomes of photosynthetic green sulphur bacteria. Consequently,
artificial light-harvesting antennas composed of cyanine dye J-aggregates that
mimic natural systems have been proposed (Knoester, 2002). Optical and
energy transfer properties can vary widely based on the aggregate’s morphol-
ogy and details of the spatial arrangement of molecules within the aggregate;
it is well known that both parameters are controlled by the chemical structure
and functional groups of the particular cyanine dye.

An entire new class of cyanine dye derivatives was synthesized in the
early 1990s by Siegfried Dähne and co-workers. They synthesized a library
of amphiphilic cyanine dye molecules by adding various hydrophilic and
hydrophobic functional groups to a cyanine dye molecule (De Rossi et al.,
1995, 1996). One example of these molecules, abbreviated as C8S3, is shown in
Figure 15.4a; when dissolved in a polar solvent these molecules self-assemble
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due to superposition of hydrophobic forces (of the amphiphilic side chains)
and the pi–pi stacking (of the chromophores) into double-walled nanotubular
J-aggregate structures, consisting of two concentric cylindrical dye aggregates
in an artificial (Didraga et al., 2004) light-harvesting nanotube (Figure 15.4b).

The optical properties of individual C8S3 light-harvesting nanotubes (Fig-
ure 15.4) have been investigated by means of polarization-resolved fluores-
cence Near-field Scanning Optical Microscopy (NSOM) which has revealed
that their supramolecular structure is highly uniform, both along an individual
tube and between different tubes within an ensemble (Eisele et al., 2009). This
makes them an excellent model system for fundamental investigations of exci-
ton transport in individual quasi-one-dimensional nanostructures, as well as
for light-harvesting and other optoelectronic applications in future solid-state
devices. Most importantly, it allows for study of the properties of the individ-
ual nanotube by investigating the ensemble in a solution sample. However, in
order to control such large supramolecular systems it is essential to understand
both how their various parts interact with each other and also whether these
interactions result in coherently shared excited states (excitons), or in diffusive
energy transport between them. Through selective chemistry it was possible
to unambiguously determine the supramolecular origin of the excitonic tran-
sitions in the nanotubes (Figure 15.4c). It was found that the two cylinders
of the nanotube, while being only ∼4 nm apart from each other, have distinct
spectral responses and are best described as two separate, at most weakly cou-
pled excitonic systems (Eisele et al., 2012). Understanding such interactions is
critical to the control of energy transfer on a molecular scale, a goal for diverse
applications ranging from artificial photosynthesis to molecular electronics.
Obtaining a detailed understanding of the linear spectrum of the aggregates is
also a key step towards developing a fundamental understanding of how the
details of the supramolecular structure influence the optical and energy transfer
properties that are critical for light-harvesting.

(b) Zinc chlorin and its derivatives. ZnChl is very similar to BChl c in form, with the
Mg metal centre of BChl c being replaced by Zn. It has been shown that deriva-
tives of ZnChl self-assemble into nanoscale rods similar to the chlorosome, for
example, Tamiaki et al. (1996). In fact, some such aggregates have spectro-
scopic properties that closely match those of natural chlorosomes (Würthner
et al., 2011). Furthermore, using time-resolved fluorescence it was determined
that excitons are delocalized among at least 10–15 molecules and that exciton
transport timescales are of 1–10 ps (Prokhorenko et al., 2002). Thus it would
seem that the quantum properties of such aggregates are important, as would be
expected from the large density of pigments and their similarity to the chloro-
some. More recently, such ZnChl aggregates have been appended with other
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organic components (in a self-assembling manner not requiring the assistance
of structure stabilizing proteins) to enhance their capabilities. Katterle et al.
formed a co-aggregate of ZnChl and BChl which is covalently linked to a
C60 molecule (Katterle et al., 2007). This combined self-assembling structure
functions as a complete ‘light-harvesting unit’ with the ZnChl aggregate func-
tioning as a light collection antenna, the C60 as an artificial reaction centre
performing charge separation, and the intermediary BChl functioning simulta-
neously as an energy trap for the ZnChl antenna and an electron donor for the
C60 reaction centre. This combined structure achieves very fast energy transfer
and charge separation and an overall quantum efficiency of 90%. Another mod-
ification of ZnChl aggregates was performed by Röger et al., who appended
additional peripheral pigments to the tubular structure in order to harvest the
green and orange portion of natural sunlight (Röger et al., 2006, 2008). This
modification was shown to increase harvesting efficiency by 63% (as compared
with the bare ZnChl aggregate) by enhancing spectral coverage.

(c) Porphyrin based dyes. Porphyrin based dyes are another family from which
aggregates are commonly built for light-harvesting functionality. Perhaps
the most studied aggregates from the porphyrin family are the self-assembling
nanoscale rods formed from the Tetrakis (4-sulfonatophenyl)-porphyrin
(TPPS4) derivative (e.g. Schwab et al. (2003)). Spectroscopic studies sug-
gest that excitons in the TPPS4 aggregate are initially delocalized over ∼10
molecules but then rapidly become more localized to one or two molecules
(Gulbinas et al., 2007). The Shelnutt group has also constructed several aggre-
gates of porphyrin derivatives that are unique in that they utilize the supramolec-
ular technique of ionic self-assembly (Faul and Antonietti, 2003) for aggrega-
tion. This enables the synthesis of a variety of aggregate morphologies with
multiple constituent monomer porphyrins. Structures synthesized including
tubular aggregates with a mixture of two porphyrin derivatives (Wang et al.,
2004b), and clover-leaf shaped dendritic structures composed of two types of
metallic porphyrins (Martin et al., 2010). The latter are particularly intrigu-
ing because the authors of that work show that it is possible to change the
electronic character of the constituent molecules without affecting the mor-
phology. This allow one to tune electronic properties of the binary solid (from
photoconductor to insulator for example) by altering the metal ions of the con-
stituent porphyrins. Inter-molecular distances suggest that quantum effects will
be important for describing optical and energy transfer properties in these por-
phyrin aggregates, however no spectroscopic data is available for them to date.

Finally, it is important to note that at this stage, unlike the development of prototype
biohybrid devices with natural light-harvesting systems described above, none
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of these supramolecular aggregates have been integrated into a device with
photovoltaic capability. Such integration and the stability of the molecular
aggregates during it will be crucial to the viability of this approach to artificial
light harvesting.

Virus-templated chromophore assemblies

As we saw in the last section, a major challenge in utilizing biologically inspired
molecular aggregates for light-harvesting is controlling their nanoscale structure
and morphology. A variety of non-covalent interactions must be controlled
and precisely utilized to synthesize well-structured aggregates and the field of
supramolecular chemistry is tackling this challenge. An alternative approach
to overcoming this challenge is to turn to another one of Nature’s marvellous
processes: protein self-assembly. Self-assembly is a ubiquitous process in biology
taking place at all length scales, from molecular to organismic (Whitesides et al.,
1991). Many of the synthetic molecular aggregates discussed in the last section
are constructed using molecular self-assembly, but the self-assembling process
occurs over larger lengths scales as well. In particular individual protein subunits
often self-assemble into aggregate structures with a wide range of structural motifs
(sheets, ribbons, helices). Some of the best understood protein self-assembly
processes occur in viruses where viral capsids, protein shells that enclose and
protect the genetic material of the virus, self-assemble into a variety of shapes.
Recently, much work has focused on exploiting these viral capsids in a templated
self-assembly process where the geometric arrangement of the assembled capsid
is used as a rigid scaffold that guides the organization of other molecules. The
use of viruses to perform such templated self-assembly has been demonstrated
with synthesis of structures for battery technologies (Nam et al., 2006; Royston
et al., 2008), for production of template spheres for targeted drug delivery (Wu
et al., 2009) and synthesis of pigment–protein complexes with potential to act as
artificial light-harvesting systems (Endo et al., 2007; Miller et al., 2007; Nam
et al., 2010).

A popular virus scaffold that is used for templating such self-assembly is the
tobacco mosaic virus (TMV), see Box 15.2. TMV is particularly appealing as a
light-harvesting structure because of the cylindrical and disc-like geometries that
it self-assembles into, which closely resemble natural light-harvesting complexes,
such as the chlorosome antenna of green sulphur bacteria (see Figure 15.3), and
the LH2 complex of purple bacteria. To use this protein for the assembly of
chromophore arrays for light-harvesting, the strategy is to introduce a cysteine
residue at certain positions in the capsid protein monomer, which facilitates
covalent attachment of a wide variety of commercially available chromophores.
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Box 15.2
The tobacco mosaic virus

The tobacco mosaic virus (TMV) is a paradigmatic example for studying
self-assembly in biology. It was one of the earliest viruses studied and is structurally
the best characterized. In 1955 H. Fraenkel-Conrat and R. C. Williams established
that TMV self-assembles (Fraenkel-Conrat and Williams, 1955) by breaking apart the
virus and then remixing the constituents. The mixture assembled over a period of
24 hours into intact TMV structures. Since then, much research has been conducted to
understand the microscopic structure of TMV and exactly how its constituents
self-assemble. TMV self-assembles into several structures depending on the
conditions of solution, including a helix, two-layer disc or stacked disc (Klug, 1999).
This variety of assembled structures, and the large amount of virus that can be
synthesized, are both extremely useful attributes for TMV based templated synthesis.

Structurally, the tobacco mosaic virus is composed of a tight packing of protein
sub-units or monomer. These monomers self-assemble into tubular or disc like
structures that encase the virus RNA (Klug, 1999). Each disc has 17 protein sub-units,
and tubular structures can either be composed of stacked discs or a helical
arrangement of protein sub-units with 16 1

3 monomers per turn of the helix. The radius
of the central ring in the tubular and disc structure is around 20 Å. It is within this
central pocket or elsewhere along the protein monomer that chromophores can be
covalently attached using cysteine residues. The cysteine residues are not present in
the natural TMV organism but can be introduced in recombinant versions.

The figure below illustrates an example of TMV-templated assembly.



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-15 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 13:42

348 Design and applications of bio-inspired quantum materials

Then as the TMV capsids self-assemble, the attached chromophores gather into a
well-defined structure (cylinder, helix, disc) with predictable inter-chromophoric
distances. Chromophores of different species can be attached to mimic donor and
acceptor species and produce energetic landscapes for funnelling excitation energy.
Furthermore, there is a large amount of freedom in which sites of the TMV capsid
monomer are modified with the cysteine residue for chromophore attachment.
Using such techniques, efficient and robust light-harvesting behaviour has already
been demonstrated with broad spectrum absorption and up to 90% efficiency of
energy transfer (Endo et al., 2007; Miller et al., 2007, 2010).

Miller et al. (2007) attached three species of chromophores to various sites
along the TMV capsid protein monomer. Then these monomers were allowed to
self-assemble into disc and tubular (rod) structures. The authors estimate that such
assemblies contain about 700 chromophores per 100 nm of rod length, and with
inter-chromophoric distances of about 20 Å. The attached chromophores were
chosen to be two donor-like pigments and one acceptor-like pigment. This allowed
the investigation of energy transfer and its efficiency with different ratios of donors
and acceptors. Similarly, Endo et al. have also incorporated two types of porphyrin-
based chromophores into selective sites of TMV protein monomers (Endo et al.,
2007). These monomers self-assembled into disc and rod-like structures and
energy transfer in both structures was assessed. The authors estimate that the inter-
chromophoric distances in their structures are about 20 Å, and posit that the energy
transfer occurs primarily through a semi-classical Förster mechanism at these length
scales. This conclusion is supported by the fact that the absorption spectra of the
assembled structures closely resemble monomeric absorption spectra of the chro-
mophores (i.e. signatures of molecular aggregation, which assist coherent energy
transfer, such as peak shifts and side peaks are absent). Similarly, Miller et al. also
conclude that the energy transfer in their TMV structures is through a Förster mech-
anism (Miller et al., 2007). However, it should be noted that the attachment sites of
the chromophores can be changed such that their density upon self-assembly of the
TMV capsids is higher than in the above two experiments, and in such structures it
is expected that energy transfer will involve coherent channels. In fact, it should be
noted that in earlier experiments Endo et al. had attached pyrene molecules to the
inner-most attachment site of the TMV monomer (Endo et al., 2006). The resulting
self-assembled rod-like structures showed clear signs of strong coupling of the
pyrenes, as evidenced by emission spectra consistent with excimer formation
(a short-lived association of two or more molecules that is even stronger than
aggregation). Therefore, we expect that by varying the attachment sites and types
of chromophores attached, a TMV templated structure can interpolate between
energy transfer via semi-classical mechanisms and via strongly quantum coherent
mechanisms.



Trim: 247mm × 174mm Top: 14.762mm Gutter: 23.198mm

CUUK2541-15 CUUK2541/Mohseni et al. 978 1 107 01080 2 December 19, 2013 13:42

15.2 Progress in designing biomimetic quantum materials 349

Another virus that has been used to template structures with potential for light-
harvesting is the M13 bacteriophage. The M13 virus has ∼2700 pVIII proteins that
run the length of the virus and create a self-assembling cylindrical coat. The cylinder
is roughly 880 nm in length and 6.5 nm in diameter. By chemically modifying the
pVIII coat proteins Nam et al. were able to attach zinc porphyrin pigments to them
(Nam et al., 2010). By changing the ratio of zinc porphyrins to pVIII proteins they
were able to modify the density of conjugated pigments on the assembled M13
virus. The average inter-pigment separation is estimated to vary between 10–24 Å.
In comparison with the TMV system, the density of pigments achievable using
the M13 virus is slightly smaller, and the number of pigment attachment sites that
have been explored is smaller. After construction of their array of zinc porphyrins
on the M13 scaffold, Nam et al. performed fluorescence, absorption and transient
absorption measurements on the aggregate structure. From these measurements
they conclude that there is negligible exciton delocalization in the structures due
to the low density of pigments; the energy transfer was determined to take place
by the Förster mechanism (Nam et al., 2010). In addition, the authors point out
that there is significant fluorescence quenching in the aggregate structures, which
is conjectured to be the result of electronic coupling of multiple pigments and the
creation of trap sites (although no rigorous model of this mechanism for quenching
is provided) (Nam et al., 2010).

The true power of such virus-templated light-harvesting structures may come
from their potential to function as artificial light-harvesting antennas with malleable
properties. Chromophore types, densities and orientations can in principle be tuned
and adjusted. This results in an exquisite amount of control over the nanoscale
structural and energetic properties of these organic assemblies. A recent theo-
retical analysis based on TMV-templated chromophore assemblies and employing
multi-objective optimization has identified a critical trade-off that emerges between
efficient energy transfer and bandwidth of photons absorbed in cylindrical chro-
mophore assemblies (Sarovar and Whaley, 2013). The trade-off is that one property
cannot be maximized without sacrificing the other by modifying the arrangement
and energetics of the chromophores on the cylinder. The work shows that having
closely spaced chromophores and consequently strong interchromophore coupling
is beneficial for negotiating this trade-off and hence achieving high efficiency
energy transfer, while maintaining the spectral width of absorption in the presence
of energetic and structural disorder. Therefore, strong coupling and moderately
delocalized excitons may be a critical tool in maintaining good light-harvesting
characteristics in the presence of disorder. Understanding and developing such
rational design strategies to negotiate the fundamental trade-offs involved in light-
harvesting is essential for developing effective and customized artificial devices
that collect or sense electromagnetic radiation under diverse conditions.
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It is the subject of ongoing work to explore the large space of virus-templatable
structures and identify optimal and robust structures that yield enhanced light-
harvesting or sensing performance. The key challenge in this undertaking is under-
standing the precise structural states of the virus-templated assemblies, including
a quantitative understanding of the amount of structural disorder present and how
this can be controlled. Although the assembled structures of the TMV protein and
similar virus capsids are well understood, the assembled state after attachment
of chromophores is less well characterized. Depending on attachment location,
linker group used to attach and assembly conditions, the chromophore array can
be more or less disordered in structure. Controlling this disorder will be essential
to producing replicable and reliable assemblies using this technique.

As with direct molecular aggregates, to date, no virus-templated assembly of
chromophores has been integrated into a device capable of utilizing the captured
light energy. Schemes exist for integrating TMV-templated assemblies with electron
accepting surfaces, however these have not been implemented to date and a key
step that needs further investigation is the efficiency with which charge separation
can be performed in such systems.

Engineered maquette proteins

A very different approach to protein self-assembly for generation of artificial func-
tional biomaterials is the use of maquettes, protein scaffolds that are designed from
scratch to ensure the simplest protein scaffold for a given functional task (Dutton
and Moser, 2011). This is a synthetic biology approach that employs iterative and
reversible design steps and is deliberately non-biomimetic in its means and goals.
To date this emerging approach has been used to construct maquettes consisting of
several (three or four) bundles of helices that are specifically engineered to possess
particular characteristics for electron transfer (Page et al., 1999), proton coupled
electron transfer (Chen et al., 2002) or oxygen transport (Koder et al., 2009). The
explicit incorporation of quantum characteristics as a design step in such a rational
synthetic approach may provide additional opportunities for generating quantum
enhanced functional biomaterials in the future.

15.2.2 Radical pair materials for magnetometry

As discussed in Chapter 10, several theoretical and simulation studies have demon-
strated the viability of the radical pair mechanism for detecting weak magnetic
fields. Inspired by these results, Maeda et al. constructed a proof of principle
experiment for demonstrating that photo-activated radical pair reactions in an arti-
ficial molecule can be sensitive to the magnitude and direction of weak magnetic
fields (Maeda et al., 2008). The molecule used in their experiment was a triad
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Figure 15.5 The triad molecular complex used by Maeda et al. (Maeda et al.,
2008) for demonstration of weak magnetic field sensing by radical pair reac-
tion chemistry. Adapted by permission from Macmillan Publishers Ltd: Nature,
vol. 453, p. 387, copyright 2008.

composed of linked carotenoid (C), porphyrin (P), and fullerene (F) groups, see
Figure 15.5. Upon green-light irradiation, this triad is capable of supporting a
radical pair of electrons separated across almost the whole physical extent of the
extended molecule. The magnetic field dependence of the recombination rate of
this radical pair state was recorded through transient absorption measurements. The
authors immobilized and oriented the CPF triad by freezing it in the nematic phase
of a liquid crystal. This orientation allowed the authors to demonstrate that the
radical pair recombination rates were substantially altered by varying the magni-
tude or direction of magnetic fields at temperatures around 113 K. This mechanism
could detect magnetic field magnitude variations down to ∼50 µT, and magnetic
field directional variations down to ∼3 mT. For comparison, the magnitude of the
Earth’s magnetic field is roughly 50 µT (with geographic variation in the range
20 µT–65 µT). The authors comment that the molecular triad they chose is by no
means an optimum magnetic field detector and therefore they expect even greater
sensitivities and higher operating temperatures for optimized structures. It should
be noted that there have been other experiments demonstrating the sensitivity of
radical pair recombination dynamics to weak magnetic fields – e.g. Rodgers et al.
(2007). However, the Maeda et al.. experiment was the first to show that radical
pair reactions are not only useful for detecting magnetic field magnitudes, but also
magnetic field directionality.

Although the Maeda et al. experiment is an encouraging start for constructing a
biomimetic chemical compass based on the radical pair mechanism, many questions
remain. The chief question is about exactly what type of molecular structure is
best suited for hosting the photo-excited radical pair. Maeda et al. demonstrated
that the carotenoid–porphyrin–fullerene triad was effective, but also commented
that it was not optimal. Therefore what is the optimal molecular structure for
building a magnetometer based on the radical pair mechanism? The specialized
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photoreceptor hypothesized to host the radical pair mechanism in birds is the
cryptochrome flavoprotein (Rodgers and Hore, 2009), and it is possible that variants
of this structure are good hosts for radical pairs. Several factors are desirable
in a molecular structure for this purpose. Firstly, the photo-excited radical pair
should be sufficiently separated in space as to reduce direct exchange and dipolar
interactions (Timmel et al., 1998; Efimova and Hore, 2008). Secondly, the magnetic
environments in the vicinity of the separated radicals should be as different as
possible, so as to maximize the sensitivity (Rodgers et al., 2007). It has been
proposed to introduce magnetic nanostructures into the design of a biomimetic
chemical compass in order to maximize this asymmetry of magnetic environments
(Cai, 2011). Finally, the radical pair lifetime should be long enough for the weak
magnetic field to affect recombination dynamics, but not so long that spin relaxation
effects dominate the dynamics (Rodgers and Hore, 2009). The optimal lifetime will
in fact depend on many of the other design details, e.g. asymmetry in magnetic
environment, as well as the magnitude of the magnetic field to detect. These open
questions highlight the need for a systematic study of the design rules for building
an efficient radical pair based chemical compass. Such a study will greatly inform
the search for molecular structures suitable for hosting the radical pairs that enable
magnetic field sensing.
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Coherent excitons in carbon nanotubes

leonas valkunas and darius abramavicius

16.1 Structure

Carbon nanotubes (CNT) and fullerenes are large molecules constructed entirely
of carbons. Single-walled carbon nanotubes (SWNT) can be viewed as a strip cut
from an infinite graphene sheet rolled up into a tube (see Figure 16.1). Diameter and
helicity of a SWNT are uniquely defined by the roll-up vector Ck = na1 +ma2 that
connects crystallographically equivalent sites on the graphene lattice, where a1 and
a2 are the graphene lattice vectors and n andm are integers. Translation vector T is
along the tube axis and, thus, orthogonal to Ck. In terms of such definitions, integers
n and m characterize the rolling directions, chirality and diameter d = |Ck|/π of
a particular carbon nanotube, therefore, SWNTs are usually defined by these two
numbers as (n,m).

16.2 Electronic properties in 1D systems

Translation symmetry is the main feature of solid states, which permits classifi-
cation of the wavefunctions of any electronic states. According to the so-called
Bloch theorem, the wavefunctions of a periodic system ψ(r) are given as prod-
ucts of a periodic function unk(r) and the exponential phase function exp(ikr),
ψnk(r) = exp(ikr)unk(r). The quantum number n is a property of the unit cell.
The wavenumber, k, is the main quantum number of the periodic systems, which
satisfies the translation symmetry (Peierls, 1995). Thus, the state corresponding to
any k-number is the stationary state with the energy eigenvalue E(k).

One-dimensional (1D) systems are the simplest models that possess the transla-
tion symmetry. Any symmetry breaking should perturb the energy spectrum E(k).
Indeed, for a 1D periodic potential with period described by the lattice constant a,
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(n,0)

Ch

(n,n)

T

a1
a2

Roll-up

Figure 16.1 Relationship between the graphene sheet (left) characterized by unit
vectors a1 and a2. Direction of the roll-up vector Ch and the related transla-
tion vector T defines the structural organization (either zigzag or armchair) of a
particular SWNT (right).

the basic Brillouin zone is defined in the interval

− π

a
< k <

π

a
. (16.1)

In the presence of an additional periodic distortion with period s-times that of the
lattice constant a, the reduced basic zone would be defined in the shorter interval
of the k-space:

− π

sa
< k <

π

sa
. (16.2)

Because of this, the energy band of the unperturbed system splits into subbands
separated by energy gaps caused by the periodic distortion. This circumstance can
substantially change the properties of the 1D system. For instance, if the initial band
is partly filled in by electrons with total energy coinciding (exactly or nearly) with
the edge of the sub-band after distortion of the system, then the lowest sub-bands
are occupied and the upper sub-bands are empty. Thus, the mobile particles become
immobile because of the distortion, and the system experiences so-called Peierls
instability (Peierls, 1995), which was originally attributed to the instability of the
Fermi energy states of the 1D metals. The gain of energy, and hence magnitude
of the distortion, are greatest when s is smallest. This means that in the case of
one electron per unit cell of the 1D lattice and taking into account the electron
spin, the most favourable case relates to the distortion corresponding to s = 2,
i.e. when every second unit cell is displaced. The Peierls instability leads to the
metal–semiconductor transition, and the possibility of this transition in conjugated
polymers (Heeger et al., 1988) and metallic carbon nanotubes (Sato et al., 1998;
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Electronic density of states
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Figure 16.2 Schematic view of electronic density of states of the semiconduct-
ing SWNT. The energy gap separates the valance and conduction bands. Arrows
indicate optical transitions between the corresponding van Hove singularities (indi-
cated as E11 and E22), which should be present in (quasi)-1D systems according
to the tight-binding approximation. The wavy arrows indicate main relaxation
pathways.

Figge et al., 2001) has been considered. In contrast with polymers the distortion-
induced energy gap in SWNTs is small, smaller than the thermal fluctuations.

Two viewpoints are used to describe the electron energy spectrum of semi-
conducting nanotubes. The first, which originates from calculations in a so-called
tight binding approximation, attributes the electronic spectral bands to the tran-
sitions between van Hove singularities of the valence and conduction bands of
(quasi)1D systems, as shown in Figure 16.2 (Dresselhaus et al., 1996; Sato et al.,
1998). The other approach takes multi-particle correlation effects into account,
such as, for instance, electron–hole Coulomb coupling, resulting in the exciton
origin of the spectra (Spataru et al., 2004a,b).

Both quasiparticles, electrons/holes or excitons can move through the system col-
lectively, with the lattice distortion arranging the so-called solitons and/or polarons.
This type of excitation is invoked by explaining the spectral properties and exci-
tation dynamics in conjugated polymers (Su et al., 1980; Heeger et al., 1988).
For semiconducting SWNTs, Peierls instability causing dimerization through the
entire nanotube in the ground state is also predicted on the basis of semiempiri-
cal quantum chemical techniques (Tretiak et al., 2007). However, the local effect
caused by vibrational relaxation in the excited states produces a competitive mech-
anism of the exciton self-trapping and, thus, results in a vanishing of the Peierls
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instability. The self-trapping effect is evidently facilitated by the inhomogeneity of
the environment of the SWNT. The different behaviour of the excitation in CNT
and in conjugated polymers results from different strengths in the exciton–phonon
coupling: the SWNTs are related to the regime of weak coupling, while the con-
jugated polymers correspond to the case of (or close to) strong coupling (Tretiak
et al., 2007).

The absorbed photon with energy that is equal to or larger than the characteristic
bandgap of a semiconductor material will create an electron (e) in the conduction
band and leave a hole (h) in the valence band. Depending on the magnitude of
the Coulombic e − h interaction, the resulting elementary excitation can either be
a neutral exciton, or a pair of charged carriers (e and h) with weak correlation
caused by the Coulombic interaction (Brus, 1991). A well-defined measure of
the Coulombic interaction is the exciton binding energy (Eb), quantified by the
energy difference between the e − h continuum and the corresponding exciton. If
the exciton binding energy is larger than the thermal energy (Eb � kBT ), then the
bound excitons are stable. On the other hand, if Eb is less than or comparable to
kBT , the excitons are not stable and dissociate promptly into charged carriers.

Effects caused by geometrical restrictions have been widely considered for the
purpose of understanding the possible influence on exciton binding energy and
redistribution of oscillator strengths among various excitonic transitions (Brus,
1991; He, 1991; Ogawa and Takagahara, 1991; Alivisatos, 1996; Zhang and Mas-
carenhas, 1999). Considering the Coulomb e − h interaction in a system of d-
dimension it was shown that the exciton binding energy and, correspondingly, the
exciton radius in the lowest exciton state was equal to (He, 1991; Ogawa and
Takagahara, 1991)

Eb =
(

2

d − 1

)2

Ee, (16.3)

rex =
(
d − 1

2

)2

ae, (16.4)

whereEe = μ
meε
Ry is the effective Rydberg constant and ae = meε

μ
aB is the effective

Bohr radius. Here me and μ are the electron mass and the reduced mass for the
e − h relative motion, respectively, ε is the dielectric constant and Ry and aB are
the Rydberg energy and the Bohr radius. For typical values of meε

μ
the value of

the effective Rydberg constant Ee is of the order of tens and hundreds of meV.
According to Equations (16.3) and (16.4), in the case of d = 3, the exciton binding
energy equals Ee and rex = aB ; in the case of d = 2, the exciton binding energy
increases four times and the exciton radius decreases four times, correspondingly,
while for d = 1 Eb = ∞ and rex = 0. Divergence of the exciton binding energy
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and the δ-type wavefunction in the case of d = 1 were already noted by Elliott
and Loudon at the very beginning of exciton spectra studies (Elliott and Loudon,
1959, 1960). This could be understood as follows: in the cases d = 2 and d = 3,
a charged particle can freely move around the origin of the Coulomb potential,
while in the case of d = 1 it should move through the origin because of the spatial
restriction.

The Coulomb attraction also exerts an influence on characteristics of the band–
band transition (generation of unbound e − h pairs) due to the so-called Som-
merfeld factor, which is determined as the ratio of the oscillator strengths for the
transition, calculated by taking into account the Coulomb correlation to the oscil-
lator strength, calculated by neglecting this correlation (Ogawa and Takagahara,
1991). In the case of d = 2 and d = 3 this factor is always larger than unity, indi-
cating that the Coulomb correlation enhances the corresponding optical transitions.
However, in the case of d = 1, this factor is less than unity for the optically allowed
transitions, and the transition strength is essentially concentrated in the transition
to the lowest exciton state (Ogawa and Takagahara, 1991).

Physical properties of SWNTs depend on their diameter, chiral angle and aggre-
gation state (Dresselhaus et al., 1996; Sato et al., 1998). The electronic band
structure of the SWNT can display either metallic or semiconducting properties, as
confirmed by calculations of the electronic band structure. As follows from calcula-
tions, based on a one-electron tight binding (Hückel-type approach) approximation,
the SWNT is metallic if (n−m)/3 is an integer, otherwise it is a semiconductor.
Because of the spatial quantization along a cross-section of the nanotube, the elec-
tron energy bands split into sub-bands (Figure 16.2) resembling a one-dimensional
(1D) character of these materials.

16.3 Exciton–exciton interactions

Experimental studies of the exciton dynamics in SWNT employing ultra fast pump–
probe and time-resolved fluorescence techniques reveal very fast exciton decay
kinetics on the timescale of a few hundreds of femtoseconds (Ma et al., 2008). As
follows from the analysis of the decay behaviour of the kinetics and the depen-
dence of the corresponding amplitude on excitation intensity, the occurrence of a
predominant exciton–exciton annihilation process in semiconducting SWNTs was
concluded (Ma et al., 2004, 2005; Huang and Krauss, 2006; Valkunas et al., 2006;
Ma et al., 2008; Abramavicius et al., 2009). The remarkable intensity dependence
of the photon-echo peakshift sets SWNTs apart from almost all other systems stud-
ied by this technique to date. Although a decrease in the photon-echo peakshift
with increasing excitation intensity was reported by Cundiff and co-workers for
GaAs quantum wells, no analysis was presented and therefore the cause leading to
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the observed dependence remains unknown (Carter et al., 2007). The strong depen-
dence of the initial peak shift value, the absence of dependence on population time
(Graham et al., 2008), and the marked deviation from the typically observed cubic
dependence on excitation intensity found from the semiconducting SWNTs, all
imply the existence of a new dephasing mechanism dependent on the creation of
multiple excitons.

Theoretical description of exciton–exciton annihilation caused by correlations of
multiple excitons in semiconductors is a challenging many-body problem (Axt and
Mukamel, 1988; Huag and Koch, 2004). At the third order in the field, description of
a two-exciton scattering process must account for not only the Coulomb interactions
between the electrons and holes but also for their Pauli exclusion. The simplest
tight-binding model Hamiltonian of electrons and holes in a semiconductor (no
phonons) in real space can be given by (Axt and Mukamel, 1988; Chernyak et al.,
1998)

Ĥeh =
∑
i

(
ε

(c)
i ĉ

†
i ĉi + ε(d)

i d̂
†
i d̂ i
)

+
i �=j∑
ij

(
V

(c)
ij ĉ

†
i ĉj + V (d)

ij d̂
†
i d̂j
)

+
∑
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2
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ij ĉ
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i d̂
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j d̂j d̂ i −W (cd)

ij ĉ
†
i d̂

†
j d̂j ĉi

)
. (16.5)

Here, ĉ†i is an electron creation operator at site i, d̂†i is a hole creation opera-
tor; the operators without daggers are the conjugate annihilation operators. The
electron on-site energies are ε(c)

i , while those of holes are ε(d)
i . Electron and hole

hopping parameters are V (c)
ij and V (d)

ij , respectively. These parameters characterize
non-interacting electrons and holes. The rest of the parameters are the Coulomb
monopole–monopole interaction energies: W (cc)

ij between two electrons at sites

i and j , W (dd)
ij between two holes and W (cd)

ij between an electron and a hole.
This Hamiltonian neglects exchange and four-point Coulomb integrals, however
it captures the main exciton properties. The electrons and holes are fermions with
non-zero anticommutators:

ĉi ĉ
†
j + ĉ†j ĉi = δij ,

d̂i d̂
†
j + d̂†j d̂ i = δij . (16.6)

The Hamiltonian of Equation (16.5) has been used to derive equations of motion
for the electrons and holes in semiconductors, where each atom is taken as a site.
Hierarchy of equations of motion for the electron and hole variables is obtained
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using the Heisenberg equation of motion. The hierarchy is truncated exactly at
four-particle correlation functions when considering the third-order non-linear
optical signals. In this case only two electron–hole pairs (bi-excitons) need to be
considered. Such an approach has been successfully used for semiconductors with
Hamiltonian parameters obtained from ab initio simulations (Axt and Mukamel,
1988; Khitrova et al., 1999; Oszwaldowski et al., 2005). Non-linearities of the
final equations of motion originate from two sources: the Coulomb interaction and
the Pauli exclusion coming from the fermion commutation relations.

This truncation scheme is valid for calculating the third-order non-linear exci-
tation properties since the observed phenomena then include up to bi-exciton
resonances. Higher-order non-linearities require including higher-order electron–
electron correlations induced by the Pauli exclusion. This would result in a very
complicated hierarchy of equations which may not be necessary if the experi-
mental set-up cannot record such high-order exciton resonances (Abramavicius
et al., 2009). Instead of using the fermion particle commutation relations for deriv-
ing equations of motion, the Pauli exclusion requirements in real space may be
mapped into a non-linear interaction potential of bosons as basic particles. While
the boson commutation relations allow unphysical states, where two electrons (or
two holes) as bosons may occupy the same state, such states may be excluded
later by forcing their energies out of the physical detection window, e.g. to infinity.
The anharmonic potential containing such divergencies is then solely responsible
for non-linear signals. In the basis of delocalized excitons, we can treat the exci-
ton bands as an anharmonic ladder of single-exciton, two-exciton, etc. delocalized
exciton bands.

The starting point of such phenomenological modelling is the Hamiltonian of
single-type bosons (resonant excitons, relevant to a specific problem), coupled to
a phonon bath and an optical field E(t):

Ĥ =
m �=n∑
mn

(δmnhmm + h′
mn(Q))(b̂†)m(b̂)n − P̂ · E(t) + ĤB(Q), (16.7)

where b̂† is the exciton creation operator, and b̂ is the conjugate annihilation
operator. For bosons we have [b̂, b̂†] = 1. h00 is the ground state energy which can
be selected arbitrarily and we set h00 = 0. h11 is the energy of a single exciton, h22

is the bi-exciton energy, etc. h′
mn(Q) describes the fluctuations induced by phonon

coordinates Q, characterized by the bath Hamiltonian ĤB(Q). These fluctuations
induce pure dephasings via h′

mm and energy relaxation via h′
mn, m �= n between

states m and n. High orders of hmm determine non-linear exciton properties as
they appear in equations for optical signals at mth order in the optical field. This
demonstrates the level of complexity at strong laser intensities.
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This model is sufficient for resonant optical signals, where the laser is tuned to
a single system resonance. The interaction of the system with the optical field is
represented by a polarization operator,

P̂ = μ(b̂† + b̂), (16.8)

where μ is the transition dipole.
The response of this system to the optical field can be described by using the

perturbation theory with respect to the optical field. The Heisenberg equation is then
used to determine the time evolution of the polarization operator, ih̄ ˙̂P = [P̂ , Ĥ ].
Using the above definition of the polarization operator and bosonic commutation
relations we obtain an equation for b̂ (we neglect bath-related terms at the moment):

˙̂b = − i
h̄

∑
m

mhmm(b̂†)m−1(b̂)m + i

h̄
μ · E(t). (16.9)

The induced polarization expectation value is then P = μ〈b̂〉 + c.c. However,
system non-linearities lead to an infinite hierarchy of coupled differential equations.
These can be closed at a certain order in the incoming field, since atmth order only
m particle correlations are important. So, for instance, at the third order in the field,
only m = 2 and terms 〈b̂†b̂b̂〉 are necessary to be considered and all higher-order
terms can be safely neglected.

When exciton resonant frequencies are not necessary to keep, the mean field
approximation (MFA) is convenient: we factorize all correlation terms,

〈(b̂†)m(b̂)n〉 = 〈(b̂†)m〉〈(b̂)n〉 ≡ (b∗)m(b)n, (16.10)

where we denote b ≡ 〈b̂〉. In the MFA we then get a single equation of motion,

ḃ = − i
h̄
b(h11 + 2h22n+ 3h33n

2 + · · · ) + i

h̄
μ · E(t). (16.11)

Note that here, n ≡ |b|2 = 〈b̂†b̂〉 = 〈n̂〉 is the boson number, so the higher non-
linear terms become necessary when a larger number of particles is present. More-
over, we may interpret the brackets as the series expansion of a non-linear potential
carrying information on how the system energy changes with the number of par-
ticles. If we consider highly excited states, a continuous function may be used
instead. At the third order in the field, by including the Markovian relaxation the
following equation of motion is obtained (Axt and Mukamel, 1988; Chernyak et al.,
1998):

ḃ = −i
(
ε − i γ

2

)
b − i

(
�− i 3

2
γ̄

)
b|b|2 + iμ · E(t), (16.12)
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where � = 2h22 is the biexciton binding energy, γ is the linear exciton decay
rate, and γ̄ represents the non-linear decay of excitons. These rates can be derived
using second-order perturbation theory in the Markovian approximation from the
off-diagonal fluctuation parameters according to the Fermi golden rule:

γ = 2π

h̄
|h′

10|2ρ(ε), (16.13)

γ̄ = 2π

h̄
|h′

21|2ρ(ε +�), (16.14)

where ρ(ω) represents the bath spectral density. The term proportional to γ̄ is
related to b̂†b̂b̂ and thus describes the transition from two excitons into a single
exciton, i.e. it reflects exciton–exciton annihilation.

16.4 Non-linear optical response of excitons

We consider a four-wave mixing non-linear signal performed using three excitation
optical laser fields. The optical excitation field then consists of three Gaussian
pulses,

E(t) =
∑
j

Ej (t − τ ) exp(ikj r − iωj (t − τj )) + c.c., (16.15)

where k and τj are the wavevector and the central time of pulse j with a Gaussian
envelope Ej (t − τ ). For the case of short-pulse excitations it is useful to consider
chronologically ordered pulses with k1 incoming first, and the second pulse k2

arrives delayed by time τ (the delay between pulses 1 and 2). The third pulse
k3 comes after the second pulse delayed by T (the delay between 2 and 3). This
set of pulses generates a four-wave-mixing signal characterized by the induced
non-linear polarization, P (t). Time t is measured starting with the third pulse. The
polarization is given by the expectation value of the polarization operator, defined
by Equation (16.8) and its time evolution may be calculated from the exciton
equation of motion for a certain configuration of pulse delays.

Because of non-linear system properties the incoming optical pulses are mixed
and the signal is generated in all possible directions uk1 + vk2 + wk3, where
u, v,w are integer numbers determining the signal configuration. If we consider
the perturbation expansion in the field, we need at least |u| + |v| + |w| order
perturbation theory in the field to generate such a signal. However, higher orders
may contribute to this signal, which causes dependence on the excitation intensity.
The commonly studied photon-echo signal is detected in the −k1 + k2 + k3 phase
matching signal direction (Mukamel, 1995), which requires at least the third order
in the field.
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The numerical non-perturbative propagation of Equation (16.12) can be per-
formed to calculate the induced polarization at given excitation configuration,
defined by delay times (τ, T , t). However, the numerically propagated polarization
now mixes all phase matching signals. The specific signal, defined by (u, v,w), can
be extracted using the phase cycling procedure (Tian et al., 2003), which is equiv-
alent to the spatial Fourier transformation. In general, the phase-cycling procedure
to extract N th order contributions is as follows. A 2π interval of a j th pulse phase
�j = kj r is divided into N points, �js = 2πs/N , where s = 0, 1, . . . , N − 1.
The time evolution of the variable b is calculated for a certain pulse delay config-
uration (τ, T , t) according to Equation (16.12) as a function of phases of the three
pulses, b({�jsj }, τ, T , t). The uk1 + vk2 + wk3 phase matching contribution to b
may then be given as a discrete Fourier transformation,

b̄u,v,w(τ, T , t) =
∑
s1s2s3

b(�1s1,�2s2,�3s3, τ, T , t)

× exp(−iu�1s1 − iv�2s2 − iw�3s3 ), (16.16)

For instance, the photon-echo signal is given by (u, v,w) = (−1, 1, 1) and using
Equation (16.16) it can be calculated at any order in the incoming field as
Pk(τ, T , t) ≡ μb̄−1,1,1(τ, T , t).

The dephasing parameters γ and γ̄ entering the exciton equation of motion char-
acterize the exciton dephasing of a single nanotube, and thus induce homogeneous
spectral broadenings. Considering an ensemble of nanotubes, we have to account
for structural fluctuations which may include fluctuations on various timescales.
The fast structural fluctuations are responsible for motional narrowing (this would
appear as additional homogeneous spectral linewidth) and the static fluctuations
(in the limit of ergodicity) induce inhomogeneous broadening. Considering the
exciton model Hamiltonian, these fluctuations may be mapped onto diagonal fluc-
tuation parameters h′

11. Using the time correlation functions of these fluctuations,
their action is expressed through the lineshape functions g(t) by cumulant expan-
sion techniques (Mukamel, 1995). In this model the statistical properties of the
fluctuations are characterized by the transition frequency fluctuation correlation
function,

〈ε̃(τ )ε̃(0)〉 = 2�δ(τ ) + σ 2
e exp(−t/τe), (16.17)

where τ > 0 and τe is the correlation time of slow (not necessarily absolutely
static; this is supported by experiments of photon-echo) fluctuations. � and σe
are the strengths of ultra fast (Markovian) and slow fluctuations, respectively. The
lineshape function for this type of fluctuations can be calculated analytically and is

g(t) = �t + (σeτe)
2[exp(−t/τe) + t/τe − 1]. (16.18)
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When τe > σ−1
e , this model leads to an absorption full linewidth of σe

√
8 ln(2).

The third-order induced polarization at the photon-echo phase-matching direction
for the real lineshape function may be written in the form (Mukamel, 1995),

Ps(τ, T , t) = Ph(τ, T , t) exp[−g(τ ) − g(t) + g(T ) − g(t + T )

− g(T + τ ) + g(t + T + τ )]. (16.19)

Ph(τ, T , t) and Ps(τ, T , t) are the homogeneous and inhomogeneous signals,
respectively. This expression thus allows us to estimate the statistical properties
of the ensemble of nanotubes, which corresponds to experimental conditions of
nanotube solutions.

An example of the non-linear optical signal is three-pulse-photon-echo peakshift
signal (3PEPS) spectroscopy, which is a time-integrated intensity signal at a certain
pulse delay configuration. The photon-echo intensity is collected as a function,

Is(T , τ ) =
ˆ
dt |Ps(τ, T , t)|2. (16.20)

In simulations this signal needs to be calculated for a grid of T and τ values, and
the peakshift τ ∗(T ) is extracted as the value of τ , where Is(T , τ ) has its maximum
amplitude, as a function of T . The same formalism can be applied to simulate more
complicated non-linear signals at high excitation intensities, such as pump–probe
or two-dimensional photon-echo.

16.5 Simulations of intensity-dependent 3PEPS

The simple non-linear oscillator model for carbon nanotubes described above can
be used to model exciton annihilation experiments (Abramavicius et al., 2009). In
the 3PEPS experiment the central laser frequency is tuned to the main transition
frequency of the specific exciton, ω0 = ε. The central exciton frequency has been
chosen at the absorption maximum ε = 9800 cm−1. The bi-exciton resonance shift
� for estimation of the annihilation effect can be neglected since the bi-exciton
binding effect in a 3PEPS signal is a secondary unresolvable effect compared with
the exciton annihilation at high intensities. The dephasing parameter γ and the
annihilation parameter γ̄ are fitted to reflect the experimentally observed exciton
decay pattern: γ /ε = 5.4 × 10−5 (10 ps timescale) and γ̄ /ε = 6.75 × 10−4 (800 fs
timescale) (Wang et al., 2004a), respectively. The inhomogeneous linewidth is fitted
to the experimental absorption σe/ε = 0.02 and the diagonal fluctuation parameters
τc and � tuned to best reproduce the experimental 3PEPS data: τcε = 4000, �/ε =
4.5 × 10−3.

The annihilation rate γ̄ controls the system susceptibility at different excitation
intensities via the exciton equation of motion, Equation (16.12). When the ratio
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Figure 16.3 The simulated initial peakshift value τ ∗(T = 0) as a function of κ
(black squares). (a) Comparison with experiment: κ is depicted on the top scale
of the plot, experimental laser intensity is on the bottom scale; the experimental
data (open diamonds) are from the SWNT-PVP film (Abramavicius et al., 2009)
and the solid line is the exponential fit. (b) The simulated peak shift in the broad
range of excitation intensities κ: κ = 1 separates the two intensity regimes.

Figure 16.4 Simulated 3PEPS decays of the SWNT consistent with data points of
Figure 16.3a. The lines connecting the symbols are for visual purposes.

γ̄ |b|2/γ < 1, the linear decay dominates and the annihilation can be neglected.
This ratio is dependent on the exciton population, given by |b|2. Thus, at high field
intensities when the exciton populations are large, the inequality is reversed and
the annihilation becomes a dominating effect. This ratio can be approximately esti-
mated by the linear response theory, which induces a first-order exciton response,
b(1), thus, giving the maximum at |b(1)| = μ

´
dτE1(τ ). By approximating the polar-

ization decay as σ−1
e (σe is usually much larger than the homogeneous decay rate),

we introduce the intensity parameter κ = γ̄

σe
μ2(
´
dτE1(τ ))2. The regime where

exciton annihilation becomes important is uniquely defined by the excitation inten-
sity and the ratio of the annihilation rate to the full linewidth.

In Figures 16.3 and 16.4 we present the calculated dependence of the peak-
shift on the pulse intensity κ (black squares). Figure 16.3 clearly shows transition
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behaviour from an intensity-independent regime κ < 1 into a regime where the
peakshift rapidly decreases when κ > 1. The transition around κ = 1 is the point
where exciton population decay rate becomes comparable with the total absorption
linewidth. The range of κ values from 1.2 to 230 shows very good agreement
with experiment. Note that this comparison allows us to estimate the number of
excitons in the experiment. The calculated 3PEPS decays at intensities relevant to
the experiment are shown in Figure 16.4. These decays describe the trend of the
observed intensity dependence rather well (Abramavicius et al., 2009).

16.6 Discussion and conclusions

The presented experiment and simulation data demonstrate a striking effect of
photon-echo peakshift dependence on laser intensity. According to the non-linear
spectroscopy theory, the third-order induced polarization amplitude scales cubically
with the incoming laser electric field amplitude and other system parameters are
constant (Chapter 4). Thus, at the third order in the field, the 3PEPS signal does not
depend on the laser intensity. The experimental observation of highly non-trivial
intensity dependence of 3PEPS implies that the response of SWNT to three laser
pulses is not limited to the third order. Instead, the non-polynomial dependence of
the induced polarization amplitude on the laser intensity makes it impossible to
define a perturbative order of the signal. We, thus, used a general scheme based
on phase cycling, which enabled us to extract a phase matching signal at a broad
range of intensities.

Our model captures the main feature of the experimental findings – the correct
trend of intensity dependence of the peakshift, and also offers insights into the
physical mechanism underlying this unusual phenomenon. The phenomenological
interacting-boson model built directly for delocalized (coherent) excitons is thus
advantageous for explaining the underlying physical phenomena. More sophisti-
cated theoretical models are available to describe dephasing and energy relaxation
(Chapter 2, for an extended description of relaxation theory, the reader is referred
to Valkunas et al. (2013)), however a direct phenomenological approach of ours
allows us to directly expose the cause of the non-linear effect. Qualitative agreement
of the simulations and experiment demonstrates that at high excitation intensities
the system behaves as a simple non-linearly damped oscillator.

An important question that we may address is how many excitations can be
pumped into the SWNT before annihilation turns in? From the κ parameter def-
inition we have n ≡ |b|2 = κσe/γ̄ . According to our parameter set, which fits
the experiments, κ = 1 corresponds to ∼30 excitations in a single nanotube. At
these numbers the annihilation starts to affect the 3PEPS signal. The experimental
data shown in Figure 16.3a corresponds to conditions of ∼50–300 excitations per
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SWNT. Thus, a small number of excitons barely ‘see’ each other and only at ∼50
excitations per nanotube do we observe the ‘crowding’ phenomenon. This implies
that at excitons in SWNT weakly interact and the material is an efficient excitation
reservoir.

The 3PEPS signal measures dephasing dynamics of quantum properties of the
material. More advanced two-dimensional (2D) photon-echo (PE) spectroscopy
has the potential to detect quantum coherences, their dephasing and energy relax-
ation effects (Mukamel, 2000; Valkunas et al., 2013). Based on 2D PE experiments
(Engel et al., 2007; Graham et al., 2012) (see also Chapter 6) it has been recently
proposed that quantum transport may be driving efficient energy transfer in bio-
logical photosynthetic pigment–protein complexes (PPC) (Chapter 7). Quantum
transport introduces a specific oscillating character into non-equilibrium state pop-
ulations via quantum coherences, which maps into diagonal peak oscillations of
the 2D PE plots (Abramavicius and Mukamel, 2010).

A concept of excitonic entanglement in the single-exciton manifold has been
introduced to quantify coherence in PPC (Chapter 14) (Sarovar et al., 2010).
The meaning is essentially equivalent to exciton delocalization, however, it has
the additional dynamical aspect, which is related to loss of coherence due to
coupling to environment. Note that in the interacting quantum system, an eigenstate
wavefunction is always a superposition of some orthogonal basis wavefunctions;
such wavefunction entanglement can be removed by proper unitary transformation.
This dynamic entanglement in the single-exciton manifold is thus a novel concept.
The origins of quantum entanglement are reviewed in Graham et al. (2012). The
entanglement is defined for non-interacting quantum systems (Einstein et al., 1935):
if such systems had some contact before or were specifically prepared, the total
wavefunction of the combined system may be impossible to write as a product of
wavefunctions belonging solely to these subsystems. Such a state of the combined
system is called the entangled state.

As two excitons effectively do not interact in SWNT (κ � 1), it may be pos-
sible to observe certain quantum phenomena of excitons in these materials at low
excitation levels. The specifically tuned optical field may create a pair of entangled
excitons which then propagate quasi-independently, when the field is switched off.
That, in principle, may be used for quantum information processing as follows. The
detectors may be placed at the ends of the SWNT and detection of one excitation at
one end would automatically tell the state of the other exciton if they were entan-
gled, and the total wavefunction are known. This hypothetical data processing unit
could occur in photosynthetic excitons at least at the double-exciton level, which
may be achieved using non-linear optical spectroscopy (Mukamel, 2010). However,
the double-excitons in photosynthetic systems lose coherence very quickly due to
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strong interaction with protein fluctuations. In that sense a SWNT has ‘cleaner’
quantum states and may be utilized more easily.

Recent experiments have also demonstrated the important role of vibrations
which, coupled with electronic degrees of freedom, may be involved in coherence
and energy transport in molecular systems (Nemeth et al., 2010; Christensson et al.,
2011). Both electronic coherences and vibrational motion result in amplitude beats
in the 2D PE spectra, however, possibilities for disentangling different origins of
spectral beats have been studied (Tiwari et al., 2012; Butkus et al., 2012). These
may be an important contribution in coherent and dissipation dynamics of excitons
in carbon nanotubes (Galland et al., 2008; Graham et al., 2012).
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55–60.
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