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Preface

In writing this book, we had two overriding goals. The first was to provide a textbook from
which graduate and advanced undergraduate students could really learn about data analysis.
Over the years we have experimented with various organizations of the content and have
concluded that bottom-up is better than top-down learning. In view of this, most chapters
begin with an informal intuitive discussion of key concepts to be covered, followed by the
introduction of a real data set along with some informal discussion about how we propose to
analyze the data. At that point, having given the student a foundation on which to build, we
provide a more formal justification of the computations that are involved both in exploring
and in drawing conclusions about the data, as well as an extensive discussion of the relevant
assumptions. The strategy of bottom-up presentation extends to the organization of the
chapters. Although it is tempting to begin with an elegant development of the general linear
model and then treat topics such as the analysis of variance as special cases, we have found
that students learn better when we start with the simpler, less abstract, special cases, and then
work up to more general formulations. Therefore, after we develop the basics of statistical
inference, we treat the special case of analysis of variance in some detail before developing
the general regression approach. Then, the now-familiar analyses of variance, covariance,
and trend are reconsidered as special cases. We feel that learning statistics involves many
passes; that idea is embodied in our text, with each successive pass at a topic becoming
more general.

Our second goal was to provide a source book that would be useful to researchers.
One implication of this is an emphasis on concepts and assumptions that are necessary
to describe and make inferences about real data. Formulas and statistical packages are not
enough. Almost anybody can run statistical analyses with a user-friendly statistical package.
However, it is critically important to understand what the analyses really tell us, as well as
their limitations and their underlying assumptions. No text can present every design and
analysis that researchers will encounter in their own research or in their readings of the
research literature. In view of this, we build a conceptual foundation that should permit the
reader to generalize to new situations, to comprehend the advice of statistical consultants.

xiii
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and to understand the content of articles on statistical methods. We do this by emphasizing
such basic concepts as sampling distributions, expected mean squares, design efficiency,
and statistical models. We pay close attention to assumptions that are made about the
data, the consequences of their violation, the detection of those violations, and alternative
methods that might be used in the face of severe violations. Our concern for alternatives
to standard analyses has led us to integrate nonparametric procedures into relevant design
chapters rather than to collect them together in a single last chapter, as is often the case.
Our approach permits us to explicitly compare the pros and cons of alternative data analysis
procedures within the research context to which they apply.

Our concern that this book serve the researcher has also influenced its coverage. In our
roles as consultants to colleagues and students, we are frequently reminded that research
is not just experimental. Many standard textbooks on research design have not adequately
served the needs of researchers who observe the values of independent variables rather
than manipulate them. Such needs are clearly present in social and clinical psychology,
where sampled social and personality measures are taken as predictors of behavior. Even in
traditionally experimental areas, such as cognitive psychology, variables are often sampled.
For example, the effects of word frequency and length on measures of reading are often of
interest. The analysis of data from observational studies requires knowledge of correlation
and regression analysis. Too often, ignorant of anything other than analysis of variance,
researchers take quantitative variables and arbitrarily turn them into categorical variables,
thereby losing both information and power. Our book provides extensive coverage of these
research situations and the proper analyses.

MAJOR CHANGES IN THE SECOND EDITION

This second edition of Research Design and Statistical Analysis is a major revision of the
earlier work. Although it covers many of the same research designs and data analyses as
the earlier book, there have been changes in content and organization. Some new chapters
have been added; some concepts not mentioned in the first edition have been introduced,
and the coverage of some concepts that were previously discussed has been expanded. We
have been motivated in part by our sense that data analysis too often consists of merely
tabling means or correlation coefficients, and doing time-honored analyses on them without
really looking at the data. Our sense that we can learn more from our data than we often do
has been reinforced by the recent publication of the American Psychological Association’s
guidelines for statistical methods (Wilkinson, 1999). Among other things, these guidelines
urge researchers to plot and examine their data, to find confidence intervals, to use power
analyses to determine sample size, and to calculate effect sizes. We illustrate these, and
other, procedures throughout this book. It may be helpful to consider the changes from the
first to the second edition in greater detail.

Statistics and Graphics. One change from the first edition is the expansion of the
section, Sample Distributions: Displaying the Data, into two chapters in the present edition.
Because it would take an entire volume to do justice to the array of statistics and graphic
devices available in many statistical computer packages, Chapters 2 and 3 provide only
some of the more basic ways of displaying univariate and bivariate data. However, these
should provide more insight into data than is usually the case. Furthermore, we believe that
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an important contribution of the present text is that we then present such displays in many
subsequent chapters, using them to inform subsequent decisions about, and interpretation
of, the data analyses.

Confidence Intervals. Although we presented confidence intervals and discussed
their interpretation in the first edition, we now emphasize them in two ways. First, in our
chapters on inferences based on normal and ¢ distributions, we present confidence intervals
before we present hypothesis tests. This is in accord with our belief that they deserve priority
because—as we point out—they provide the information available from hypothesis tests,
and more. Furthermore, they focus on the right question: What is the size of the effect?
rather than Is there an effect? Second, we make the calculation of confidence intervals a part
of the data analysis process in many of the subsequent chapters, illustrating their application
in various designs and with various statistics.

Standardized Effect Size. The calculation of standardized effect sizes has been
urged by several statisticians, most notably Cohen (1977). The standardized effect, in con-
trast to the raw effect, permits comparisons across experiments and dependent variables,
and it is a necessary input to power analyses. This new edition introduces the standardized
effect size early in the book (Chapter 6), and then it routinely illustrates its calculation in
subsequent chapters featuring different research designs and analyses.

Power Analyses. Power analyses, both to determine the required sample size and
to assess the power of an experiment already run, were discussed in the earlier edition.
There, we relied on charts that provided approximate power values. Currently, however,
several statistical software packages either provide direct calculations of power or provide
probabilities under noncentral distributions, which in turn allow the calculation of power.
Individuals lacking access to such programs can instead access software available on the
Internet that is easy to use and is free. We use two such programs in illustrations of power
analyses. In view of the ready accessibility of exact power analyses in both commercial
packages such as SAS, SPSS, and SYSTAT and in free programs such as GPOWER and
UCLA's statistical calculators, we have dropped the power charts, which are cumbersome to
use and at best provide approximate results. As with graphic displays, confidence intervals,
and effect size calculations, we present several examples of power calculations in the present
edition.

Tests of Contrasts., We believe that much research is, or should be, directed at focused
questions. Although we present all the usual omnibus tests of main effects and interactions,
we deal extensively with contrasts. We discuss measures of effect size and power analyses
for contrasts, and how to control Type 1 errors when many contrasts are considered. We
illustrate the calculation of tests of contrasts earlier (Chapter 6), presenting such tests as
merely a special case of ¢ tests. We believe this simplifies things, paving the way for
presenting calculations for more complex designs in later chapters.

Elementary Probability. We have added a chapter on probability to review basic
probability concepts and to use the binomial distribution to introduce hypothesis testing. For
some students, reviewing the material in Chapter 4 may be unnecessary, but we have found
that many students enter the course lacking a good understanding of basic concepts such
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as independence, or of the distinction between p(A|B) and p(B|A). The latter distinction
is particularly important because o, $3, statistical power, and the p values associated with
hypothesis tests are all examples of conditional probabilities. The chapter also serves the
purpose of introducing hypothesis testing in a relatively transparent context in which the
student can calculate probabilities, rather than take them as given from some table.

Correlation and Regression. The section on correlation and regression has been
reorganized and expanded. The basic concepts are introduced earlier, in Chapter 3, and are
followed up in Chapters 18-21. A major emphasis is placed on the kinds of misinterpre-
tations that are frequently made when these analyses are used. The treatment of power for
correlation and regression, and of interaction effects in multiple regression, is consider-
ably expanded. Significance tests for dependent correlations have been addressed both by
calculations and by software available on the Internet. Trend analysis and analysis of co-
variance are presented in Chapters 10 and 15 in ways that require only a limited knowledge
of regression, and then they are revisited as instances of multiple regression analyses in
Chapters 20 and 21. Nonorthogonal analysis of variance is first addressed in Chapter 12,
and then it is considered within the multiple regression framework in Chapter 21. We be-
lieve that the coverage of multiple regression can be more accessible, without sacrificing
the understanding of basic concepts, if we develop the topic without using matrix notation.
However, there is a development that uses matrix notation on the accompanying CD.

Data Sets. The CD-ROM accompanying the book contains several real data sets in
the Data Sets folder. These are provided in SPSS (.sav), SYSTAT (.syd), and ASCII (.txt)
formats, along with readme files (in Word and ASCII formats) containing information about
the variables in the data sets. The Seasons folder contains a file with many variables, as
well as some smaller files derived from the original one. The file includes both categorical
variables (e.g., sex, occupation, and employment status) and continuous variables (e.g.,
age, scores in each season on various personality scales, and physical measures such as
cholesterol level). The Royer folder contains files with accuracy and response time scores
on several arithmetic skills for boys and girls in first to eighth grades. The Wiley_Voss folder
contains a number of measures from an experiment that compares learning from text with
learning from Web sites. The Probability Learning folder contains a file from an experiment
that compares various methods of teaching elementary probability. In addition, there is an
Exercises folder containing artificial data sets designed for use with many of the exercises
in the book.

The “real-data” files have provided examples and exercises in several chapters. They
should make clear that real data often are very different from idealized textbook exam-
ples. Scores are often missing, particularly in observational studies, variables are often not
normally distributed, variances are often heterogeneous, and outliers exist. The use of real
data forces us to consider both the consequences of violations of assumptions and the re-
sponses to such violations in a way that abstract discussions of assumptions do not. Because
there are several dependent variables in these files, instructors may also find them useful in
constructing additional exercises for students.

Supplementary Material. We have also included three files in the Supplementary
Materials folder of the accompanying CD to supplement the presentation in the text. As we
note in Chapter 6, confidence intervals can be obtained for standardized effect sizes. We
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provided references to recently published articles that describe how to find these confidence
intervals in the text, and we illustrate the process in the “Confidence Intervals for Effect
Sizes” file in the Supplementary Materials folder. In addition, as we note in Chapter 20,
although not necessary for understanding the basic concepts, matrix algebra can greatly
simplify the presentation of equations and calculations for multiple regression. To keep the
length of the book within bounds, we have not included this material in the text; however; we
have added a file, “Chapter 20A, Developing Multiple Regression Using Matrix Notation,”
to the folder. Finally, when we discussed testing for the interaction between two quantitative
variables in multiple regression in the text, we mentioned that if we do not properly specify
the model, we might wind up thinking that we have an interaction when, in fact, we have
curvilinearity. We discuss this issue in the “Do We Have an Interaction or Do We Have
Curvilinearity or Do We Have Both?” file.

Chapter Appendices. Although we believe that it is useful to present some deriva-
tions of formulas to make them less “magical” and to show where assumptions are required,
we realize that many students find even the most basic kinds of mathematical derivations
intimidating and distracting. In this edition, we still include derivations. However, most
have been placed in chapter appendices, where they are available for those who desire a
more formal development, leaving the main text more readable for those who do not.

Instructors’ Solutions Manual. Inthe “Answers to Selected Exercises” contained
in the text, we usually have provided only short answers, and we have done that only for
the odd-numbered exercises. The Solutions Manual contains the intermediate steps, and in
many cases further discussion of the answers, and does so for all exercises.
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Chapter 1

Introduction

1.1 VARIABILITY AND THE NEED FOR STATISTICS

Empirical research is undertaken to answer questions that often take the form of whether,
and to what extent, several variables of interest are related. For example, an educator may
be interested in whether the whole language method of teaching reading is more effective
than another method based mostly on phonics; that is, whether reading performance is
related to teaching method. A political scientist may investigate whether preference for a
political party is related to gender. A social psychologist may want to determine the relation
between income and attitude toward minorities. In each case, the researcher tries to answer
the question by first collecting relevant measures and then analyzing the data. For example,
the educator may decide to measure the effectiveness of reading training by first obtaining
scores on a standard test of reading comprehension and then determining whether the scores
are better for one of the teaching methods than for the other.

A major problem in answering the research question is that there is variability in the
scores. Even for a single teaching method, the reading comprehension scores will differ
from one another for all sorts of reasons, including individual differences and measurement
errors. Some children learn to read faster than others, perhaps because they are brighter,
are more motivated, or receive more parental support. Some simply perform better than
others on standardized tests. All this within-treatment variability presents a number of
major challenges. Because the scores differ from one another, even within a single treatment
group, the researcher has to consider how to describe and characterize sets of scores before
they can be compared. Considerable attention will be given in this book to discussing how
best to display, summarize, and compare distributions of scores. Usually, there are certain
summary measures that are of primary interest. For example, the educational researcher
may be primarily interested in the average reading test score for each method of teaching
reading. The political scientist may want to know the proportion of males and females who
vote for each political party. The social psychologist may want a numerical index, perhaps
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a correlation or regression coefficient, that reflects the relation between income and some
attitude score. Although each of these summary statistics may provide useful information,
it is important to bear in mind that each tells only part of the story. In Chapters 2 and 3,
we return to this point, considering statistics and data plots that provide a fuller picture of
treatment effects.

A major consequence of all the within-treatment variability is that it causes us to
refine the research question in a way that distinguishes between samples and populations. 1f
there was no within-treatment variability, research would be simple. If we wanted to compare
two teaching methods, we would only have to find the single reading comprehension score
associated with each teaching method and then compare the two scores. However, in a world
awash with variability, there is no single score that completely characterizes the teaching
method. If we took two samples of students who had been taught by one of the methods, and
then found the average reading comprehension score for each sample, these averages would
differ from one another. The average of a sample of comprehension scores is an imperfect
indicator of teaching effectiveness because it depends not only on the teaching method but
also on all the sources of variability that cause the scores to differ from one another. If we
were to find that a sample of scores from students taught by one teaching method had a
higher average than a sample from students taught by the other, how could we tell whether
the difference was due to teaching method or just to uncontrolled variability? What score
could be used to characterize reading performance for each teaching method to answer the
question?

We generally try to answer the research question by considering the populations of
scores associated with each of the teaching methods; that is, all the scores that are relevant to
the question. To answer the question about teaching methods, we would ideally like to know
the comprehension scores for all the students who might be taught by these methods, now
and in the future. If we knew the population parameters, that is, the summary measures
of the populations of scores, such as the average, we could use these to answer questions
about the effectiveness of the teaching methods.

Obviously, we usually do not have access to the entire population of scores. In the
current example, the populations of comprehension scores are indefinitely large, so there is
no way that we can measure the population means directly. However, we can draw inferences
about the population parameters on the basis of samples of scores selected from the relevant
populations. If the samples are appropriately chosen, summary measures of the sample—the
sample statistics—can be used to estimate the corresponding population parameters. Even
though the sample statistics are imperfect estimators of the population parameters, they do
provide evidence about them. The quality of this evidence depends on a host of factors,
such as the sizes of the samples and the amount and type of variability. The whole field of
inferential statistics is concerned with what can be said about population parameters on
the basis of samples selected from the population. Most of this book is about inferential
statistics.

It should be emphasized that, for population parameters to be estimated, the sam-
ples must be chosen appropriately. The statistical procedures we discuss in this book as-
sume the use of what are called simple random samples; these samples are obtained
by methods that give all possible samples of a given size an equal opportunity to be se-
lected. If we can assume that all samples of a given size are equally likely, we can use
the one sample we actually select to calculate the likelihood of errors in the inferences we
make.
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Even when randomly selected, the sample is not a miniature replica of the population.
As another example, consider a study of the change in arithmetic skills of third graders who
are tanght arithmetic by use of computer-assisted instruction (CAl). In such a study, we are
likely to want to estimate the size of the change. We might address this by administering two
tests to several third-grade classes. One test would be given at the beginning of third grade,
and one would follow a term of instruction with CAI. The sample statistic of interest, the
average change in the sample, is unlikely to be exactly the same as the population parameter,
the average change that would have been observed if measurements were available for the
entire population of third graders. This is because there will be many sources of variability
that will cause the change scores to vary from student to student. Some students are brighter
than others and would learn arithmetic skills faster no matter how they were taught. Some
may have had experience with computers at home, or may have a more positive attitude
toward using a computer. If the variability of scores is large, even if we choose a random
sample, then the sample may look very different from the population because we just may
happen, by chance, to select a disproportionate number of high (or low) scores. We can
partly compensate for variability by increasing sample size, because larger samples of data
are more likely to look like the population. If there were no, or very little, variability in the
population, samples could be small, and we would not need inferential statistical procedures
to enable us to draw inferences about the population.

Because of variability, the researcher has a task similar to that of someone trying to
understand a spoken message embedded in noise. Statistical procedures may be thought of
as filters, as methods for extracting the message in a noisy background. No one procedure is
best for every, or even for most, research questions. How well we understand the message
in our data will depend on choosing the research design and method of data analysis most
appropriate in each study. Much of this book is about that choice.

1.2 SYSTEMATIC VERSUS RANDOM VARIABILITY

In the example of the study of CAI, the researcher might want to contrast CAI with a more
traditional instructional method. We can contrast two different types of approaches to the
research: experimental and observational. In an experiment, the researcher assigns subjects
to the treatment groups in such a way that there are no systematic differences between the
groups except for the treatment. One way to do this is to randomly assign students to each
of the two instructional methods. In contrast, in an observational or correlational study.
the researcher does not assign subjects to treatment conditions, but instead obtains scores
from subjects who just happen to be exposed to the different treatments. For example, in
an observational approach to the study of CAl, we might examine how arithmetic is taught
in some sample of schools, finding some in which CAI is used, others where it is not,
and comparing performances across the two sets of schools. In either the experimental or
the observational study, the instructional method is the independent variable. However,
in an experiment, we say that the independent variable is manipulated, whereas in an
observational study, we say the independent variable is observed. The dependent variable
in both approaches would be the score on a test of arithmetic skills. A problem with the
observational approach is that the treatment groups may differ systematically from one
another because of factors other than the treatment. These systematic differences often
make it very difficult or impossible to assess the effect of the treatment.
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As we previously indicated, variables other than the independent variable could influ-
ence the arithmetic test scores. In both the experimental and the observational approaches,
the groups might differ by chance in ability level, exposure to computers outside of the
classroom, or parental encouragement. We will refer to these as nuisance variables. Al-
though they influence performance, and may be of interest in other studies, they are not
the variables of current interest and will produce unwanted, nuisance, variability. In an
experiment, we might account for the influence of nuisance variables by assigning students
to the teaching methods by using randomization; that is, by employing a procedure that
gave each student an equal chance of being assigned to each teaching method. Random
assignment does not perfectly match the experimental groups on nuisance variabies; the
two groups may still differ on such dimensions as previous experience with computers,
or ability level. However, random assignment does guard against systematic differences
between the groups. When assignment to experimental conditions is random, differences
between groups on nuisance variables are limited to “chance” factors. If the experiment is
repeated many times, in the long run neither of the instructional methods will have an ad-
vantage caused by these factors. The statistical analyses that we apply to the data have been
developed to take chance variability into account; they allow us to ask whether differences
in performance between the experimental groups are more than would be expected if they
were due only to the chance operation of nuisance variables. Thus, if we find very large
differences on the arithmetic skills test, we can reasonably conclude that the variation in
instructional methods between experimental groups was the cause.

In an observational study we observe the independent variable rather than manipulate
it. This would involve seeking students already being taught by the two teaching methods
and measuring their arithmetic performance. If we did this, not only would the instructional
groups differ because of chance differences in the nuisance variables, it is possible that
some of them might vary systematically across instructional conditions, yielding systematic
differences between groups that are not readily accounted for by our statistical procedures.
For example, school districts that have the funds to implement CAI may also have smaller
class sizes, attract better teachers with higher salaries, and have students from more affluent
families, with parents who have more time and funds to help children with their studies. If
so, it would be difficult to decide whether superior performance in the schools using CAl
was due to the instructional method, smaller class size, more competent teachers, or greater
parental support. We describe this situation by saying that CAl is confounded with income
level. Because there is often greater difficulty in disentangling the effects of nuisance and
independent variables in observational studies, the causal effects of the independent variable
are more readily assessed in experiments.

Although we can infer causality more directly in experiments, observational studies
have an important place in the research process. There are many situations in which it is
difficult or impossible to manipulate the independent variable of interest. This is often the
case when the independent variable is a physical, mental, or emotional characteristic of
individuals. An example of this is provided in a study conducted by Rikkonen, Matthews,
Flory, Owens, and Gump (1999). Noting that ambulatory blood pressure (BP) had been
found to be correlated with severity of heart disease, they investigated whether it in turn
might be influenced by certain personality characteristics, specifically, the individual’s level
of optimism or pessimism and general level of anxiety. These two predictor variables were
assessed by tests developed in earlier studies of personality. The dependent variable, BP, was
monitored at 30-minute intervals over 3 days while the 50 male and 50 female participants
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went about their usual activities. An important aspect of the study was that participants kept
diaries that enabled the investigators to separate out the effects of several nuisance variables,
including mood, physical activity, posture (sitting and standing versus reclining), and intake
of caffeinated beverages such as coffee. By doing so, and by applying sophisticated statistical
procedures to analyze their data, the investigators were able to demonstrate that stable
personality characteristics (optimism, pessimism, and general anxiety level) influenced
BP beyond the transient effects of such variables as mood. Thus, it is possible to collect
data on all the important variables and to test causal models. However, such analyses are
more complicated and inferences are less direct than those that follow from performing an
experiment.

1.3 ERROR VARIANCE AGAIN

Let’s review some of the concepts introduced in Section 1.1, using some of the terms we
introduced in Section 1.2. Even if subjects have been randomly assigned to experimental
conditions, the presence of nuisance variables will result in error variance, variability
among scores that cannot be attributed to the effects of the independent variable. Scores
can be thought of as consisting of two components: a treatment compeonent determined by
the independent variable and an error component determined by nuisance variables. Error
components will always exhibit some variability, even when scores have been obtained
under the same experimental treatment. This error variance may be the result of individual
differences in such variables as age, intelligence, and motivation. Error variance may also
be the result of within-individual variability when measures are obtained from the same
individuals at different times, and it is influenced by variables such as attentiveness, practice,
and fatigue.

Error variance tends to obscure the effects of the independent variable. For example,
in the CAI experiment, if two groups of third graders differ in their arithmetic scores,
the difference could be due, at least in part, to error variance. Similarly, if BP readings
are higher in more pessimistic individuals, as Rikkonen et al. (1999) found, we must ask
whether factors other than pessimism could be responsible. The goal of data analysis is to
divide the observed variation in performance into variability attributable to variation in the
independent variable, and variability attributable to nuisance variables. As we stated at the
beginning of this chapter, we have to extract the message (the effects of the independent
variable) from the noise in which it is embedded (error variance). Much of the remainder
of this book deals with principles and techniques of inferential statistics that have been
developed to help us decide whether variation in a dependent variable has been caused by
the independent variable or is merely a consequence of error variability.

1.4 REDUCING ERROR VARIANCE

If we can reduce error variance through the design of the research, it becomes easier for
us to assess the influence of the independent variable. One basic step is to attempt to hold
nuisance variables constant. For example, Rikkonen et al. (1999) took BP measurements
from all subjects on the same 3 days of the week; 2 were workdays and 1 was not. In this
way, they minimized any possible effects of the time at which measurements were taken.
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In a study such as the CAI experiment, it is important that teachers have similar levels of
competence and experience, and, if possible, classes should be similar in the distribution of
ability levels. If only one level of a nuisance variable is present, it cannot give any advantage
to any one level of the independent variable, nor can it contribute to the variability among
the scores. Each research study will have its own potential sources of error variance, but,
by careful analysis of each situation, we can eliminate or minimize many of them.

We can also minimize the effects of error variance by choosing an efficient research
design; that is, we can choose a design that permits us to assess the contribution of one or
more nuisance variables and therefore to remove that contribution from the error variance.
One procedure that is often used in experiments is blecking, sometimes also referred to as
stratification. Typically, we divide the pool of subjects into blocks on the basis of some
variable whose effects are not of primary interest to us, such as gender or ability level. Then
we randomly assign subjects within each block to the different levels of the independent
variable. In the CAl experiment, we could divide the pool of third graders into three levels of
arithmetic skill (low, medium, and high) based on a test administered at the start of the school
year. We might then randomly assign students at each skill level to the two instructional
methods, yielding six combinations of instruction and initial skill level. The advantage of
this design is that it permits us to remove some of the contribution of initial skill level from
the total variability of scores, thus reducing error variance. The blocking design is said to
be more efficient than the design that randomly assigns subjects to instructional methods
without regard to ability level. Chapter 12 presents the analysis of data when a blocking
design has been used. For some independent variables (instructional method is not one of
them), even greater efficiency can be achieved if we test the same subject at each level of the
independent variable. This repeated-measures design is discussed in Chapter 13. Other
designs that enable us to remove some sources of error variance from the total variability
are the Latin Squares of Chapter 17.

Often, blocking is not practical. Morrow and Young (1997) studied the effects of
exposure to literature on reading scores of third graders. Although reading scores were
obtained before the start of the school year (pretest scores), the composition of the third-
grade classes was established by school administrators prior to the study. Therefore, the
blocking design we just described was not a possibility. However, the pretest score could
still be used to reduce error variance. Morrow and Young adjusted the posttest scores,
the dependent variable, essentially removing that portion of the score that was predictable
from the pretest score. In this way, much, though not all, of the variability caused by the
initial level of ability was removed from the final data set. This statistical adjustment, called
analysis of covariance, is presented in Chapter 15. Both blocking designs and analysis of
covariance use measures that are not affected by the independent variable but are related
to the dependent variable to reduce the error variance, thus making it easier to assess the
variability caused by the independent variable.

Usually the greater efficiency that comes with more complicated designs and analyses
has a cost. For example, additional information is required for both blocking and the analysis
of covariance. Furthermore, the appropriate statistical analysis associated with more efficient
approaches is usually based on more stringent assumptions about the nature of the data.
In view of this, a major theme of this book is that there are many possible designs and
analyses, and many considerations in choosing among them. We would like to select our
design and method of data analysis with the goal of reducing error variance as much as
possible. However, our decisions in these matters may be constrained by the resources and
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subjects that are available and by the assumptions that must be made about the data. Ideally,
the researcher should be aware of the pros and cons of the different designs and analyses,
and the trade-offs that must be considered in making the best choice.

1.5 OVERVIEW OF THE BOOK

Although most researchers tend to compute a few summary statistics and then carry out
statistical tests, data analyses should begin by exploring the data more thoroughly than is
usually done. This means not only calculating alternative statistics that tell us something
about the location, variability, and shape of the distribution of data, but also graphing the data
in various ways. Chapter 2 presents useful statistics and methods of graphing for univariate
data, that is, for cases involving a single variable. Chapter 3 does the same for bivariate
data, cases in which the relation between two variables is of interest.

Theoretical distributions play a central role in procedures for drawing inferences about
population parameters. These can be divided into two types: discrete and continuous. A
variable is discrete if it assumes a finite, countable, number of values; the number of indi-
viduals who solve a problem is an example. In contrast, a continuzous variable can take on
any value in an interval. Chapter 4 presents an important discrete distribution, the binomial
distribution, and uses it to review some basic concepts involved in testing hypotheses about
population parameters. Chapter 5 provides a similar treatment of an important continuous
distribution, the normal distribution, extending the treatment of inference to concepts in-
volved in estimating population parameters, and intervals in which they may lie. Chapter 6
continues the treatment of continuous distributions and their applications to inferences about
population parameters in the context of the ¢ distribution, and it also introduces the concept
of standardized effect size, a measure that permits comparisons of treatment effects ob-
tained in different experiments or with different measures. Chapter 7 concludes our review
of continuous distributions with a discussion of the chi-square () ) and F distributions.

As we noted in the preceding section, there are many different experimental designs.
We may assign subjects to blocks on the basis of a pretest score, or age, or gender, or some
other variable. We may test the same subject under several levels of an independent variable.
We may sequence the presentation of such levels randomly or in an arbitrary order designed
to balance practice or fatigue effects across treatments. These various experimental designs,
and the analyses appropriate for each, are discussed in Chapters 8—17.

Most of the analyses presented in the experimental design chapters are usually referred
to as analyses of variance. An analysis of variance, or ANOVA, is a special case of multiple
regression analysis, or MRA, a general method of analyzing changes in the dependent
variable that are associated with changes in the independent variable. Chapters 18-21
develop this regression framework, including estimation and statistical tests, and its relation
to ANOVA.

1.6 CONCLUDING REMARKS

In the initial draft of a report of a special task force of the American Psychological
Association (Task Force on Statistical Inference, 1996, posted at the APA Web site; see
also Wilkinson, 1999), the committee noted that “the wide array of quantitative techniques
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and the vast number of designs available to address research questions leave the researcher
with the non-trivial task of matching analysis and design to the research question.” The goal
of this book is to aid in that task by providing the reader with the background necessary to
make these decisions. No text can present every design and analysis that researchers will
encounter in their own work or in the research literature. We do, however, consider many
common designs, and we attempt to build a conceptual framework that permits the reader to
generalize to new situations and to comprehend both the advice of statistical consultants and
articles on statistical methods. We do this by emphasizing basic concepts; by paying close
attention to the assumptions on which the statistical methods rest and to the consequences
of violations of these assumptions; and by considering alternative methods that may have
to be used in the face of severe violations.

The special task force gave their greatest attention to “approaches to enhance the quality
of data usage and to protect against potential misrepresentation of quantitative results.”
One result of their concern about this topic was a recommendation “that more extensive
descriptions of the data be provided....” We believe this is important not only as a way
to avoid misrepresentation to reviewers and readers of research reports, but also as the
researcher’s first step in understanding the data, a step that should precede the application
of any inferential procedure. In the next two chapters, we illustrate some of the descriptive
methods that are referred to in the report.

KEY CONCEPTS

Boldfaced terms in the text are important to understand. In this chapter, many concepts were
only briefly introduced. Nevertheless, it will be useful to have some sense of them even at
a basic level. They are listed here for review.

within-treatment variability population

sample population parameter
sample statistic inferential statistics
random sample experiment
observational study independent variable
dependent variable nuisance variables
random assignment treatment component
error component erTor variance
blocking design efficiency
repeated-measures design analysis of covariance
discrete variable continuous variable

EXERCISES

1.1 A researcher requested volunteers for a study comparing several methods to reduce
weight. Participants were told that if they were willing to be in the study, they would be
assigned randomly to one of three methods. Thirty individuals agreed to this condition
and participated in the study.

{a) Is this an experiment or an observational study?
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(b) Is the sample random? If so, characterize the likely population.

{c} Describe and discuss an alternative research design.

A study of computer-assisted learning of arithmetic in third-grade students was carried

out in a private school in a wealthy suburb of a major city.

{a) Characterize the population that this sample represents. In particular, consider
whether the results permit generalizations about CAI for the broad population of
third-grade students. Present your reasoning.

{b) This study was done by assigning one class to CAI and one to a traditional method.
Discuss some potential sources of error variance in this design.

Investigators who conducted an observational study reported that children who spent

considerable time in day care were more likely than other children to exhibit aggressive

behavior in kindergarten (Stolberg, 2001). Although this suggests that placement in
day care may cause aggressive behavior—either because of the day-care environment
or because of the time away from parents—other factors may be involved.

{a) What factors other than time spent in day care might affect aggressive behavior in
the study cited by Stolberg?

{b) If you were carrying out such an observational study, what could you do to try to
understand the effects on aggression of factors other than day care?

{c) An alternative approach to establishing the effects of day care on aggressive be-
havior would be to conduct an experiment. How would you conduct such an
experiment and what are the pros and cons of this approach?

It is well known that the incidence of lung cancer in individuals who smoke cigarettes

is higher than in the general population.

{a) Is this evidence that smoking causes lung cancer?

{b) If you were a researcher investigating this question, what further lines of evidence
would you seek?

In the Seasons study (the data are in the Seasons file in the Seasons folder on the

CD accompanying this book), we found that the average depression score was higher

for men with only a high school education than for those with at least some college

education. Discuss the implications of this finding. In particular, consider whether the
data demonstrate that providing a college education will reduce depression.

In a 20-year study of cigarette smoking and lung cancer, researchers recorded the

incidence of lung cancer in a random sample of smokers and nonsmokers, none of

whom had cancer at the start of the study.

{a) What are the independent and dependent variables?

(b} For each, state whether the variable is discrete or continuous.

{¢) What variables other than these might be recorded in such a study? Which of these
are discrete or continuous?
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Looking at Data:
Univariate Distributions

2.1 INTRODUCTION

This chapter and the next are primarily concerned with how to look at and describe data.
Here, we consider how to characterize the distribution of a single variable; that is, what
values the variable takes on and how often these values occur. We consider graphic displays
and descriptive statistics that tell us about the location, or central tendency, of the distribution,
about the variability of the scores that make up the distribution, and about the shape of
the distribution. Although we present examples of real-life data sets that contain many
different variables, and sometimes compare several of them, in this chapter our focus is on
the description of single variables. In Chapter 3 we consider relations among variables and
present plots and statistics that characterize relations among two or more variables.

Data analyses should begin with graphs and the calculation of descriptive statistics. In
some instances, description is an end in itself. A school district superintendent may wish
to evaluate the scores on a standardized reading test to address various questions, such as
What was the average score? How do the scores in this district compare with those in the
state as a whole? Are most students performing near the average? Are there stragglers who
require added help in learmning? If so, which schools do they come from? Do boys and girls
differ in their average scores or in the variability of their scores? We must decide which
statistics to compute to answer these and other questions, and how to graph the data to find
the most salient characteristics of the distribution and to reveal any unusual aspects.

In other instances, we may want to draw inferences about a population of scores on the
basis of a sample selected from it. Summarizing and graphing the data at hand is important
for that purpose as well. The exploration of the data may suggest hypotheses that we might
not otherwise have considered. For example, we may have begun the study with an interest in
comparing treatment averages but find that one treatment causes greater variability than the
others. A close look at our data may also suggest potential problems for the statistical tests
we planned. For example, the validity of many standard statistical tests depends on certain
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assumptions about the distributions of scores. Many tests assume that the distributions of
scores associated with each treatment are bell shaped; that is, they have a so-called normal
distribution.! Some tests make the assumption that the variability of scores is the same for
each treatment. If these assumptions are not supported by the data, we may wish to consider
alternative procedures.

2.2 EXPLORING A SINGLE SAMPLE

Suppose we have carried out a study of arithmetic performance by elementary school
students. Given the data set, there are many questions we could ask, but the first might be,
How well are the students doing? One way to answer this is to calculate some average value
that typifies the distribution of scores. “Typifies” is a vague concept, but usually we take as
a typical value the mean or median. These measures provide a sense of the location, or the
central tendency, of the distribution. We calculate the arithmetic mean for our sampie by
adding together the students’ scores and dividing by the number of students. To obtain the
median value, we rank order the scores and find the middle one if the number of scores is
odd, or we average the two middle scores if the number of scores is even. No matter which
average we decide to calculate, it provides us with limited information. For example, in a
study of the arithmetic skills of elementary school children conducted by Royer, Tronsky,
and Chan (1999; see the Royer data file in the Royer folder on the CD), the mean percentage
correct addition score for 28 second-grade students was 84.607 and the median was 89.7 This
tells us that, on the average, the students did quite well. What it does not tell us is whether
everyone scored close to the mean or whether there was considerable variability. Nor does
the average tell us anything about the shape of the distribution. If most students have scored
near the median but a few students have much lower scores, than we should know this
because it alerts us to the fact that there are children having problems with simple addition.

Table 2.1 presents the scores for the 28 students in the Royer study under the label
“Royer” together with a second set of 28 scores (¥') that we created that has the same mean
and median. A quick glance at the numbers suggests that, despite the fact that the two data
sets have the same means and medians, there are differences between the distributions.
Specifying the differences on the basis of an examination of the numbers is difficult, and
would be even more so if we had not placed them in order, or if the data sets were larger. We
need a way of getting a quick impression of the distributions of the scores—their location,

TABLE 2.1 THE ROYER GRADE 2 ADDITION SCORES AND AN ARTIFICIAL SET (Y ) WITH
THE SAME MEAN AND MEDIAN

47 50 50 69 72 74 76 82 82 83
Royer 84 85 88 89 89 90 93 94 94 94
94 95 95 100 100 100 100 100

31 32 79 83 83 85 85 8 87 &7
Y 87 89 89 89 89 89 89 90 9 91
91 91 91 92 92 93 95 95
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Fig. 2.1 Histograms of the data in Table 2.1.

variability, and shape. Histograms, graphs of the frequency of groups of scores, provide one
way to view the data quickly. They can be generated by any one of several statistical (e.g.,
SPSS, SAS, or SYSTAT) or graphic (e.g., Sigma Plot, StatGraphics, or PsiPlot) programs
or spread sheets (e.g., Excel or Quattro Pro). Figure 2.1 presents such histograms for the
two data sets of Table 2.1.

Histograms of the Data

In these histograms, the X axis (the abscissa) has been divided into intervals of 5 points
each. The label on the left-hand Y axis (the ordinate) is the frequency, the number of
scores represented by each bar; the label on the right side is the proportion of the 28 scores
represented by each bar. Important characteristics of each distribution, as well as similarities
and differences among the distributions, should now be more evident than they would be
from a listing of the scores. For example, whereas the modal (most frequent) category in the
Royer data is the interval 96-100, the modal category in the Y data is the interval §6-90,
and the bar corresponding to the ¥ mode is noticeably higher than that of the Royer mode.
Another difference is that, despite being equal in both means and medians, theY distribution
contains two scores much lower than any in the Royer data.

The gap we observe in both the Y and Royer distributions is typical of many real
data sets, as is the obvious asymmetry in both distributions. Micceri (1989) examined 440
distributions of achievement scores and other psychometric data and noted the prevalence
of such departures from the classic bell shape as asymietry (or skew), and “lumpiness,”
or more than one mode (the most frequently observed value). Similarly, after analyzing
many data distributions based on standard chemical analyses of blood samples, Hill and
Dixon (1982) concluded that their real-life data distributions were “asymmetric, lumpy,
and have relatively few unique values” (p. 393). We raise this point because the inferential
procedures most commonly encountered in journal reports rest on strong assumptions about
the shape of the distribution of data in the population. It is worth keeping in mind that these
assumptions are often not met, and it is therefore important to understand the consequences
of the mismatch between assumptions and the distribution of data. We consider those
consequences when we take up each inferential procedure.

Most statistical packages enable the user to determine the number of histogram intervals
and their width. There is no one perfect choice for all data sets. We chose to display
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Fig. 2.2 Stem-and-leaf plot of the Royer data in
Table 2.1.

14 intervals between 30 and 100, each 5 points wide. We had previously constructed the
histograms with 7 intervals, each 10 points wide. However, this construction lost certain
interesting differences among the distributions. For example, because scores from 91 to 100
were represented by a single bar, the distributions looked more similar than they actually
were at the upper end. It is often helpful to try several different options. This is easily done
because details such as the interval width and number of intervals, or the upper and lower
limits on the axes, can be quickly changed by most computer graphics programs.

Histograms provide only one way to look at our data. For a more detailed look at the
numerical values in the Royer Grade 2 data, while still preserving information about the
distribution’s shape, we next consider a different kind of display.

Stem-and-Leaf Displays

Figure 2.2 presents a stem-and-leaf display of the Royer data. The display consists of two
parts. The first part contains five values, beginning with the minimum and ending with the
maximum. This first part is sometimes referred to as the 5-point summary. The minimum
and maximum are the smallest and largest values in the data set. Before we consider the
second part of the display, the actual stem-and-leaf plot, let’s look at the remaining 3 points
in the 5-point summary.

The Median. If the number of scores, N, is an odd number, the median is the middle
value in a set of scores ordered by their values. If N is an even number, the median is the
value halfway between the middle two scores. Another way of thinking about this is to
define the position of the median in an ordered set of scores; this is its depth, dy;, where

dy = (N +1)/2 (2.1
For example, if

Y =1,3,4,912,13,18



14

2 / UNIVARIATE DISTRIBUTIONS

then N = 7, dyy = 4, and the median is the fourth score, 9. If the preceding set contained
an additional score, say 19, we would have N = 8 and dy; = 4.5. This indicates that the
median would be the mean of the fourth and fifth scores, 9 and 12, or 10.5. In the Royer
data, there are 28 scores; therefore dy; = 14.5, and, because the 14th and 15th scores are
both 89, the median is 89.

The Hinges. There are many possible measures of the spread of scores that are based
on calculating the difference between scores at two positions in an ordered set of scores. The
range, the difference between the largest and the smallest scores, has intuitive appeal, but its
usefulness is limited because it depends only on two scores and is therefore highly variable
from sample to sample. Other measures of spread are based on differences between other
positions in the ordered data set. The interquartile range, or IQR, is one such measure.
The first quartile is that value which equals or exceeds one fourth of the scores (it is also
referred to as the 25th percentile). The second quartile is the median (the 50th percentile),
and the third quartile is the value that equals or exceeds three fourths of the scores (the 75th
percentile). The IQR is the difference between the first and third quartile. Calculating the
first or third quartile value is often awkward, requiring linear interpolation. For example,
if there are seven scores, the first quartile is the value at the 1.75 position, or three fourths
of the distance between the first and second score. Somewhat simpler to calculate, but close
to the first and third quartile, are the hinges. As an example of their calculation, and of
the interhinge distance, or H spread, consider the Royer data of Table 2.1. Then take the
following steps:

1. Find the location, or depth, of the median dy = (N + 1)/2. With 28 scores,
dy = 14.5.

2. When dy has a fractional value—that is, when N is an even number—drop the
fraction. We use brackets to represent the integer; that is, [dy] = 14. The lower
and upper hinges are simply the medians of the lower and of the upper 14 scores.

3. Find the depth of the lower hinge, dy y. This is given by

[dul+1

diy = — (2.2)

In our example, diy = 7.5; this means that the lower hinge will be the score midway
between the seventh score (76) and the eighth score (82), or 79. The upper hinge
will lie midway between the seventh and eighth scores from the top; this is 94.5 in
the Royer data. The H spread is therefore 94.5 — 79, or 15.5.

The 5-point summary provides a rough sense of the data. The median tells us that at
least half of the Grade 2 students have a good grasp of addition. When we consider the
minimum and maximum together with the median, it is clear that there are some stragglers;
the distance from the minimum to the median is almost four times greater than that of
the maximum to the median. However, that distance could be due to just one student
with a low score. More telling is the comparison of the top and bottom fourths; 25%
of the students have scores between 95 and 100, whereas another 25% fall between 47
and 79.

Most of our readers are probably more familiar with the arithmetic mean than with
the median, and with the variance (or its square root, the standard deviation) than with the
H spread. It is worth noting that the mean and variance are more sensitive to individual
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scores than the median and H spread. If we replaced the 47 in the data set with a score of
67, the median and H spread would be unchanged but the mean would be increased and the
variance would be decreased. Because they change less when the values of individual scores
are changed, we say that the median and H spread are resistant statistics. This does not
necessarily mean that they are better measures of location and variability than the mean and
variance. The choice of measures should depend on our purpose. The median and H spread
are useful when describing location and variability. However, the mean and variance play
a central role in statistical inference.

The Stem-and-Leaf Plot. The plot in Fig. 2.2 is essentially a histogram laid on its
side. The length of each row gives a sense of the frequency of a particular range of scores,
just as in the histogram. However, this plot provides somewhat more information because
it allows us to reconstruct the actual numerical values of Table 2.1. The left-hand column
of values, beginning with 4 and ending with 10, is called the stem. For the Royer data,
to obtain a score, we multiply the stem by 10 and add the leaf, the value to the right of
the stem. Thus the first row of the plot represents the score of 47. The next row informs
us that there are two scores of 50. The next two rows contain the scores 69, 72, and 74.
The row following this indicates the score of 76 and has an H between the stem (7) and
the sole leaf (6). The H indicates that the (lower) hinge lies in the range of scores from
75 to 79. Note that it does not mean that the lower hinge is 76; the hinges and the median do
not necessarily correspond to observed scores; in this case, the actual hinge is 79, midway
between the observed scores of 76 and 82.

The stem-and-leaf plot provides a sense of the shape of the distribution, although the
gap between 50 and 71 is not as immediately evident as it was in the histogram. The trade-off
between the histogram and the stem-and-leaf plot is that the former usually provides a more
immediate sense of the overall shape whereas the latter provides more detail about the nu-
merical values. In addition, it provides summary statistics in the hinges and median, and, as
we discuss shortly, it also clearly marks outliers, scores that are very far from most of the data.

The values by which the stem and leaf should be multiplied depend on the numerical
scale, Consider a set of 30 Standardized Achievement Test (SAT) scores, the first 10 of which
are 394, 416, 416, 454, 482, 507, 516, 524, 530, and 542. Figure 2.3 presents SYSTAT’s
stem-and-leaf display for the entire data set. To obtain an approximation to the actual scores,
multiply the stem by 100 and the leaf by 10. Thus the first row tells us that there is a score
between 390 and 399, actually 394. The next row tells us that there are two scores between
410 and 419; both are actually 416. Although we cannot tell the exact score from this plot,
we clearly have more information than the histogram would have provided, and we still
have a sense of the shape of the distribution.

Outliers. In both Figs. 2.2 and 2.3, H marks the intervals within which the hinges fall
and M marks the interval that contains the median. The values above the “Outside Values”
line in the Royer plot, and outside the two such lines in Fig 2.3, are called outliers. In the
Royer data, the outliers call our attention to students whose performances are far below
those of the rest of the class; these students may require remedial help. Of course, there
are other possible reasons for outliers in data sets. The students who produced the scores
of 47 and 50 may have been ill on the day the test was administered, or have performed
below their capabilities for other reasons. In some cases, outliers may reflect clerical errors.
In situations in which interest resides primarily in the individuals tested, it is important
to identify outliers and try to ascertain whether the score truly represents the ability or
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Stem and Leaf Plot of variable: Y,N=30
Minimum;  394.000

Lower hinge:  524.000

Median: 581.000

Upper hinge:  602.000

Maximum:  753.000
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Fig. 2.3 Stem-and-leaf plot of 30 SAT scores.

characteristic being assessed. In studies in which we are primarily interested in drawing
inferences about a population—for example, in deciding which of two treatments of a
medical condition is superior—outliers should also be considered. If they are due to clerical
errors in transcribing data, they can distort our understanding of the results, and therefore
should be corrected. In some cases, there is no obvious reason for an outlier. It may reflect a
subject’s lack of understanding of instructions, a momentary failure to attend, or any number
of other factors that distort the behavioral process under investigation. Unfortunately, there
is no clear consensus about how to deal with such data. Some researchers do nothing about
such nonclerical outliers. Most either replace the outlier by the nearest nonoutlying score,
or just drop the outlier from the data set.

Our present concern is to understand how outliers are defined. The criterion for the
outside values in Fig. 2.3 was calculated in the following steps:

1. Calculate the H spread. In Fig. 2.3, this is 602 — 524, or 78.

2. Multiply the H spread by 1.5. The resultis 117.

3. Subtract 117 from the lower hinge and add 117 to the upper hinge. The resulting
values, 407 and 719, are called inner fences. Scores below 407 and above 719 are
outliers.

Equation 2.3 represents these steps: a score, Y, is an outlier if
Y <Hp —15(Hy —Hp)orY > Hy + 1.5(Hy — Hy) 2.3)

where H and Hy are the lower and upper hinges, respectively. Outer fences may be
calculated by multiplying the H spread by 3, rather than 1.5. The lower outer fence would
be 524 — 234, or 290, and the upper outer fence would be 602 + 234, or 836. Values beyond
these two points would be labeled extreme outliers.
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Fig. 2.4 Box plots of the data in Table 2.1.

Histograms and stem-and-leaf displays provide considerable information about the
shape of the distribution. A less detailed view, but one that provides a quick snapshot of the
main characteristics of the data, may be obtained by still another type of plot, which we
consider next.

Box Plots

Figure 2.4 presents box plots of the Royer Grade 2 addition accuracy data and of the Y data
of Table 2.1. The top and bottom sides of the “boxes” are at the hinges. The lines somewhat
above the middle of the boxes are at the medians. The lines extending vertically from the
boxes are sometimes referred to as “whiskers.” Their endpoints are the most extreme scores
that are not outliers.

For the Royer data, the 5-point summary of Fig. 2.2 informs us that the hinges are at
79 and 94.5. Therefore, the H spread is 15.5, and the lower fence is 79 — 1.5 x 15.5, or
55.75. The asterisks represent outliers, scores below 55; in this example, these are the 47
and the two 50s in Table 2.1. There are no extreme outliers in the Royer data but there are
two in the Y data (scores of 31 and 32; see Table 2.1); these are represented by small circles
rather than asterisks. The bottom whisker in the Royer data extends to 69, the lowest value
in Table 2.1 that was not an outlier. Note that the whisker does not extend to the fence; the
fence is not represented in the plot.

The box plot quickly provides information about the main characteristics of the dis-
tribution. The crossbar within the box locates the median, and the length of the box gives
us an approximate value for the H spread. The box plot for the Royer data tells us that the
distribution is skewed to the left because the bottom whisker is longer than the top, and
there are three low outliers. Thus, at a glance, we have information about location, spread,
skewness, tail length, and outliers. Furthermore, we can see at a glance that the H spread
is much smaller for the Y data, that the two medians are similar, and, with the exception of
the two extreme outliers, the Y data are less variable than the Royer data. To sum up, the
stem-and-leaf and box plots provide similar information. However, the stem-and-leaf plot
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gives us numerical values of hinges, medians, and outliers, and it provides a more precise
view of the distribution. In contrast, the box plot makes the important characteristics of
the distribution immediately clear and provides an easy way of comparing two or more
distributions with respect to those characteristics.

2.3 COMPARING TWO DATA SETS

Suppose we have measures of anxiety for male and female samples. We might wish to know
whether men and women differ with respect to this measure. Typically, researchers translate
this into a question of whether the mean scores differ, but there may be more to be learned
by also comparing other characteristics of the distributions. For example, researchers at the
University of Massachusetts Medical School collected anxiety measures, as well as several
other personality measures, during each season of the year, from male and female patients
of various ages.> We calculated the average of the four seasonal anxiety scores for each
participant in the study for whom all four scores were available. The means for the two
groups are quite similar: 4.609 for female participants and 4.650 for male participants. Nor
is there a marked difference in the medians: 4.750 for female participants and 4.875 for
male participants. However, plotting the distributions suggested that there is a difference.
Figure 2.5 contains box plots and histograms created with the data from 183 female and
171 male participants. If we look first at the box plots, it appears that the H spread (the
length of the box) is slightly greater for women, suggesting greater variability in their
anxiety scores. We further note that there are more outlying high scores for the women.
Turning to the histograms, we confirm this impression. Why this difference in variability
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Fig. 2.5 Box plots and histograms of anxiety data.
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occurs and what the implications are for the treatment of anxiety, if any, is something best
left to the medical investigators. We only note that plotting the data reveals a difference
in the distributions that may be of interest, a difference not apparent in statistics reflecting
location.

This is not to suggest that we disregard measures of location, but that we supplement
them with other statistics and with plots of the data. With respect to measures of location, it
is a good idea to bear in mind that there are many situations in which the mean and median
will differ. In any salary dispute between labor and management, management may argue
that salaries are already high, pointing to the mean as evidence. Workers, recognizing that
a few highly paid individuals have pushed the mean upward, may prefer to negotiate on the
basis of a lower value, the median, arguing that 50% of employees have salaries below that
figure. Similar discrepancies between mean and median also arise with many behavioral
measures. The data in the Seasons file (Seasons folder in the CD) present one illustration.
In examining Beck depression scores for the winter season for men of various ages, we
found a difference between the mean (over seasons) of the youngest group (<40 years,
mean = 6.599) and that of a group between 50 and 59 years old (mean = 5.502). However,
the medians were identical at 4.500.

Plotting the Beck depression data for the two groups is a first step in clarifying why
the means are further apart than the medians. The upper panel of Fig. 2.6 presents box
plots for the two groups. As in all plots of Beck depression scores, most of the scores are
at the low (normal) end of the scale in the histograms for both age groups. We say that
the distributions are skewed to the right because of the straggling right-hand (upper) tails.
The explanation for the difference in means is readily apparent. The younger group has
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Fig. 2.6 Box plots and histograms of winter depression scores for two age
groups of men.
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several individuals with scores above 18; these are depicted as outliers in the box plot for
that group. Some of the outliers, depicted by open circles, are extreme outliers according
to the definition of Subsection 2.2.2. No score is an outlier in the older group. Although the
medians are identical, the greater number of extreme high scores in the younger group has
moved that mean higher than the mean of the older group. The histograms in the lower panel
of Fig. 2.6 provide a complementary view of the data. Again, the more pronounced right-
hand tail in the younger group is evident. Just why there are more extremely depressed
men in the under-40 group is not clear. It may be due to chance, in which case other
samples from the same population may not exhibit the pattern of medians and means we
have noted. It may be that, for some reason, more depressed older men are not in the pool
of patients included in the study. For now, we withhold judgment about the cause of the
pattern we have observed, while noting that calculating both the mean and the median, and
plotting the data, may be more informative than calculating only one of the two measures of
location.

2.4 OTHER MEASURES OF LOCATION AND SPREAD:
THE MEAN AND STANDARD DEVIATION

Thus far, using stem-and-leaf and box plots has focused our attention on the median and
the H spread. However, there are many other statistics that can aid us in understanding
our data, and these are readily obtained from most statistical packages. For example, a
sequence of clicks (“Analyze,” “Descriptive Statistics,” and “Explore”) in SPSS provides
the statistics in Table 2.2, summarizing the data of Table 2.1. We have already considered
several of these statistics—the median, minimum, maximum, range, and IQR. Others, such
as the confidence interval, are explained in Chapter 5. In this section, we focus on the
mean, standard deviation, and variance; although we suspect that they are familiar from
an introductory course, it may be useful to review their definitions and properties. We also
discuss the standard errors (labeled Std. Error in Table 2.2) of Table 2.1. Later in this chapter,
we consider skewness and kurtosis, statistics that summarize aspects of the shape of the data
distribution. In presenting some statistical formulas, we occasionally use a summation sign,
a capital Greek sigma, . The use of notation provides a shorthand; if a picture is worth a
thousand words, a Greek symbol, or an equation, is often worth at least a dozen. Although
our use of notation is intended to be easily understood, readers may find it helpful to refer
to Appendix A, which reviews the algebra of summation and derives several properties of
statistics that we state in this chapter.

2.4.1 The Arithmetic Mean

The familiar arithmetic mean, symbolized by Y (Y bar), is just the sum of all scores divided
by the number of scores. Expressing this as an equation, we have

1 X
Y=—5Y1Y 24
N; (2.4)

where N represents the number of scores in a sample. For example, the mean of ¥ =1, 2,
3,5,9,10, 121is Y = 42/7 = 6. The widespread use of the mean reflects two advantages it
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TABLE 2.2 SUMMARY STATISTICS FOR THE DATA OF TABLE 2.1

Score Set Descriptives Statistic Std. Error

Royer Mean 84.61 2.89

95% confidence Lower Bound 78.68

Interval for Mean Upper Bound 90.54

5% Trimmed Mean 85.79

Median 89.00

Variance 234.025

Std. Deviation 15.30

Minimum 47

Maximum 100

Range 53

Iinterquartile Range 17.25

Skewness -1.326 441

Kurtosis 1124 .858
Y Mean 84.61 2.92

95% confidence Lower Bound 78.62

Interval for Mean Upper Bound 90.59

5% Trimmed Mean 86.99

Median 89.00

Variance 238.099

Std. Deviation 15.43

Minimum 31

Maximum 95

Range 64

Interquartile Range 6.00

Skewness -3.195 441

Kurtosis 9.664 .858

Nute. Table is output from SPSS’s Explore module.

TABLE 2.3 EXAMPLE OF MEANS BASED ON DIFFERENT SAMPLE SIZES

Clinics
Parameter A B C D
Mean 17.5 18.3 19.2 22.6
Sample size (n) 26 17 31 24

has over other measures of location. First, we can manipulate it algebraically, and, second,
it has certain properties that are desirable when we estimate the mean of the populiation
from which the sample was drawn. The role of the sample mean as an estimator of the
population mean is discussed in Chapter 5. In this chapter, we summarize several useful
algebraic properties. These properties can be proven by using the rules of summation in
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Appendix A. They can be demonstrated by using the preceding set of numbers, or any other
numbers you choose.

1. Adding aconstant, £, to every score in the sample results in the mean being increased
by the amount £; that is, Z(Y + k)/N = Y + k. For example, if we add 10 to each
of the values in the preceding set of 7 numbers, the mean increases from 6 to 16.

2. Multiplying every score in the sample by a constant, &, results in the mean being
multiplied by k; that is, £(kY)/N = kY. For example, multiplying each of the
scores in the example by 2 increases the mean from 6 to 12.

3. Perhaps most importantly, means can be combined. For example, given the means
of depression scores and the sample sizes from several clinics, we are able to
calculate the mean based on the combined data sets.

The means and sample sizes (n) for each of four clinics are presented in Table 2.3. It is
tempting to add the four means and divide by 4 to get the mean of the combined data sets.
However, because the four #s vary, this will not do. The mean for Clinic C should carry
more weight and that for Clinic B less weight in combining the means because of their
relative sample sizes. The correct approach requires us to obtain the sum of all the scores
in all four data sets and then divide by N, the sum of the #s. We obtain the sum of scores for
each clinic by multiplying the clinic mean by the number of scores for that clinic. Summing
these four sums, and dividing the grand total by N, the total number of scores, we have the
grand mean of all the scores:

Y =[(26 x 17.5) + (17 x 18.3) + (31 x 19.2) + (24 x 22.6)]/98 = 19.426

‘We might have rewritten this slightly:

- 26\ 17 31 24 -
Y = <%) (17.5) + (55) (18.3) + (§§) (19.2) <%) (22.6) (2.5)

Equation 2.5 suggests that the mean can be represented as a sum of weighted values
where the weights are proportions or probabilities. The weight for Clinic A is 26/98 because
26 of the 98 depression scores come from Clinic A. To take a somewhat different example,
consider a student who has spent two semesters in College A and compiles a 3.2 grade
point average (GPA). She then transfers to College B, where she earns a 3.8 GPA for the
next three semesters. The student’s overall GPA for the five semesters is calculated as in
the preceding example of the clinic means. The overall GPA is a weighted mean in which
the weights are 2/5 and 3/5:

Y =(2/5)3.2) + (3/5)3.8) = 3.56
In general, the preceding calculations may be represented by

Y = Z p(y)-y (2.6)

Equation 2.6 is the formula for a weighted mean. It indicates that each distinct value of
Y is to be multiplied by its weight, p(y), the proportion of all scores with that value. All
of these products are then added together. Note that the usual expression for the arithmetic
mean Y =) Y/N is a special case of the preceding formula for the weighted mean; here
each of the N scores in the sample is given a weight of 1/N.



2.4.2

OTHER MEASURES OF LOCATION AND SPREAD: THE MEAN AND STANDARD DEVIATION 23

Two other properties of the mean, proven in Appendix A at the end of the book, may
help convey the sense in which it reflects the central tendency of a data set:

4. The mean is the balance point of the data in the sense that the sum of the deviations
about the mean is zero; that is, 3 (Y — ¥) = 0.

5. The sum of squared deviations of scores from the mean is smaller than the sum
of squared differences taken from any point other than the mean; that is, } [V —
(Y + k))? has its smallest value when k = 0.

Every value in a set of scores is incorporated into the calculation of the mean. One
benefit of this is that, as in our example of the four clinics, means can be combined without
access to the individual values on which they are based. This strength is, however, also a
potential weakness. A few extreme scores can bias the value of the mean, and they may
result in the mean’s taking on a value that does not typify the distribution of scores. As we
discussed earlier in this chapter, the median provides an alternative measure of location that
is resistant to the influence of extreme scores.

The Standard Deviation and the Variance

We group these statistics together because the variance is the square of the standard devia-
tion. The sample variance, S2, is the average squared deviation of scores about their mean;
that is, $> = 3 (¥ —Y)*N. However, as most statistical packages do, we will divide
by N — 1, rather than N. The divisor N — 1 is used, rather than N, because it results in a
better estimate of the population variance. We delay further consideration of this point to
the discussion of estimation in Chapter 5. We denote this revised definition by s2, rather
than §2, to indicate that we are dividing by N — 1. Thus, our formula for s> is

, (Y -Y)?
== 2.7
s - 2.7)
The calculation of s? is illustrated with the following set of seven scores:
Y =1,2,3,5,9,10,12

The sum of the scores is 42, and, therefore, ¥ = 42/7 = 6. Finding the deviations from the
mean, we have

Y-Y=-5-4,-3-134,6
squaring these deviations, we have

(Y =Yy =25,16,9,1,9, 16, 36
and summing the squared deviations, we have Y (¥ — ¥)? = 112. Then, s* = 112/6 =
18.667. Because the variance is based on the squared deviations of the scores about the

mean, the standard deviation, the square root of the variance, is usually preferred as a
measure of spread. In the preceding example, s = +/18.667 = 4.320.



24

2 / UNIVARIATE DISTRIBUTIONS

Two properties of the standard deviation should be noted:

1. When a constant is added to all scores in a distribution, the standard deviation is
unchanged. Thatis, if Y’ = Y + &, where £ is a constant, then sy = sy. Intuitively,
each score is increased (or decreased) by the same amount so the spread of scores
is unchanged. The range and the H spread also are unchanged when a constant is
added, and it is a desirable property of any measure of variability.

2. When each score is multiplied by a positive constant, k, the standard deviation of
the new scores is k times the old standard deviation. If £ is negative, multiplying
each score by & is equivalent to multiplying the standard deviation by —&; the
reason for this is that the standard deviation must always be a positive number.
You can verify these multiplication properties by multiplying the preceding values
of Y by 10, and then by —10, and recalculating both s and s? in each case. The
new standard deviation is 43.2, 10 times the original value, and the new variance
is 1866.7, 100 times the value on the original scale.

We can summarize the properties of the standard deviation as follows:

1. IfY =Y +k, then sy = sy.
2. IfY' =kY, then sy = ksy when k& > 0 and sy = —ksy when k < 0.

These properties are proven in Appendix A at the back of the book.

Although the standard deviation is less intuitive than other measures of variability, it has
two important advantages. First, the standard deviation is important in drawing inferences
about populations from samples. It is a component of formulas for many significance tests,
for procedures for estimating population parameters, and for measures of relations among
variables. Second, it (and its square, the variance) can be manipulated arithmetically in
ways that other measures cannot. For example, knowing the standard deviations, means, and
sample sizes of two sets of scores, we can calculate the standard deviation of the combined
data set without access to the individual scores. This relation between the variability within
groups of scores and the variability of the total set plays an important role in data analysis.
Both of the properties just noted will prove important throughout this book.

The main drawback of the standard deviation is that, like the mean, it can be greatly
influenced by a single outlying score. Recall that for ¥ = 1,2,3,5,9,10,and 12,Y =6
and s = 4.320. Suppose we add one more score. If that score is 8, a value within the range
of the scores, then the new mean and standard deviation are 6.25 and 4.062, a fairly small
change. However, if the added score is 20, then we now have Y =7.75and s = 6.364. The
standard deviation has increased by almost 50% with the addition of one extreme score.
The H spread (or its fraternal twin, the IQR) is resistant to extreme scores and is often a
more useful measure for describing the variability in a data set. We again emphasize that
there is no one best measure of variability (or for that matter, of location or shape), but that
there is a choice, and that different measures may prove useful for different purposes, or
may sometimes supplement each other.

2.4.3 The Standard Error of the Mean

Among the many statistics commonly available from statistical packages is one labeled the
standard error (“Std. Error” in the SPSS output of Table 2.2), or standard error of the mean
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(SEM). The SEM is a simple function of the standard deviation:
SEM = s/'N (2.8)

To understand the SEM, assume that many random samples of size N are drawn from the
same population, and that the mean is calculated each time. The distribution of these means
is the sampling distribution of the mean for samples of size N. The SEM that is calculated
from a single sample is an estimate of the standard deviation of the sampling distribution of
the mean. In other words, it is an estimate of how much the mean would vary over samples.
If the SEM is small, the one sample mean we have is likely to be a good estimate of the
population mean because the small SEM suggests that the mean will not vary greatly across
samples, and therefore any one sample mean will be close to the population mean. We have
considerably more to say about the SEM and its role in drawing inferences in later chapters.
At this point, we introduced it because of its close relation to the standard deviation, and
because it provides an index of the variability of the sample mean.

The 5% Trimmed Mean

The SPSS output of Table 2.2 includes the value of the 5% trimmed mean. This is calculated
by rank ordering the scores, dropping the highest and lowest 5%, and recalculating the mean.
The potential advantage of trimming is that the SEM will be smaller than for the untrimmed
mean in distributions that have long straggling tails, or have so-called “heavy” tails that
contain more scores than in the normal distribution. In view of the preceding discussion
of the SEM, this suggests that in some circumstances the trimmed mean will be a better
estimator of the population mean. However, decisions about when to trim and how much to
trim are not simple. Rosenberger and Gasko (1983) and Wilcox (1997} have written good
discussions on this topic.

Displaying Means and Standard Errors

A graph of the means for various conditions often provides a quick comparison of those
conditions. When accompanied by a visual representation of variability, such as s, or the
SEM, the graph is still more useful. How best to graph the data should depend on the nature of
the independent variable. Although graphics programs will provide a choice, the American
Psychological Association’s Publication Manual (2001) recommends that “Bar graphs are
used when the independent variable is categorical” and “Line graphs are used to show the
relation between two quantitative variables” (p. 178). We believe this is good advice. When
the independent variable consists of categories that differ in type, rather than in amount, we
should make it clear that the shape of a function relating the independent and dependent
variables is not a meaningful concept. Figure 2.7 presents mean depression scores® from
the Seasons data set as a function of marital status and sex; the numbers on the x axis are
the researchers’ codes: 1 = single; 2 = married; 3 = living with partner; 4 = separated;
5 = divorced; 6 = widowed. At least in this sample, depression means are highest for
single men and women, and for divorced woinen, and the means are low for those living
with a partner. Without a more careful statistical analysis, and without considering the
size of these samples, we hesitate to recommend living with a partner without marriage,
but we merely note that the bar graph presents a starting point for comparing the groups.
The vertical lines at the top of each bar represent the SEMs. Note that the SEM bars
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Fig. 2.7 Bar graph of mean depression
scores as a function of marital status and
sex.
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Fig. 2.8 Line graph of subtraction response times as a function
of grade and gender.

indicate that the male data are more variable than the female data, particularly in categories
3 and 6.

Figure 2.8 presents mean times in seconds to do subtraction problems (labeled ““Subrt™)
from the Royer data set as a function of grade and gender. Because grade level is quantitative,
it is useful to plot the data as line curves, providing a sense of the shape of the functional
relation. It appears that response times for both genders decrease as a function of grade and
seem to level off near the sixth grade. It also appears that variability decreases with grade, as
indicated by the general decrease in the length of the SEM bars. Comparing across panels,
we see that the main difference between boys’ and girls’ times appears to be in the early
grades. We plotted these data in two panels because the two curves are close together and
the error bars are difficult to disentangle if presented within a single panel.

Software capable of bar and line plots usually offer several options such as the choice
of placing different plots in one panel (as in Fig. 2.7) or in separate panels (as in Fig. 2.8),
or choosing the error bars to represent standard deviations, standard errors, or confidence
intervals. The best advice is to become thoroughly familiar with the software being used,
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and then to think carefully about which options will enable you to best communicate the
points you believe are important.

2.5 STANDARDIZED (z ) SCORES

An individual’s score, by itself, is not very informative. If a student earns a score of 70
on a math test, is that good or bad? On one hand, if told that a score of 70 was at the
90th percentile—that it had been exceeded by only 10% of all scores—we would probably
feel that the performance was quite good. On the other hand, we would be considerably
less impressed if the same raw score fell at the 40th percentile. Although information
about percentile values tells us where a score ranks relative to other scores, it provides no
information about distances among scores. For example, a score at the 90th percentile could
be many points higher than the average or only a little higher; it depends on how variable
the scores are. Standardized, or z, scores tell us more about where the score is located
within the distribution—specifically, how many standard deviation units the score is above
or below the mean. Given a distribution of scores with mean, Y, and standard deviation, s.
the z score corresponding to a score Y is calculated as

zy =Y =Y)/s (2.9)

For example, if the mean is 75 and the standard deviation is 15, for a score of 90, we would
have zgg = (90 — 75) / 15 = 1; thus, this score is one standard deviation above the mean.
Statistical packages generally include an option such as SPSS’s Descriptive Statistics (in
the “Analyze” menu) for calculating z scores.

Standardizing a group of scores changes the scale to one of standard deviation units, thus
permitting comparisons with scores that were originally on a different scale. Nevertheless,
there are aspects of the original distribution that remain unchanged. The following are two
things that remain constant:

1. Anindividual’s z score has the same percentile rank as did that individual’s original
score. This is because subtracting a constant, Y, from every score does not change
the rank order of the scores; nor is the order changed by dividing all scores by a
constant, .

2. The shape of the distribution of z scores is the same as that of the original data.
Subtraction of Y shifts the original distribution and division by s squeezes the
points closer together, but shape information is preserved. If the original dis-
tribution was symmetric, the distribution of z scores will be also. However, if
the original distribution was skewed, this will also be true of the distribution of
Z scores.

As we see in Chapter 5, z scores are used in drawing inferences when scores can
reasonably be assumed to be normally distributed. However, the preceding point should
make clear that z scores are not necessarily (or even usually) normally distributed. Their
distribution depends on the distribution of the scores prior to the z transformation.

Two other characteristics of z scores should be noted:

3. The mean (and therefore also the sum) of a set of z scores is zero. We stated earlier
that when a constant is subtracted from every score, the mean is also changed
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by that constant. In the case of z scores, Y is subtracted from each of the ¥ values.
Therefore the mean of the z scoresis Y — Y, or 0.

4. The variance of a group of z scores is 1.0, and, therefore, so is the standard deviation.
Because the average z score is zero, we need only square each member of the group
of z scores, sum the squared values, and divide by N —1 to obtain the variance.
Doing so yields

2 SY —Y)s?

: N-1
Y TN - 1)
- &
52
=

Standardized scores can be useful in our understanding of a data set because they
provide a way of comparing performances on different scales. For example, the mean and
standard deviation of the subtraction accuracy scores in the Royer data set were 88.840
and 11.457, respectively; the corresponding values for multiplication accuracy scores were
87.437 and 13.996. Even though a subtraction score of 70 is higher than a multiplication
score of 65, it is actually worse, relative to the other scores in the distribution. You may
verify that, for subtraction, z74 is —1.64 (that is, the score of 70 is 1.64 standard deviations
below the mean of the subtraction scores), whereas for multiplication, zes is —1.60.

Standardized scores play other roles as well. In Chapter 5, we discuss how z scores pro-
vide percentile information when the population distribution has an approximate bell shape.
More immediately, in Chapter 3, we consider the correlation coefficient as an average prod-
uct of z scores. The underlying reason that z scores play arole in deriving a statistic reflecting
the relation between two variables is that such a statistic should not be influenced by differ-
ences in the scales of the two variables. This criterion can be met by converting the original
values to z scores. We show in Appendix 2.1 that the magnitudes of z scores are unchanged
if we change scales by adding a constant to each score and/or by multiplying each score by
a constant. For example, if we measure the weights of each student in a class, the z score of
an individual student will be the same whether we measure weights in pounds or kilograms.

2.6 MEASURES OF THE SHAPE OF A DISTRIBUTION

Early in this chapter, we displayed addition accuracy scores for second graders in a study
by Royer, together with an artificial data set that had the same mean and median as the
Royer data (Table 2.1 and Fig. 2.1). Table 2.2 presented those statistics, as well as several
others, for the Royer data and for the artificial set, ¥ . Note that not only are the means and
medians of the Y and Royer data identical, but the standard deviations are very similar.
Nevertheless, a look back at Fig. 2.1 suggests that there are differences in the shapes of
the two distributions. These differences are reflected in the skewness and kurtosis values
in Table 2.2. We will consider those values shortly, but first we consider why measures of
shape should interest us.
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As Fig. 2.1 and the statistics of Table 2.2 indicate, measures of location and spread
may fail to fully characterize a distribution, or differences between distributions. It is useful
to have summary numbers that reflect aspects of the shape of the distribution. Although,
as with measures of location and spread, there are several measures of shape and none are
perfect, they do extend our ability to describe the distribution of data.

Improved description is not the only reason for being interested in numerical indices
of aspects of shape. Many of the most widely used inferential procedures rest on the as-
sumption that the sampled population of scores can be described by a particular equation
that describes a family of bell-shaped, or normal, curves. If the population distribution from
which a researcher samples can be adequately described by this equation, there are many
useful inferential procedures that require only information about sample means and standard
deviations. This assumption of a normally distributed population accounts for the emphasis
on the mean and standard deviation, and on the procedures that use them, in statistical texts
and research reports. In recent years, however, it has become clear that real data are rarely
normally distributed; as we noted, the Royer data and the Beck depression data are not
unusual in their departures from normality. In cases in which there are marked departures
from normality, the reliance on the mean and standard deviation may be inappropriate.
For example, although the mean and median of a symmetric population distribution are
identical, the sample mean is usually considered the better estimate of the location of the
population distribution. However, if the population distribution has long straggling tails,
the sample median, or a trimmed mean, is more likely to have a value close to that of the
center of the population distribution (Rosenberger & Gasko, 1983), and therefore it would
be a better estimate of the location of the population.

The preceding discussion points to two reasons for calculating measures of shape: we
may wish to describe the data we have collected more precisely, or to assess the validity of
the assumption of normality underlying inferential procedures under consideration. There
is a third reason for our interest in measures of shape. An important stage in understanding
the processes that underlie behavior is the construction of mathematical or computer mod-
els, models precise enough to predict the behavior in question. Comparing predicted and
observed measures of the shape of the data distribution provides additional tests of such
models.

Two aspects of shape have received the most attention from statisticians: the degree of
skewness, or departure from symmetry; and tail weight, or the proportion of data in the
extreme tails of the distribution. Indices of these two attributes of shape can be obtained
from various computer packages; those in Table 2.2 were generated by SPSS 10, but most
packages will provide the same results. We next consider the skewness and kurtosis values
in Table 2.2.

Skewness

Skewness statistics are designed to reflect departures from symmetry. The standard defini-
tton of skewness, generally denoted by /by, is the average cubed deviation of scores from
the mean divided by the cubed standard deviation: For a sample, the formula is

v o7y
Vb= =L DN (2.10)
[ -1YN]
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Table 2.2 reports G1, a modified version of this formula that provides a better estimate
of the population skewness parameter. There are several points to consider. First, both the
Y and Royer skewness values are negative, indicating that the distributions are skewed to the
left. This reflects the fact that the left tails in Fig. 2.1 are considerably longer than the right
tails of their respective distributions. If the distributions had been perfectly symmetric, the
skewness values would have been zero. Second, the artificial ¥ data have a more negative
value than the actual Royer data. Recall that the Y data contained two scores that were
much lower than any in the Royer data; these increased the absolute value of the skewness
statistic. Third, note how much larger the absolute skewness values are than their standard
errors, the SE skewness values. The standard error of skewness, like the SE of the mean
encountered earlier, is based on the idea of drawing many random samples of size N from
the same population, and then calculating G1 for each sample. The SE is an estimate of
the standard deviation of those G1 values. A ratio of skewness (ignoring the sign) to its SE
greater than 2 suggests that asymmetry is present in the population that we sampled from,
and did not occur just by chance in the sample.

Midsummary Scores Based on Different Tail Cutoffs

A problem with Equation 2.10 (or the closely related G1) is that, like the mean and standard
deviation, its value may be distorted by a single outlying point. Several more intuitively
appealing alternatives have been suggested (Hill & Dixon, 1982; Elashoff & Elashoff, 1978;
Hogg, 1974). These typically involve ratios of distances among points in the left and right
tails.

Our own preference involves somewhat more (but simple) calculations and does not
provide a single number, but it does yield a comprehensive picture of the distribution that
can be easily understood (see Hoaglin, 1983, for a more extensive presentation). The basic
idea is to find midsummary scores; these are scores midway between values that cut off
different fractions of the data in the upper and lower tails of the distribution. For example,
one midsummary score might be midway between values cutting off the upper and lower
eighths of the distribution; another might be midway between values cutting off the upper
and lower fourths. If all of these midsummary scores equal the median, it indicates that the
distribution is symmetrical. If they are not all the same, the way they vary provides us with
information about how the distribution departs from symmetry.

We begin by recalling the definition of the median, presented earlier. For the Royer and
Y data, the depth of the median is

dy = (N + 1)/2 =29/2 = 14.5

Thus, the median is the mean of the 14th and 15th scores when the scores are rank ordered.
Also, recall that the depth of the hinges was

dy = {ldu] +1}/2
where the brackets imply dropping any fraction. Therefore, when N = 28,
dy =14+ 1)/2=15

The hinge is sometimes referred to as the “fourth,” because roughly one fourth of the data
will always lie below the lower fourth and one fourth will lie above the upper fourth. For
example, if diourpy 18 7.5, the lower fourth value for the Royer data is the mean of the 7th and
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TABLE 2.4 LETTER VALUES AND MIDSUMMARIES FOR TABLE 2.1 ROYER DATA

Lefter Letter Depth  lower Value  Midsummary  Upper Value

Median 14.5 89

F (4th) 7.5 79 86.75 94.5
E (8th) 4 69 84.5 100
D (16th) 2.5 50 75 100

8th scores from the bottom, or 79, and the upper fourth value is the mean of the 21st and
22nd scores (i.e., the 7th and 8th scores from the top), or 94.5. The midsummary score is
the mean of these upper and lower values; here it is 86.75.

We can define other, more extreme fractions of the distribution in the same way. We
can talk about upper and lower eighths or sixteenths, where, for example,

[dourtn] + 1 [deightn] + 1
deighth = ﬂgi'_b and  dsixieenth = 'it;—‘”‘_

The general formula for the depth of the next fraction is

[dprevious] +1
2
For example,

deighy, = (7+1)/2 =4

Table 2.4 presents the depths for fourths (F), eighths (£), and sixteenths (D), the upper
and lower values, and the midsummaries for the Royer data. Note the use of letter values
to stand for the various positions in the distribution.

If a distribution is perfectly symmetric, all of its midsummaries shouid equal the median
of the distribution. The midsummaries for the Royer data decline in an orderly fashion as
we move further from the median, indicating that the distribution is not symmetric, but is
skewed to the left.

Kurtosis

Kurtosis values reflect departures from the normal distribution, and they are generally
sensitive to the height of the peak and to the tail weight of a distribution. The standard
kurtosis statistic, b5, is defined as

Y — )N

[,/Z ¥ — 7)2/N]4

The values reported in Table 2.2 are designated G2 and are modifications of b, derived to
improve the estimate of the population kurtosis value. Turning back once again to Fig. 2.1,
note that the ¥ data have a very pronounced peak in the interval 86-90, as well as several
scores in the extreme left tail. These two characteristics contribute to the G2 value for Y
that is much higher than that for the Royer data, and much larger than its own S£. G2 has a
value of zero for the normal distribution (&, is 3 in that case, and the reported value is often
ba — 3 to provide a simpler comparison with the normal distribution). Distributions with

(2.1

by =
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high peaks and heavy tails (relative to the normal distribution) will have positive G2 values,
whereas the G2 values will be negative for flatter, shorter-tailed distributions. Heavy-tailed
distributions are of particular interest because inferences based on the assumption of
normality have often been shown to be affected by this departure from normality. With
such data, increasing the sample size or removing extreme scores (trimming) may improve
the quality of our inferences. We elaborate on this point in future chapters. For now, we
note that high kurtosis values may signal the need for remedial action. However, kurtosis
is sensitive to more than just the tails of the distribution, and therefore interpretation is
often difficult. Good discussions of kurtosis, together with figures illustrating various
shapes and the accompanying effect on b, are provided in several sources (e.g., Balanda &
MacGillivray, 1988; DeCarlo, 1997). These and other articles and chapters (e.g., Hogg,
1974; Rosenberger & Gasko, 1983) also suggest alternative measures of tail weight that
are often more resistant to outlying points and that are more readily interpreted.

A Graphic Check on Normality

Because so many commonly used statistical procedures are based on the assumption that the
data were sampled from a normally distributed population, it is helpful to have several ways
of looking at possible violations of this assumption. Skewness and heavy tails in stem-and-
leaf and box plots indicate nonnormality. However, a more direct indication is available in
various computing packages. Basically, those programs rank order the scores and then plot
their expected z scores (assuming normality) against the actual scores. Figure 2.9 presents
two such plots. The left panel presents the plot for multiplication response times for students
in the fifth through eighth grades; the right panel presents the plot for response speeds that
are obtained by taking the reciprocals of the response times. If the data are sampled from a
normally distributed population, the data points fall reasonably close to a straight line. This
is clearly not the case in the left panel. The points in the right panel, except for the lowest
speeds, do fall quite close to the line, indicating that if the population of response speeds
is not normal, it is more nearly so than the population of response times. In Chapter 8, we
present other evidence that data analyses might better be based on the speed than on the
time measure.

Investigators who have precise enough theoretical models to predict distribution func-
tions other than the normal, or who seek to fit the distribution as part of an effort to better
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Fig. 2.9 Normal probability (Q-Q) plots of multiplication response
times (MULTRT) and speeds (SPEEDMRT).
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understand their data, will find the Q-Q plot options helpful. There are many options other
than the normal distribution. For each, the expected value, assuming that distribution, is
plotted against the observed values.

2.7 CONCLUDING REMARKS

The first step in any data analysis should be an examination of the data. The point seems
obvious, but our experience suggests that many, perhaps most, researchers note only means
and (sometimes) standard deviations, and, when a measure of relation between two variables
is of interest, correlation coefficients. Qur view of this first step is that it should provide more
information. Researchers should plot their data, perhaps using a variety of graphic devices.
Such plots should not only involve means but also provide a sense of the distribution of data.
Alternative indices of location, spread, and shape should be obtained. This wealth of infor-
mation is available at the click of a mouse, and the payoff can be large. Multiple modes in
a histogram may suggest subpopulations differing in the effect of the independent variable.
Outliers in a box plot may suggest individuals whose performance should be examined
further, and perhaps excluded from further analyses. Differences in shape statistics for two
different experimental conditions may suggest different processes underlying behavior in
these conditions. Marked departures from the theoretical normal distribution may indicate
either that more data should be collected or that the researcher should consider alternatives
to the planned analysis that are less dependent on the assumption of normality. Knowledge
of the shape of the distribution can inform the development of theoretical models. All these,
and more, are possible consequences of exploring data sets. The present chapter introduced
some basic ways in which such exploration can be carried out. More extensive discussions
and other types of graphs may be found in many sources. In particular, we recommend the
three volumes edited by Hoaglin, Mosteller, and Tukey (1983, 1985, 1991). They provide
a clear presentation of many topics beyond the scope of this book, as well as further
discussion and examples of topics we have introduced. Other suggestions of possible ways
of plotting data, and references to useful sources, may be found in the report of the American
Psychological Association’s Task Force on Statistical Inference (Wilkinson, 1999).

KEY CONCEPTS
distribution central tendency (location)
arithmetic mean median
histogram stem-and-leaf display
minimum maximum
5-point summary median
dy hinges
range interquartile range (IQR)
percentile H spread
resistant statistics outliers
inner fences outer fences
extreme outliers box plot

weighted mean standard deviation
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sampling distribution standard error of the

trimmed means mean (SEM)
line graphs bar graphs
skewness standardized scores (z scores)
midsummary scores tail weight
kurtosis letter values
EXERCISES
2.1 We have scores for 16 individuals on a measure of problem-solving ability: ¥ = 21,

2.2

23

24

25

2.6

2.7

40, 34, 34, 16, 37, 21, 38, 32, 11, 34, 38, 26, 27, 33, 47. Without using statistical

software, find (a) the mean; (b) the median; (c) (3_; ¥;)% (d) Y, Y?; (e) the standard

deviation; and (f) the upper and lower hinges for these data. Then check your results,

using any software of your choice.

(@} Transform the scores in Exercise 2.1 to a new scale so that they have a mean of
100 and a standard deviation of 15.

{b) What will the new values of the median and hinges be?

Following are several sets of scores in ranked order. For each data set, is there any

indication that it does not come from a normal distribution? Explain, presenting

descriptive statistics and graphs to support your conclusion.

fa) X =101650505055555557616162637273758385107 114

(b) X =15252637 3739454548 4949525361616368707276

) X=991012141415161616 17 18 24 28 31 32323547 59

For Exercise 2.3 (c), find the median, fourths, and eighths (E and F letter values),

and midsurnmary values. Are these consistent with the conclusion you drew about

normality? Explain.

Given the five scores 37, 53, 77, 30, and 28,

{a) what sixth score must be added so that all six scores together have a mean of 47?

{b} What sixth score should be added so that the set of six scores has the smallest
possible variance?

In order to do the following two problems, you may wish to review Appendix A at

the back of the book.

Given: Y] 27, Yz = 11, Y3 = 14, Y4=21,Y5 =9,X1 =6,X2=5,X3 :7,

Xs=1,Xs =11,a = 3, and b = 9, find (a) Z?:I (X; +7Y); (b Z,-S:I X3

(© (X X% (d) Y0, Xi¥s; and () Y7, (X; +a¥? + ab).

We have the following three groups of scores:

Cond1 Cond2 Cond3

7 11 3
31 15 12
16 40 15
21 42 19

35 45 4
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EXERCISES 35

Given that ¥j is the ith score in the jth column, find (a) Y 15 (b) Y2; (©) Y _; (@)

Zf=1 23:1 Y;%'; and (e) 23=1 Y.zj-
This problem uses the Ex2_8 data set on the CD accompanying this book. Using
any statistical package that you like, explore the distributions and their relationships
by displaying (a) histograms, (b) box plots, (c) stem-and-leaf plots, (d) descrip-
tive statistics (include the median, as well as measures of skewness and kurtosis),
and (e) probability plots. Summarize what you have learned about the distributions
of X, Y, and Z. Be sure to refer to such concepts as the location, spread, and
shapes of the distributions, in particular whether or not they seem to be normally
distributed.
Suppose we standardized X, Y, and Z (i.e., converted to standard or =
scores) in the Ex2_8 data set. How would this affect the characteristics of the
distributions?
Find the Royer multiplication accuracy and response time data (Royer Mult Data
in the Royer folder) on your CD. Using whichever descriptive statistics and graphs
you find useful, describe any differences in location, variability, and shape of male
and female distributions in the third and fourth grades. In particular, comment on
whether gender differences change from third to fourth grade. Also comment on
whether the patterns you note are the same or different for accuracy and for reaction
time (RT). Finally, consider whether outlying scores may have an influence on any
of these comparisons.

The Seasons study was carried out to see if there was variation in the physical or

psychological characteristics of the sampled population over seasons.

{a) Using the data in the Seasons file (Seasons folder in the CD), plot Beck_A (anx-
iety) means as a function of seasons for each age group (Agegrp). Use either a
bar or line graph. Which do you think is preferable? Why?

(b} Discuss the graph in part (a), noting any effects of age, seasons, or both.

{c) Box or stem-and-leaf plots reveal a skewed distribution with many out-
liers. Do you think the pattern of outliers contributed to your conclusions
in part (b)?

On the CD, in the Seasons folder, find the Sayhlth data set. This includes self-ratings

from 1 (excellent health) to 4 (fair); only three participants rated themselves in

poor health and they were excluded from this file. The file also includes Beck D

(depression) scores for each season. It is reasonable to suspect that individuals who

feel less healthy will be more depressed.

{a) Selecting any statistics and graphs you believe may help, evaluate this hypothesis.

{b) Discuss any trends over seasons. Are there differences in trends as a function of
self-ratings of health?

Scores for 30 students on two tests may be found in the Ex2_13 file.

One student received a score of 41 on Test 1 and a score of 51 on Test 2. She was

delighted with the improvement.

{a) Should she have been? Explain.

{b} What score on Test 2 would be an improvement for this student, given your
answer to (a)?

{¢) Graph the data for each test and describe the distributions.
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APPENDIX 2.1

Additional Properties of z Scores

Suppose we have a set of scores Y,Y,, Y3, ..., Yy. The mean of these scores is Y =
3", Y;/N and the variance is 53 = Y, (¥; — Y)*(N — 1). The z score corresponding to the
score Y; is zy, = (¥; — ¥ )/sy, where sy =./52 is the standard deviation of the ¥ scores.

If we multiply each Y score by the constant » and add the constant a to each of the
resulting products, then the transformed scores can be expressed as Y/ = a + bY;. From
the properties of the mean stated in Subsection 2.4.1, we know that adding a constant to
each score increases the mean by that constant, and multiplying each score by a constant
results in multiplication of the mean by that constant. Therefore, Y’ = a + bY =a + bY.
From the properties of the standard deviation stated in Subsection 2.4.2, we know that the
addition of a constant to each score does not change the standard deviation. Subsection
2.4.2 also demonstrated that if Y’ = kY, then sy- = ksy when % > 0 and sy- = —ksy when
k < 0. Therefore, s,+py = +b sy when b is positive and s,4py = —b sy when b is negative.

Putting this all together, we find that the z score of a transformed score a + bY; is given
by

a-+bY, —a+bY
Sa+bY

a+bY; —(a+bY)
+b Sy

by, -Y)
=4 "
bSY

= izY;

Za+bY;

Thus the z score of the transformed score is identical to that of the untransformed score if
b is positive, and it is identical in magnitude, but opposite in sign, if » is negative.



Chapter 3

Looking at Data: Relations
Between Quantitative Variables

3.1 INTRODUCTION

In Chapter 2 we considered how to graph and summarize distributions of single variables.
However, we rarely study individual variables in isolation; rather, we usually are interested
in how variables are related to one another. For example, we may wish to know if depression
varies with the season of the year, how cholesterol level changes with age, or whether math
skills are related to verbal skills in children. Because variability is always present, it is
important to emphasize that, when variables are related, they are usually not perfectly
related. Tall fathers tend to have tall sons, but because of a host of factors, the tallest fathers
do not always have the tallest sons. There is a relation between educational level and income,
but some uneducated people are wealthy and many educated people are not. Variables may
be related in ways that vary in type and degree. Therefore, the major goals of this chapter are
to discuss how to graph the data in ways that help us see how, and how strongly, the variables
are related, and to present statistics that summarize important aspects of the relation.

Also, if two variables are related, it should be possible to use information about one
variable to predict the other. For example, knowing a father’s height will be useful in
predicting the height of his son. If we make lots of predictions, even though any single
prediction may not be very accurate, on the average we can predict a son’s height more
accurately if we use information about the father’s height than if we do not. Clearly, the
stronger the relation, the better our ability to predict. But no matter how strongly the variables
are related, we wish to make the best predictions that are possible with the information that
we have available. Equations that use information about one variable to make predictions
about a second variable are referred to as bivariate regression equations.

3.2 SOME EXAMPLES

Let’s first consider two variables from the Royer data set that is on the accompanying CD—-
subtraction and multiplication accuracy scores (percentage of correct answers) for third
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3.2.‘

TABLE 3.1 DESCRIPTIVE STATISTICS FOR THIRD-GRADE
SUBTRACTION AND MULTIPLICATION ACCURACY
Subfraction Multiplication
No. of cases 32 28
Median 89.182 79.447
Mean 87.014 78.469
SE 2.081 3.426
Std. dev. 11.770 18.127
Skewness (G1) —1.430 —0.835
SE skewness 0414 0.441
Kurtosis (G2) 3.078 0.813
SE kurtosis 0.809 0.858
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Fig. 3.1 Histograms for subtraction and multiplication accuracy for third graders.

graders. The basic statistics for each variable are given in Table 3.1, and their histograms
are presented in Fig. 3.1. For subtraction accuracy, the median and mean are both high,
89.182 and 87.014, respectively. The distribution of scores is negatively skewed, Gl =
—1.430; most scores are high, but there is a “tail” of lower scores. For multiplication.
performance is less good, with both the median and mean approximately 10 points lower
than in the subtraction data. The distribution is again negatively skewed, but less so than for
subtraction (G1 = —0.835). The distribution is flatter; G2 = 0.813 as compared with 3.078
for subtraction. There is less of a pileup of scores toward the high end for multiplication,
and, because the scores are more spread out, measures of variability have larger values. The
standard deviation is 18.127 for multiplication, compared with 11.770 for subtraction. The
multiplication scores not only tend to be smaller than subtraction scores, but also exhibit
greater variability.

Scatterplots

But how are subtraction and multiplication accuracy related in this sample of third graders?
We might expect that children with larger subtraction scores will also have larger multipli-
cation scores, because we know that some children are better at arithmetic than others. The
most common way of displaying the relation between two variables is to use a scatterplot,
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Subtraction Accuracy

Fig. 3.2 Scatterplot for subtraction and
multiplication accuracy for the 28 third-grade
children having both scores; box plots for each
variable appear on the borders.
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Fig. 3.3 Scatterplot for response time and
multiplication accuracy for third grade.

which is simply a plot in which each point has coordinates corresponding to paired values
on each of the variables. The scatterplot for the 28 third graders for whom we have both
multiplication accuracy and subtraction accuracy scores is presented in Fig. 3.2. Note that
some statistical packages, in this case SYSTAT, allow us to present the univariate distribu-
tions such as histograms or box plots along the borders of the scatterplot, so we can see
information about both the univariate and joint distributions in the same display.

What we see in the scatterplot is a tendency for larger multiplication scores to go
together with larger subtraction scores; when this happens we say there is a positive relation
or association between the two variables. If larger scores on one variable tend to go together
with smaller scores on the other, we have a negative relation. The scatterplot in Fig. 3.3,
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Fig. 3.4 Scatterplot for TC score and age.

in which mean time to answer multiplication problems is plotted against multiplication
accuracy, shows a strong negative relation, reflecting the tendency for children who are
more accurate to take less time to answer. A notable exception is the child represented by
the data point in the lower left of the display, who took the least titne to answer but also had
the lowest accuracy. We can also see from the box plots on the axes that this data point is
labeled as an outlier with respect to the multiplication accuracy distribution.

We conclude this section with two additional examples of scatterplots to which we
refer later in the chapter. To obtain the first, presented in Fig. 3.4, we found the mean of
the four seasonal total cholesterol (TC) scores for each of the 431 individuals who had
scores in all four seasons in the Seasons study conducted by researchers at the University
of Massachusetts Medical School; we then plotted TC against age. Although there is a
great deal of variability in the cholesterol scores, there seems to be a positive relation
between cholesterol level and age; that is, there is a tendency for older people to have
higher cholesterol scores.

The second example uses data obtained from an elementary statistics class. Table 3.2
contains two scores for each of 18 students—the score on a math-skills pretest taken during
the first week of class and the score on the final exam. The scatterplot for the 18 data points
is presented in Fig. 3.5. Not surprisingly, the pretest and final scores covary. We would like
to be able to develop ways to summarize how the two variables are related and to use the
pretest scores to predict final exam performance. If we could find the equation that did the
best job in predicting the 18 final exam scores from the pretest scores, it could be useful in
predicting final exam performance for students who take the pretest in other classes.

3.2.2 Extracting the Systematic Relation Between
Two Variables

Scatterplots can be very useful in helping us understand how, and to what extent, the variables
are related. For example, it is quite clear in Fig. 3.3 that there is a strong tendency for the
time taken to perform multiplication to decrease as accuracy improves. However, real data
are often extremely messy. Any systematic relation that exists between the variables may be



TABLE 3.2 STATISTICS CLASS EXAMPLE DATA

Pretest Score

Final Exam Score

(X) (Y)
29 47
34 93
27 49
34 98
33 83
31 59
32 70
33 93
32 79
35 79
36 93
34 90
35 77
29 81
32 79
34 85
36 90
25 66
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obscured by variability caused by factors such as individual differences and measurement
error. In such cases we try to see through the “noise” in order to extract the “signal,” that is,
the underlying systematic relation, if one exists. This can be difficult to do by eye, especially
when there are many data points and a great deal of variability, as in the plot of cholesterol
level against age in Fig. 3.4.
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Fig. 3.5 Scatterplot for pretest and final exam

Pretest Score

scores in a statistics class.
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Fig. 3.6 Scatterplot for TC and age with
LOWESS curve.

One way of trying to get at the underlying relation is to use some type of averaging
to reduce the complexity of the display. In Chapter 2 we used the average to represent a
univariate distribution of scores. Here we can find the average cholesterol score for each age
and plot it against age. Some statistical packages assist us in understanding the relation by
fitting curves called smoothers to the data points in the scatterplot. We can use these curves
to smooth out some of the random variability by plotting a “moving average” of cholesterol
scores against age, such that the height of the curve for a particular age represents the
mean or the median of the cholesterol scores corresponding to a range of neighboring ages.
There are different types of smoothing functions available in both SAS and SYSTAT, some
of which have the desirable property of being resistant in the sense that they give less
weight to outlying data points than to those near the average. We can choose not to put any
preconditions on the curve, or we can plot the best-fitting curve of a particular type, such
as the best-fitting straight line or logarithmic function.

An example of one kind of smoothing is provided by Fig. 3.6, which displays the
scatterplot for cholesterol and age with local weighted scatterplot smoothing (LOWESS;
Cleveland, 1979) by using SYSTAT 10. For each value of X, LOWESS smoothing plots
the Y score predicted by a procedure that gives more weight to data points near the value of
X than to data points that are further away (for details, see Cook & Weisberg, 1999). The
resulting curve indicates a positive relation between cholesterol and age that approximates
a straight line.

In practice, we usually first look to see whether there is a systematic tendency for the
variables to have a straight line relation, because this is the simplest and most common
way that two variables can be related. We then look further to see whether there are also
systematic departures from linearity. The most commeon numerical measures that are used
to summarize the relation between two quantitative variables are those that (a) indicate how
well a straight line captures the scatterplot, and (b) describe the straight line that gives the
best fit. In Section 3.4 we introduce the first type of measure, the Pearson correlation
coefficient, which is a measure of the extent to which two variables are linearly related.
In Section 3.5 we introduce the idea of linear regression, which provides a way to find
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the straight line equation that fits the data points best, in the sense that it allows the best
prediction of one of the variables from the other. We first take a closer look at what it means
for two variables to be linearly related.

3.3 LINEAR RELATIONS

Each of the scatterplots in Fig. 3.7 contains a number of (X,Y ) data points. If all of the data
points fall exactly on a straight line, we say there is a perfect linear relation between X

X X X
(a) (b) ©
Y Y Y
X X X
(d (©) M
Y

(g)

Fig. 3.7 Examples of scatterplots.
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and Y. This linear relation is said to be positive if the slope of the line is positive; that is, if
Y increases as X increases as in panel (a). The linear relation is negative if Y decreases as
X increases as in panel (b). In panel (c), there is a systematic increase in ¥ as X increases.
However, not all the data points fall on the straight line that seems to best capture this
systematic increase, although they cluster closely around it. In this case, we say that there
is a strong positive linear relation between X and Y but not a perfect one. In panel (d) there
is less clustering around the line, indicating a weaker linear relation. In panel (e) there is a
linear component to the relation between X and Y that is, the best-fitting straight line seems
to capture part of how Y and X are related. However, not only do the points fail to cluster
closely around the line, but also there seems to be a systematic nonlinear component to the
relation. In panels (f) and (g), there is no overall linear relation between X and Y; no straight
line passing through the center of either “cloud” of data points is better at characterizing
the overall relation between X and Y than a line parallel to the X axis. In (g), however, X
and Y are positively related for small values of X but negatively related for large values,
whereas in (f) there does not seem to be any indication of a linear relation for any part of
the X distribution.
A straight line can be represented by an equation of the form

Y=by+b5X 3.1)

where by and b; are constants, because all points (X, ') that satisfy this linear equation
fall on a straight line. The constant b is called the slope of the line and indicates the rate
of change of ¥ with X. We can see in Equation 3.1 that, for every one-unit change in X, Y
changes by b; units. The constant by is the Y intercept, the value of Y when X is equal to
zero. We show later that the regression line for Fig. 3.4 that best predicts cholesterol level
from age is

cholesterol level = 171.702 + 0.945 x age

For this line, the slope is 0.945; that is, the predicted cholesterol level increases by 0.945
units for each additional year of age.

3.4 THE PEARSON PRODUCT-MOMENT CORRELATION
COEFFICIENT

3.4.1 Obtaining the Correlation Coefficient

The Pearson correlation is a measure of the extent to which two quantitative variables are
linearly related. We indicated in the previous section that the more tightly the data points
are clustered about the best-fitting straight line, the stronger the degree of linear relation.
The notion of clustering around a straight line leads directly to a useful measure of linear
relation. However, in developing this idea further, we consider standardized or z scores
instead of raw scores. When raw scores are used, the appearance of the scatterplot and the
apparent degree of clustering around the best-fitting straight line depends on the units in
which X and Y are measured. This is not true for z scores.
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In Section 2.5 we indicated that each member of a set of scores X, X». X3..... Xy
can be converted to a z score by using
Xi—X
2y, = — (3.2)
Sy

where X is the mean of the set of scores and sy is the standard deviation. The z score that
corresponds to a raw score just tells us the number of standard deviations the raw score is
above or below the mean of the distribution. In Section 2.5 we showed that the mean of a
complete set of z scores is zero, and that the standard deviation and variance both have a
value of 1. An equation that will be useful in understanding the correlation coefficient is

N

1 ,
N2k =1 (3.3)

i=1

This equation follows from the fact that the variance of a set of z scores is 1 and the
expression for this variance is

1 & ) 1 L,
P LR e DI

i

because Zy, the mean of a set of z scores, is equal to 0.

If X and Y are positively related, larger scores in the Y distribution will tend to be
paired with larger scores in the X distribution and smaller scores in the Y distribution
will tend to be paired with the smaller Xs. This means that large positive values of zy
will tend to be paired with large positive values of zy, small values of zy will tend to be
paired with small values of zy, and large negative values of zy will tend to be paired with
large negative values of zy. It can be shown (see Appendix 3.1) that, if there is a perfect
positive linear relation between X and Y, zy is exactly equal to zy, and if there is a perfect
negative linear relation, zy is exactly equal to —zy. If there is no linear relation between
X and Y, there is no overall tendency for larger zy scores to be paired with either larger
or smaller zx scores, or for positive zy scores to be paired with either positive or negative
Zx SCOres.

The Pearson product-moment correlation coefficient for two variables, Xand ¥, is
defined as

&
Xy = —— E Zx,Z 34
=5 Z X, Iy, (3.4)

The letter r is used to denote the Pearson correlation coefficient in a sample, and p (the Greek
letter tho) denotes the correlation in a population. The correlation coefficient is basically
the average of the cross products of the corresponding z scores (it would be exactly the
average if we divided by N instead of N — 1 when we obtained the standard deviations of
X and Y'). We can think of rxy as a measure of how similar, on the average, zy, isto zx,.If
there is a perfect positive relation between X and Y, then for each data point (X,Y), zy = zy.
so that the correlation is

rxy = NTIZZX,ZY, = ]—V-_—IZZ; =1
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from Equation 3.3. If there is a perfect negative relation, zy = —zx, so that ryy = —1. If
there is no linear relation between Y and X, there will be no tendency for zy, and zy, to
have the same or different signs. Their cross products zx, zy, should be equally likely to be
positive (when zx, and zy, have the same sign) or negative (when zy, and zy, have opposite
signs). Therefore we would expect the cross products to sum to 0, so that ryy = 0.

In summary, ryy provides a numerical measure of the degree to which X and Y are
linearly related. It takes on a value of 41 when there is a perfect positive linear relation,
a value of —1 when there is a perfect negative linear relation, and a value of 0 when there
is no overall linear relation between X and Y. Intermediate values provide measures of
the “strength” of the linear relation. Going back to the examples we introduced earlier
in the chapter, for multiplication and subtraction accuracy for third graders (Fig. 3.2),
r = .594; for multiplication accuracy and the time taken to answer (Fig. 3.3), r = —.487: for
cholesterol level and age (Fig. 3.4),r = .286; and for final exam and pretest score (Fig. 3.5),
r =.725.

Interpreting the Correlation Coefficient

Although it is easy to calculate a correlation coefficient, we must be cautious in how we
interpret it. Rodgers and Nicewander (1988) discussed 13 different ways to look at the
correlation coefficient, and others (e.g., Falk & Well, 1996, 1998; Rovine & Von Eye, 1997)
have considered additional interpretations. Although we have a good deal more to say about
the correlation coefficient in Chapter 18, here we list some basic things to keep in mind
when interpreting a correlation coefficient.

First, how large must a correlation coefficient be in order to indicate that there is a
“meaningful” linear relation? Cohen (1977, 1988) discussed guidelines according to which
rs of .10, .30, and .50 correspond to small, medium, and large effects. Cohen arrived at
these values by noting the sizes of correlations encountered in the behavioral sciences and
by considering how strong a correlation would have to be before the relation could be
perceived by an observer. These values should be considered only as loose guidelines and
not as criteria for importance. As we discuss later, in some contexts, even small correlations
might be of great practical significance. We should also emphasize that unless the sample
is large, the correlation may be quite different in the sample than in the population from
which the sample was selected. Later we discuss what the sample allows us to say about
the population.

Second, we must always keep in mind the fact that the Pearson correlation coefficient
is a measure of strength of the /inear relation between X and Y. The correlation coefficient
is not a measure of relation in general, because it provides no information about whether
or not there is a systematic nonlinear relation between the two variables. As can be seen in
panels (e) and (g) of Fig. 3.7, two variables can have a systematic curvilinear component
to their relation in addition to, or instead of, a linear one. Therefore, finding a correlation
of 0 does not necessarily mean that the variables are independent. The data points in all
four panels of Fig. 3.8 (see Table 3.3) have identical correlations and best-fitting straight
lines. However, whereas panel (a) displays a moderate linear relation with no curvilinear
component, panel (b) displays a strong curvilinear relation that has a linear component. It
cannot be emphasized strongly enough that, to understand how variables are related, one
must plot them and not simply rely on statistics such as the correlation coefficient or the
slope of the best-fitting straight line.
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TABLE 3.3 FOUR HYPOTHETICAL DATA SETS

Data Set
a—c a b c d d
Variable
Case No. X Y Y Y X Y
1 10.0 8.04 9.14 7.46 8.0 6.58
2 8.0 6.95 8.14 6.77 8.0 5.76
3 13.0 7.58 8.74 12.74 8.0 7.71
4 9.0 8.81 8.77 7.11 8.0 8.84
5 11.0 8.33 9.26 7.81 8.0 8.47
6 14.0 9.96 8.10 8.84 8.0 7.04
7 6.0 7.24 6.13 6.08 8.0 5.25
8 4.0 4.26 3.10 5.39 19.0 12.50
9 12.0 10.84 9.13 8.15 8.0 5.56
10 7.0 4.82 7.26 6.42 8.0 7.91
11 5.0 5.68 4.74 5.73 8.0 6.89

Note. From “Graphs in Statistical Analysis,” by E J. Anscambe, 1973, American Statis-
tician, 27, pp. 17-21. Copyright 1973 by The American Statistical Association.

10

Ty T T

5

—LlLL[IlLlLLIIlllIIJJ

0 5 10 15 20
(a)

RS B E P RN AT S B AN SN S A AN N GR I |
0 5 10 15 20
(©)

Fig. 3.8 Scatterplots for the data sets in Table 3.3.
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Third, expressions for the correlation coefficient are symmetric in X and Y. The cor-
relation of X with Y is the same as the correlation of ¥ with X. The correlation between
cholesterol level and age is the same as the correlation between age and cholesterol level.

Fourth, although a nonzero correlation coefficient indicates that there is a linear com-
ponent to the relation between two variables, it generally doesn’t describe the best-fitting
straight line. Figure 3.9 displays several scatterplots that all have the same correlation even
though the slopes of the best-fitting straight lines vary considerably. We show later on that
the correlation between X and Y depends not only on the slope but also on the standard
deviations of X and Y.

Fifth, the Pearson correlation coefficient is not a resistant statistic. It can often be
changed considerably by the presence of just a few extreme data points. In Fig. 3.10 we
used SYSTAT to display the influence plot for multiplication and subtraction accuracy
for the sample of third graders. The influence plot is just a scatterplot in which each case
is plotted as an open or filled circle that can vary in size. The size of the circle indicates
how much the correlation would change if that point was omitted, and whether the circle is
filled or open indicates whether omitting the data point would make the correlation larger or
smaller. The very large open circle in the left of the plot indicates that the corresponding data
point has a large effect on the correlation. If we omit this one data point, the correlation drops
from .594 to .388. It is important to identify these influential data points because we would
have less confidence in the value of a correlation coefficient if it was strongly influenced by
a few extreme data points. There are measures of correlation that are more resistant than the
Pearson coefficient because they diminish the importance of extreme scores. An example
is the Spearman rho coefficient, for which the X and Y scores are first ranked, and then
the ranks are correlated. We have more to say about such measures in Chapter 18.

Sixth, because the correlation coefficient is defined in terms of z scores, the size of the
correlation coefficient does not change if we change the units in which we measure either
of the variables by a linear transformation (i.e., if we multiply each score by a constant or
add a constant to each score, as when we change units from ounces to kilograms, or from
degrees Fahrenheit to degrees Celsius — see Appendix 2.1, in which we showed that such
transformations do not change the sizes of the z scores). It follows from this that knowing
the correlation between two variables tells us nothing about the mean or variance of either
variable.

Seventh, because correlation is a measure of strength of relation, it is tempting to
consider the correlation coefficient as a measure of the extent to which changes in X cause
changes in Y. However, correlation does not imply causation—in fact, no statistic implies
causation. Just because two variables are correlated does not necessarily mean that they
are causally related. For example, the fact that in elementary school there is a positive
correlation between shoe size and verbal ability does not mean that foot growth causes
enhanced verbal ability or vice versa. Rather, the correlation follows from the fact that both
physical and mental growth occur as children get older.

3.4.3 Some Other Ways of Expressing the Pearson
Correlation Coefficient

The value of the Pearson correlation coefficient can always be obtained from Equation 3.4,
However, other expressions are often encountered. If we substitute the expressions for
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Fig. 3.10 Influence plot for third-grade multiplication and subtraction
accuracy.
z scores (Equation 3.2) into Equation 3.4, we get

1 X, - X\ (Y, -Y
ey (55 (57

Sxy

Sx Sy

where

N
SXY:ﬁ;(Xi_X)(Yi_'Y)erYSXSY (3.5)
is the sample covariance of X and Y.

Although the covariance, syy (i.e., the amount of variance shared by X and V), plays
an important role in statistics, it is not usually employed as a measure of relation because
it changes value when we change the units of measurement. For example, if we measured
the heights and weights of a number of people and then found the covariance of height and
weight, the covariance would be 12 times larger if we measured height in inches than if
we measured it in feet. The correlation coefficient would be the same in either case. The
correlation can be thought of as the standardized covariance; that is, the covariance of the
Z scores.

Another expression that is commonly encountered in elementary textbooks is the so-
called computational formula for the Pearson correlation coefficient:

S XY - [(2X) (R ¥)/N]
JEX - [(TX) N2 - [(S 1) /N]

The computational formula gives the same result as Equation 3.4, within rounding error,
but it is less “transparent” than Equation 3.4; that is, the interpretation of the expression
is less readily apparent. However, it has the advantage of allowing simpler calculations

Irxy =
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and less rounding error if it is used to calculate the correlation by hand or with a simple
calculator. Although computational ease may have been an important factor in the past when
researchers used simple calculators, it is not today, when almost all serious computation is
performed by computer, and even inexpensive hand calculators can calculate the correlation
at the press of a button. Therefore, we generally do not deal with computational formulas
in this book, but instead concentrate on conceptual (or definitional) formulas that are
expressed in ways that make their meanings most apparent.

3.5 LINEAR REGRESSION

3.5.1 Predicting Y From X With the Least-Squares
Criterion

How do we find the best-fitting straight line for a set of data points (X, ¥') represented in
a scatterplot? What we usually mean by the “best-fitting straight line” is the line that best
predicts the value of Y corresponding to each value of X, the linear regression equation.
The linear regression equation that predicts ¥ from X has the form

Vi = by + b X, (3.6)

where ﬁ- is the predicted value of ¥ when X = X;, and by and b, are constants chosen in a
way that results in the smallest amount of prediction error. Before we can find by and b; we
must decide what to use as the measure of error. If, on a given trial, we predict that ¥ has
a value of ¥; and it actually has a value of Y;, then the error in prediction is ¢; = Y; — 7.
The mean of these errors for a set of N predictions is not a good index of error because
positive and negative errors cancel, so the mean error could be small even if there were large
positive and negative errors. An index of error that is often used is the mean of the squared
prediction error. This measure is equal to zero only if prediction is perfect for the entire
set of data points and it is also easy to work with mathematically.! Regression equations
that minimize the mean of the squared errors are said to be optimal or best according to the
least-squares criterion.

Thus, to find the best linear regression equation according to the least-squares criterion,
we must find values of by and b; that minimize the mean of the squared errors, MSE, where

N 1 A 2 l
MSE = =3 (Yi=¥) = =3 (Vi —bo = by X’ 3.7)
It can be shown (see Appendix 3.2) that these values are given by
by =r-r (3.8)
Sx
bp=Y —b X (3.9

Applying Equations 3.8 and 3.9 to the statistics class data in Table 3.2 allows us to find
the linear equation that best predicts final exam performance from pretest score. Substituting
into the expressions for b; and by. or obtaining the output from a computer package, when
we regress ¥ on X (i.e., when we predict Y from X), we find that the regression equation is

¥ = —36.08 + 3.55X
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A difference of 1 point on the pretest translates into a predicted difference of about 3.6
points on the final exam. Our prediction for the final exam score of a student who scored
30 on the pretest would be —36.08 + (3.55)(30) = 70.42, or 70, rounding to the nearest
integer.

Note that in the general case for which sy # sy, the regression equation and the corre-
lation coefficient tell us different things about the linear relation. In Equation 3.6, X and Y
play different roles: X is the predictor variable and Y is the criterion variable, the vari-
able that is predicted. In contrast, the correlation coefficient is symmetric in X and Y; both
variables are treated in the same way. The regression equation describes the straight line
that is best for predicting ¥ from X, whereas the correlation coefficient serves as a measure
of the extent to which ¥ and X are linearly related. If we solve for r in Equation 3.8, we get

r=b— (3.10)
Sy
From this equation we can see that the same correlation may arise from different com-
binations of the slope and the standard deviations of X and Y. For example, both of the
combinations b; = 1, sy =3, sy =5 and b, = .5, sy = 6, sy = 5 will correspond to 7s
of .6. Because of this, we have to be extremely cautious if we wish to compare the relation
between X and Y in different groups. Two groups that have the same slope may have differ-
ent correlations, and two groups that have the same correlation may have different slopes.
If we are primarily concerned with the rate of change of Y with X, we should compare the
slopes, not the correlation coefficients.
We conclude this section by pointing out that there are several additional ways of
writing the regression equation that can be useful. Substituting the expression for by in
Equation 3.9 into Equation 3.6 yields

P =Y +bX; —X)=Y +rLx, - X) (3.1
sx

Note that, in Equation 3.11, if X; = X, then ¥ =Y. This tells us that the least-squares
regression line always must pass through (X, Y). In addition, if we subtract ¥ from both
sides of Equation 3.11 and divide both sides by sy, we get

Y, -Y X -X
=r

Sy Sx

or
fy =rIy (3]2)

the z score form of the regression equation. Note that the regression line that predicts zy
has slope r and passes through the origin.

Predicting X From Y

So far, we have discussed the regression equation for predicting ¥ from X that is optimal
in the sense that it minimizes ) (¥ — Y)Y/N: see panel (a) of Fig. 3.11. Exactly the same
reasoning can be used to find the regression equatign for predicting X from Y. In this case,
the index of error that is minimized is }_ (X; — X i)z/ N, the mean of the squared prediction
errors when Y is used to predict X. These prediction errors are indicated in panel (b) of
Fig. 3.11.
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minimize -I—Z(Y,»—‘A(,)z minimize lZ(X,-*x')2
N N
(a) (b)

Fig. 3.11 Graphical representation of (a) the regression of ¥ on X and (b) the regression
of XonYt.

The expressions that have been developed for predicting Y from X can be transformed
into expressions for predicting X from Y by simply interchanging X and Y. For example,

Ri=rXy, -V +X
Sy
or
2x, =rzy, (3.13)

Of course, whether it makes any sense to predict X from Y depends on the nature of the
variables. It is unlikely that we would want to predict pretest scores from final exam scores
because pretest scores are available first.

Figure 3.12 indicates how the regression lines that best predict zy from zx and zx from
zy differ from one another. Imagine that the elliptical “envelope” that has been drawn in
the figure to represent an imperfect linear relation contains a large number of data points.
Imagine further that the ellipse is divided into a number of narrow vertical strips. Notice
that even though the envelope is symmetrical about a straight line with a slope of 1 drawn
through the origin (i.e., zy = zx), the mean value of zy associated with any given value
of zx is closer to O than zy is. The line that best fits the points representing the mean
values of zy in the vertical strips will approximate 2y = rzy, the regression equation? for
predicting zy from zx.

In contrast, if we divide the ellipse into a large number of narrow horizontal strips,
the line that best fits the mean values of zy in the strips will approximate the regression
equation for predicting zx from zy, Zx = rzy. It should be apparent from Fig. 3.12 that
these two regression lines are not the same.
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(a)
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predicting z, from z,

(b) . .
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yd A4

Fig. 3.12 Regression lines for predicting (a) zy from zy and (b) zx
from zy when there is an imperfect relation between X and Y.

3.6 THE COEFFICIENT OF DETERMINATION, r2

The square of the correlation coefficient, r2, called the coefficient of determination. is
another commonly encountered measure of strength of linear relation. The r* measure is
usually defined as “the proportion of the variance in ¥ accounted for by X.** What this
actually means is that 72 is the proportion by which prediction error is reduced if the
regression equation is used to predict the ¥ scores instead of using Y to predict each of the
Ys. The specific interpretation is as follows:

1. If we do not use any information about X in predicting the corresponding value of
Y, the best prediction for each Y can be shown to be Y, the mean of the Y scores.
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In this case, the sum of the squared prediction errors for the set of N Y scores is the
total variability in the ¥ scores, the sum of squares of ¥, SSy = >, (Y; — V)%

2. [If we use the regression equation to predict the Ys, the sum of the squared prediction
errors is SSeror = 3 (¥; — ?:)2, where the ¥;s are obtained by using the regression
equation. Substituting the expression for ¥; from Equation 3.11 and simplifying,
we can show the sum of the squared prediction errors to be SSeror = (1 — r)SSy

3. The amount by which prediction error is reduced when the regression equation is
used is, therefore, S egression = Sy — SSemor = SSy — (1 = r?) SSy =r? SSy.
Therefore, the proportion by which prediction error is reduced (or the proportion
of the variability in Y accounted for by the regression on X) is

SSregression _ rzSSy I
sSy 8§,

Therefore, r* is simply a measure of how well the linear regression equation fits

the data. According to the Cohen (1977, 1988) guidelines introduced in Subsection
3.4.2, r% values of .01, .09, and .25 correspond to small, medium, and large linear
relations, respectively.

For the statistics class data, the correlation between the pretest and the final exam score
is .725, so the coefficient of determination is (.725)? = .53. This tells us that the variability
of the ¥ scores about the regression line is (1 —.53) = .47 of their variability about their
mean. Therefore, if we use the regression equation to predict ¥ instead of using ¥, we will
reduce the squared prediction error by approximately one half. However, measures of the
actual variability about the regression line such as the variance of estimate (basically, the
mean of the squared prediction errors) or its square root, the standard error of estimate,
provide more useful information than either » or r> about the accuracy of the predictions
of Y based on X. Such measures are available in most statistical software and are discussed
further in Chapter 19.

We conclude this section by noting that 2 has frequently been misinterpreted, and
that some of these misinterpretations have resulted in inappropriate claims being made. For
example, the statement has been made in a number of psychology textbooks that children
achieve about 50% of their adult intelligence by the age of 4 years. The origin of this
statement can be traced to a misinterpretation of the data from a longitudinal study that
found 1Q scores at age 17 to have a correlation of about .7 with IQ at age 4. The resulting
»? of about .5 (or 50%) provides an indication of how predictable adult IQ is from IQ at age
4, using a linear equation. However, it says nothing about the relative levels of intelligence
at age 4 and age 17, and therefore provides no evidence for the statement.

3.7 INFLUENTIAL DATA POINTS AND RESISTANT MEASURES
OF REGRESSION

Although the least-squares procedures described here are easy to work with, they produce
best-fitting straight lines that are sensitive to the effects of extreme scores. All of the major
statistics packages provide diagnostics that allow us to identify unduly influential data points
and assess how much the regression statistics would change if the extreme data points were
not present. We describe these diagnostics in Chapter 19. There are also “robust” regression



56

3/ RELATIONS BETWEEN QUANTITATIVE VARIABLES

procedures that provide better fits to the majority of data points than ordinary least-squares
procedures because they are resistant to the effects of extreme data points. They are resistant
because they somehow reduce the influence of extreme scores by trimming them or giving
them less weight, by using ranks, or by using more resistant measures of prediction error
such as the median of the squared errors or the mean of the absolute errors. Some of
these procedures are discussed by Hoaglin et al. (1985), Neter, Kutner, Nachtscheim, and
Wasserman (1996), and Rousseeuw and Leroy (1987).

3.8 DESCRIBING NONLINEAR RELATIONS

In the past few sections, we focused on describing the linear component of the relation
between two variables, and on measures of its strength. Indeed, correlation coefficients
and regression slopes are by far the mostly commonly reported measures of relation for
quantitative variables. This is reasonable, given that an approximately linear relation is
the simplest and most common way that two variables can be related. However, there will
certainly be situations in which it is apparent from the scatterplot and the smoothers that the
relation has a nonlinear component. How are we to describe and measure the strength of
this component or to describe the overall function that best seems to fit the data? We address
this question when we discuss trend analysis in Chapter 10, and again after we extend our
knowledge of regression in Chapter 20.

3.9 CONCLUDING REMARKS

When we explore how two quantitative variables are related in a sample of data, the first
step is to plot the data and look at both the scatterplot and the univariate distributions.
Inspecting the scatterplot by eye and using smoothers, we can try to extract, and describe,
any underlying systematic relation. We can use the Pearson correlation as a measure of the
strength of linear relation and the regression equation as a description of the straight line
that allows the best prediction of one variable from the other. We can then try to determine
if there are any systematic departures from linearity, and, if so, we can describe them. Later
we discuss how to assess the fit of various kinds of functions to the scatterplot.

We must also consider the variability in the distribution of data points. The processes
that determine how the variables are related may not be the same for all cases. Separate
clusters of points may suggest the presence of subpopulations for which the variables
are related differently or have different means (more about this later). Outliers or “ex-
treme” data should be examined closely because they may have a very large influence on
statistics such as the correlation or regression slope. Extreme data points may come from
subjects who perform in ways that are qualitatively different from the majority of sub-
jects. Extreme data points may also arise because of errors in data collection or copying.
If there are a few extreme outliers, we should examine our data records for errors, and
we may wish to describe the data both when the extreme scores are included and when
they are not. Statistical packages make it easy to identify outliers and to perform these
analyses.

As Wilkinson (1999) states in his guidelines for statistical methods in psychology
journals:
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As soon as you have collected your data, before you compute any statistics, look at your data. Data
screening is not data snooping. It is not an opportunity to discard data or change values to favor
your hypotheses. However, if you assess hypotheses without examining your data, you run the risk
of publishing nonsense. . .. Computer malfunctions tend to be catastrophic: A system crashes; a file
fails to import; data are lost. Less well-known are the more subtle bugs that can be more catastrophic
in the long run. For example, a single value in a file may be corrupted in reading or writing (often
the first or last record). This circumstance usually produces a major value error, the kind of singleton
that can make large correlations change sign and small correlations become large. (p. 597)

Finally, it should be noted that, in Chapters 2 and 3, we have been concerned with
describing samples of data. We have yet to address the issue of what we can infer about the
populations from which these samples were selected. In Chapter 4, we begin to develop a
framework for statistical inference that will allow us to do this.

KEY CONCEPTS

scatterplot
negative relation

positive relation
smoothers

resistant measures

linear relation

slope

influence plot

conceptual formula

linear regression equation
predictor variable
coefficient of determination
variance of estimate

EXERCISES

Pearson correlation coefficient
linear equation

Y intercept

covariance of X and Y
computational formula
least-squares criterion
criterion variable

the sum of squares of Y, SSy
standard error of estimate

3.1 Given the following data,

LV S
~1 W

[=)NRE I N
o

{a) Draw a scatterplot.

(b} What is the correlation between Y and X ?

{c} What is the least-squares equation for the regression of ¥ on X?
{d) What is the proportion of variance in ¥ accounted for by X?

{e} Find the equation for the regression of X on Y.

(A What is the proportion of the variance in X accounted for by ¥?
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3.2

3.4

3.5

Given the following data for three variables X, ¥, and W,

W X Y
12 4 7
8 6 9
4 11 3
17 12 14
18 13 16

and, using a statistical package, find the correlations among W, X, and Y. Standardize

the variables and recompute the correlations. They should be identical. Why?

{a) Using the Royer data set on the CD, find the correlation between multiplication
accuracy (MULTACC) and the time taken to solve multiplication problems (MUL-
TRT) for third graders.

(b} Generate the influence plot for these variables.

{¢) What is the correlation coefficient if the single most influential point is removed?

(a) A psychologist is interested in predicting ¥ from X in two distinct situations and
finds the following results:

Sit. 1 Sit. 2
b, = 38.41 b =0.25
sy = 512.31 sy = 8.44
Sx =2.00 Sx =23.17

In which situation is the correlation between X and Y higher?

{b) You are given a large number of data points (X,Y) and find that the correlation
between X and Y is ryy = 0.70. You now add 10 to each of the X scores. What
happens to the correlation coefficient (i.e., what is the new correlation between Y
and the transformed X)?

{¢) You have the same situation as in (b)—except instead of adding 10 to each of the
X scores, you multiply each of the ¥ scores by 3. Now what is the value of the
correlation coefficient?

{d) Now perform both operations: multiply each Y score by 3 and add 10 to the product.
What happens to the correlation coefficient?

For parts (a)—(c), indicate whether the use of the correlation coefficient is reasonable.

If it is not, indicate why not.

{a) A social critic has long held the view that providing enriched programs for disad-
vantaged students is a waste of money. As evidence to support this position, the
critic describes the following study:

Two thousand 8-year-old children were selected from economically deprived homes, given
a battery of mental tests, and then randomly assigned to either Group 1 or Group 2. The
1,000 children in Group 1 entered special enriched programs, whereas the 1,000 children
in Group 2 continued in their regular classes. After 3 years, another battery of mental tests
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was given to all the children. It was found that the correlations between children’s IQ scores
at age 8 and their IQ scores at age 11 was just about the same in Group 1 as it was in
Group 2.

Our critic claims that finding very similar correlations in the enriched and regular
groups proves that the enriched classes are ineffective in improving 1Q.

{b} The research division of the Old Southern Casket and Tobacco Corporation has
just released the results of a study that they argue is inconsistent with the nega-
tive health claims made against cigarette smoking. For a large sample of heavy
smokers, a substantial positive correlation was found between the total number of
cigarettes smoked during a lifetime and length of life, a result they claim leads to
the conclusion that cigarette smoking is beneficial to health.

{¢) Itisfound that, for eighth-grade children, there is a fairly strong negative correlation
between the amount of television watched and school performance as measured
by grades. It is claimed that this finding constitutes proof that watching television
interferes with intellectual ability and has a negative effect on the ability to focus
attention. Does this argument seem valid?

In a large study of income (Y) as a function of years on job (X), the data for 2,000

men and 2,000 women in a certain profession are

Men Women
Income (Y} Years (X) Income Years
Mean 80 15 76 10
57 324 100 289 25
rxy 333 235

Note that income is recorded in thousands of dollars.

{a) Find byx (i.e., bincome, Years, the regression coefficient for the regression of Income
on Years of Service) for men and for women. What is your best estimate of the
amount by which salary increases per year for males and females? Is this result
consistent with differences in the correlations? Explain.

{b) Using separate regression equations for men and women, what salary would you
predict for men and women with 10 years of experience? With 20 years of expe-
rience?

Using the Seasons data file on the CD, correlate height with weight, and then correlate

height with weight separately for men and women. How might you account for the

discrepencies among the three correlations?

SSeror = . (¥; — f’,» )2 is the sum of the squared errors in prediction for a set of N data

points. Starting with Equations 3.10 and 3.11, show that SSeror = (1 — 72)SSy =

SSy — b%SS x, where r is the correlation of X and Y, b, is the slope of the regres-

sionof Y on X, 88y = Y (¥; — ¥)?, and SSy = 3_ (X; — X)*.

Given that ryy = .60, and starting with Equations 3.10 and 3.11, find the correlations

between (a) Y and Y, (b)Y andY — ¥, and (c) ¥ and Y — Y.
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APPENDIX 3.1

Proof that zy = +zxwhen Y= bg + b1 X

We want to show that if X and ¥ have a perfect linear relation, zy = zx when the relation
is positive and zy = —zx when the relation is negative.

For any data point (X, Y') that falls on a straight line, we have Y = by + b X. Substitut-
ing into the usual expressions for the mean and standard deviation and simplifying, we have
Y = by + b X and sy = £b;sx, with sy = +b sy when b is positive and sy = —b,sx
when b; 1s negative (see Appendix 2.1). Therefore, if there is a perfect linear relation
between X and Y,

. Y-¥Y
Iy =
Sy
_ by + b1 X —(bo—f—b]Y)
- :*:bISX
X-X
- :i:SX
= :*:ZX

APPENDIX 3.2

Where Do the Expressions for by and b; Come From?

Here we sketch out the procedures that produce Equations 3.8 and 3.9, although knowing the
details is not necessary for understanding any of the rest of the chapter. Finding expressions
for by and by, the Y intercept and slope of the regression line, is just a minimization problem
in calculus—we want to find the equation of the straight line that minimizes prediction error.
We first take partial derivatives of the error measure (the mean of the squared prediction
errors, MSE) with respect to both by and by; that is, we find

dMSE dMSE
——— and ——
abg aby
Setting these partial derivatives equal to zero and simplifying, we obtain a set of what are

called normal equations:
BN +b1 ) Xi=) ¥, =0

bod Xi+b ) XI—D Xi¥;=0

Solving the normal equations for &) and b yields Equations 3.8 and 3.9. Note that b, can
be expressed in any of a number of equivalent ways, including

sy XY= (X X)) (X V)N LSSy s
FOEXR- (XN VS s

where sxy is the covariance of X and Y, 8§y = YN | (V; — ?)2, SSy =N (X, — XY,
and sy and sy are the standard deviations of ¥ and X, respectively.



Chapter 4

Probability and the
Binomial Distribution

4.1 INTRODUCTION

In a study of long-term memory for childhood events, N. A, Myers and Chen (1996)
tested 20 teenagers who had previously participated in an experiment at the University of
Massachusetts as 3- to 5-year-old children 12 years earlier. In the earlier experiment, the
children had been exposed to a number of objects. The teenagers were presented with four
objects, only one of which they had seen as children. They were asked to decide which of
the four objects they had seen 12 years earlier.) At one level, the question is whether the
tcenagers remember the earlier event. But just what does this mean? We need to frame this
question more precisely if we are to use the data to answer it. A more precise statement
of the question requires us to place the experiment in a clear conceptual framework, one
which we intreduced in Chapter 1.

We begin by noting that the 20 teenagers may be viewed as a sample from a population
of participants of similar age and experience. Accordingly, the responses in the experiment
are viewed as a sample of responses in the population, The researchers are interested in
whether the responses of the 20 participants provide evidence of memory in the population.
We restate this question as, Is the proportion of correct responses in the population greater
than we would expect by chance? We are closer to the goal of stating the question precisely
enough that we may use the data to answer it, but now we need a definition of “chance.”

We can think of chance performance as that which would occur if none of the teenagers
retaincd any memory of the objects they were exposed to 12 years earlier. When they were
required to choose one of the objects, we assume they would simply “guess” in such a way
that each of the four objects would be equally likely to be chosen. Therefore, assuming
chance performance, the probability of a correct choice is 1/4, or .25. If the experiment was
performed many times, each time employing a new random sample of 20 teenagers from
a population that had experienced the correct object in childhood, we would expect that,
“on the average,” 5 of the 20 would choose correctly. Note that this assumption of chance

61
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responding does not mean that in any one replication of the experiment there will be exactly
five correct responses, but that the average number of correct responses will be five if the
experiment were carried out many times.

However, the experiment is performed only once. Given that the probability of a correct
choice is .25, finding exactly 5 correct responses would be consistent with the assumption
of chance responding. But suppose 6 of the 20 teenagers responded correctly. Would this
demonstrate that the probability of a correct response in the population was greater than .257
Not necessarily. It is at best weak evidence in favor of memory because 6 correct responses
out of 20 could easily occur if the probability of a correct choice was .25. Suppose, however,
that 18 of the 20 choices were correct. This would seem to be strong evidence that more
than chance is involved, because it seems very unlikely that this result could occur if the
probability of a correct choice was .25. How much evidence does it take to convince us that
the probability of a correct response is greater than .25—38 correct? 10 correct? In order to
make a reasonable decision about whether or not there is evidence of long-term memory
for the childhood experience, we need two things:

1. We need to know the probability distribution, assuming only chance responding.
If the members of the population had no memory for the childhood event, and if
the experiment was performed many times, each time employing a new random
sample of teenagers from a population that had experienced the correct object in
childhood, what proportion of such experiments would yield 11 correct? Or 12
correct? Or any other number of correct responses from 0 to 20?7

2. We need a decision rule for deciding whether the observed number of correct
responses is so much greater than 5, the number expected by chance, that we are
willing to reject the hypothesis that only chance factors (and not memory) are
involved.

In summary, our inferences are fallible because performances vary as a function of
many factors beyond the researcher’s control. Statistics such as the proportion of correct
responses in a sample, or the sample mean and variance, will rarely, if ever, exactly match
the population parameters they estimate. However, despite this uncertainty, inferences about
population parameters can be made. The data from the sample, together with certain as-
sumptions about the population of scores, provide a basis for such inferences. Understanding
the process by which inferences are drawn requires understanding random variables, their
distributions, and probability. In the next part of this chapter, we present these topics. Given
that conceptual foundation, we can then return to the question of whether the participants in
the Chen and Myers experiment exhibited better than chance memory. To develop a statisti-
cal test to address this question, we will make use of a particular probability distribution, the
binomial. Although the applicability of the statistical test we present is somewhat limited,
it should be easy to understand. Furthermore, the issues raised, and the concepts defined,
are basic to inferential processes in general.

4.2 DISCRETE RANDOM VARIABLES

Continuing with our example of the memory experiment, we state that the number of
participants (out of 20) who correctly choose the object seen in the earlier experiment
might be symbolized by Y. Y is referred to as a random variable; in this example, the
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variable Y can take on any of the 21 integer values in the range from 0 to 20. Y is a discrete
random variable because there are values within the range of ¥ that cannot occur. Although
only whole numbers can be observed in the preceding example, the potential values of a
variable need not be integer or even equally spaced for the variable to be discrete. We might
discuss the results of the experiment in terms of the proportion of participants who were
correct, in which case the random variable would take on the fractional values 0, 1/20,
2/20,...,20/20.

Variables that can take on any value within their range are called continnous random
variables. Consider the time it takes a participant to make a response in some experimental
task. Typically, in this era of high-speed microcomputers, response time can be measured
to the nearest millisecond. Although we may not be able to observe response times more
accurately, response time is a continuous random variable. The clock may not be capable of
recording it, but any time can occur; the limitation is in the measuring instrument and not
in the variable itself. Considerably more will be said about continuous random variables
in Chapter 5 and, in fact, throughout this book. In this chapter, the focus is on discrete
random variables simply because the ideas we wish to develop about inference are more
easily understood in this context.

4.3 PROBABILITY DISTRIBUTIONS

As we indicated in Section 4.1, we are frequently interested in whether scores that are
actually observed, or statistics based on these scores, differ very much from what would
be expected by chance. In this section, we begin to clarify what we mean by the expres-
sion “expected by chance.” Consider the participants in a memory experiment similar to
the one just described, but, to simplify things at this stage, assume that each participant
is presented with only two objects, one of which is the correct (i.e., previously presented)
one. In this simplified memory experiment, if a participant were to make a response by
guessing, the probability of being correct on any problem would be .5. For now we also
restrict our discussion to only 4 participants in this memory experiment. An appropri-
ate random variable reflecting the performance of this group of participants would be Y,
the number of participants responding correctly. Given that each response must either be
correct (C) or in error (E), and assuming 4 participants, there are only 2* (or 16) pos-
sible patterns of correct and error responses; each of these is associated with a value
of Y. These patterns are presented in Table 4.1, together with the corresponding values
of ¥.

If the participants are guessing, any of the possible values of ¥ may occur, although
some values are more likely to occur than others. The set of probabilities corresponding to
each possible value of Y is called the probability distribution of Y. The column labeled
p{v) in Table 4.1 contains the probabilities associated with guessing, assuming that there
are only two choices. These probabilities are also plotted in Fig. 4.1.

Where do these probabilities come from? How can they be used in answering questions
that may be of interest to us? We will consider each of these issues in turn.

The probability distribution is derived by beginning with a statistical medel, a set of
assumptions about how responses are generated that is explicit enough for probabilities
to be calculated. Different sets of assumptions will lead to different values of p(y). In the
current situation, a desirable model would be one that allows the calculation of probabilities
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TABLE 4.1 POSSIBLE PATTERNS OF C AND E RESPONSES

FOR 4 PARTICIPANTS

Pattern No. Correct {y) ply)
(E\E2E3ES) 0 1/16 = .0625
(E\E,E3Cy) 1
(E\E2CREy) 1
(E1CrE3Ey) 1 4/16 = .25
(C\E2ESEy) 1
(E1E2C3Cy) 2
(E1CrE3Cy) 2
(E\C2CLEy) 2
(CIE2E5Cy) 2 6/16 = .375
(CIELCLEy) 2
(C1CoEEy) 2
(C1C.C3Ey) 3
(C1CERCy) 3
(CEL,CLCy) 3 4/16 = .25
(E,C.C3Cy) 3
(C1C2C3Cy) 4 1/16 = .0625

Y =1

Note. The subscripts denote the 4 different individuals.

0.500

0.375 -

p(Y=y)

!

0.250 —
0.125 ‘ |
0.0 0 1 2 3 4

y

Fig. 4.1 Theoretical distribution of the number of correct
responses when p(C} = .5.
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to be relatively simple, yet captures the essential features of what we mean by guessing.
We employ the following model:

1. On each trial (in the example, for each participant) the probability of a correct
response is .5.

2. The responses are independent of one another; that is, the probability of a correct
response on any trial does not depend on the outcomes of any other trials. In our
example, the probability that any one participant makes a particular choice does
not depend on the choice of any other participant.

The first assumption seems reasonable given that each participant has only two possible
responses. It is equivalent to assuming that participants perform as though they are randomly
selecting responses from a box containing two slips of paper, one marked with the word
“correct” and the other with “error”” Each participant shakes the box vigorously and one
of the slips of paper is selected. The second assumption requires that after selecting a slip
of paper, the participant replaces it so that the next participant is not influenced by the
preceding participant’s response.

Given these assumptions, it makes sense that all 16 patterns in Table 4.1 are equally
likely to occur. Therefore, the probability of 0 correct responses is 1/16 or .0625; we
usually write p(¥Y = 0) = .0625. Similarly, because we know there are four equally likely
sequences with one correct response, we know that p(Y = 1) =4/16 or .25. We have
just assigned numbers called probabilities to the events ¥ = 0 and ¥ = 1. In general, we
calculate p(Y = y), where Y is the random variable and y is a specific value that ¥ can
take. As we noted earlier, these values, which we collectively refer to as p(y), are presented
in Table 4.1 and are also graphed in Fig. 4.1, in which the height of each bar indicates the
probability of the corresponding value of Y.

It should be emphasized that different assumptions lead to different probability dis-
tributions. If, as in the Chen and Myers memory experiment, there were four alternatives
rather than two, assumption 1 would have to be modified to state that the probability of a
correct response on each problem was .25 (as though there were now four slips of paper in
the box, one marked “correct” and three marked “error”). All the response patterns and the
corresponding values of Y listed in Table 4.1 would still be possible, although the proba-
bilities associated with them would change. As you might guess, the probability of getting
three or four problems correct would now be much less than indicated in Table 4.1. If the
participants were not guessing and we could assume that the probability of a correct re-
sponse was, for example, .8, still another probability distribution would be indicated. Later
in the chapter, we develop a general formula for calculating values of p(Y = y).

Keep in mind why we generated the probability distribution of Table 4.1: to answer
questions about whether or not the participants were guessing, we had to get some idea of
what kind of data to expect if they were, in fact, guessing. The probability distribution we
generated is called a theoretical probability distribution because it was generated on the
basis of a statistical model. In this case, our statistical model was a theory we had about
how people would respond if they were guessing. If the assumptions we made were valid,
and if we performed many random replications of the memory experiment (assuming four
participants and two choices), in 1/16 of the experiments no one would be correct; in 1/4
of the experiments one participant would be correct; and so on. In short, the proportions of
experiments yielding various values of Y would match the theoretical values in Table 4.1.
We can see this, and get a better sense of what we mean by “many random replications
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TABLE 4.2 PROPORTION OF SIMULATED EXPERIMENTS IN WHICH
THERE WERE Y CORRECT RESPONSES

No. of Experiments

No. Correct{y) 10 100 1,000 10,000 Theorefical Prob.

0 d .09 058 .0603 .0625
1 2 .25 256 .2493 2500
2 4 34 .389 3772 3750
3 328 237 2552 .2500
4 0 .04 060 .0580 .0625

Note. p(c) = Sand n =4,

of the experiment,” by considering the results of computer simulations of the experiments.
We simulated participants performing according to our model in either 10, 100, or 10,000
“experiments,” each of which had four participants for whom the probability of a correct
response was .5. We then recorded a value of Y for each simulated experiment; recall that ¥
is the number of correct responders out of four participants. The observed probability dis-
tributions of Y are presented in Table 4.2, together with the theoretical values of p(y). The
numbers in each column are the proportions of experiments in which there were y correct
responses; note that each column sums to 1.0. When there are only 10 simulated experi-
ments, the probabilities clearly differ from those for the theoretical distribution, though the
distribution shapes have some similarity. The observed proportions more closely approach
the theoretical probabilities as the sample size increases. Thus, the theoretical probabilities
may be viewed as the proportions of an infinitely large set of experiments having a particular
value of ¥, assuming the statistical model is correct.

The idea of repeating an experiment many times and obtaining the value of some
statistic (here Y, the number of correct responses in the example) from each experiment
is basic to the inferential procedures described throughout this book and used by most
researchers. The idea is important enough for us to summarize the general steps:

1. A statistical model is formulated.

2. Onthe basis of this model, a theoretical distribution of a statistic of the experiment is
derived; this distribution is called a sampling distribution. This is the distribution
we would obtain if our model is correct and we were to repeat the experiment
many times, plotting the distribution of the statistic (Y in the example) over the
many replications of the experiment.

3. The sampling distribution is then employed, together with the data from our exper-
iment, to draw inferences about the population.

We have our statistical model and a theoretical sampling distribution (Table 4.1) for four
trials (participants) and p = .5. Now we can use this theory together with observed data to
investigate whether people in the memory experiment are simply guessing. To accomplish
this, we have to be clearer about the question. We can formulate it this way: Is the probability
of a correct response in the sampled population .5 or does our experimental evidence indicate
it is higher than .5? One possible decision rule is to conclude that performance is better
than chance if 3 or 4 responders—more than 50% of the sample of responders—are correct.
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However, the values in Table 4.1 suggest that 3 or 4 correct is not strong evidence that
performance is better than we would expect by chance. As we can see from that table,
assuming our model of chance guessing, the chance a sample would have 3 or 4 correct
responses is .3125 (that is, .25 4 .0625). In other words, even if participants were guessing,
there is almost one chance in three of getting at least 3 correct responses. Stronger evidence
of memory would be provided if we require all 4 participants to be correct. According to
our model, if people are guessing, only 1/16 of similar experiments (.0625) would yield 4
correct responses. Therefore, if all 4 participants are correct, either they are guessing and
a relatively unlikely event has occurred, or performance in the population is better than
chance.

We can now outline the rationale underlying statistical testing. If in the context of
a particular experiment we wish to examine the hypothesis that only chance is involved.
a model of chance performance is used to generate a probability distribution. There are
certain outcomes, consistent with an alternative hypothesis (e.g., that the probability of a
correct response is above the chance level), that will be very unlikely if the model is valid.
If one of this set of outcomes is obtained in the experiment, we will conclude that the model
is not valid and that something other than chance is involved. Although these basic ideas
are involved in a variety of statistical tests, the advantage of first developing ideas about
inference by using a discrete random variable is that the relevant probabilities are easier to
understand and calculate. Although we will not have to deal with very complicated aspects
of probability, a thorough understanding of a few basic concepts will be required. The next
section provides an introduction to some of these concepts. Following that, we present a
class of probability distributions of which the one in Fig. 4.1 is a member. These are then
used to demonstrate further how inferences can be drawn from data.

4.4 SOME ELEMENTARY PROBABILITY

Suppose we have a class of 100 students, of whom 60 are men and 40 are women. The
instructor, a kindly statistician, gives no grades lower than C. The number of male and
female students receiving each grade is presented in Table 4.3. Suppose further that the
sex of each student, along with his or her grade, is written on a separate slip of paper. The
100 slips are placed in a box. If a slip of paper is randomly selected from the box, we can
determine the probability that the slip drawn belongs to a particular sex and has a particuiar
grade written on it. We can use this very simple “probability experiment” to introduce some
basic ideas about probability.

TABLE 4.3 DISTRIBUTION OF GRADES FOR MEN

AND WOMEN
Grade
Sex A B C Total
Female 12 24 4 40
Male 15 36 9 60

Total 27 60 13 100
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4.4.1

First, by random selection, we mean selecting a slip of paper in such a way that each
slip is equally likely to be chosen. We might achieve this by vigorously shaking the box
before selecting the slip. There are 100 slips of paper and one of them will be selected.
There are only 100 possible outcomes, each corresponding to a value of sex and grade.
The possible outcomes of a probability experiment are called elementary events, and the
complete set of elementary events is called the sample space for the experiment. Here, if
we assume random selection, each of the 100 elementary events has an equal probability
of occurring.

We are frequently not so much interested in the probability of a particular elementary
event as we are in the probability of meaningful collections of elementary events, which
are usually called event classes or simply events. We might be interested in the probability
of the event “getting a grade of A,” which we can denote by p(A). When the probabilities
of elementary events are equal, the probability of an event is easily computed. In this case,

p(A) = =2 (4.1)
n

where n(A) is the number of elementary events in A and n(S) is the number of elementary
events in the entire sample space. For our probability experiment,

w2
P = 100

because there are only 100 elementary events and 27 of them belong to the event A. It should
be clear that p(A) cannot take on any values greater than one or less than zero. Similarly, if
the event of interest is M, “being male,” p(M) = 60/100 = .60. Because events like A and
M contain all the elementary events in a row or a column of the table, their probabilities
are often referred to as marginal probabilities.

Joint Probabilities

The probability of obtaining a particular combination of events is referred to as a joint
probability. For example, p(A and M), which is read as “the probability of A and M,” is
the probability of the joint event (A, M); that is, it is the probability of selecting a slip of
paper with both “A” and “male” written on it. If the probabilities of the elementary events
are equal, p(A and M) can be obtained by using

p(Aand M) = MAMIM) 4.2)
n($)

where n{A and M) is the number of elementary events that belong to both events A and M.
For the data of Table 4.3, p(A and M) = .15, because 15 of the 100 slips of paper correspond
to grades of A obtained by male students. Similarly, if the events B and F correspond to
“getting a grade of B” and “being female,” respectively, p(B and F') = 24/100 = .24. Note
that p(A) must always be at least as large as p(A and M) because event A will always
contain at least as many elementary events as joint event (A, M). These ideas may be
clarified by reconsidering Table 4.3. Each column represents the event of a letter grade and
has two nonoverlapping parts. For example, the column representing event A consists of
jointevents (A, M) and (A, F). Note that n{A) = n(A and M) + n(A and F), and it follows
from Equations 4.1 and 4.2 that p(A) = p(A and M) + p(A and F). An additional fact to
note is that, because of the way in which it is defined, p(A and M) = p(M and A).
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Probabilities of Unions of Events

The union of two elementary events consists of all the elementary events belonging to either

of them. The elementary events forming the union of events A and M are the following cells

of Table 4.3: (A, F), (A, M), (B, M), and (C, M). The expression p(A U M), or p(A or

M) refers to the probability of obtaining an elementary event belonging to either A or M,
that is, falling into any of the four cells just noted. Therefore,

n(AorM)
Aor M) = ————— 4.3

p(Aor M) n(S) (4.3)

12+15+364+9

100 -

because 72 of the 100 elementary events belong either to A or to M. Note that n(A or M)
does not equal the sum of n(A) and n(M). As should be clear from Table 4.3, this sum
counts twice the 15 elementary events that belong to both A and M. Verify for yourself that
p(A or M) = p(A) + p(M) — p(A and M). Also verify that p(A or F) = 55/100 = .55.
In general, if £ and E, are two events of interest,

72

p(E or Ey) = p(E1) + p(E2) — p(Eand E;) (4.4)

Conditional Probabilities

We may be interested in the probability of obtaining a grade of A when only the male students
in the class are considered. This probability is called a conditional probability because it
is the probability of A given the condition that M occurs. It is denoted by p(A|M), and it
is read as “the probability of A given M.” There are 60 slips of paper labeled “male” and
15 of them correspond to grades of A. Therefore, p(A|M) = 15/60 = .25. More generally,
p(A|M) is the proportion of all elementary events in M that also belong to A, or
n(Aand M) p(Aand M) .
p(A|M) nOD) oD (4.5)
Verify that, for the current example, p(B|M) = 36/60 = .60; p(M|A) = 15/27 = .56; and
p(A|B) =0/60 = 0.

Two important ideas about conditional probabilities should be noted. First, people
have a tendency to confuse conditional probabilities with joint probabilities. Look care-
fully at Equations 4.2 and 4.5. The conditional probability p(A|M) is the probability of
selecting a slip of paper that is labeled “A” if a selection is made from only the 60 slips
labeled “male.” The joint probability p(A and M) is the probability of selecting a slip
labeled both “A” and “male” if selection is randomly made from all 100 slips of paper.
A conditional probability has to be at least as large as, and generally is larger than, the
corresponding joint probability because the set from which we sample is a subset of the en-
tire sample. For example, when we calculate p(A|M), we are dividing by only the number
of male students, a number less than the total sample. Bear in mind, however, that al-
though joint and conditional probabilities are not the same, they are related, as Equation 4.5
demonstrates.

The second idea is that for any two events A and M, there are two conditional probabil-
ities, p(A{M) and p(M|A). These two conditional probabilities will generally not have the
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same values; in our current example, p(A|M) = 15/60 = .25 and p(M|A) = 15/27 = .56.
As this example illustrates, the denominators are based on different subsets of the entire
sample, and these often will have different numbers of elementary events.

An important extension of the ideas about joint and conditional probability is incorpo-
rated into Bayes’ Rule, a mathematical formulation that has implications for understanding
the relations among conditional and joint probabilities, and that has also provided the foun-
dation for an entirely different approach to statistics, Bayesian analysis. An introduction to
Bayes’ Rule and an example of its application may be found in Appendix 4.3 at the end of
this chapter.

4.4.4 Mutually Exclusive, Exhaustive,
and Independent Events

Two events E| and E, are mutually exclusive if they are incompatible; that is, if an
elementary event belongs to E|, it cannot belong to E;. It follows that if £, and E- are
mutually exclusive, p(E; and E;) = 0, p(E|E;) = 0, and p(E,|E;) = 0. In our current
example (Table 4.3), p(A and B) = 0, because if a student received a grade of A in the
course, he or she did not receive a B; p(A and M) is not equal to 0 because some of the
men in the course did receive As.

A set of events is exhaustive if it accounts for all of the elementary events in the sample
space. In our example, the events A, B, and C collectively account for all the students in
the class and are also mutually exclusive. Therefore, p(A or B or C) = 1.00 and we can say
that A, B, and C constitute an exhaustive and mutually exclusive set of events.

Two events E| and E; are independent if p(E,|E;) = p(E1); thatis, if the probability
of event E| is the same whether or not event E, occurs. We may wish to ask questions such
as, Is getting a grade of A independent of sex? This is another way of asking whether the
probability of getting an A is the same for male and female students. If there is independence,
p(AIM) = p(A|F) = p(A). Returning to Table 4.3, we see that p(A|M) = 15/60 = .25;
p(AIF) = 12/40 = .30; and p(A) = .27. Clearly, for these data, getting an A is not
independent of being a male or female student, so (A, M) and (A, F) are pairs of events
that are not independent. In contrast, p(B|M) = p(B|F) = p(B), so getting a grade of B
is independent of the student’s sex. For both male and female students, the probability of
getting a B is .60.

We may also wish to ask more general questions, such as Are the variables grade and
sex independent of each other? For the answer to be yes, each of the six pairs of events
formed by combining levels of sex and grade, specifically, (A, M), (A, F), (B, M), (B, F),
{C, M), and (C, F), would have to be independent. The variables, sex and grade, are not
independent of each other in this example.

Several important concepts concerning independence should be noted. First, if £ and
E; are two independent events, p(E| and E;) = p(E;) x p(E,). To see why this is so,
consider the definition of conditional probability, given by Equation 4.5:

P(E1|Ez) = p(E; and E3)/p(E»)
Multiplying both sides of this equation by p(E,) yields

P(E(|Ey) x p(E2) = p(E;and E,)
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However, we know that if E; and E; are independent, p(E,|E;) = p(E;). Replacing
p(E||E2) by p(E) in the last equation, we have, if E| and E; are independent events,

p(Eyand Ez) = p(Ey) x p(E>)

Itis important to understand that if events E| and E, are mutually exclusive, they cannot
be independent. If E; and E, are mutvally exclusive, E cannot occur if E; does. There-
fore, if Ey and E; are mutually exclusive, then their joint probability and both conditional
probabilities must be zero; that is,

p(Ejand E3) = 0, p(E(|E2) =0, and p(E3JE ) =0

However, p(E)) and p(E3) may be greater than zero, so the basic condition for indepen-
dence—that p(E;|E;) = p(E;) or p(E;|E|) = p{E;)—is not met.

Rules of Probability

We can now summarize the basic rules of elementary probability.

The Multiplication Rule. 1f E| and E, are two independent events,
p(Erand Er) = p(E() x p(E3) (4.6)

In Table 4.3, the events B and M are independent, so p(B and M) = p(B)p(M) =
(.60)(.60) = .36. Note that Equation 4.6 does not hold if the events are not independent;
for example, A and M are not independent and p(A and M) = .15, but p(A)p(M) =
(.27)(.60) = .162. As indicated in the last section, Equation 4.6 follows directly from the
definitions of independence and conditional probability. The rule can be extended to any
number of independent events; for example, if three events E|, E5, and E5 are independent
of one another,

p(Eyand E; and E3) = p(E) x p(Ez) x p(E3) 4.7)

Although in this chapter we are concerned with independent events, the multiplication
rule can be extended to events that are not independent. In this case,

p(E;and Er) = p(E1) x p(E>|Ey) = p(E3) x p(E\|E)) (4.8)
Equation 4.8 follows directly from the definition of conditional probability (Equation 4.5):
p(Ei|E2) = p(Erand Ey)/ p(E)
Multiplying both sides of this last equation by p(E>) yields
P(Ez) x p(Ey|E) = p(E) and E>).

For example, applying Equation 4.8 to the data of Table 4.3, we can see that p(A and M) =
p(M) p(AIM) = (.60)(15/60) = .15.

The Addition Rule. If E; and E, are two mutually exclusive events,

p(Eyor E2) = p(E() + p(E2) (4.9)
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TABLE 4.4 SOME PROBABILITY DEFINITIONS AND RULES

Definition or Rule Formula

Some probability definitions

Probability of event A p(A) = n(A)/n(S)
Probability of joint event A and B p(A and B) = n(A and B)/n(S)
Probability of the union of events A and B p(Aor B) = n(Aor B)/n(S)
Conditional probability of A given B p(A|B) = p(A and B)/p(B)

= n(A and B)/n(B)
Some probability rules

The addition rule for unions of events p(Aor B) = p(A) + p(B)—p(A and B)
Special case of the addition rule if the

events are mutually exclusive p(Aor B) = p(A) + p(B)
The multiplication rule for joint events p(A and B and C)

= p(A)p(BlA) p(C|A andB)
Special case of the multiplication rule p(A and B and C) = p(A)p(B)p(C)
for independent events

This can be extended to any number of mutually exclusive events; for example, if E;, £,
and E; are mutually exclusive events,

P(E or Eyor Ey) = p(E() + p(E») + p(E3)

As we explained in Subsection 4.4.2 (and see Table 4.3), if events E| and E; are not mutually

exclusive,

pP(Eyor Ez) = p(Ey) + p(Ez) — p(E; and E3) (4.10)
For example, in Table 4.3, p(A or M) = p(A) + p(M) — p(A and M) = 27 + .60 —
15 =72

Table 4.4 summarizes much of what has been presented in Section 4.4 to this point. It
includes important definitions and the rules embodied in Equations 4.6—4.10.

Although the multiplication and addition rules are very simple, people often mix them
up. It should be emphasized that the multiplication ruie tells us how to calculate p(E; and
E>»), the probability of the joint occurrence of E; and E;. The addition rule tells us how to
calculate p(E; or E), the probability that £, or E; occurs. This union of E| and E, (E; or
E,) will include the joint event (E; and E,), but it also includes occurrences of E; without
E, and of E, without E|.

4.4.6 The Sample Space for an Experiment

In the previous few sections, we discussed a sample space in which the elementary events
were the 100 combinations of sex and grade that could be sampled from a class. We now
apply some of the ideas that we have developed about probability to the memory experiment
that was introduced earlier. In the terminology we have developed, each of the possible
patterns of 4 correct and error responses presented earlier in Table 4.1 may be viewed as an
elementary event. These elementary events are mutually exclusive and exhaust the sample
space for an experiment with four participants, each making either a correct or incorrect
response. Figure 4.2 represents the events of Table 4.1 in a tree diagram.
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Fig. 4.2 Tree diagram for four trials (C = correct, E = error).

In Fig. 4.2, the top branch corresponds to the pattern (C;, Cs, C3, C4), the next is (C},
C, C3, E4), and so on. The subscripts indicate the 4 individuals in the experiment. The
16 patterns are mutually exclusive and exhaust the possibilities that can occur. If we assume
independent outcomes for the 4 participants, we can find the probability of each pattern by
using the multiplication rule. If p(C;) = 1/2 for j =1, 2, 3, and 4, then

p(Cyand C; and Cs and Cy) = p(C|)p(C2) p(C3)p(Ca)
= (1/2)(1/2)1/2)(1/2) = 1/16
and the probabilities for each of the other 15 sequences are also 1/16.

We can now obtain the probability distribution of ¥, the number of correct responses,
using the addition rule as necessary; for example,

p(Y =0) = p(E,and Es and Ezand E4) = 1/16
p(Y = 1) = p(Cl and Ez andE3 andE4)+ s +p(E1 andEzandEg andC4)
=4/16

and similarly for the rest of the possible values of Y. The rules of probability allow us to
generate the theoretical probability distribution that was presented in Table 4.1 and Fig. 4.1.

The outcome probabilities can easily be calculated, no matter what the probability of
a correct answer is for either problem. In the Chen and Myers experiment, each participant
had to select one of four objects. Assuming guessing, p(C), the probability of a correct
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response is 1/4 and p(E) = 3/4. Then, for example, the probability of exactly 1 correct
response is now

p(¥Y =1)= p(Cyand E; and Esand E4) + - - - + p(E and E> and Ex and Cy)
= (1/H3E/H3B/DHE/H + -+ B/DH3B/H3E/H(1/4)
=4 x 27/256 = 108/256 = 422

Before ending this introduction to probability, we should emphasize several points.
The sample space, S, consists of all of the elementary events, and the probabilities of the
elementary events must sum to 1. This must be the case because the elementary events are
by definition mutually exclusive and exhaustive. In the memory experiment example, the
events 0, 1, 2, 3, and 4 correct responses are also mutually exclusive and exhaustive and so
their probabilities must also sum to 1. In general,

p(S) =1 4.11)

The sample space can always be partitioned into two mutually exclusive and exhaustive
sets of elementary events; call these A and A (“not A” and called the complement of A).
For example, let A be “zero correct responses” in the 4-participant memory experiment.
Then A is “1 or more correct.” We could calculate p(1 or more correct) by using the addition
rule; that is, we could add p(1 correct) + p(2 correct) + p(3 correct) + p(4 correct). It is
simpler to note that, because p(S) = 1, p(1 or more correct) must equal 1— p(0 correct).
In general,

p(A) =1- p(A) (4.12)

It should be evident from the definition of probability in Equation 4.1 that a probability
must have a value within the range from zero to one. More precisely,

0<p(A)=1 (4.13)

4.4.7 Sampling With and Without Replacement

Suppose we select two individuals from the sample summarized by Table 4.3. What is the
probability that both will be men? When sampling is done with replacement, if a man is
selected on the first draw, he is put back into the sample (i.e., replaced) and is therefore
eligible to be selected again on the second draw. This means that if sampling is performed
with replacement, selecting a man on the first draw (44;) and selecting a man on the second
draw (M>) are independent events, so p(M; and M,) = p(M;) p(M;) = (60/100)(60/100)=
.360. However, when sampling is performed without replacement, if a man is selected on
the first draw, he is not replaced, so there is one less man eligible for selection on the second
draw. Consequently, the events M; and M, are not independent. Now, p(M,| and M;) =
p(M1) p(M3| M) = (60/100)(59/99) = .358. Note that here, even though the events are
not independent, the probability is similar to that calculated by assuming independence,
because the sample is fairly large (see Appendix 4.2).

This concludes our introduction to probability. It is brief and far from complete. Nev-
ertheless, it provides the basis for discussing a particular type of probability distribution
known as the binomial. In turn, the binomial distribution provides a context within which we
can introduce aspects of inference involved in the use of many other statistical distributions.
So, without further ado, let’s consider the binomial distribution.
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4.5 THE BINOMIAL DISTRIBUTION

4.5.1

Figure 4.1 and the p(y) column of Table 4.1 present the distribution of one random variable,
the number of correct responses, for the special case in which there are four trials and the
probability of a correct response on each trial is .5. It would be useful to have a general
formula for the probability distribution for any number of trials and for any probability of a
correct response. For example, in the Chen and Myers experiment, 20 teenage participants
were presented with four objects, one of which they had been exposed to in a laboratory
task when they were preschoolers. In order to decide whether memory for the previously
seen object was at a better than chance level, the chance probability distribution had to be
determined. The question becomes, If the participants are guessing, what is the probability
distribution? In this example, p(C) = .25, and n, the number of trials (participants), is 20.
Once we have the chance distribution, we can formulate a decision rule. For example, using
an equation that we develop in the next two sections, we can calculate that if p(C) = .25
and n = 20, the probability of 9 or more correct responses is less than .05 (.041). Therefore,
if 9 or more participants are correct, either they are guessing and are very lucky, or p is
actually greater than .25. Given that guessing is very unlikely to produce 9 or more correct
responses, we might form the following decision rule: If 9 or more responses are correct,
reject the hypothesis that the true probability of a correct response is .25 in favor of the
hypothesis that it is greater than .25. To form such decision rules for any experiment of
this type, we need to be able to calculate the theoretical probability distribution assuming
chance performance. We now develop a formula to enable us to do just that.

Basic Assumptions

Look again at Figs. 4.1 and 4.2. They represent specific instances of a general experimental
situation that has the following three characteristics:

1. Bernoulli Trials. On a Bernoulli trial, there are exactly two possible outcomes;
examples would be “correct” or “error,” “head” or “tail,” and “success” or “failure.”
The two outcomes possible on each trial will be referred to as A and A (“not A”)
and their respective probabilities will be denoted by p and g. Because A and A
exhaust the possible outcomes on a trial, p + ¢ = 1.

2. Stationarity. This is the assumption that p and ¢ stay constant (“‘stationary”) over
trials. Thus, if the probability of a correct response is 1/4 on trial 1, it is 1/4 on all
trials.

3. Independence. In the example of the memory experiment, we assumed that the
probability that a participant responded correctly was the same regardless of how
other participants responded. In general, the assumption of independence is that
the probability of an outcome of any trial does not depend on the outcome of any
other trial.

The preceding assumptions justify the probability calculations that yield the binomial
distribution. If that distribution is used to draw inferences about some population, and
the underlying assumptions are not correct, the inferences may not be valid. We will have
more to say about the consequences of violating assumptions after illustrating the use of
the binomial distribution in testing hypotheses about the population.
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4.5.2 The Binomial Function

Consider an experiment with n Bernoulli trials, each with possible outcomes A and A. The
outcome probabilities, p and g, are stationary over trials and do not depend on the outcomes
of other trials. We want a formula for p(Y = y), where Y is a discrete random variable and
the values it can take on are the possible number of A responses that can occur in » trials.
In an n-trial experiment, Y can take on the values 0, 1, 2, ..., n. Suppose that n andp are
specified and we calculate p(Y = y) for each possible value of Y in turn. The result is a
probability distribution; the distribution in Fig. 4.1 is a specific example obtained by setting
n at4 and p at .5. An infinite number of distributions that belong to this general family can
be generated by using different combinations of p and n. Any distribution in this family is
referred to as a binomial distribution. In this section, we develop a formula for calculating
the probability of y responses as a function of # and p. This binomial probability function
will be denoted by p(y; n, p) to indicate that it is the probability of y responses of type A
when there are # trials with p(A) = p on each trial.

Table 4.1 and Fig. 4.2 present the 16 possible sequences for a four-trial experiment.
Note that the trial outcomes, A and A, need not come from different individuals as they
did in the example of the memory experiment. For example, A and A could represent
correct and error responses by an individual on four multiple-choice questions. Then each
pattern would represent a sequence of such responses for the four questions and p would
be the proportion of correct responses in a population of such items. From now on, we
will use the more general term combination to refer to a sequence or pattern of A and
A responses.

Suppose we wish to find the probability of obtaining exactly three A responses in
four trials. Assuming that the responses A and A are independently distributed over tri-
als, we can use the multiplication rule developed earlier to calculate the probability for
each combination of A and A responses. For example, the probability of the combination
(A, A, A, A) would be (p)(p)(p)(g) or p’q. What we want, however, is p(3, 4. p), the
probability of exactly 3 A responses in four trials. That is, p((A, A, A, A) or (A, A, A, A)
or (A, A, A, A) or (A, A, A, A)). These four combinations are mutually exclusive (i.e.,
exactly one will occur in a four-trial experiment in which there are three A responses and
one A response). Therefore, the probability of three A and one A response in any order
is the sum of the probabilities of the combinations, or 4p3g. In general, we calculate the
probability of a combination having y A responses; we then multiply by the number of such
combinations.

The approach can be generalized to any value of n. The probability of any one specific
combination of y A responses and n — y A responses is p¥q”~*. The probability of exactly
v A responses and n — y A responses is

plysn, p) =kp’qg"™’ (4.14)

where k is the number of combinations consisting of y A and n — y A responses. We just
about have our binomial function; all we still need is a formula for &, the number of ways
in which y A and (n — y) A responses can be combined. This number of combinations is

()
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This is referred to as the binomial coefficient. The derivation of this coefficient is presented
in Appendix 4.1 at the end of this chapter. Its formula is

n rz!
(y> = S ! (419

where n! = (n)(n — 1)(n — 2) ... (3)(2)(1) and G! = 1. Also, note that

()l )

have the same value. Substituting y = 0, 1, 2, 3, and 4 in turn into Equation 4.15, verify that
the formula yields the values 1, 4, 6, 4, and 1, respectively; these are the numbers of com-
binations that appear in Table 4.1. Of course, writing out and counting all the combinations
becomes rather tedious when there are many trials. For large ns, Equation 4.14 becomes
quite useful.

Replacing k in Equation 4. 14 with the formula for £ in Equation 4.15 yields the binomial
probability function:

n!

: ¥ =y 416
vin =y (10

plysn, p) = (rvl) pq" =
Numerical values of this probability for various values of n, p, and y are contained in
Appendix C at the back of the book (Table C.1). You may use the values contained there
to verify our statement that the probability of 9 or more correct in 20 trials is .041 if
p =.25.

Figure 4.3 presents several binomial distributions for various values of n and p. For
easier comparison across different values of n, the outcome probability is plotted as a
function of the proportion of A responses, Y/n. For example, when n = 10 and p = .5,
we expect to observe 40% correct responding (4 A responses in 10 trials) with probability
.2051. In the long run (i.e., if the experiment were repeated many times), the proportion of
experiments with 4 A and 6 A responses should equal .2051, if the binomial model is correct.
Several points should be noted about these distributions. First, when p = .5, the distributions
are symmetric. Second, when p = .25 and skewness (asymmetry) is present, as n increases
the distribution becomes more symmetric about the value of Y/n that corresponds to p.
Third, the distributions appear more continuous in form as » increases. The importance
of these observations lies in the fact that if » is sufficiently large, particularly when p is
close to .5, the binomial distribution looks much like the normal distribution, which then
can be used to get binomial probabilities with considerably easier calculations. This point
is developed in Chapter 5.

A fourth detail to note about Fig. 4.3 is that the probability of getting a value of Y/n
close to p increases with n. Consider the probability if p = .5 that ¥/n lies in the range from
4to.6;thatis, p(4 < Y/n <.6). Whennis 10, p(.4 < Y/n < .6)is the probability that ¥ =
4,5, or 6, which is .2051 4 .2461 + .2051, or .6563. When # is 20, p(.4 < Y/n < .6) is the
probability that Y = 8,9, 10, 11, or 12, which is .1201 + .1602 4 .1762 +- .1602 + .1201,
or .7368. When n is 40, the probability is .8461. This point is very important; it means that
as n grows larger, the proportion of A responses observed in a single experiment is more
likely to be close to the population parameter. We do not prefer larger data sets to smaller
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Fig. 4.3 Binomial distributions as a function of sample size and
probability.

ones because of some deeply ingrained work ethic; we do so because it is more likely to
result in a sample statistic that is closer to the population parameter of interest. Statistics that
have a higher probability of being within any fixed range of the population parameter as n
increases are called consistent estimators of the parameter. We have more to say about this
desirable property of sample statistics, and about other properties important to estimating
population parameters, in Chapter 5.
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4.6 MEANS AND VARIANCES OF DISCRETE DISTRIBUTIONS

4.6.1

In drawing statistical inferences, we are concerned with the parameters of a theoretical pop-
ulation of scores; quite often the population mean and variance will be the parameters of
interest. Equations 2.4 and 2.7 for the sample mean and variance are not directly applicable to
the calculation of the population mean and variance, because the individual scores in the pop-
ulation usually are not available for summing and the number of such scores is often infinite.
However, when the random variable is discretely distributed, we usually know its possible
values, and, assuming some theoretical distribution such as the binomial, we also know the
probability of each value. This provides us with a way of defining the mean and variance for
discrete distributions. We present the necessary equations in the following section, using the
binomial distribution to illustrate. In Chapter 5, we present analogs to these equations, suit-
able for dealing with the mean and variance of continuously distributed random variables.

The Population Mean

Now that we have developed the probability distribution of a discrete random variable,
we can take the opportunity to demonstrate how to find the mean of the distribution. The
concept of a weighted average provides a good way to think about population means. For
example, reconsider Table 4.1, which presents the probability distribution of the number of
correct responses (Y) when there are four independent trials and p is .5 on each trial. We can
conceive of doing this four-trial experiment many times, each time recording the number
of successes. Thus, we have a hypothetical population of numbers from 0 to 4 and we wish
to know what the mean of that population is: Over an infinite number of replications of the
experiment, what will the average number of successes be? This population mean will be
referred to as the expected value of ¥ and denoted as E(Y), and often by the Greek letter,
W (mu). In our example, Y can take on the values 0, 1, 2, 3, and 4, and we can calculate the
proportion of each of these values in the population by using the binomial formula.

The equation for £(Y) is the same as Equation 2.5 for the weighted mean of an observed
set of numbers; the proportions are replaced by p(y), the theoretical probabilities of each
value of Y. Then we define the expected value as

E(Y)=7) yp(y) (4.17)

Appendix B at the back of the book presents some useful information about expectations.
Ifn =4 and p = .5, Equation 4.17 yields the following result for the mean of a binomial
distribution:

E(Y) = O)(/2" + (DI + @UOCL T+ D + (DA
= (0)(.0625) + (1)(.25) + (2)(.375) + (3)(.25) + (4)(.0625)
=2.

In words, take each possible value of ¥ (zero through four in the example of the four-trial
experiment), multiply it by its probability of occurrence, and sum the products. The prob-
abilities in this example are given by the binomial equation, 4.16, and appear in Table 4.2.
It is as if we had a very large number of people, each tossing four fair coins. We note the
number of heads obtained by each person. The average number should be two. In Appendix
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B, which presents the algebra of expectations, we demonstrate that the mean number of
successes in n independent Bernoulli trials is pn, where p is the probability of a success on
a single trial. In the preceding example, p = .5 and n = 4 and (.5)(4) = 2.

4.6.2 The Population Variance

Analogous to the sample variance, the population variance is the average squared deviation
of scores about their mean, or E(Y — w)?. We denote this quantity by o (the Greek letter,
sigma).We can calculate this population variance by

=) - W) (4.18)
v
Applying this equation to our example of the binomial distribution with n = 4 and
p = .5, and recalling that p. = 2 in this case, we have

a? = (0 — 2)2(.0625) + (1 — 2)%(.25) 4+ (2 — 2%(.375) + (3 — 2)°(.25) + (4 — 2)*(.0625)
=1

In the case of the binomial distribution, this result can be obtained more simply; o? =
p(1 — p)n, as we demonstrate in Appendix B.

4.7 HYPOTHESIS TESTING

4.7.1 A Significance Test

Now that we have a probability distribution, the binomial, we can apply it to the example
presented at the beginning of this chapter. Recall that there were 20 participants, each of
whom had been exposed to a set of objects in the University of Massachusetts laboratory
12 years earlier, and who were now required to choose the one object from a set of four that
they had seen in the earlier experiment. The sample statistic of interest will be the number
of participants who make a correct response. In the language developed earlier, we have
20 independent Bernoulli trials; n = 20 and Y is the number of correct responses.

Before proceeding with the actual significance test, a review of the conceptual frame-
work is helpful. Imagine a population of 15- to 17-year-olds who had been in the experiment
12 years previously. Further imagine that a lottery has been held such that each individual in
the population had an equal chance to appear in our study. In this sense, the 20 students who
participated in our study can be viewed as a random sample from a hypothetical population
of [5- to 17-year-olds. The 20 responses actually obtained in the study can be regarded as
having been sampled from the hypothetical population of responses that could be obtained
from this population. Our estimate of the probability of a correct response in the population
will be p, the proportion of correct responders in the sample. We denote the population
probability by the Greek letter  (pi). From now on we will use Greek letters to stand for
population parameters and the more common Latin letters to stand for sample statistics in
order to lessen confusion between the two.

We now must decide between two hypotheses about 7: the null hypothesis, Hy, and
the alternative hypothesis, ;. Here, the null hypothesis states that the members of the
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population are guessing; that is, the probability of a correct response is .25:
H()I m=.25

The alternative hypothesis states that the probability of a correct response is higher than the
chance level; that is, p is greater than .25:

Hy:m> .25

If we assume that the null hypothesis is true, we can specify the probability distribution of
the random variable, Y, the number of correct responses out of 20 responses. We use the
theoretical distribution that ¥ should have if the null hypothesis is true to assess whether
we have enough evidence to reject the null hypothesis. Letting n be 20 and replacing p by
(.25 if Hy is true) in Equation 4.16, we can generate the values of p(y) found in the
7 = .25 column of Table 4.5.

The next step is to determine those values of Y that, if obtained in the study, would lead
to rejection of Hy in favor of Hj. Such values constitute a rejection region. This is a set of
possible values of Y that are consistent with H; and very improbable if Hy is assumed to be
true. Indeed, these values are so unlikely if Hy is assumed that their occurrence leads us to
reject Hy. An arbitrarily chosen value, a (alpha), defines exactly how unlikely ““so unlikely”
is. Traditionally, researchers have set o at .05. We want very strong evidence against Hy
before we reject it.

TABLE 4.5 THE BINOMIAL DISTRIBUTION

No. Correct Py}
y m=.25 =n=.35 r=.50
0 .0032 .0002 .0000
i 0211 .0020 .0000
2 0669 .0100 .0002
3 1339 .0323 0011
4 1897 .0738 0046
5 2023 1272 .0148
6 .1686 1712 0370
7 1124 1844 .0739
8 .0609 1614 1201
9 0271 1158 .1602
10 .0099 .0686 1762
11 .0030 .0336 1602
12 .0008 .0136 1201
13 .0002 .0045 0739
14 .0000 0012 0370
i5 .0000 .0003 .0148
16 .0000 .0000 .0046
17 .0000 .0000 .0011
18 0000 .0000 .0002
19 .0000 .0000 .0000
20 .0000 .0000 .0000

Note. The binomial distribution is shown for n = 20 and
7 = .25, .35, and .50.
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We will now establish a rejection region for the Chen and Myers experiment. Turn
to the 71 = .25 column of Table 4.5 and sum the probabilities, beginning at the bottom of
the column. We begin at the bottom (larger values of Y) because these are the values of Y
consistent with Hy; values of Y at the top of the table are consistent with Hj being true. If
Hy is true, the probability that ¥ has a value between 9 and 20 is

p(9 <Y <20)=.0271 4 .0099 + .0030 + .0008 4 .0002 + 0 = .0410

Note that if we included Y = 8 in the rejection region, the probability of obtaining a value
of Y in that region (assuming Hj to be true) would be .1019, which is greater than the value
of o we had set. Therefore, our decision rule for this experiment is to reject Hy if 9 or more
subjects in the experiment make the correct response.

The logic of our approach underlies the application of many other statistical tests.
Therefore, it is worth reviewing the basic steps in hypothesis testing:

1. State a null and alternative hypothesis.

2. Obtain the distribution of the test statistic assuming Hj to be true. In our example,
H, implies m = .25. The test statistic is ¥, the number of correct responses. In
general, the test statistic (a) is a quantity calculated from the data that is sensitive
to the truth or falsity of the null hypothesis; and (b) has a known probability
distribution when Hj is assumed to be true.

3. Decide on a value of « and establish a rejection region. If Hj is true, the probability
that the experiment yields a value of the test statistic within the rejection region
should be less than or equal to a. Typically, this significance level is .05. Because
we are dealing with a discrete distribution, that value of « was not available to us,
0 in our example o was .041.

4. Run the experiment and calculate the value of the test statistic. If it lies within the
rejection region, Hj is rejected in favor of H;. Otherwise, fail to reject H;.

A statistically significant result means that a value of the test statistic has occurred that
is unlikely if Hj is true. Of course, “unlikely” is not the same as “impossible.” We may be
rejecting a true null hypothesis. Such incorrect rejections of the null hypothesis are called
Type 1 errors. Alpha («) is the probability of such errors; that is, a = p(reject Hy| Hy true).
Note that o is a conditional probability, the probability of rejecting Hy given that Hy, is true.
A useful way to conceptualize this is that if the individuals in the population are actually
guessing (Hy is true), and if we were to replicate the experiment many times, we can expect
to obtain a value of y in the rejection region in .041 of these experiments. By setting o at
this level, we express a level of risk of a Type 1 error that we are willing to tolerate.

Statistical packages usually report an exact p value, that is, the probability that a result
at least as “extreme” as that obtained in the experiment would occur, if the null hypothesis
was true. A result is statistically significant if p is less than the value of o that has been
chosen. For example, if ¥ was 12, p = p(Y > 12{w = .25); that is,

p=p¥ =12+ p¥ =13)+ p(Y = 14) + - + p(¥Y = 19) + p(Y = 20) = .001

The result is statistically significant because p is less than the alpha value of .05. Researchers
have tended to misinterpret these p values in at least two ways. First, they often view the
reported p value as the probability that the null hypothesis is true. This amounts to viewing
p as p(Hy true|data). But, in fact, p is the probability of the observed data given that the nuil
hypothesis is true, or p(data| Hy true). It would be nice if we could calculate the probability
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of the status of Hy from our analysis of the data, but we cannot. What we can do is calculate
the probability of the data under the assumption that the null hypothesis is true, and that is
a very different thing. Second, there is a tendency to compare p values across experiments
or experimental conditions, concluding that if one p value is smaller than another, it must
represent a larger, or more important, effect. However, p values depend on sample size and
variability as well as effect size, and direct comparisons are rarely valid. This is one reason
why we present ways to estimate effect sizes in the following chapters, and emphasize the
importance of such methods.

One- and Two-Tailed Tests

The test we just described for the Chen and Myers study is referred to as a one-tailed test,
or directional test. Because we were interested in whether the sampled population performs
better than chance, the rejection region consisted of only the largest values of Y. On one
hand, in the context of this research example, that makes sense. On the other hand, one
can conceive of many situations in which a departure from the null hypothesis in either
direction would be of interest. For example, in the case of Royer’s data on arithmetic skills
(see Chapter 2), we might wish to know if there is a significant difference in performance on
arithmetic and subtraction; if there was, it might influence the way in which these skills were
taught. We might assign a plus to each student who had a higher addition than subtraction
score, and we might assign a minus if the subtraction score was higher. Then we ask if
the probability of a plus (or, equivalently, a minus) was significantly different from .5. As
another example, as described in Chapter 2, University of Massachusetts medical school
researchers collected data on seasonal variation in clinical states such as depression and
anxiety. Comparing depression scores in winter and summer, we might assign a plus if the
winter score was higher, or a minus if it was lower. In both of these examples, H;, would be

Hy w = 5
The alternative hypothesis would be
H.wm#.5

Suppose 7 is again 20. Turning to the column labeled = .50 in Table 4.5, and assuming
that equal weight is given to both directions and « is close to .05, we would reject Hp if
Y <5orY >15. This is usually referred to as a two-tailed or nondirectional test. Note that,
if we use these rejection regions, the actual probability of a Type 1 error is .021 + .021 =
.042. A larger, but still symmetric, rejection region would include the next value of Y in
each tail; then o would be .042 + 037 + .037, or .116.

4.7.3 The Power of a Statistical Test

In deciding whether or not to reject a null hypothesis, a researcher can make two types of
errors. If the null hypothesis is true, rejecting it is called a Type 1 etror. The probability
of such an error is alpha and it is determined by the experimenter in the way we have
illustrated. Suppose the null hypothesis is false. Failure to reject a false null hypothesis is
called a Type 2 error, and its probability is referred to as B (the Greek letter beta). The
probability of rejecting a false null hypothesis, that is, p(reject Hy|Hy is false), is called the
power of the test. The sum of power and J3 is one.
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The following table may help to clarify the meanings of «, 8, and power:

Decision
Ho Reject Fail to Reject
True o -«
False power=1-f B

The rows represent two mutually exclusive events: Hy is either true or false. Given either
of these two events, the researcher may make one of two mutually exclusive decisions:
reject or do not reject Hy. The cell probabilities are conditional probabilities representing
the probability of the decision given the event. Because one of the two decisions must be
made, the probabilities in each row sum to one.

The Chen and Myers experiment on memory for a childhood event will serve to illustrate
the general principles involved in computing power and should clarify the relation between
power and other quantities such as o and n. We begin by noting that the power of a statistical
test depends on how false Hjy is. If the probability of a correct response in the sampled
population is .9, it is very likely that the sample of 20 subjects will yield a value of ¥ in the
rejection region; therefore, the statistical test has high power. In contrast, if the true value
of 7 is only .6, the probability of a Jarge value of ¥ is much less and so, therefore, is power.

Of course, the true value of the population parameter is never known. However, if
some value of the parameter is assumed, the power of the test against that alternative can
be calculated. For example, suppose we wish to test Hy: = .25 against the alternative
hypothesis, H;: 7 > .25. We can calculate the power of the test for different assumed values
of 7. If we assume a specific alternative hypothesis, say,

Hy:m=.35

we can determine the power of the statistical test of Hy against H,. In other words, we can
calculate the probability of rejecting H if the probability of a correct response is .35 in the
sampled population.

Table 4.5 can be used to obtain the value of power for this example. On the basis of
Hy, Hi, and w, the 1ejection region was determined to be Y >9. Power is the probability of
obtaining a value in this region when H, is true. The actual steps in this calculation are as
follows:

1. Calculate the probability distribution of Y, assuming Hj to be true. In this example,
the distribution is presented in the 7 = .25 column of Table 4.5.

2. Determine the rejection region. In this example (n = 20, « = .05, H;: w >.25), the
rejection region is Y >9.

3. Calculate the probability distribution of ¥, assuming Hj is true. In this example,
p in Equation 4.16 is replaced by .35. The results are presented in the w = .35
column of Table 4.5.

4. Sum the probabilities for ¥ >9 (the rejection region) in the .35 column. This
sum is p(Y > 9|H, = .35), the power of the test of Hy against H,. In this case,
power = .1158 + .0686 + .0336 + .0136 + .0045 4 .0012 + .0003 = .2376.
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Fig. 4.4 Power functions based on the binomial distribution.

The Type 2 error probability, B, is 1 — .238, or .762. These calculations mean that a
test of Hy: = .25 has .238 probability of yielding a significant result if = is actually .35.
If the true value of 7 is even greater than .35, the power of the test will be greater than .238.
Using the 7 = .5 column, verify that power against this alternative to the null hypothesis is
.748.

The approach just illustrated underlies power calculations for all statistical tests. The
possible values of the test statistic are divided into rejection and nonrejection regions; this
division is determined by the value of the parameter under H; and the nature of H, (one
or two tailed). Then the probability of obtaining a value of the test statistic that falls in the
rejection region is obtained, with the assumption that a specific alternative distribution is
the true one.

It is important to be clear about the distinction between H; and H,4. H, is the class
of alternative hypotheses that determines where the rejection region is placed (right or left
tail, or in both tails). Hy is a specific alternative; power is calculated for the test of Hy by
assuming H 4 to be true.

Figure 4.4 presents the power of the binomial test of Hy: m = .50 against several
alternatives. The power functions have been plotted for three conditions: (1) n =20, = .15;
(2) n = 20, @ = .06; and (3) n = 15, a = .06; T1,4 represents specific alternative values
of m. The left panel presents power for a one-tailed alternative and the right panel presents
power for a two-tailed alternative. Three points should be noted that are typical for power
functions for all statistical tests. First, power increases as « increases. This is because the
increase in « requires an increase in the rejection region. For example, when n = 20 and the
alternative is one tailed, the rejection region increases from ¥ >14 to ¥ >13 as « increases
from .06 to .15. Because power is also calculated for this larger set of Y values, it too is
increased. Second, power is affected by the nature of Hy and H;. In the left panel of Fig.
4.4, the alternative hypothesis is H;: 7 >.5. This one-tailed test has more power than the
two-tailed test in the right panel whenever m is greater than .5. This is because the rejection
region is concentrated in that tail of the distribution in the case of the one-tailed test, whereas
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it is divided in half and distributed over the two tails in the case of the two-tailed test. In
contrast, the one-tailed test has virtually no power against specific alternatives of the form
T <.5, whereas the two-tailed test does have power to reject Hy against these alternatives.

The third aspect of power illustrated in Fig. 4.4 is that increased sample size, #n, results
in increased power. This follows from the discussion of Fig. 4.3 in which it was noted that
Y/n is a consistent estimator of . This means that as n increases, Y/r is more likely to
be close to the true value of the parameter. Therefore, if Hy is false, a larger n increases
the probability of getting values of ¥ consistent with the alternative hypothesis; therefore,
power is increased.

The study of power functions has other implications for researchers. First, power func-
tions for different statistical tests of the same Hy can be compared. Assuming that the choice
among tests is not dictated by some other factor (such as validity of assumptions, ease of cal-
culations, or availability of tables), the test with the higher power function should be chosen.
Second, the effects of violations of assumptions on power functions can be assessed. For
example, when the population of scores is normally distributed, the 7 test is more powerful
than other tests that can be used to compare two experimental conditions. However, when
the population of scores is not normally distributed, other tests may achieve markedly more
power (Blair & Higgins, 1980, 1985). Finally, and most important, the relation between
power and sample size can be used to decide how much data should be collected. Suppose
we want power of at least .90 to reject Hy if 7 is at least .75. We can derive power functions
for various values of n similar to those depicted in Fig. 4.4. The n we want for our study is
the one that gives rise to a power function such that there is an ordinate value (power) of at
least .90 when the abscissa value (1) is .75.

The last point deserves further comment. The null hypothesis is almost always false.
If we collect enough data, we are likely to obtain statistically significant results. Whether
the results will be of practical importance or theoretical significance is another matter. The
effect may be trivially small, or in a direction that makes no sense in terms of any theory,
or practical concern. Therefore, it makes good sense before we collect data to ask these
questions: What is the smallest size effect that would be of interest? and What power do we
want to detect such an effect? The answer to these two questions will be major factors in
determining the sample size for our research. Sometimes the required n will be impractically
large and we will have to compromise, have less power, or target a larger effect; or we may
be able to redesign the research so that a smaller sample will achieve the desired power
against the specific alternative hypothesis we had in mind. We return to these issues in
discussions of power in subsequent chapters.

4.8 INDEPENDENCE AND THE SIGN TEST

Throughout the preceding sections on hypothesis testing and power, we have assumed that
Y has a binomial distribution. All the computed probabilities have been based on Equation
4.16. The derivation of that equation rests on the assumption that p is constant across trials
(stationarity) and that the probability of an outcome on any one trial is independent of the
outcome on any other trial. The assumption of independence is of particular importance for
several reasons. First, it is frequently violated in psychological research. Several measures
taken from the same participant will usually be correlated. In addition, whenever responses
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are obtained from members of the same discussion group, school class, or litter of animals,
the responses obtained are likely to be correlated. Social, environmental, and biological
factors will tend to affect the members of such units in a similar way. Second, violation
of the independence assumption frequently will result in a Type 1 error rate very different
from the alpha assumed by the experimenter. Some assumptions can be violated with
minor consequences, but the independence assumption is often quite critical. Third, the
independence assumption plays some role in all statistical test procedures. The binomial
test is used to illustrate the consequences of its violation, but the implications are much
more general.

Consider a study in which 10 pairs of participants discuss a topic. After the discussion,
each of the 20 participants casts a “yes” or “no” vote on the issue under consideration.
Previous research has established that votes are evenly divided between the two positions
when there is no discussion. However, theoretical principles lead the researcher to believe
that “yes” votes will be more frequent than “no” votes following discussion. Thus, the null
hypothesis is Hy: p(yes) = .5 and the alternative hypothesis is Hy: p(yes) >.5. If alpha
is set equal to .06, the binomial table indicates that H; should be rejected if the observed
number of “yes” responses is 14 or more.

There is a problem with this procedure: the two individuals in each discussion pair may
have influenced each other and their responses may not be independent. Let’s see what this
means and then attempt to understand the implications for our testing procedure. We begin
with a case in which the independence assumption is valid. Suppose we had a population
of such discussion pairs. Randomly label one member of each pair M, and the other M.
Over all pairs in the population, the joint probabilities of “‘yes” and “no” responses might
look like this:

yes no

yes 49 21 .70
M,
no 20 .09 30

700 .30

In .49 of the pairs, both members voted “yes,” in .21 of the pairs, M; voted “yes”
and M, voted “no,” and so on. Comparing the products of the marginal probabilities with
the joint probabilities (e.g., .7 x .7 = .49), we should find it apparent that the response of
each member in a pair is independent of that made by the other member. We can verify
this by calculating conditional probabilities; the probability of one member’s response is .7
regardless of whether the other member responded “yes” or “no.”

Unfortunately, this independence result is not the usual outcome in studies of social
interaction. The joint probabilities in the population are more likely to look something like
this:
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M,
yes no
yes 30 20 50
M,
no 20 30 .50
50 50

A check of the products of the marginal probabilities against the joint probabilities reveals
that the independence assumption no longer holds. Calculate conditional probabilities and
verify that the probability that a pair member votes “yes” is higher when the partner also
votes “yes” than when the partner votes “no.”

In order to make clear what the consequences of this dependency within pairs is for the
binomial test, we consider an extreme example. Suppose the joint probabilities of votes were

M,
yes no

yes .50 O .50

no 0 S50 .50
50 .50

In this case, the dependence within pairs is complete: The conditional probability of a “yes”
vote is 1 when the partner votes “yes” and 0 when the partner votes “no.” Note, however,
that the null hypothesis [p(yes) = .5] is true.

Recall that the researcher had sampled 10 pairs from this population and, on the basis
of the binomial distribution table, had decided to reject Hy if there were 14 or more “yes”
votes from the 20 individuals; the researcher assumed a .06 significance level. Unknown to
the researcher, the two members of each pair vote the same way. Therefore, the probability
of 14 or more “yes” votes is really the probability that 7, 8, 9, or 10 pairs vote “yes.” There
are only 10 independent events; they are the pair (not the individual) votes. If this violation
of the independence assumption occurs, the probability of a Type 1 error is not the .058
assumed by the researcher; rather it is the probability that Y =7, 8, 9, or 10 when n = 10
and p(yes) = .5. Using Equation 4.15, we can show that probability to be .172. The Type 1
error rate is much higher than the researcher believed. Most researchers would feel that it
is an unacceptably high Type 1 error rate.

Although complete dependence between the members of the pair is improbable in a real
experiment, some dependence is often likely. Consequently, the distortion in Type 1 error
rate will be smaller than in our example, but there will be distortion. Frequently, the true
error rate will be intolerably high. The opposite result occurs when responses are negatively
related. For example, suppose that the null hypothesis is false, but in a high proportion of
pairs, the partners agree to split their votes. In cases such as this, power will be greatly
reduced. Thus, depending on the nature of the dependency, either Type 1 or Type 2 error
rates will be increased. Positive dependencies are far more likely, and, therefore, the greatest
danger is an increased rate of rejection of true null hypotheses.
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4.9 MORE ABOUT ASSUMPTIONS AND STATISTICAL TESTS

Independence is only one assumption that plays a role in many statistical tests. In general,
the consequences of failures of assumptions are not simple and have to be thought through in
each research situation. Many factors affect error rates. The example in the preceding section
illustrates two of these—the magnitude and direction of the failure of the assumption. A
third factor is which assumption is violated. Some assumptions, despite being used in the
derivation of the test statistic, are less critical; their violation has little effect on error rates.
A fourth factor is sample size; certain assumptions (but not all) are less critical when there
are many observations. Appendix 4.2 provides an example of the interaction of assumptions
and sample size.

In summary, every inferential procedure involves some statistical distribution, and the
derivation of that distribution rests on certain assumptions. The consequences of violat-
ing these assumptions will vary depending on the factors noted herein. Throughout this
book, we emphasize the statistical model underlying each inferential procedure, detailing
the conditions that cause assumptions to be violated, the results of such violations, and al-
ternative analyses that remedy the situation when the violations are severe enough to make
the proposed analysis untrustworthy.

4.10 CONCLUDING REMARKS

The only thing certain about the inferences we draw from samples of data is that there is
no certainty. As a consequence, one cornerstone of inferential statistics is probability. Ac-
cordingly, this chapter provided a brief review of elementary probability. Inferences from
a sample to a population require a statistical model, a set of assumptions that underlie the
probabilities associated with our conclusions. Chapter 4 has illustrated this, developing
the relation between assumptions of independence and stationarity and an important the-
oretical distribution, the binomial. Finally, we used the binomial distribution to illustrate
how a theoretical distribution can be used in one kind of inferential process, significance
testing. In doing so, we introduced many of the concepts and much of the machinery of
hypothesis testing in general. Throughout this chapter, we focused on discrete random
variables because the relationship between the assumptions and the resulting theoretical
probability distribution is quite transparent. In subsequent chapters, continuous random vari-
ables are introduced, and the role of their probability distributions in making inferences is
discussed,

A limitation of this chapter has been its focus on hypothesis testing. In the example
of the memory expériment, we asked whether the true probability of a correct response
was greater than .25. We might have asked a related but different question: What is the
actual value of m, the population probability of a correct response? Qur best estimate
of that parameter is the sample proportion of correct responses, p. However, such a point
estimate of a population parameter is of limited value. It is a best guess about the population
parameter, but we do not know how good a guess it is. If we ran the experiment several
times, we would have as many estimates as experimental replications. If the estimates were
close to each other, we might feel confident that any one estimate was close to the population
parameter. Unfortunately, like most researchers, we will run our study only once. From that
one data set, we would like an idea of how good our estimate is, how close it is likely to
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be to the parameter being estimated. The statistic we calculate to accomplish this is called
a confidence interval. In future chapters, we develop formulas for confidence intervals
for various population parameters, illustrate their interpretation and use, and discuss their

relation to significance tests.
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probability distribution
discrete random variable
theoretical probability distribution
random selection
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binomial probability function
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4.1

Suppose an experiment is designed to test for the existence of ESP (extrasensory
perception—the supposed ability to be aware of events in the environment through
means that do not use the normal sensory channels). An experimenter is seated in
a room with a deck of five different cards, which we can refer to as 1, 2, 3, 4, and
5. On each trial of the experiment, the experimenter shuffles the cards well and
then randomly selects one of them. A participant, P, who is seated in a room in a
different building, knows when each trial of the experiment is to occur and tries to
“perceive” and then record each card that was chosen by the experimenter. Evidence
that P does better than would be expected by chance will be taken as support for
ESP. Therefore, it is important to be able to calculate what we could expect as a
result of pure chance. Suppose P has no ESP and simply picks one of the five
cards on each trial. Assuming independence, what is the probability that P is (a)
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correct on the first trial? (b) correct on each of the first three trials? (c) correct
on the second trial but wrong on the first and third? (d) correct on exactly one of
the first three trials? (e) correct on at least one of the first three trials? (f) correct
on exactly two of the first three trials? (g) correct for the first time on the fifth
trial?

Suppose a certain trait is associated with eye color. Three hundred randomly selected
individuals are studied with the following results:

Eye Color
Trait Blue Brown Other
Yes 70 30 20
No 20 110 50

Suppose a person is chosen at random from the 300 in the study.

{a} For each of the following pairs of events, indicate whether or not they are ex-
haustive, whether or not they are mutually exclusive, and whether or not they
are independent: (i) “yes” and “no,” (i1) “blue” and “brown,” and (iii) “‘yes” and
“brown.”

(b) Find: (i) p(blue|yes); (ii) p(yes|blue); (iii) p(yes or blue); and (iv) p(yes and
blue).

Suppose two people are chosen at random from the 300.

{¢} What is the probability that the first person has the trait and has brown eyes?

{d) What is the probability that both people have the trait and have brown eyes if
they are selected with replacement?

{e} What is the probability that both people have the trait and have brown eyes if
they are selected without replacement?

The following demonstrates why it is hard to screen populations for the presence

of low-incidence diseases: enzyme-linked immunosorbent assay (ELISA) tests are

used to screen donated blood for the presence of the HIV virus. The test actually
detects antibodies, substances that the body produces when the virus is present.

However, the test is not completely accurate. It can be wrong in two ways: first, by

giving a positive result when there are no antibodies (false positive), and second, by

giving a negative result when there actually are antibodies (false negative).

When antibodies are present, ELISA gives a positive result with a probabil-
ity of about .997 and a negative result (false negative) with a probability of about
.003. When antibodies are not present, ELISA gives a positive result (false positive)
with a probability of about .015 and a negative result with a probability of .985.
That 1s,

p(correct positive) = p(positive|HIV) = .997
p(false negative) = p(negative|HIV) = .003
p(false positive) = p(positive|no HIV) = .015

p(correct negative) = p(negative|no HIV) = .985
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Suppose 100,000 blood samples are obtained from a population for which the inci-

dence of HIV infection is 1.0%; that is, p(HIV) = .01.

{a) Using the information given here, fill in the cells in the following 2 x 2
table:

TestResults HIV  NoHIV  Total

Positive
Negative
Total

{b) Given that a randomly chosen sample tests positive, what is the probability that
the donor is infected?
{¢) Given that a randomly chosen sample tests negative, what is the probability that
the donor is not infected?
We are often able to use key words such as “and,” “or,” and “given” to decide among
probability rules. In the following problem, we use more everyday language, so read
carefully and for each part think about whether the wording dictates marginal, joint,
or conditional probability.
Suppose that a survey of 200 people in a college town has yielded the following
data on attitudes toward liberalizing rules on the sale of liquor:

Male Female
Atftitude Student  Nonstudent  Student Nonstudent  Row Total
For 70 10 40 0 120
Against 5 30 10 20 65
No opin. 5 0 10 0 15
Col. total 80 40 60 20 200

{a) What is the probability that someone is for if that person is male?

{b) What is the probability that a randomly selected individual is a female who has
no opinion?

{c) What is the probability that a female student would have no opinion?

(d) What is the probability that a student would have no opinion?

(e} What is the probability that someone with no opinion is male?

Assume that, in a particular research area, .30 of the null hypotheses tested are true.

Suppose a very large number of experiments are conducted, each with o = .05 and

power = .80.

{a) What proportion of true null hypotheses will be rejected?

(b} What proportion of false null hypotheses will not be rejected?

{¢) What proportion of nonrejected null hypotheses will actually be true?

{d} What proportion of all null hypotheses will be rejected?
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A study reported in the local newspapers indicated that a psychological test has been

developed with the goal of predicting whether elderly people are at high risk for

developing dementia in the near future. For healthy people at age 79, the probability

of developing dementia within the next 4 years is approximately .20. In the study, a

group of healthy 79-year-olds was given the test. For those who went on to develop

dementia within the next 4 years, the probability of a positive test at age 79 was
found to be .17; that is, p(positive|dementia) = .17. For those who did not develop
dementia within the next 4 years, the probability of a positive test was .008; that is,

p(positive|no dementia) = .008.

{a) What is p(negative|dementia)?

{b) What is p(negative|no dementia )?

From the data given here, find the predictive accuracy of the test. That is, find the

probability that a 79-year-old who takes the test will develop dementia within the

next 4 years (c) if the test result is positive and (d) if the test result is negative. Bayes’
rule (Appendix 4.3) can be used to answer parts (c) and (d); alternatively, see our

answer to Exercise 4.5.

For each of the following, state the null and alternative hypotheses.

{a) The recovery rate for a disease is known to be .25. A new drug is tried with a
sample of people who have the disease in order to determine if the probability of
recovering is increased.

{b) An experiment such as that described in Exercise 4.1 is conducted to provide
evidence for the existence of ESP.

{c) In the ESP experiment of Exercise 4.1, a proponent of ESP (Claire Voyant?)
claims that she will be successful on more than 60% of the trials.

Use the binomial table (Appendix Table C.1) to find the rejection region in each of

the following cases (w is the population probability):

Case Ho Hi n a
(a) m™=.25 m™ > .25 20 .01
b) w™=.25 ™ > .25 5 .01
(c) m=.25 T < .25 20 .05
(d) T=.5 £S5 20 .01

In an experiment, data are collected such that, when a hypothesis test is conducted.

the null hypothesis is rejected with p = .003.

{a) Can you conclude that Hy is true with probability .003? Why or why not?

(b} Can you conclude that H; is true with probability .997? Why or why not?

In each of the following, (i) State the null and alternative hypotheses; (ii) state #; and

(ii1) state the appropriate rejection region assuming o = .05.

(a) An important quality in clinical psychologists is empathy, the ability to perceive
others as they perceive themselves. In a simplified version of one investigation
of empathy, S first-year graduate students were asked to rate a target individual
on a particular trait as they believed the individual would rate himself or herself
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41

4.12

4.13

A 4-point scale was used. The question of interest was whether the raters would
do better than chance.

{b) In a study of group problem solving, the investigator uses the solution rate for
individuals in a previous study to predict that 40% of 3-person groups will reach
the correct solution. Fifteen groups are run in the study. The question of interest
is whether the theory is correct.

Suppose a sign test is to be done with Hy: m = .50, H;: m <.50,n =20, and a =

.060.

(a) What is the rejection region?

(b) What is the power of the test if 1 is actually .35?

{¢) What would the rejection region be if the alternative hypothesis was nondirec-
tional, that is, if Hy: m % .507?

{d) What is the power with an assumption of a two-tailed rejection region and an
alternative of m = .357

Ten students took a course to improve reasoning skills. Before the course they took a

pretest designed to measure reasoning ability, and after the course they took a posttest

of equal difficulty. The results for the 10 students are as follows:

Student 1 2 3 4 5 6 7 8 9 10
Pretest score 25 27 28 31 29 30 32 21 25 20
Posttestscore 28 29 33 36 32 34 31 18 32 25

The instructors of the course try to decide whether performance on the posttest is

significantly different from performance on the pretest by looking at the signs of the

difference scores, on the reasoning that if the course had no effect whatsoever, each
student would be equally likely to get a plus or minus.

(a) State Hy and H;.

(b} Perform a sign test on these data (a = .06) and report your conclusion.

(¢} The researchers believe that if at least 75% of the population sampled improves
on the posttest, the reasoning course is worth using more widely. They redo the
analysis, testing the null hypothesis that 7w = .75 against the alternative that it is
less than .75. Do you see a problem with this approach? Explain.

A researcher studying memory performs an experiment that compares two strategies
for remembering pairs of words. Twelve students are each given a number of sets of
word pairs to learn. They learn half the sets by using rote memorization and the other
half by using imagery. The order of conditions is counterbalanced appropriately. It
is found that 9 students do better with the imagery strategy and 3 do better with rote
memorization.

(@) Using the binomial distribution, test the null hypothesis that both strategies are
equally effective using a = .05. Write down the appropriate null and alternative
hypothesis and describe the steps you take in testing the null hypothesis. What is
the result of the significance test?

{b) What is the power of this test if the probability of doing better using the imagery
strategy is actually .9 in the population (so that the probability of doing better
using the rote strategy would be .1)?
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4.14 Reconsider the study of empathy described in Exercise 4.10, part (a).
(a} If the true probability of an empathetic response is .5, what is the power of the
significance test in your answer to the earlier question?
{b) What is meant by “true probability”?
4.15 Consider the hypothetical population that corresponds to a random variable ¥ where
Y takes on each of the values 2, 4, 6, and 8 with probability .25.
{a) What are the values of E(Y) and var(Y)?
{b) Samples consisting of two scores are drawn with replacement from this popuia-

tion, and the mean of each sample, Y, is obtained. Complete the following table,
generating the sampling distribution of ¥:

Y=2 3 4 5 6 7 8
p(¥) =7

(c) Find E(Y) and var(Y) for the distribution in (b). How do these values relate to
your answer to part (a)?

4.16 Given a parent population that consists of just five scores, 2, 4, 6, 8, and 10:

{a) What is the mean, ., and the variance, o2, of the population?

(b) Consider all the samples of two scores that can be selected with replacement from
the population. Generate the sampling distribution. That is, state each possible
value of the sample mean and its probability of occurrence.

(e} Find the mean and variance of this sampling distribution.

4.17 1t is known that, in a school with several thousand students, the mean 1Q is 100.

You select a random sample of 5 students. The first student you select has an 1Q of

150. Given the above information, answer the following questions and justify your

answers,

{a) What is your best estimate of the mean IQ of the next 4 students you select?

{(b) What is your best estimate of the mean IQ of all 5 students in the sample?

{¢} Do either of your answers to (a) and (b) change if the sample size is increased to
10? If so, what is the nature of the change?

4.18 Suppose we draw all samples of size 2 without replacement from the population of

five scores in Exercise 4.16.

{a) Generate the sampling distribution of the mean.

{b) What is the mean and variance of this sampling distribution?

APPENDIX 4.1

Understanding the Combinatorial Formula (Equation 4.15)

Consider five individuals who are running for positions on the city council; the two top vote
getters will be elected. First consider all the possible assignments of individuals to ranks
where the ranks are the position in the final vote. There are five possibilities for the first
position in the vote count, and four possibilities for the second position (e.g., A could be
followed by B, C, D, or E). The total number of sequences is (5)(4)(3)(2)(1) or 5! In general,
there are n! sequences of n objects.



96

4/ PROBABILITY AND BINOMIAL DISTRIBUTION

Suppose the question is, How many outcomes can this election have? Here, by “‘out-
come” we mean patterns of election and nonelection. For example, A and B might be
elected and C, D, and E fail to be elected. Notice that the order of finish within each
of the two classes (elected and nonelected) is irrelevant. The following sequences are all
equivalent in that they constitute the same outcome: A and B elected, and C, D, and E not
elected:

AB/CD,E B,A/C,D.E
AB/CED B,A/CED
AB/D,C.E B,A/D,C.E
AB/DE,C B,A/D.E,C
AB/E.CD B.A/E.C.D
A,B/E,D,C B,A/E.D,C

Note that the two (2!) possible sequences of A and B, paired with the six (3!) possible
combinations of C, D, and E, correspond to one combination (A and B elected; C, D, and
E not elected). In general, »!(n — r)! sequences will correspond to a single combination
when n items are split into one class with r items and one with n — r items. Therefore, the
number of combinations is n!/r!(n — r)! In our example, the number of ways the election

can turn out 1s
5\ 5)_ 5! 120 — 10
37 \2) 7 231 2x6)

In general, the number of different ways of selecting r items from » items is

|
() ==

APPENDIX 4.2

Sample Size and Violations of the Independence
Assumption

Although violations of assumptions can often lead to erroneous inferences, the consequences
can sometimes (though not always) be minimized by using large samples. The violation
of the independence assumption in calculating probabilities provides a nice illustration of
this point. Consider an urn containing five red and five black balls. We draw a marble three
times from the urn. If we assume that the marble is replaced and the urn is thoroughly
shaken after each draw, so that we have independence, according to the multiplication rule,
the probability of drawing three red marbles is p(R; and R, and R3) = p(R)p(R)p(R) =
(5/10)* = .125. However, suppose that the drawn marble has not been replaced each time.
This violates our assumption of independence. We can see this by the following analysis:
If a red ball is drawn on trial 1, the probability of drawing a second red ball is now 4/9,
whereas if a black ball is drawn on the first draw, the probability of a red on the second
draw is 5/9. In fact, the probability of drawing a red (or black) ball on any trial depends on
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the sequence of preceding draws. So, although our assumption of independence leads us to
conclude that p(R, and R, and Rj3) = .125, the true probability is p(R; and R, and R;) =
P(RDP(R3|R)p(R3|R, and Rp) = (5/10)(4/9)3/8) = .063, roughly half the inferred
probability.

Suppose the urn consists of 50 red and 50 black balls. Our assumption of independence
leads us to the same probability, .125. This time, however, the true probability if we select
without replacement is p(R; and R; and R3) = (50/100)(49/99)(48/98) = .121, and the
true and inferred probabilities are quite close; that is, the violation of the independence
assumption did not lead to a very large error.

There are two implications of our examples that extend beyond simple probability
calculations and violations of the independence assumption. First, violations may lead to
very wrong conclusions, as the urn with 10 marbles attests. Second, the consequences of
violations of assumptions may be less damaging when sample size is large. Neither of these
statements will be true for every inferential procedure, but they are often true and therefore
worth bearing in mind.

APPENDIX 4.3

Bayes’ Rule

We defined conditional probability in Subsection 4.4.3. For any two events, X and Y, there
are two conditional probabilities: the probability of event X given event Y,

p(Xand Y)

(X|1Y) = ————= (4.19)
P p(¥)
and the probability of Y given X,
p(Y and X)
Y|1X) = — = (4.20)
a4 pX)

We also mentioned that people tend to confuse the opposite conditional probabilities,
p(X{Y) and p(Y1X), and to confuse both of them with the joint probability p(X and ¥).
Bayes’ rule provides a way of expressing one conditional probability in terms of the other.
Because p(Y and X) = p(X and Y), from Equations 4.19 and 4.20 we have

pX|Y)p(Y)
p(Y|X) (%) (4.21)

Also, because when X occurs, Y either occurs or does not occur, we can write

p(X)=p(Xand¥)+ p(X and ¥)

- - (4.22)
= p(X[Y)p(¥) + p(X|Y)p(Y)
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where Y represents “not ¥” Combining Equations 4.21 and 4.22, we can write Bayes’ rule
as

PXIY)p(Y)
p(X|Y)p(Y) + p(X|V)p(¥)

_ [ p(X|Y)
pX|Y)p(Y) + p(X|¥)p(¥)

These equations tell us a number of useful things. From Equation 4.21, we see that p(X|Y) =
p(Y|X) only if p(X) = p(Y). Equation 4.23 provides a way to find p(Y|X), given that
we know the opposite conditional probability, p(X|Y), and have some appropriate addi-
tional information. Equation 4.23 can also be thought of as providing a way of updating
probabilities in the light of additional information. Suppose you know p(Y) and are now
given information about X. Equation 4.23 gives you a way of updating your estimate of
the probability of Y given the information X, resulting in p(¥|X). When the equation is
used in this way, p(Y) is called the prior probability and p(Y|X) is called the posterior
probability.

The importance of distinguishing between opposite conditional probabilities is illus-
trated by the following example. For diagnostic tests, one can distinguish between the
predictive accuracy, p(disease|positive result), and the retrospective accuracy, p(positive
result|disease), of the test. Consider the ELISA test that is used to detect the presence of
HIV antibodies in samples of donated blood. The test is not completely accurate, and it
can be wrong in two ways: it can give a positive result when there are no antibodies (false
positive), and it can give a negative result when there actually are antibodies (false negative).

Although accuracy varies somewhat from laboratory to laboratory, when antibodies
are present, the ELISA test gives a positive result with a probability of about .997 and a
negative result (false negative) with a probability of about .003 (these two numbers have to
add to 1). When antibodies are not present, ELISA gives a positive result (false positive)
with a probability of about .015 and a negative result with a probability of .985. That is,

pY|X) =

] p(Y) (4.23)

p(correct positive) = p(positive|HIV) = .997
p(false negative) = p(negative|HIV) = .003
p(false positive) = p(positive|no HIV) = .015

p(correct negative) = p(negativelno HIV) = .985

Suppose a blood sample is randomly selected from a population known to have an HIV
infection rate of 2%. Before the blood sample is tested, p(HIV) = .02. Now suppose the
ELISA test is performed on a sample and gives a positive result. What is the probability
that the sample contains HIV antibodies given that we know the test was positive, p(HIV|
positive)?

According to Bayes’ rule,

p(positive|HIV)
p(positive| HIV) p(HIV) + p(positive|no HIV) p(no HIV)
. |: (.997)

p(HIV |positive) = [ ]p(HIV)

(.997)(.02) + (_015)(‘98)} (.02) = 0.576
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Note that whereas p(positive|HIV) = .997, p(HIV|positive) is only .576 given the infor-
mation presented here. The two conditional probabilities would be equal only if the rate of
HIV infection was 50%; that is, p(HIV) = p{(no HIV).

Even though the probability of a positive test is much higher when antibodies are
present than when they are not, with only a 2% infection rate, almost half the positive tests
will come from samples that do not contain antibodies because there are so many more of
them. To see this more clearly, suppose we tested 100,000 blood samples. Of the expected
2,000 samples with antibodies, we would expect (.997)(2,000) = 1994 positive tests. Of
the expected 98,000 samples without antibodies, we would expect (.015)(98,000) = 1,470
positive tests. Therefore, of the 1,994 4+ 1,470 = 3,464 positive tests, 1,994 would come
from samples with HIV antibodies, so that p(HIV|positive) = 1,994/3,464 = .576. Bayes’
rule is just a way of formalizing this type of reasoning.
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Estimation and Hypothesis
Tests: The Normal Distribution

5.1 INTRODUCTION

In this chapter, we review many of the concepts introduced in Chapter 4, but with new
procedures. For example, we again consider hypothesis tests and the errors associated with
them. However, whereas we previously employed the binomial distribution as a basis for
our inferences, we now use the normal distribution for that purpose.

The general outline of this chapter is as follows. Because the normal distribution is
continuous, we begin by expanding on the brief statement in Chapter 4 about continuous
distributions. Next, we consider the normal distribution and some reasons for its central
role in much of statistical inference. Following that, we discuss sampling distributions (also
introduced in Chapter 4), and we provide several illustrations. This enables us to address
questions such as, What do the statistics of our data set tell us about the parameters of the
population? What are the characteristics of a “good” estimate of a population parameter?
How do we set limits on our estimate so that we have an interval within which we are rea-
sonably confident the parameter falls? We then analyze several measures from the Seasons
data set (Seasons folder on the CD) collected at the University of Massachusetts Medical
School to illustrate interval estimation and hypothesis testing, basing probabilities on the
normal distribution. In Chapter 6, we consider smaller samples and introduce additional
concepts; our inferences there are based on the ¢ distribution.

5.2 CONTINUOUS RANDOM VARIABLES

5.2.1 The Density Function

A continuous random variable is one that can take any value within a given interval. A
common example in psychological research is response time, which theoretically takes on
any value from zero to infinity. Of course, observed response times usually fall between some
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Fig. 5.1 Example of a continuous distribution.

bounds such as 200 ms and 10 s. Even within such bounds, continuity is more theoretical
than real because the best laboratory timing devices rarely record in units smaller than
thousandths of a second. Not all the possible values of a continuous random variable can
be recorded. Nevertheless, the concept is important because many inferential procedures
assume continuously distributed random variables.

A logical problem arises when we try to deal with the probabilities of values of a
continuous random variable. We can see this by considering a relatively crude clock, one
capable of registering response times within a tenth of a second. Times longer than .95 but
shorter than 1.05 s will be registered as 1 s. Suppose we now substitute a more accurate
clock capable of measuring to the nearest hundredth of a second. Only response times in
the interval from .995 to 1.005 s now will be registered as 1 s. Of course, there will be fewer
times between .995 and 1.005 s than between .95 and 1.05 s; the probability of registering 1 s
1s lower with the more accurate clock. Extending the argument, we should find it apparent
that the probability of a response time with a duration of exactly 1 s is essentially zero,

‘We may understand the issue better by considering Fig. 5.1. The distribution in the figure
is continuous. The area segment between y; and y; represents the proportion of observations
that falls between these two values. If y; and y» are placed closer together, the probability
of a score between these two values becomes smaller. Theoretically, we could make that
probability as close to zero as we desired by just reducing the separation between y; and y;.

This line of reasoning suggests that it is not sensible to speak of the probability of some
exact value of ¥ when Y is a continuous random variable. To distinguish among continuous
random variables having different distributions, we need to represent the distribution by
some function of ¥ other than its probability. One function we can define is F(y), the
cumulative probability function. For example, F(y)) is the probability of getting a value
less than y;; in terms of Fig. 5.1, it is the area to the left of y;. The area in the segment
between y; and y, is F(y;) — F(y;). This is the probability that y takes on a value between
v; and ya. This probability forms the basis for another function often used to characterize
a distribution: let

SO =[F(y2) — F(y/ly2 — (5.1

when y, — y; is very small. This ratio is the probability density function for continuous
distributions. We can view f(y) as the height of the curve at the value y. To see why
this is so, realize that we are dividing an area (between y, and y,) by its width (v2 — v{);
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5.2.2

area/width = height. Even though the area gets increasingly close to zero as the width gets
smaller, the ratio approaches a constant value that ordinarily is greater than zero. The value
of f(y) will depend on just what the value of y is, but the formula for f(y) will allow us
to calculate the probability density for any y. In other words, if we had a formula for f(y)
for the distribution of Fig. 5.1, we could plug values of y into it and plot the distribution in
that figure.

In contrast to f(v), F(¥) is a probability, a proportion of the curve up to the point
y. It will be of primary interest in most inferential procedures; recall, for example, that
the hypothesis test in Chapter 4 involved evaluating the area in the tails of the binomial
distribution. Nevertheless, f(y) is important because continuous probability distributions
are characterized not by p(y), the probability that the variable, Y, has the value y, but by
f (), the probability density function. This function represents the limiting ratio obtained
when the probability of a very small interval is divided by the width of that interval. The
density function is different for different distributions and provides a way of characterizing
a continuous distribution, just as Equation 4.16 characterizes the binomial distribution.

Expected Values

The expected value of a discrete random variable was defined in Chapter 4 as E(Y) =
> yp(y). Because p(y) is essentiaily zero when Y is continuously distributed, the definition
for the continuous case involves the calculus. We present that definition, together with rules
for defining expected values, in Appendix B at the back of the book. For now, it is only
important to understand that the expected value of a population distribution is its average.
We use the notation E(Y), or the Greek letter mu (), to indicate the mean of the population
of Y scores. The variance of the distribution is, as in discrete distributions, the average
squared deviation of scores from the mean:

o= E(Y — p)? (5.2)
This can also be written as (see Appendix B for the derivation)

ol =EY -l =EYYH—pn? (5.3)

5.3 THE NORMAL DISTRIBUTION

The assumption that scores are normally distributed plays a central role in many inferential
procedures. In large part, this is because the derivations of other distributions such as the
chi-square, ¢, and F rest on that assumption. There is some justification for the assumption
of normality; many random variables do have at least an approximately normal distribution.
Consideration of an individual’s score on a test such as the SAT may clarify why this is so.
The score might be represented as

Y=p+e (5.4)

where Y is the obtained score, . is the mean of the population of test takers, and € (Greek
letter epsilon) is a sum of “errors,” positive and negative deviations from the population
mean that are due to many random factors that affect the obtained performance. Such
factors would include test-taking skills, amount of knowledge relevant to the test, amount
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and type of preparation, motivation, and the current state of alertness. There 1s an important
theorem, the central limit theorem, which says that the sum of many such effects will
be normally distributed. Therefore, if € can be viewed as a sum of many independent
random effects, such as the ones we have indicated, it (and therefore ¥) will tend to be
normally distributed. Another consequence of the central limit theorem is that even if Y is
not normally distributed, the distribution of the sample mean will tend toward the normal
as the sample size increases. Because of this, tests on means may be valid even when the
data are not normally distributed.

Although the normal distribution is a reasonable approximation to the distribution of
many variables, many others are not normally distributed. We cited published reviews of data
sets in Chapter 2 and presented examples from the Royer and Seasons data sets that make this
point. With this in mind, in several chapters, we consider the consequences of nonnormality
and the alternatives to those classical statistical procedures that rest on the assumption of
normality. Nevertheless, because of its central role in statistical inference, we devote much
of this chapter to considering the normal distribution. The normal distribution also merits
our consideration because it provides a relatively simple context within which to continue
our presentation of inferential procedures such as interval estimation and hypothesis testing.

The normal distribution is characterized by its density function:

FO) = e w20 (5.5)
’ o\27
where p and o are the mean and standard deviation of the population and 1 and e are
mathematical constants. The random variable Y can take on any value between —oo and
+o00, and the curve is symmetric about its mean, .

Infinitely many normal distributions are possible, one for each combination of mean
and variance. However, inferences based on these normal distributions are aided by the
fact that all of the possible normal distributions are related to a single distribution. This
standardized normal distribution is obtained by subtracting the distribution mean from
each score and dividing the difference by the distribution standard deviation; specifically,
it is the distribution of the z score:

Y —
H (5.6)

Z ==
o
As we showed in Chapter 2, the mean of the distribution of z scores is zero and its standard
deviation is one. This is true of any complete set of z scores. In addition, if the variable Y
is normally distributed, the corresponding distribution of z scores also will be normal. In
this case, the variable z is often referred to as a standardized normal deviate.
Standardization provides information about the relative position of an individual score,
and it is very helpful. For example, assume a normally distributed population of scores
with p = 500 and o = 15. A value Y of 525 would correspond to a z score of 1.67; 7 =
(525 — 500)/15 = 1.67. Tumning to Appendix Table C.2, we find that F(z) = .9525 when z
is 1.67. F(z) is the proportion of standardized scores less than z in a normally distributed
population of such scores. In this example, we may conclude that the score of 525 exceeds
9525 of the population. Of course, this conclusion may not be valid if our values of . and
o are incorrect or if Y is not normally distributed.
Equation 5.6 defined a z score as (Y — w)/o. Infact, this is just a special case of a general
formula for a z score. Instead of ¥, we could have any observed quantity; examples would
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be the sample mean, the difference between two sample means, or some other statistic. Call
this V for observed variable. To transform V into a z score, subtract its expected value from
it. Then divide the difference by oy . To conceptualize oy, assume that many samples have
been drawn from a population and a value of the statistic V is calculated for each sample.
The standard deviation of these values is oy, which we refer to as the standard error of
the sampling distribution of V. Thus, a general formula for z is

7y =L —EV) (5.7)

Oy

The variable zy will be normally distributed if (and only if) V is normally distributed. In
that case, we can assess the probability that V exceeds some specified value by referring to
Appendix Table C.2, which tables probabilities under the normal distribution. We illustrate
the application of the table and Equation 5.7 for drawing inferences about means in Sections
5.5-5.8, but first we consider the general issue of estimating population parameters.

5.4 POINT ESTIMATES OF POPULATION PARAMETERS

The basic problem in using the statistics of a single study to draw inferences about population
parameters is that the values of the statistics are not identical to those of the parameters they
estimate. The sample mean will vary over independent replications of a study, as will all
other statistics we can compute from a sample. This raises many questions, among which
are the following: What does the sampling distribution of a given statistic look like? Can
more than one statistic be used to estimate a particular population parameter? If so, how do
we decide between these possible estimates? These are some of the issues we deal with in
the following subsections.

5.4.1 What Is a Sampling Distribution?

The concept of a sampling distribution, introduced in Chapter 4, is implicit in statistical
inference. For example, consider the following marketing study. Fifty individuals are sam-
pled from some well-defined population and asked to rate a new brand of breakfast cereal.
The ratings range from 1 (“strongly dislike”) to 11 (“strongly like™) with 6 as the neutral
point. We might wish to test whether the mean of the sampled population is different from
the midpoint of the scale, 6. The mean of the sampled ratings is 8.6. On one hand, if the
sample mean changed little from one sample to another, this value would provide strong
evidence against the hypothesis that i = 6. On the other hand, if the sample mean was
quite variable over samples, then a sample value of 8.6 could well have occurred even
when the population mean was 6. The critical point is that it is useful to picture many
random replications of the 50-subject sampling experiment with each replication giving
rise to a value of Y. This hypothetical probability distribution of Y is called the sampling
distribution of the mean for samples of size 50. As we can see from our example, knowing
the properties of this sampling distribution may help us evaluate inferences made on the
basis of a single sampled value of Y. If we know that the sampling distribution has little
variability, we have considerable confidence that our one estimate is close to the population
parameter; conversely, we are less satisfied with an estimate when the variability of the
sampling distribution is high. Furthermore, as we shall see, if we have knowledge of the
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shape of the sampling distribution—for example, that it can be described by the normal
density function—we can draw various inferences about the parameter. Every statistic has
a sampling distribution, because, each time a new sample is drawn from a population, the
sample statistic is based on a new set of values. For now, we focus on the mean and variance
of the sampling distribution of Y. These two properties of the sampling distribution of the
mean will prove useful to know when we study subsequent developments.

5.4.2 The Sampling Distribution of the Mean

We can never observe the sampling distribution of a statistic, because we never take a large
number of samples from the same population. Fortunately, we can derive properties of the
sampling distribution without actually drawing even one sample. This point may be clearer
if we consider some examples.

Sampling from a Population with Equiprobable Values. Assume that we
toss a single die. As usual, the die has six sides, each with a different one of the values from
1 to 6. If this experiment is carried out many times, and the resulting number is recorded
each time, we have the distribution displayed in Fig. 5.2(a); in the long run, each possible
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Fig. 5.2 (a) A discrete population distribution and (b) the
sampling distribution of the mean for n = 2.
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integer from 1 to 6 will occur on 1/6 of the trials, if we assume that the trial outcomes are
independent and that each value has probability 1/6 of occurring.

Now let’s change the experiment slightly so that a trial consists of tossing two dice. If
we record the mean of the two numbers that come up on each of many trials, then—still
assuming independence and equal probability of the six values for each die—the sampling
distribution of the trial mean will be that depicted in Fig. 5.2(b). The distribution now has
a definite peak. For example, the sample mean is more likely to equal 3.5 than 1 or 6. The
reason for this follows from the multiplication rule for independent events. The mean will
equal 1 only if both dice on a trial result in a 1, an event that occurs with probability p =
1/6 x 1/6. In contrast, the mean will equal 3.5 if one die shows a 1 and the other shows a 6,
or if either die has a 2 while the other shows a 5, or if the result is a 3 and a 4. Therefore,
there are six outcomes that can yield a sum of 7, or a mean of 3.5. Each outcome has a
probability of 1/36, so the probability of a mean of 3.5 is 6 x 1/36. If we were to further
increase the number of dice tossed in each replication of the experiment, consistent with
the central limit theorem, the resulting sampling distribution of the mean would be more
closely approximated by the normal density function of Equation 5.5.

Figure 5.2(a) includes values of the population mean and variance, and Fig. 5.2(b)
includes the mean and variance of the sampling distribution when two dice are thrown; that
is, when n = 2. Note that the mean of the sampling distribution of the mean, yy, is identical
to the mean of the population, wy; that is,

py = E(Y) = py (5.8)

In words, the expected, or average, value of the sample means equals the population mean.
In Appendix 5.1, we show that Equation 5.8 must be true for all sampling distributions
regardless of the shape of the population distribution. Also note that, when there are two
scores (e.g., two dice are thrown) in the sample, the variance of the sample means, (ré. islp

the population variance. In general, if the scores are independently distributed, o = o/N,
where N is the sample size (see Appendix 5.1 for examples). For example, in panel (a), the
population variance is 2.917, and in panel (b), which depicts the sampling distribution of
means of samples of size 2, the variance is 2.917/2, or 1.458. If we construct the sampling
distribution of means for samples of size 10, the variance would be .2917.

In summary, (a) the average of many sample means will be the same as the population
mean, and (b) the sample-to-sample variability of the sample mean will be less when N is
large. Therefore, a single sample mean is more likely to be close to the population mean it
estimates when the sample is large than when it is small. This makes sense; the larger the
sample, the more likely it is to resemble other samples from the same population and the
closer its mean will be to those of other samples.

Sampling from a More Representative Population Distribution. As
Micceri (1989) and others have noted, distributions of many, perhaps most, variables mea-
sured by psychologists and educators are not normally distributed; they tend to be skewed,
or have pronounced peaks, or marked gaps among values, or some combination of these.
To consider a distribution with some of these characteristics, we created a distribution with
mean, standard deviation, skewness, and kurtosis similar to that of the sample of Beck de-
pression seasonal change (winter — spring) scores in the Seasons data set. This population
distribution is displayed in Fig. 5.3(a). There is a slight asymmetry and a marked peak
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5.4.3

near the mean, as well as several outliers, all characteristics present in the Seasons data.
Another salient characteristic is the presence of several large gaps among the values. We
drew 2,000 samples of size 2 from this population; the sampling distribution of the 2,000
means is displayed in panel (b). The sampling distribution is still slightly skewed to the right
but there are now fewer gaps, and the peak and outliers are less prominent. Averaging the
infrequent high scores with the more frequently occurring zero values has produced these
effects. Panel (c) displays the sampling distribution of 2,000 means, each based on samples
of 25 scores. Now we can see the central limit theorem at work; the gaps have been filled
in and the distribution is beginning to look more like that described by the normal density
function. Skewness and kurtosis values are quite close to the theoretical value of zero for
the normal density function. This does not mean that a sample of size 25 will always suffice
to yield a sampling distribution approximated by the normal density function. With a very
skewed population distribution, a still larger » would be required.
In summary, the following points should be kept in mind:

1. The sampling distribution of the mean approaches the normal distribution as sample
size increases. This approach will be slower when the population distribution is not
symmetric.

2. The mean of the sampling distribution of the mean equals the mean of the pop-
ulation. Because of this, we say that the sample mean is an unbiased estimate
of the population mean. This and other properties of estimators are discussed in
Subsection 5.4.3.

3. The variance of the sampling distribution of the mean of a sample of size N equals
the population variance divided by N. The square root of this variance is known
as the standard error of the mean (SEM) and plays an important role in many
inferential procedures.

4. Not all sampling distributions are described by the normal density function when n
is large. The central limit theorem applies only to linear combinations! of variables,
and even then an N so large as to be impractical may be required before the normal
distribution is a good fit to the sampling distribution.

The mean of the sampling distribution and its standard deviation (the SEM ) provide
the key to understanding the estimation of population parameters. Having developed some
basic ideas about sampling distributions, we can now consider the properties of estimators.

Some Properties of Estimators

An infinite number of possible estimators of any single population parameter exist. The
population mean might, for example, be estimated by the sample mean, the sample median,
or even the first score drawn from the sample. The choice of an estimator may seem
intuitively obvious. Why not just estimate the population mean by the sample mean, the
population variance by the sample variance, and so on? The answer is that the “obvious”
estimator may not be a very good estimator. For example, suppose we wanted to estimate
the height of the tallest man in a country; call this parameter G. Intuitively, we might use g,
the tallest height in a sample of men, to estimate G. However, it is unlikely that the tallest
man in the country will be included in a random sample of men; g usually will be less than
G. Why use an estimator that, on the average, will give a value that is systematically too
small?
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Sometimes intuition suggests competing choices for estimators. Suppose a sample is
taken from a symmetrically distributed population of scores. Then, the population mean
and median are identical. In that case, intuition leaves two choices for an estimator. Do
we take the sample mean as the estimate? The sample median? Does it matter? Clearly,
we need something more than intuition to guide us in estimating (and testing hypotheses
about) population parameters. The decision about which quantity best estimates a particular
population parameter can be made by establishing criteria for good estimators, and then
examining how closely various estimators meet these criteria. The criteria that are generally
agreed on are based on knowledge of the sampling distribution of the estimator. We consider
three important criteria for selecting estimates in turn.

Unbiasedness. Suppose we wish to estimate some population parameter, 0 (theta); 6
might be a mean, a variance, or any other quantity of interest. A statistic, 0, is calculated
from a sampled set of N scores. One desirable quantity for a good estimator is that the mean
of its sampling distribution should equal the parameter being estimated; that is,

E®) =19 (5.9)

If Equation 5.9 holds for an estimator, the average of many independent estimates will
equal the population parameter. Estimators conforming to Equation 5.9 are called unbiased
estimators. One example of biased estimation is the use of the largest score in a sample (g)
to estimate the largest score in a population (G). We noted earlier that E(g) < G. A second
example is §7 as an estimator of o2, where §? = Y (¥; — Y)*N. In Appendix B, we show
that

E(s*) = ¢” (5.10)
where s2 = Y (Y — Y)*/(N — 1). Therefore, because S> = [(N — 1)/N)]s?,
o (N=TY
E(S°) = ( 5 )0" (5.11)

and E(5%) < o2, In other words, s” is an unbiased estimator of the population variance but
$2 is a biased estimate. Equations 5.10 and 5.11 together convey this message: If we were
to take many samples, and compute S? and s each time, the average value of 2 would be
smaller than the population variance, 0%, whereas the average value of s> would equal .
Because S? tends to underestimate o2, we follow the usual practice of calculating s> rather
than S? for the sample variance.

Bias, or the lack of it, cannot be the sole, or even the most important, property of an
estimator. Suppose we took the first score, Y}, in a sample as an estimate of p. If we drew
many samples, discarded all but the first score each time, and then calculated the mean of
the sampling distribution of Y;, that mean would equal .. Thus, the first score (or, for that
matter, any single score) drawn from a sample is an unbiased estimate of . Nevertheless,
this estimator does not feel right. For one thing, it violates our work ethic; collecting more
data in the sample does not improve our estimate because we are discarding all but one
score. This line of reasoning suggests the next criterion for an estimator.

Consistency. Again, let 6 be some estimator of 8. It is a consistent estimator of
9 if its value is more likely to be close to 8 as N increases.” A familiar example of a
consistent estimator is the sample mean; because (r;: = oy/N, itis evident that the sampling
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variability of Y about . decreases as N increases. Because inferences based on consistent
estimators are more likely to be correct as sample size increases, consistency is an important
property of an estimator. Nevertheless, even consistency combined with unbiasedness is not
a sufficient basis for selecting between possible estimators of a parameter. A very important
consideration in selecting an estimator of a parameter is its variance about the parameter
being estimated. The less variable the sampling distribution is, the more likely it is that any
single estimate will have a value close to that of the population parameter. We consider this
criterion next.

Relative Efficiency. Assume that a sample of size n has been drawn from a symmetric
population. In that case, the sample mean and median are both unbiased estimators of the
population mean because the population mean and median have the same value in any
symmetric distribution. Furthermore, both the sample mean and median are consistent
estimates of . They do differ in one respect, however. For any sample of size n, the
sampling distributions of the median and mean will differ in their variances. Assume that
many samples are drawn from a normally distributed population and the average squared
deviations of the sample means and medians about . are then calculated. For large samples,
the variance of the sample means will be approximately 64% of the variance of the sample
medians when the population is normally distributed. This smaller variance of the mean
relative to that of the median is expressed by saying that the relative efficiency (RE) of the
median to the mean as estimators of the mean of a normally distributed population is .64.
Conversely, the relative efficiency of the mean to the median is 1/.64 or 157%. Because of
its greater efficiency, the mean is preferred to the median as an estimator of the mean of a
normally distributed population.

In general, assume a population parameter, 8, which can be estimated by either of two
statistics, 6, or 8. The RE of 8, to 8, is

E6 —6)?

RE w2 = — ~
E6;, —0)-

(5.12)
Thus, RE is the ratio of two averages of squared deviations of estimates about the same
population parameter. Note that this is a measure of the efficiency of the estimator in the
denominator relative to that in the numerator.

5.4.4 Which Estimator?

Most of the estimation and hypothesis testing procedures presented in this and similar books,
and in published journal articles, make use of the sample mean, Y, and the unbiased variance
estimate, s*. If the population from which the data are drawn has a normal distribution, these
statistics will be efficient relative to their competitors. Consequently, estimates based on
them are more likely to be close to the true value of the parameter being estimated, and
hypothesis tests are more likely to lead to correct inferences. But what if the population
distribution is not normal? We address this question by considering the relative efficiencies
of several estimators of . for different population distributions.

To examine the efficiencies of various estimators, we used a computer to draw 2.000
random samples of size 20 from a normally distributed population thathad w =0 and o =
1. Three statistics were calculated for each sample. These were the mean (Y), the median



POINT ESTIMATES OF POPULATION PARAMETERS m

TABLE 5.1 VARIANCES AND REs OF THREE ESTIMATES OF A POPULATION MEAN

Normat Distribution Mixed-Normal Distribution

Statistic Variance RE Variance RE
Y .051 1.000 260 1.000
Y .073 0.700 079 3.293
Y .054 0.952 .061 4238

Note. RE for each statistic is its sampling variance relative to that of the sample mean.

(Y), and the 10% trimmed mean (Y |o); this last statistic is obtained by rank ordering the
scores in the sample, discarding the highest and lowest 10% (the top and bottom two scores
for n = 20), and then calculating the arithmetic mean. The variances of the 2,000 values
of these three statistics are presented in the first column of Table 5.1. The column also
contains the efficiencies of ¥ and Y, relative to Y; these are obtained by taking ratios of
the variances, as in Equation 5.12. It appears that, when the population of scores is normal,
the mean is the more efficient statistic and therefore the better estimator of the population
mean. The situation is quite different if we make one change. Suppose 19 of the 20 scores in
each sample were drawn from the population with p = 0 and o = 1; however, one score is
drawn from a population with p = 0 and o = 3. This second population looks much like the
first except that extreme scores are more likely. Think of the extreme scores as coming from
those rare individuals who come to the experiment hung over from the previous night’s party.
Such scores might contribute to the variance, increasing the proportion of very small and
very large scores. Variances of the three statistics and efficiencies relative to the mean are
presented in the second column of Table 5.1. The interesting result here is that the variances
of the sampling distributions of both the trimmed mean and the median are markedly less
than that of the mean, and their relative efficiencies, accordingly, are greater.

Contrary to popular mythology and intuition, the sample mean is not always the best
estimator of the population mean. Other estimators may be more efficient when the popula-
tion is skewed, or is symmetric but with long tails, or when there are a few outlying scores,
as in the example of Table 5.1. This happens because the sampling variance of the mean is
increased much more than that of the trimmed mean or median by the inclusion of even a
few extreme scores. The sampling procedure we used to generate the results in the second
column of Table 5.1 is probably representative of what happens in many studies. The result
of the occasional inclusion of a deviant score is that we have less confidence in our inferences
about population parameters. In many cases, it might be best to use inferential procedures
that do not rest on the sample mean. Several nonparametric, or distribution free, procedures
are presented in this book; these procedures will be particularly useful in fairly simple de-
signs, but less so in more complex designs involving several independent variables. Another
possible approach implicit in the results presented in Table 5.1 is to trim data from the tails
of sample distributions. This involves adjusting estimates of population variances. Hogg,
Fisher, and Randles (1975) describe a ¢ test based on trimming, and they compare it with
several nonparametric tests (as well as with the standard 7 test) for distributions exhibiting
various degrees of tail weight and skew. They also suggest ways of estimating tail weight
and skew and of using these estimates to select the best hypothesis-testing procedure.
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To sum up the developments of this section, we state that unbiasedness, consistency,
and efficiency are desirable properties in the statistics we use in drawing inferences. The
prevalent use of inferential procedures based on ¥ and oy reflect the fact that these statistics
are known to have these properties under many conditions. However, there will be situations
in which we encounter distributions for which other statistics will be more efficient. The
researcher should be aware of this and, when such sitvations arise, consider alternative
approaches to inference.

5.5 INFERENCES ABOUT POPULATION MEANS:
THE ONE-SAMPLE CASE

5.5.1

One of the measures available to us in the Seasons data set is the seasonal total cholesterol
score (TC1, ..., TC4). We calculated the average over the four seasons (the variable labeled
TC) for those participants who had been measured in all four seasons (some participants
missed at least one of the four sessions); the data are in the TC file in the Seasons folder on
the CD; We decided to use our sample data to estimate the mean TC of a subpopulation—
namely, male participants who were 50 years of age or older (Agegrps 3 and 4 in the file).
Keeping in mind that doctors frequently recommend that TC levels should be at 200 or
less, we also wanted to know if the subpopulation mean differed from this recommended
maximum level. In what follows, we analyze the TC data of 117 male participants in
Agegrps 3 and 4 to estimate the mean of a population of such individuals, and to test the
null hypothesis that the population mean equals 200.

A First Look at the Data

Figure 5.4 presents a plot of the data obtained from SYSTAT’s ¢-test module. Several aspects
of the plot are of interest. First consider the box plot of the TC scores. Because the median
approximately bisects the box, and the whiskers are of about equal length, it appears that the
distribution is symmetric. Note that the median is clearly above the recommended maximum
TC level of 200. Furthermore, the lower hinge is to the right of the dashed line that represents
this level; therefore, at least 75% of the participants have TC scores above the recommended
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Fig. 5.4 SYSTAT graphs of the
TC data for 117 male subjects in
Agegrps 3 and 4 (50 years of age
or older in the Seasons study).
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maximum. There is some good news, however. None of the participants have a TC level as
high as 300, a value that would clearly signal a high-risk patient. Nevertheless, the box plot
warns us that cholesterol level may be a problem for many of these patients. One other point
should be noted in the box plot. There are two extreme outliers, TC scores close to 100.
Such scores are very unusual, and it might be wise to consider rechecking these patients’
cholesterol levels. One possibility that should be considered is that the scores represents
clerical errors.

The dot plot at the bottom of the figure shows the distribution of scores in a very
detailed manner. Our impression of symmetry is confirmed and we again see the low
outliers. The curve above the dot plot is a normal distribution having the same mean and
standard deviation as the sample of 117 TC scores. Because the normal distribution is
symmetric, the peak is at its mean, and again we can see that the mean is clearly above the
recommended maximum level indicated by the dashed line. Comparing the dot plot and the
theoretical normal distribution, we find it evident that the distribution in the sample is flatter
and “shorter tailed” than the normal distribution. In the following sections, in which we
draw inferences from our data, we comment on the consequences of this apparent departure
from normality.

To draw inferences about the population mean, based on the normal distribution, we
need three pieces of information: the sample size (N), the sample mean (Y), and the sample
standard deviation (s). The mean and standard deviation are readily obtained from any
statistical package; in this example, we have

N =117Y =224.684,s = 31.302

We are now ready to estimate an interval containing the population mean and to test
whether that mean differs significantly from the theoretical value of 200. The calculations
that follow are based on the normal probability distribution. Strictly speaking, because we
do not know o, but instead have estimated it, the ¢ distribution provides more valid infer-
ences. However, because N is large, there will be little difference between the results based
on the normal and on the ¢ distributions. We have used the normal probability distribu-
tion in this chapter to postpone certain complexities in our discussion of inferences about
means.

A Confidence Interval for p

The sample mean, ¥ = 224.684, provides a point estimate of u, the population mean TC
score for male participants older than 50 years. However, the sample mean might be close
to the parameter, or it might be considerably in error. To have a sense of the reliability of
such estimates, we calculate a confidence interval (Cl), a pair of numbers that provide
bounds for the parameter being estimated. How is this confidence interval calculated? What
assumptions underlie the calculations? How should we interpret the results? We consider
these questions next, first noting that although our example involves the confidence interval
for the population mean, the interpretation of confidence intervals for other parameters is
similar to that for the mean.

Assume that many samples of 117 TC scores are drawn from a population of such
scores. Further assume that the mean of each sample is converted into a standardized (z)
score by subtracting the mean of the sampling distribution and then dividing the remainder
by the standard error of the mean. If the scores are independently sampled from a normal
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population, Appendix Table C.2 tells us that .95 of the sampled z values will lie between
—1.96 and 1.96. That is,

Y —p

< 1.96) = 95 (5.13)
oy

p (—1.96 <

To obtain the bounds on p, consider each inequality separately. First, consider
-1.96 < (Y — w)/oy

Solving for ., we have the upper bound:

p<Y+190y
Similarly, we can solve for the lower bound. From the inequality

(Y — p)/oy < 1.96

we arrive at

Y —1.96 oy < B
Putting it all together, we have

p(Y —1.960y <p <Y +1.9607) = .95 (5.14)

Recall that ¥ = 224.684 and s = 31.302. Dividing s by the square root of N, V117, we
have 2.894, an estimate of oy. Because N is large and the statistic s is a consistent estimate
of o, we expect s to be very close in value to o, and we feel justified in using it in our
calculations.? Substituting into Equation 5.14, we find that the upper and lower bounds of
the .95 confidence interval for . are

Cl=Y £ 1.960F
= 224.68 + 5.67
= 219.01,230.36

Consistent with our earlier look at plots of the data, we see that the lower limit of the CI
is above the recommended maximum TC of 200, but we are reasonably confident that the
population mean is not dangerously high for the population of over-50 males from which
we have sampled.

What exactly do these numerical limits mean? In what sense do we have .95 confidence
that the population mean is contained within them? We cannot say that “the probability is
.95 that . lies between 219 and 230”; . is either in this interval or it is not. Equation 5.14
tells uvs that, if we were to select many samples and find the .95 CI for each sample, in the
long run, .95 of these intervals will contain . Therefore, our confidence is .95 that the one
interval calculated for this data set contains .

Ideally, the narrower the interval, the better our estimate of p.. Returning to Equation
5.14, we can see that the interval width depends on the SE; the smaller the variability
of the sample mean, the smaller the distance between the two limits. If we recall that
oy = c/\/ﬁ , it follows that the interval decreases with increased sample size and with
decreased variability. In short, we can increase the precision of our estimate by doing
whatever we can to reduce error variance, and by collecting as many observations as is
practical. A third factor, not immediately obvious in Equation 5.14, also affects the width
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of the CI. We refer to the level of confidence. Turning to Appendix Table C.2, note that if
the level of confidence is set at .90, rather than .93, the critical z score is 1.645. Replacing
1.96 by 1.645, we see that the new limits are 219.92 and 229.44; we have less confidence
but a slightly narrower interval. There is a trade-off between confidence and interval width.

A Test of the Null Hypothesis

We originally asked whether the mean of the sampled population of TC scores differed from
a value of 200. The CT limits we just calculated suggest that the answer is that there is a
significant difference. We reason as follows: First, we have .95 confidence that the computed
interval, which has the limits 219 and 230, contains the population mean. Second, that
interval does not contain 200. Thus, we conclude with .95 confidence that the population
mean TC score differs from 200.

Most researchers tend not to calculate the CI and instead directly test whether the pop-
ulation mean equals the theoretical value. We believe this is a mistake because it addresses
the question, Is the mean 2007 rather than the question, What is the mean? Nevertheless, the
practice of hypothesis testing is widespread. Furthermore, a presentation of the test permits
us to again address related concepts such as Type 1 and Type 2 errors. For these reasons, we
use the standardized normal distribution to test whether . differs from 200. In Section 5.8,
we present a more detailed discussion of the relation between the CI and the significance
test.

As in our discussion of the binomial test in Chapter 4, we establish a null and alternative
hypothesis; these are again designated Hy and H), respectively. Letting wrc represent the
mean of the population of TC scores, we can restate our two hypotheses. The null hypothesis
is that . = 200 and is stated as

Ho: HTCc = 200
The alternative hypothesis is
Hy: wrc # 200

Once these two hypotheses have been formulated, we need a test statistic whose value will
enable us to decide between them. Recall the general form of the z statistic (Equation 5.7):
V — E(V)

Oy

- —
=

To test whether the mean TC score is significantly different from 200, we replace V by
Yrc. E(V) by the population mean specified by Hy (nyp), and oy by the SEM. Conse-
quently, we have

?TC — Mhyp
o/vN

Substituting the values presented in Subsection 5.5.2, we have
_224.684 — 200
T 2894

This z score informs us that the observed mean is more than 8 standard deviation units
above the hypothesized mean of 200.

7 =
rs

(5.15)

=8.53
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Now that we have a numerical value for our test statistic, we must use it to decide
between Hj and H;. We do this by determining those values of z that would lead to rejection
of Hy in favor of H,. Such values constitute the rejection region, the set of possible values
of z that are consistent with H; and very improbable if Hy is assumed to be true. Indeed,
those values are so improbable if Hj is assumed that their occurrence leads us to reject
Hp. An arbitrarily chosen value, o (alpha), defines exactly how unlikely *so unlikely” is.
Traditionally, researchers have set o at .05. Again, we want very strong evidence against
H, before we reject it.

Once we have decided on a value of @, we can establish a rejection region for our study.
Turning to Appendix Table C.2, we find that 1.96 is exceeded by .025 of the standardized
normal curve; because the curve is symmetric, .025 of the area also lies below —1.96. Thus,
if the null hypothesis is true, there is only a 5% probability of obtaining a value greater than
1.96 or less than —1.96. Equivalently, we reject Hy if the absolute value of z, |z|, is greater
than 1.96. Obviously, the z we calculated is much larger than 1.96 and therefore we reject
Ho.

To summarize the steps in testing the null hypothesis (also see Chapter 4):

1. State the null and alternative hypotheses.

2. Decide on a test statistic; in the present example, this is the z defined by Equation
5.15.

3. Decide on a value of alpha and establish a rejection region. If a = .05, and the test
is two tailed, reject Hy when z > 1.96 or z < —1.96.

The obtained value of the test statistic falls well into the rejection region, so we can reject
the null hypothesis.

Alternatively, in step 3 we can find the p value, the probability that the value of the
test statistic would be at least as extreme as we actually obtained, if the null hypothesis was
true. We reject the null hypothesis if p < «. Here, the p is p(z > 8.53) + p(z < —8.53); to
three decimal places, p = .000.

The two-tailed rejection region was selected because we tested whether cholesterol
scores were significantly different from (lower or higher than) 200. However, we might
have decided that low cholesterol scores are good and our interest lies only in detecting
high values. In that case the rejection region would have been one tailed and the null and
alternative hypotheses would have been

Hy: pre <200 and Hy: pe > 200

In this situation, if the population of scores is normally and independently distributed, and
we know the population variance, we again can use the z test. Accordingly, we turn to
Appendix Table C.2. Again, the rejection region consists of those extreme values of z that
are consistent with the alternative hypothesis. In this case, because our test is one tailed,
the region consists only of the largest 5% of the z distribution. Therefore, again assuming
that o = .05, we will reject Hg if the z calculated from our data is greater than 1.645. Also,
in the one-tailed case, the p value is determined only by the part of the distribution beyond
the value of the test statistic in the direction consistent with the alternative hypothesis.
The choice between one- and two-tailed tests should be made before the data are
collected. To understand why, consider the following scenario. Suppose we originally hy-
pothesized that the average TC score should be above 200; we have a one-tailed hypothesis.
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However, upon examining the data, we find that the sample mean is less than 200, and
we now restate our hypotheses, testing at the .05 level for a significant difference in the
direction opposite to that originally hypothesized. Because we have already considered one
tail (mean TC scores above 200) and are now considering the other tail (the mean is below
200), the true alpha level is greater than .05. In essence, we failed to find evidence for one
alternative hypothesis at the .05 level and are now seeking evidence for a different alterna-
tive, again at the .05 level. But 2 x .05 = .10, the true alpha level in this approach to the
data.

Why not always carry out the two-tailed test? Doing so would allow us to test for
departures from the null hypothesis in both directions. The answer lies in a consideration
of power. Note that the two-tailed test requires a cutoff of 1.96 in the right-hand tail of the
normal distribution, whereas the one-tailed test requires a cutoff of 1.645. In other words,
if the alternative hypothesis is that the population mean is greater than 200, the one-tailed
test has a more lenient criterion for rejection. Therefore, as we illustrated with the binomial
distribution of Chapter 4 (see Fig. 4.4), when the null hypothesis is true the one-tailed test
has more power against that alternative. We illustrate the calculation of the power of the
normal probability (z) test and discuss the factors affecting it in Section 5.7. Before doing
this, and also before considering the assumptions underlying the inferences we have drawn,
we first consider a second example.

5.6 INFERENCES ABOUT POPULATION MEANS:
THE CORRELATED-SAMPLES CASE

A major purpose of the study carried out by researchers at the University of Massachusetts
Medical School was to determine whether changes in the seasons affect various personality
and physical attributes. One measure that might reflect seasonal change is the Beck depres-
sion score. We subtracted the depression score obtained in the spring from that obtained in
the winter for each participant in the Seasons study who had scores in both seasons. Note
that once we have carried out this subtraction and obtained the sample of change (or differ-
ence) scores, our data set resembles the set of TC scores. That is, although we began with
two samples (winter and spring depression scores), we now have a single sample of change
scores. We refer to this as the correlated-scores case because each participant contributes
a winter and spring score to the change score, and the seasonal scores are therefore likely to
be correlated. Correlated scores also are a product of research designs in which individuals
are matched on some measure other than the dependent variable (such as IQ or a pretest
score), or are paired because they are siblings (or, often, twins), and each member of the
pair is randomly assigned to one of two treatments. In these cases, difference scores are
obtained for each pair, and CI and significance test calculations reduce to those previously
illustrated in Section 5.5. In summary, the correlated-scores case is really a one-sample case
in which the sample consists of difference scores. Because one-sample data sets are most
common in studies in which two measures are taken from one individual, or individuals are
matched on the basis of some variable, we focus on the example of seasonal change scores
for the rest of this chapter.

Summary statistics based on the seasonal Beck depression change scores are presented
separately for male and female participants in Table 5.2. These statistics are based on the
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TABLE 5.2 DEPRESSION SEASONAL CHANGE (WINTER - SPRING)
SCORES BY GENDER

Males Females

No. of cases 211 215

Minimum —13.054 —16.205
Maximum 22.054 16.500
Median 0.000 0.026
Mean 0.028 0.557
95% CI upper 0.588 1.080
95% CI lower -0.532 0.033
Std. error 0.284 0.266
Standard dev. 4.126 3.897
Variance 17.028 15.185
Skewness(G1) 1.096 0.235
SE skewness 0.167 0.166
Kurtosis(G2) 6.527 2.548
SE kurtosis 0.333 0.330

Note. Output is from SYSTAT.

difference between winter and spring (Beck D1 — Beck_D?2) scores in the Beck D file in
the Seasons folder of the CD. We first use these statistics to draw inferences about the mean
difference in depression scores in the female population. In Section 5.10, we investigate the
difference between the mean change scores of the male and female populations.

Substituting the values of the sample statistics for female participants into Equation
5.14 yields the following CI on the mean change score:

CI = .557 £ (1.96)(.266)
= .036, 1.078

These values differ slightly from those in Table 5.2 (.033, 1.080). Because the population
standard deviation is not known, but is estimated, our statistical package used critical values
of the ¢ distribution rather than the normal. For large N, the normal and ¢ distributions are
very similar. If we had substituted the critical value of r, 1.971, rather than 1.96 into Equation
5.14, we would have obtained the confidence limits shown in Table 5.2.

The CI limits we just calculated suggest that there is a significant change in depression
scores between the winter and spring seasons because the computed interval, which has
the limits .04 and 1.08, does not contain zero. Thus, we conclude with .95 confidence that
there is an average difference in the population; the mean depression score is higher in
the sampled population in the winter than in the spring. As in our analysis of cholesterol
scores in Section 5.5, we can carry out a direct test. Letting fLchange represent the mean of
the population of change scores, we can state two hypotheses. Assuming that we wish to
determine whether there is a difference in either direction, the hypothesis that the mean
change is zero is the null hypothesis,

Hy: Mechange = 0
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and the alternative hypothesis is

Hy: pchange # 0

Once these two hypotheses have been formulated, we need a test statistic whose value will
enable us to decide between them. As in Section 5.5,

_ Y change — Mhyp

Uchange/*/]_\/‘
Substituting the mean and SE values from Table 5.2 yields
557-0
= ——— =2.09
©T 7266

Setting o = .05, we see that the rejection region is z > 1.96 or z < —1.96, and we reject Hy
because 2.09 > 1.96. Alternatively, we can find the p value, which is .036. Because .036 is
less than our a, .05, we again conclude that the null hypothesis is false. Note that uyy, need
not be zero. The value of the mean under the null hypothesis might be some other value,
perhaps based on a mathematical model or on norms gathered from a different population,
or in previous studies.

5.7 THE POWER OF THE Z TEST

Following a data analysis in which the null hypothesis was not rejected, the researcher
might wish to know what power the test had, given the effect size that was observed, the
variability of the data, and the number of observations. Another investigator might wish
to know what the power would be if a different sample size were used. In these cases, N,
o (or an estimate), and a specific effect size (such as the mean change score) are known
and power is to be determined. Ideally, researchers should take power into consideration
when planning the experiment. We should ask what sample size we need to have a specified
level of power to reject Hy, assuming a specific effect size. In this case, power, o, and the
effect size are known and N is to be determined. To reinforce our understanding of what
power means, we provide an example of how power is calculated when N, ¢, and a specific
effect size are given. Further examples of the determination of power, and also of N, using
software available on the Internet, are presented in Chapter 6.

5.7.1 Determining the Power of the
Normal Probability (z) Test

Suppose that a research group in another part of the country wants to know if the effects of
seasonal change on female depression scores can be replicated in their area, an area in which
seasonal climates differ from those in Massachusetts. Further suppose that their sample of
female participants is [imited to an N of 100. This is a smaller sample than the 215 tested by
the University of Massachusetts researchers. Would this second group of researchers have
reasonable power to reject the null hypothesis if it is false? To answer this question, we have
to follow the steps outlined in Chapter 4, in which power was discussed in the context of
the binomial test. We first have to establish a specific alternative hypothesis. A reasonable
approach is to test Hy against an alternative suggested by the results of the Seasons study;
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therefore, we will base the specific hypothesis, H,, on the observed mean change, .557.
Furthermore, we decide on a one-tailed test. Then, the null hypothesis is Ho: pchange = 0,
the alternative hypothesis is Hi: pchange > 0, and the specific alternative is Ha: ehange =
.557. Having specified a one-tailed test, and setting o = .05, we see that the decision rule
is to reject if z > 1.645.

The basic principles in computing power are the same that dictated the power cal-
culations of Subsection 4.7.3. Simply put, we have to calculate the area in the rejection
region assuming H, is true. We do this by finding the distance in SE units between the
mean assuming the alternative hypothesis and the mean assuming the null hypothesis; the
alternative value, w4, is .557 and the value assuming the null hypothesis, pu,p, is zero.
If Y represents the mean change score, its SE is oy = ochange/fﬁ . In words, the SEM
is the standard deviation of the change scores divided by the square root of the sample
size. To find the numerical value of the SE, we assume that Ochange = 3.897, the value
of Schange Obtained in the Seasons study. Therefore, SE = 3.897/10, or .390. Now we can
calculate the distance in standardized error units between 4 and phy,. This is a z score:
specifically,

2= (pa — Fl'hyp)/o'?
= (.557 - 0)/.390
=143

Figure 5.5 presents two standardized normal distributions. The left one is the distribution
assuming the null hypothesis to be true; its mean is at zero, and the rejection region is the
shaded area to the right of 1.645, the cutoff established when we selected our alpha level.
The right distribution has its mean at .4, which we have just shown is 1.429 standard errors
to the right of gy, The power of the hypothesis test is the proportion of this distribution
to the right of z = 1.645 in this alternative distribution. To find the size of this area, do the
following:

1. Find the z score of the cutoff with respect to the alternative distribution. This value
is .216, because if we look at the null distribution, the critical z score is 1.645 —
1.429 = .216 units greater than the z of 4.

2. Turn to Appendix Table C.2 and find the area to the right of a z of .216.
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Fig. 5.5 Null and alternative distributions (shaded areas are
rejection regions).
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In our example, this area, the power of our test, is approximately .41. In words, if the
mean change score in the population is .557, the probability is .41 of rejecting the null
hypothesis that the mean change is zero. The rather low value of power serves to remind
us of the critical effect variability has on our inferences. Despite what many laboratory
scientists would consider to be a large sample, power is low against what appears to be a
reasonable alternative hypothesis (on the basis of an actual study), and, accordingly, the
Type 2 error rate is very high. The situation is considerably better—though hardly great—
in the actual study in which the N was larger; power against the specific alternative (. =
.557) with an N of 215 instead of 100 is approximately .67. Clearly, the variability in Beck
depression scores makes it difficult to achieve precise parameter estimates or high power
to test hypotheses, even with relatively large samples.

Factors Affecting Power

In general, the power of a test depends on several factors, all of which have effects qualita-
tively similar to those noted in the discussion of power in Chapter 4. First, power increases
as a increases because the increase in o requires an increase in the range of values included
in the rejection region. If alpha is.10, the critical value in Fig. 5.5 shifts from 1.645 to
1.28, increasing the rejection region, and consequently the area above it. Second, power is
affected by the nature of Hy and H). If the statement of H, is two tailed, with alpha still
at .03, the decision is to reject Hy if z < —1.96 or z > 1.96. Then there would be two
critical values in Fig. 5.5: —1.96 and 1.96. Power would correspond to the areas to the right
of 1.96 and to the left of —1.96 under the H, distribution. As we can see in Fig. 5.5, the
probability of z < —1.96 if H, is true is essentially zero and the probability that z > 1.96
18 less than the probability that z > 1.645. Therefore, the one-tailed test is more powerful
against the specific alternative, w4 = .557. In contrast, this one-tailed test has virtually no
power against specific alternatives of the form . < ppy,, whereas the two-tailed test has
the same probability of rejecting Hy against these alternatives as against those of the form
M > Pyp-

Two other factors affecting power are the population variance and the sample size;
reduced variance and larger N yield smaller SEMs. As the SEM decreases, the sample mean
is more likely to be close to the true parameter value. As we have noted previously, a smaller
SEM increases the probability of getting values of Y close to the true population mean. Thus
a decreased SEM will result in increased power to reject false null hypotheses. Of course,
as we pointed out in Chapter 4, most null hypotheses are false at least to some extent. We
should always consider whether we have had so large an N that an effect of little practical
or theoretical importance was detected. This is one reason why Cls are an important part of
our analyses. Very large sample sizes may sometimes result in rejection of a null hypothesis
even if the effect is trivial, but the CI, by providing a bounded estimate of the effect, enables
us to assess its importance.

We can influence variability by our choice of measures and experimental design, as
well as by controlling extraneous factors that might contribute to chance variability. How
large an N we need will depend on the other factors noted herein and the power we want,
as well as the smallest size effect we want to be able to reject with that power. A sample
size of as little as 40 would have provided more than the .41 power we calculated if the
variance of the depression scores had been smaller, or if |14 had been larger than .557. Many
sources, including books (e.g., Cohen, 1988; Kraemer & Thiemann, 1987), software, and
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Web sites, enable researchers to calculate the sample size needed to have a certain level
of power against a specified alternative. We illustrate this important application of power
analyses in later chapters.

Examining power as a function of the variables that affect it has proven useful in decid-
ing between alternative methods of analyses (e.g., Blair & Higgins, 1980, 1985; Levine &
Dunlap, 1982; Ratcliff, 1993; Zimmerman & Zumbo, 1993). For example, power functions
for different statistical tests can be compared. Assuming that the choice among tests is
not dictated by some other factor (such as validity of assumptions, ease of calculations, or
availability of tables), we should choose the test with the higher power function. We can
also consider the effects of violations of assumptions on the power of various statistical
tests. For example, the ¢ test is more powerful than other tests that can be used to compare
two experimental conditions when the population is normally distributed. However, when
the population of scores is not normally distributed, other tests may achieve markedly more
power, particularly when a one-tailed hypothesis is tested (Sawilosky & Blair, 1992). One
way to increase power is to increase sample size when practical. Other approaches to the
problem are discussed at various points in this book.

5.8 HYPOTHESIS TESTS AND Cls

The relation between Cls and significance tests may be understood by considering the usual
decision rule for a two-tailed test: Assuming o = .05, reject Hy if

¥ — Y —
I 196 or — PP g6
oy Oy

Some algebra will show that this is equivalent to the following rule: Reject if
Boyp < ¥ — 1.9607 or  pyy, > Y + 1.9605

However, Y £ 1.96 oy are the lower and upper limits of a 95% CI on . Therefore, the
null hypothesis will be rejected at the .05 level (two tailed) whenever the hypothesized
value of the population mean is less than the lower bound, or more than the upper bound
of a .95 CI. In the example of the seasonal change in depression scores, the value zero was
below the lower limit of the .95 CI, allowing us to reject at the .05 level of significance the
hypothesis of no mean change in the sampled population. Note that the CI permits evaluation
of any null hypothesis; any hypothesized parameter value that falls outside the limits will
lead to rejection by a significance test (assuming « is set at one minus the confidence
level), whereas null hypotheses that assert values of the parameter within the CI will not be
rejected.

We can also use the confidence interval to carry out one-tailed tests of significance. We
might wish to test the null hypothesis of no seasonal change in depression scores against
the one-tailed alternative that the winter—spring difference is positive; that is, that the mean
depression score for women is higher in winter than in spring. Then we test Hy: . = 0
against the directional alternative, H,: p. > 0. Because the lower bound of our .95 Clis .03,
we have .975 confidence that the true population mean is greater than .03. Therefore, Hy:
p = 0 is very unlikely to be true. In fact, we can reject this null hypothesis at the .025 level
of significance. The .90 CI would provide a one-tailed test of the null hypothesis at the .05
level.
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A CI provides several advantages over a hypothesis test. First, it provides a bounded
estimate of the population parameter, thus focusing attention on the parameter value rather
than on whether that parameter has one specific value. Second, the CI permits tests of all
possible null hypotheses simultaneously, thus providing considerably more information than
does the hypothesis test. Finally, the interval width provides information about the precision
of the research. A significant result, coupled with a very narrow interval, may suggest that
power was so great as to enable us to reject even a trivial effect. In contrast, a nonsignificant
result, together with a wide interval, suggests that our experiment lacked precision, pointing
to the need for either a less variable measure, more careful application of experimental
procedures, or a larger sample. Note that the width of the interval is influenced by the same
variables that influence power. The narrower the interval, the more powerful a test of any
particular null hypothesis will be. The interval narrows, and power increases, as N increases
and as s decreases. Furthermore, increasing o and decreasing confidence have parallel
effects. An increase in o increases power at the cost of increasing the Type 1 error rate.
There is a similar trade-off between confidence and the interval width; decreasing confidence
yields a narrower interval providing a more precise estimate but with less confidence in that
estimate.

5.9 VALIDITY OF ASSUMPTIONS

The validity of the inferences we made based on the calculations of Cls and hypothesis tests
in the preceding sections rests on three assumptions. Scores are assumed to be independently
and normally distributed, and they have a known standard deviation, o. Let’s consider each
of these assumptions in turn.

5.9.1 The Independence Assumption

Two scores, Y; and Y;, are independent of each other if the probability of any value of
one is independent of the value of the other. In the notation of Chapter 4, we have two
independent scores if p(Y;|Y;) = p(Y¥;). In simple English, two scores are independent if
knowing one score provides no information about the value of any other score. If scores
are not independently distributed, the CI for p. may be invalid and Type 1 error rates and
power associated with tests of hypotheses about p. may be seriously affected. In the Seasons
data, spring and winter scores are likely to be correlated, and therefore not independent;
individuals who are more depressed than others in the winter will also tend to be so in the
spring. For this reason we cannot treat the winter and spring samples as independent of each
other. To draw inferences about the difference in the winter and spring mean depression
scores, we created a single change score for each participant in the study. The statistics of
Table 5.2 are based on these change scores. We have one such score for each participant in the
study, and the assumption of independence is that these change scores are independently
distributed. Assuming that our participants were randomly sampled, we can analyze the
change scores to provide inferences about pcpange, the mean of the population of change
scores.

If we treat the spring and winter scores as though they were independent of each other,
using calculations we present later in Section 5.10, we find that the CI will be overly wide
and power will be low relative to that in the correct analysis. The reason for this is that the
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standard error of the difference between two independent means is larger than that for two
dependent means.* By treating the means as independent when they are not, we use 0o
large an estimate of the variability in this research design. In other research designs, the
result of a failure to take nonindependence into account in the data analysis may result in
an inflation of Type 1 error rate. Chapter 16 presents an example of this.

5.9.2 The Normality Assumption

The skewness and kurtosis values in Table 5.2 indicate that the change scores are not
normally distributed. As we noted in Chapter 2, G1 is zero if the distribution is perfectly
symmetric and G2 is zero for the normal distribution. In Table 5.2, both of these statistics
have values more than twice as large as their SEs, providing evidence against the assumption
that the population of change scores is normally distributed. However, the issue for any
assumption is not whether it is correct but rather whether it is sufficiently close to being
correct that our inferences are valid. In the example of the depression change scores, the
departure from normality is not likely to be a problem. Our inferences are based on the
assumption that the sampling distribution of the mean change score is normal. Even if
the population of scores is not normal, because we have a large number (215) of change
scores, the central limit theorem leads us to believe that the sampling distribution of the
mean is approximately normal. This approach to normality with increasing sample size was
illustrated in Fig. 4.3.

5.9.3 The Assumption of a Known Value
of the Standard Deviation

Although we can be certain that the population standard deviation is not exactly 3.90, the
value of s in Table 5.2 is an unbiased estimate of o, and a consistent one. Consistency
implies that, as the sample grows larger, the probability increases that s lies close to o.
Because our sample size is large, using the sample value of the standard deviation in our
calculations in place of the true (unknown) population value should not present a problem.
We have one indication that this is the case when we compare the CI calculated by using
values from the table of normal probabilities with those in Table 5.2, which were based on
the ¢ distribution. Although the ¢ distribution assumes an estimate of o rather than a known
value, the two sets of results are very similar.

Further evidence that violations of the normality and known-¢ assumptions are not
critical when N is large derives from a computer study we conducted. We drew 2,000 samples
of 215 scores each from the population distribution in Fig. 5.3(a) and we calculated a CI
for each sample. This population was constructed to have characteristics—mean, standard
deviation, skewness, and kurtosis—similar to those of the sample of 215 scores.” The
proportion of samples yielding limits containing the mean of the simulated population was
.945, quite close to the theoretical value of .95.% In terms of a two-tailed test of the null
hypothesis, this implies a rejection rate of .055. The close approximation of confidence
and significance values to the theoretical values indicates that even if the population is not
normally distributed, the normal probability function and an estimate of the population
standard deviation can provide adequate inferences when the sample is large. This raises
the question of how large is large. There is no simple answer to this. Using the population
of Fig. 5.3 and drawing samples of size 30 instead of 215, we found that .940 of the
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2,000 ClIs contained the true value of the population mean, a reasonable approximation to
the theoretical value of .95. However, the results may not be quite as satisfactory with small
samples if the population distribution deviates more markedly from normality.

5.10 COMPARING MEANS OF TWO INDEPENDENT
POPULATIONS

In the developments thus far, we had winter and spring depression scores for 215 women who
participated in the Seasons study. Because each participant’s depression score was obtained
twice, once in each season, the scores are correlated; r = .819. Consequently, although
we estimated and tested the difference between two means, we did this by first obtaining a
single distribution of scores. A change score was obtained for each participant and the mean
of the population of change scores was estimated and submitted to a hypothesis test. In this
section, we consider a comparison of two means that are based on two independently (and
therefore uncorrelated) distributed sets of scores. Specifically, we consider the difference
between the effect of the seasons on changes in male and female depression scores.

The change scores for the women and men are displayed in histograms in Fig. 5.6. The
data are from the Beck_D file. Both distributions are roughly symmetric, although the right
tail is more pronounced than the left, particularly in the sample of male scores. The other
notable difference is that there are more scores in the male than in the female histogram
in the two most frequent categories. These differences are reflected in Table 5.2, presented
earlier in this chapter. The fact that the right tail extends further for the male histograms is
consistent with the higher skewness value for men, and the difference in the peaks of the
distributions is also reflected in the higher kurtosis value. The difference in the right tails
is also reflected in the difference in the maximum values in the table. In summary, there
are proportionately more men than women in the categories close to zero change, and also
slightly more in the most extreme right tail. Turning to measures of location in Table 5.2,
we find the medians either at zero (men) or very close to zero (women). The means present
a somewhat different picture. The mean change score is higher for women, suggesting that,
on the average, they exhibit a greater increase in depression scores from spring to winter.
Also note that the male CI contains zero, whereas the lower limit of the female Cl is greater
than zero. Nevertheless, the difference in the mean change scores (.028 vs. .557) seems
small relative to the range of scores. Before we draw any conclusions, it would be wise to
consider this difference further.
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Fig. 5.6 Histograms of winter—spring Beck depression scores by gender.
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5.10.1 Assumptions

We continue to use the normal distribution, tabled in Appendix Table C.2, as the basis for our
inferences. More specifically, we assume two populations of independently and normally
distributed depression change (winter—spring ) scores, one for men and one for women.
We assume that many pairs of samples of size 211 (male) and 215 (female) are drawn
at random from the two populations. Following each draw, the difference in the sample
means, Yz — Yy, is computed. Consequently, we generate a sampling distribution of these
differences. The mean and SE of that sampling distribution are pr — py. and oy, 7,
respectively.

5.10.2 Interval Estimation

Let my and pp be the means for the male and female populations of change scores,
respectively. We want a .95 CI that bounds p.r — L. It is helpful in deriving that interval
to consider a general form for the CI:

plV — 1960y < E(V) <V 4+ 1.960y] = .95 (5.16)

To obtain the .95 CI for wr — pp, V = Yp— Yy = 557 — 028 = .529 and E(V) =
pmr — . All that remains is to calculate o,. We begin by noting that gy is oy, .y, and

Y 5— Y is a linear combination of the two means; that is,
Yr=Yu=MYr)+ D)

In Appendix 5.1 we prove that the variance of the difference between two independently
distributed quantities is the sum of their variances. Therefore,

o =0 +o7 (5.17)

Yr-Yy Y,
Because the variance of the sampling distribution of the mean is the population variance
divided by the sample size, the SE of the sampling distribution of the difference between

the means is
o} o}
o, , =.—+H (5.18)
Foty nr A

and, substituting the values in Table 5.2, we have

= .389

g. . =
Yp-Yy

\/17.028 N 15.185
211 215

We may now rewrite Equation 5.16 for the special case in which V = Y — ¥V -

2 2 2 2
— —_ g —— —
pl(Fr—Fa) = 196, £ + M < oy < (Fr — Fo) + 196, 2L + T4 | — 95
nr s nr Ryr

(5.19)

1l

Substituting numerical values, the lower and upper limits for pur — py are

C1l = (557 — .028) + (1.96)(.389)
= .529 4+ .762
= —.23,1.29.
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We have .95 confidence that the difference between male and female seasonal change scores
lies between —.23 and 1.29. It appears that the difference between the male and female
populations is quite small. In fact, the confidence interval is consistent with the hypothesis
that there is no gender difference; s — pas = O lies within the interval. As usual, that
hypothesis can be tested directly and we consider such a test before further discussing the
relation of seasonal depression score changes to gender.

5.10.3 The Hypothesis Test

Testing the null hypothesis that the difference between two population means has some
specified value (usually, but not always, zero) follows directly from the developments of
the preceding section. Equation 5.7 stated that

t=[V - EV)]/oy

From our work with the CIfor j.r — s, weknowthat V=Y — Yy =.557— 028 =.529,
E(V)=pwr — pu,and oy = o} i+ wi/np = .389. Totest Hy: lr — wy = 0 against the
alternative pr — pp # 0, assuming the sampling distribution of the difference in means
is normal, we form the decision rule: Reject Hp if |z] > 1.96. Substituting numbers into
Equation 5.7, we find that z = (.529 — 0) /.389 = 1.36. As the confidence limits indicated,
Hy cannot be rejected.

There is an apparent inconsistency if we consider results obtained when Cls (or signif-
icance tests) are calculated for the mean change scores for men and for women separately.
This can be seen by reviewing the results obtained in each case. Table 5.3 presents the mean
and SE of the sampling distribution, and the upper and lower .95 confidence limits, for each
of three variables: the mean change score for women, the mean change score for men, and
the difference in gender means. Considering the confidence limits, we conclude that there
is a significant seasonal change in mean depression scores for women, but not for men. This
implies that there is a difference between the genders in their mean change scores. However,
the confidence limits for the difference between genders fail to support the inference that
the male and female populations differ in their mean change scores.

This pattern of results raises two issues. The first is why separate tests on the male and
female samples indicate that the null hypothesis of no seasonal change can be rejected for
women but not for men, whereas a test of the mean female change score minus the mean
male change score does not support the hypothesis that the change is greater in the female
population. The explanation lies in consideration of the SEs and the interval widths. Note
that the SE and the interval is larger for the sampling distribution of Yz — Y, than for
either ¥ or Y. We have less precision in estimating the difference in population means
than in estimating either population mean alone. Consistent with the wider interval for

TABLE 5.3 SUMMARY STATISTICS FOR SEASONAL CHANGE SCORES

C! Limit
Sex Mean SE Lower Upper
Men .028 284 —.532 0.588
Women 557 266 .033 1.080

Gender diff. 529 389 —.233 1.291
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IF — g, hypothesis tests about the difference between population means have less power
than hypothesis tests about either population mean alone.

The second issue raised by the results in Table 5.3 is, What can we conclude? Is the
mean greater in the population of female seasonal change scores than in the male population,
or isn’t it? Problems similar to this frequently arise when the results of data analyses are
reviewed, but there is no simple answer. In the current example, we calculated the power to
reject a specific alternative based on the observed difference in change scores; despite the
large sample sizes, power was low, approximately .27. Consequently, it is difficult to reach a
conclusion about the difference in the mean change scores of the two populations. We have
sufficient evidence to reject the null hypothesis of no seasonal change in the female popula-
tion but lack sufficient evidence to reject the hypothesis of no difference between the mean
changes of the male and female populations. However, given the lack of power in the test
of the difference, there is no support for concluding that the population means are the same.

The medians of the change scores provide a complementary picture of the relation
between the two distributions. Note that the male and female medians in Table 5.2, unlike
the means, are quite similar and are both very close to zero. This suggests that there is no
median change in either population. The significant mean change for women may reflect
a few extreme positive change scores, a suggestion that is supported if we delete all eight
(positive and negative) outliers from the data set; in that analysis, the mean change for
women is no longer significant and both medians and means suggest no difference in
location between the male and female populations. In this particular instance, the medians
seem more representative of the data and we would be inclined to conclude that (a) the
population midpoints (i.e., the medians) are close to zero and differ very little, if at all,
and (b) the female mean change score, although significantly different from zero, probably
reflects a few scores that are considerably more depressed in winter than in spring.

Although the statistics at hand, and the further calculations based on them, are important
in influencing our conclusions, other factors may also play a role. Consider a situation in
which behavioral changes are recorded with two drugs in order to select one to be marketed.
Assume the change is significant with one drug and not with the other but, as in the direct
comparison of men and women, there is no significant difference between the drugs. We
might be inclined to market the drug that produced the significant change. However, the
situation becomes more complicated if we stipulate that the other drug is considerably less
expensive to manufacture. Should we go ahead with the more expensive drug if the direct
comparison does not provide clear evidence of its superiority? This example suggests that
there will be situations in which results will be inconclusive and further research, perhaps
with larger samples or with less variable measures, may be desirable.

5.11 THE NORMAL APPROXIMATION TO THE BINOMIAL
DISTRIBUTION

When we worked with the binomial distribution in Chapter 4, probabilities were obtained
either by calculation or by using tables of the binomial distribution. However, for large
samples this is unnecessary, because we can estimate binomial probabilities by using tables
of the normal distribution. In Chapter 4, we showed that as the number of trials increased, the
binomial distribution began to look more symmetric, and more like the normal distribution
(see Fig. 4.3), particularly when the probability of a success on a trial, p, was .5. In fact,
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TABLE 5.4 TAIL PROBABILITIES, P{Y > y), FOR THE BINOMIAL
AND NORMAL DISTRIBUTIONS {N = 20)

p= 5 p = 75
y Binomial Normal Binomial Normal
11 4119 4115 .9861 .9899
12 2517 2512 .9591 9646
13 1316 1318 .8982 9016
14 .0577 0588 7858 7807
15 .0207 0221 6172 6019
16 .0059 .0070 4148 3981
17 0013 .0018 2252 2193
18 .0002 .0004 0913 .0984
19 .0000 .0001 .0243 .0354
20 .0000 .0000 .0032 0101

with N as small as 20, the normal distribution provides an excellent approximation to the
tail probabilities of the binomial. To use the normal probability table of Appendix Table
C.2 to get the probability of y or more successes when y is greater than pN, calculate

y—pN -5
= 5.20
VT =T 620

where pN is the mean value of Y, p(1—p)N is the variance of Y, and the .5 is a correction
for continuity. The correction reflects the fact that the binomial is a discrete distribution.
Suppose we want the probability of 15 or more successes in 20 trials. Because 15 may be
viewed as representing a point from 14.5 to 15.5 along a continuum, we “correct” 15 by
subtracting .5; in other words, we find the area above 14.5 under the normal distribution. If
v < pN, we add the .5 instead of subtracting it.

Table 5.4 presents tail probabilities [p(Y > y)] when N = 20, p = .5 or .75, for values
of y from 11 to 20. The normal approximation to the binomial is almost perfect when
p = .5 and it is fair when p = .75. The approximation when p = .75 can be improved by
increasing N. A rough rule of thumb is that in order to use the normal approximation to the
binomial, the smaller of Np and N(1 — p) should be greater than 5.

5.12 CONCLUDING REMARKS

We have focused on two inferential procedures—Cls and hypothesis tests. Once again, we
empbhasize that CIs have inherent advantages. They provide a bounded estimate of the size
of the effect and, at the same time, a sense of the precision of the research through the width
of the interval. Furthermore, the very act of defining a null and alternative hypothesis invites
the researcher to make a dichotomous decision between the existence and nonexistence of
an effect, whereas the establishment of a .95 interval should serve to remind us that the true
effect may lie outside the calculated confidence limits. When hypothesis tests are carried
out, they should be accompanied by power calculations. The result of such calculations can
influence our view of hypothesis test (or CI) results. If power is low (or the interval is wide),
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we should be skeptical of nonsignificant results. If we have very high power (or a very
narrow interval) to detect a very small effect, we should consider whether the effect is large
enough to be of interest, or whether statistical significance merely reflects the collection
of a very large amount of data. The minimum effect size of interest can be determined on
the basis of practical considerations in applied research or, in more theoretical work, on the
basis of theory and previous research. Determining this targeted effect size, and therefore
the specific alternative hypothesis, has the healthy consequence of forcing us to think about
how large an effect should be before it is important to detect. We have much more to say
about effect sizes, and we provide some guidelines for what is small, medium, or large, in
the next chapter.

The development of Cls and hypothesis tests has been carried out within the context
of the normal distribution because it allowed us to focus on basic concepts and procedures,
postponing certain complexities to subsequent chapters. In addition, although the normal
density function rarely plays a direct role in data analyses, the assumption that the population
is normally distributed underlies procedures based on the ¢, chi-square, and F distributions.
This assumption is rarely true; data distributions in psychological and educational research
tend to be skewed, or have longer tails than the normal, or have gaps, or lumps. Several of
these characteristics were present in the Seasons data analyzed in this chapter, and those data
are quite typical of other psychometric measures in those respects. Despite this, distributions
of means and of differences among means will tend to be symmetric, and with large samples
will be adequately approximated by the normal density function. With smaller samples, the
consequences of violating assumptions are not readily summarized because they depend
on many factors—for example, the actual shape of the population distribution, the sample
size, and whether the hypothesis test is one or two tailed. We consider these factors further
in subsequent chapters.

A critically important concept that underlies all the developments in this chapter is
that of the sampling distribution. We usually have a single data set from which to draw
inferences about the population of scores that has been sampled. The concept of the sampling
distribution provides a bridge between the sample and the population. Our interpretation of
the confidence level is based on the proposition that if we were to take many random samples,
computing a CI for each, the proportion of intervals containing the parameter of interest
would match the nominal confidence level. Similarly, when we say that the probability of
a Type 1 error is .05, we say in effect that if the null hypothesis is true, .05 of independent
replications of the experiment will result in rejecting that hypothesis. Furthermore, our
criteria for estimates of parameters—unbiasedness, consistency, and relative efficiency—
are based on properties of the sampling distribution.

Another important concept introduced in this chapter was that of linear combinations,
that is, weighted sums or averages. Linear combinations will play an important role in future
developments. Appendix 5.1 notes several important linear combinations such as the mean,
sum, and weighted average. Still another application is provided when the mean of one set
of conditions is pitted against the mean of another set of conditions, as, for example, in a test
of whether depression scores are higher in the fall and winter than they are in the spring and
summer. These more general linear combinations, or contrasts, together with their Cls and
significance tests, are introduced in Chapter 6, and they are discussed further in Chapters 9
and 10.

Although this chapter focused on the inferential process, exemplified by Cls and hy-
pothesis tests based on the normal density function, it is important to be aware that we
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begin to have an understanding of the data by looking at the data. This means a consid-
eration not just of arithmetic means but of the diverse statistics that summarize location,
spread, and shape of the distribution. It means viewing graphs that provide an insight into
the spread among scores, the shape of the distribution, and the presence or absence of
outliers that may influence summary statistics. A close examination of the data will often
influence the interpretation of the results, sometimes suggesting the presence of effects
we did not anticipate, or influencing the interpretation of the results of inferential proce-
dures. In some circumstances, it may indicate that critical assumptions have been violated,
providing a spur to consider other forms of analysis, or to at least qualify conclusions.
Researchers typically invest considerable thought, time, and effort into data collection. Too
often, the data analysis involves considerably less thought, consisting of significance tests
or correlation coefficients commonly calculated with similar data. The data analysis process
should be more extensive, and we should begin it by tabulating and graphing more than

means.
KEY CONCEPTS
continuous random variable cumulative probability function
probability density function central limit theorem
standardized normal distribution Z score
standardized normal deviate standard error
unbiased estimator consistent estimator
relative efficiency dot plot
point estimate confidence interval
correlated scores correction for continunity

In some of the following problems, it may be helpful to consult Appendix 5.1, which
contains equations for the variances of linear combinations.

EXERCISES

5.1 A standard IQ test yields scores that are normally distributed with w = 100 and o =
15.Y is a randomly selected score on the test.
{a) (1) What is p(Y > 130)? (ii) p(85 < Y < 145)? (iii) p(Y > 70)? (iv) p(70 <
Y < 80)?
{b) What scores define the middle 80% of the distribution?
{c) What is the 75th percentile (score such that it exceeds 75% of the scores)?
(d) What is the probability that a randomly selected student will have a score greater
than 1157
{e} What is the probability that the mean IQ of a group of 10 randomly selected
students will be greater than 1157
5.2 Onanew test of logical reasoning, the mean and standard deviations for a population
of men are p = 170 and o = 50; for women, . = 200 and ¢ = 60.
{a) What is the probability that a randomly selected woman will have a score greater
than 1707
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53

54

5.5

(b) What is the probability that the mean of a group of 9 randomly sampled women
will be greater than 1707

(¢) Assume that many pairs of female (F) and male (M) scores are drawn from their
respective populations and a difference score, d = F — M, is calculated for each
pair. What is the mean and standard deviation of the population of such difference
scores?

(d) What is the probability that a randomly selected woman will have a higher score
than a randomly selected man? Note: p(F > M) = p(F — M > 0).

Assume that X and Y are independently and normally distributed variables. For

X,pu=30ando =20;forY,p =20and o = 16.

{a) What is the probability of sampling an X score (i) <257 (ii) >607? (iii) between
15 and 40?

{(b) What is p(X > py)?

(c) Let W = X + Y. What is p(W > 35)7

{d) An individual’s X score is at the 85th percentile (i.e., it exceeds .85 of the pop-
ulation of X scores); this person’s Y score is at the 30th percentile of the Y
distribution. What percentage of the population of W scores does the individ-
ual’s W score exceed?

Assume that a population of scores is uniformly distributed between 0 and 1. This

means that f{y) is a line bounded by 0 and 1 with a slope of zero and that F(y), the

probability of sampling a score less than y, equals y. For example, p(Y < .8) = .8.

The mean and standard deviation of this uniformly distributed population are .5 and

/12

{a) (i) What is p(Y < .6)? (ii) What is the probability that a sample of two scores
are both less than .67 Express your answer as a probability raised to a power.
(iii) What is the probability that a sample of 20 scores are all less than .6?

{b) Assume we draw many samples of 20 scores and calculate the mean of each
sample. Describe the shape of the sampling distribution. What is its mean and
variance?

() On the basis of your answer to part (b), what is the probability that the mean of
a sample of 20 scores is less than .67

(d) Briefly state your justification for your approach to part (c). Would the same
approach be appropriate in answering part (a), (iii)? Explain.

In this problem, we use the normal probability distribution to test a hypothesis about

a proportion.

A population of individuals has a disease, is treated, and symptoms are no longer
present. However, .4 of this population suffers a reoccurrence of the symptoms within
1 year. A new drug developed to prevent recurrence of the disease is tried on a sample
of 48 patients. We wish to determine whether the probability of failure (i.¢., recurrence
of symptoms) is less than 4.

(@) Let 7 equal the probability of failure in the population sampled. State Hy and
H,.

(b) Let p equal the probability of failure in the sample. If Hy is true, the mean of
the sampling distribution of p is 7 = .4 and its variance is 7w(1 — m)/N. In the
study, only 12 of the 48 participants suffered a recurrence of symptoms after
! year. Use the normal probability distribution to test the null hypothesis. State
your conclusions.
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(¢} In part (b), we used the normal probability (z) table to test a hypothesis about a
population probability. (i) What assumption about the sampling probability of p
is implied by this procedure? (ii) What justifies this assumption? (ii1) Would the
assumption of normality be as justifiable if the sample had only 10 people in it?
Explain.

A national survey of a large number of college students in 1983 yielded a mean

“authoritarianism” score of 52.8 and a standard deviation of 10.5. For all practical

purposes, we may view these as population parameters.

la) Suppose we wish to examine whether authoritarian attitudes have increased in
the years since the survey by examining a random sample of 50 students. State
Hy, H;, and the rejection region, assuming o = .05.

(b) Assume that the mean of the sample of 50 scores is 56.0. Carry out the significance
test and state your conclusion.

{e} Suppose the true population mean is now 57.00. What is the power of your
significance test?

{d} On the basis of your sample (and assuming the population variance has stayed the
same), what is the 95% CI for the current population mean of authoritarianism
scores?

{e} In part (d) you found the 95% CI. What exactly is a 95% CI? What exactly is
supposed to happen 95% of the time?

We have a population in which p(X = 0) = 8and p(X = 1) = 2. Letmr = p(X =

Dand 1 —7 = p(X = 0).

{a) (i) Calculate the population mean, .y, and variance, oy [E(X) and var(X)]. Note
that var(X) = E(X?)— [E(X)]? and E(X) = (m)}(1) + (1 — w)(0). (ii) Assume
we draw samples of size 3 from this population. What would be the variance of
the sampling distribution of the mean [var(X)]?

(b) Assume we draw samples of size 3. If we define the outcome of the experiment
as a value of ¥ where Y = 3_ X, there are four possible outcomes. Complete the
following table (S? is the sum of squares divided by N, whereas s? is the sum of
squares divided by N — 1):

Y plY) X s% sz sZ
o .8 =.512

1 (3892 = 384

2 (3).8).2») = .096

302 .008

{¢) Using the entries in this table, find (i) E(Y), (ii) E(X), (iii) E (S2 ), and (iv) E (s ).

{d) How do E(Y) and E(X) compare with the value of E(X )G obtamed in part (a)"

(e} How do E (S 2yand E (s—) compare with the value of var(X) obtained in part (a)?

{i What do your answers to parts (d) and (e) say about which sample statistics are
biased or unbiased estimators?

Two random samples are available from a population with unknown mean. Sample

1 has n; scores and has a mean of ¥ ; sample 2 has 5, scores and a mean of Y.



134

5/ NORMAL DISTRIBUTION

5.9

5.10

Consider two possible estimates of the population mean, Wy, that are based on both
samples: One estimate is the unweighted mean of the sample means, UM, where
Y +7Y,

2
and the other is the weighted mean of the sample means, WM, where

UM =

Yy +naYs

ny+n

WM =

{a) Is UM an unbiased estimator of the population mean? Show why or why not.

{b} Is WM an unbiased estimator of the population mean? Show why or why not.

(¢} Calculate the variance of UM if n; = 20 and n; = 80, and the population vari-
ance, o2, equals 4.

(d} Calculate the variance of WM if n; = 20 and n, = 80, and the population vari-
ance, 0%, equals 4.

{e) Is UM or WM a better estimate of the population mean? Why?

() Are either UM or WM better estimators of the population mean than Y, or ¥'»?
Why?

Assume that we have a treatment (7') and a control (C) population for which 7 is

larger than pc. Assume that both populations are normally distributed and have the

same variance, 0.

{a) Let T and C be randomly sampled scores from their respective populations. If .y
is .50 larger than ¢, express the mean and variance of the sampling distribution
of T — C interms of pur, b, and o.

(b) What is the probability that a randomly chosen score from the treatment popula-
tion will be larger than a randomly chosen score from the control population? It
is not necessary to have numerical values for 7, pc, and .

{c) Cohen (1988) has suggested that, for two independent groups, we should consider
amedium-sized effect to correspond to a difference of .50 between the population
means. He also suggested that small and large effects be considered to correspond
to differences between the population means of .20 and .80, respectively. We
have assumed a medium effect in parts (a) and (b). Given this assumption, (i) what
1s the probability that the mean of 9 randomly chosen scores from the treatment
population will be larger than the mean of 9 randomly chosen scores from the
control population? (ii) What is the probability if the effect is small?

A population of voters consists of equal numbers of conservatives and liberals.

Furthermore, .9 of the liberals prefer the Democratic candidate in the upcoming

election. whereas only .3 of the conservatives prefer the Democratic candidate.

{a) What is Pp, the probability of sampling an individual from the entire population
who prefers the Democratic candidate?

(b} The variance of a proportion p is p(1 — p)/N (see Appendix B for the proof).
With this in mind, what is the variance of the sampling distribution of pp, the
proportion of Democratic voters in a sample of 50 individuals who are randomly
selected from the population of voters?

() Suppose you are a pollster who knows that the population is equally divided
between liberals and conservatives, but you do not know what the propor-
tion of Democratic voters is. You sample 50 individuals with the constraint



EXERCISES 135

that 25 are liberals and 25 are conservatives; this is referred to as stratified

sampling.

(i) From the information presented at the start of this problem, what is the
variance of the sampling distribution of pp); , the proportion of Democratic
voters in a sample of 25 liberals?

(ii) What is the variance of the sampling distribution of pp¢, the proportion of
Democratic voters in a sample of 25 conservatives?

(1ii) The proportion of Democrats in the stratified sample is pp = (1/2)(ppL +
ppjc). What is the variance of the sampling distribution of P when stratifi-
cation is employed?

(iv) In view of your answers to (b) and (c), (iit) discuss the effect of stratification.

& 5.11 Following are summary statistics for the total cholesterol scores for the winter (TC1)
and spring (TC2) seasons for men; the data are in the TC file of the Seasons folder
on the CD.

Y, =224.059 Y,=218818
s1 = 40.793 s
r 855 N =220

(]

1l
N
=
—
—
)

I

{a) Find the SE of the difference in the means. Reference to Appendix 5.1 may be
helpful.

{b) Using the result in part (a), find the .95 CI for the difference in the two seasonal
means.

(e} Carry out the z test of the null hypothesis of no seasonal effect; « = .05.

{d) Using any statistical package you have, check your results for parts (b) and (¢),
using the data set in the TC file in the Seasons folder on your CD. Note: there
will be a slight difference because most packages conduct a ¢ test, but with large
N, as in this case, the results should be very close.

5.12 (a) Assuming on the basis of the analysis of the winter—spring TC data (Exercise 5.11)
that g, = 20, how large should N be to have a .95 CI of 4 points?

(b) Cohen (1988) has defined a standardized effect as d/sy, and he suggested that
effects of .2, .5, and .8 be viewed as small, medium, and large, respectively.
For the data in Exercise 5.11, the standardized effect = 5.241/21.779 = 24, &
fairly small effect although quite significant. Assume that we wish to replicate
our study of cholesterol differences in a new sample of men. If we have only 100
participants available, what is the power to detect a standardized effect of 247
Assume a one-tailed test with o = .05.

€3 5.13 Inthe TC file, we created an educational level (EL) variable. If Schoolyr = 1, 2, or
3,EL = 1;if Schoolyr =4, 5, or 6, EL. = 2; and if Schoolyr =7 or 8, EL=3.El = |
corresponds to individuals with a high school education or less, EL = 2 corresponds
to those with education beyond high school but not including a bachelor’s degree,
and EL = 3 corresponds to those with a college or graduate school education.

{a) Calculate a .95 CI for the difference in the TC population means between the
EL =1 and the EL = 2 groups. What can you conclude about this difference
based on the CI?

(b) Another researcher elsewhere in the country wishes to replicate the study of
effects of education on cholesterol levels (TC). The researcher has two EL groups,
each with 100 participants. Assuming that the each population has ¢ = 40, that
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& 514

& 515

o = .05, that the test is one-tailed, and that the investigator wants to detect a
difference of at least 15 points, what power will the test have?

We decide to run a study of cholesterol levels in a population of patients. On the basis

of the TC data in the present Seasons study, we assume that the population standard

deviation is 30. We would like power = .80 to detect effects of small size (.20 or

6 points) above a level of 200.

{a) What are the null and alternative hypotheses for the proposed study?

{b} What is the specific alternative hypothesis?

{c) How many participants should we recruit for our study? Assume a = .05.

In this exercise, we use the Mean_D variable in the Beck_D file of the Seasons folder.

This is an average of the four seasonal depression scores for those individuals who

were tested in all four seasons. Note that there are missing values of the Mean D

measure because not all individuals were tested in all four seasons.

{a} Tabulate descriptive statistics separately for male and female participants, and
compare these. Then graph the two data sets any way you choose, relating
characteristics of the plots to the statistics. Comment on location, spread, and
shape.

{b} Using the statistics you obtained, construct a .95 CI for wr — . (female — male
Beck_D population means) and decide whether the male and female means differ
significantly at the .05 level. Do you think the assumption of normality is valid?

{¢} Outlying scores frequently influence our conclusions. Considering the male and
ferale data separately, what values would be outliers?

{d) Redo parts (a) and (b) with the outliers excluded. How does this affect the results
in parts (a) and (b)? Note: If the file is sorted by sex and then by Mean_D, outliers
can more easily be extracted.

APPENDIX 5.1

Linear Combinations

So far, we have considered the means and variances of individual distributions of scores.
However, we are often interested in combinations of scores. For example, suppose each of
the N students in a class takes three tests. We refer to the score of the ith student on test
1 as Y;;, where the first subscript indicates the student and the second indicates the test.
Similarly, ¥;; indicates the score of the ith student on test 2, and so on. From Chapter 2, we
know that the mean of all the scores on test 1 is

N
Yi
]

=

Y=
1 N

where the subscript “.1” indicates that we are averaging over all N of the scores on test 1.
The variance of the scores on test 1 is given by

N 7 i
S Ya~-Y )
i=1

N -1

2 _
s =
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Now suppose we want the total score on the three tests for each student. We can express
this as T; = (+1)Y;; + (+1)Y;2 + (+1)¥;3; or we might want the average score of the three
tests, ¥; = (+1/3)Y;1 + (+1/3)Y:2 + (+1/3)Y;3; here the subscript “..”” means that we are
averaging over all the scores for the i th student. Perhaps we want the difference between test
1 and test 2. We can express this difference as D; = (41)Y;; + (—1)Y}2. Orthe final grade, G,
might give test 3 twice the weight of test 1 and test 2; G; = (+1)Y;; + (+1)Y;z2 + (+2)Y;3.
All of the above are examples of linear combinations of the Y variables. They are all of
the form

Li=W1Yil+W2Yi2‘f""+WaYia=ZWjYij (5.21)
=1

orsimply L =3 j W, Y, where, for example, in the equation for G, the weights are w, =
1,w> =1, and w3 = 2. L is referred to as a linear combination of the Y's because the Y's
are not raised to a power other than 1 or multiplied by one another. The weights can be any
numbers. As the preceding examples illustrate, they need not be equal to one another, or be
integers, or even be positive numbers.

Many statistics of interest to researchers are linear combinations. For example, the
mean of the three test scores for a student is a linear combination for which the weights
each have the value 1/3. To draw inferences about the population parameters estimated by
these statistics, we need to know something about means and standard deviations of linear
combinations. Therefore, we consider these next.

MEANS OF LINEAR COMBINATIONS

Suppose we want the mean of the L; scores in Equation 5.21. This is

R

L _ L,‘
N i=1
1 N a

I
=3
™
™

=
s

(5.22)

I
7
=
| . |
==
-
<
L_i_J

i
=
~I

The quantity Y ;j is the mean score on the jth variable. Equation 5.22 indicates that the
mean of a set of linear combinations is a linear combination of the variable means.

The same general rule helds for a population of values of L. The mean of the population
can be represented as the linear combination of the population means. That is,

we=EL)=) wip, (5.23)
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We can now show why Equation 5.11, py = E (7) = wy, must be true. We know that
— Y: 1
Y —_ _—= - Y Y’) v Y, e Yn
N NEI,(1+“+ +Yi+- 41
so that

ET) = % LE(Y) + E(Y2) + -+ + E(F)]

1
N[My+l-hy+ Pyl

because the expected value of each score drawn in a sample is the population mean. There-
fore, E(Y) = (J/N)(Npy) = py.

VARIANCES OF LINEAR COMBINATIONS

The Variance of the Sums and Differences of Two Variables

The variance of a linear combination depends both on the variances of the variables and on
the covariance of each pair of variables. To keep things as simple as possible, first consider
two linear combinations of the variables X and ¥ — T =X+Y and D =X — Y. The
variance of any linear combination, L,is Y, (L; — L)Y(N — 1).Therefore, for the variance

of X +7,
1 -
Sty = 57 X+ Y = X+T)
But
— 1 _
X+Y:NZ(Xi+n)=x+Y
Therefore,

. 1 S
Sy = g K+ Y - X =)

=Nv_12 (X — X))+ -]

1

1 - o - -
= 52 [ - X7+ (Y — Y)Y +2X; — X)Y; - 7))

= s§ + s% + 2sxy
where syy = rxysxsy, the covariance of X and Y (see Equation 3.5). Therefore,
s§(+y = s,z( + s% + 2rxySxSy (5.24)
The variance of the difference scores has a similar form:

2 2 2
Sx_y =Sy + 5y — 2rxysxSy (5.25)
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The only difference in the two expressions is in the sign of the covariance term. Note that
if the two variables are uncorrelated, both the variance of X + Y and X — Y is s} + s7, the
sum of the variances of X and Y.

Analogous expressions hold when we consider population parameters. The population
variances for X + Y and X — Y are

Of.y =03 + 07 + 2pxyOx Oy (5.26)

O%_y = 0% + 07 ~ 2pxyOx0y (5.27)
If X and Y are uncorrelated, the variances of both X + Y and X — Y are 0} + o;. These
expressions are important in the development of many inferential procedures.

The General Case

So far we have considered the variances of only very simple linear combinations: only
two variables have been considered, and they have either been added or subtracted. We
now generalize to linear combinations that deal with any number of variables and weights
other than +1 and —1. Consider N individuals with @ scores each, Yi, Y»,..., Y,. The
general linear combination was defined by Equation 5.21 and its mean by Equation 5.22.
The variance of a linear combination, L, can be proven to be

2 = 2 2 . . L . .
SL= ijsj + Z 2 :ij}/r.lj/sjsl/ (5.28)
7 i T

If the variables are independently distributed, all the covariance terms are all 0, and

si=) wis? (5.29)
J
The corresponding expression for population parameters is
o} = Zw?qf (5.30)
J

Of particular interest is the variance of the sampling distribution of the mean. Assuming
that the individual scores are independently distributed, and letting w; = 1/N for all i, we
find that substitution into Equation 5.30 yields

Because the variance of the ith score over many samples is 2, the preceding equation
becomes
2 2

IVE
:<N) ;m:% (5.31)

[0

o
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Estimation, Hypothesis

Tests, and Effect Size:
The t Distribution

6.1 INTRODUCTION

When we analyze large data sets, such as those used in Chapter 5, it makes little differ-
ence whether inferences are based on the normal or the ¢ distribution. However, in many
studies, either we have a more limited pool of participants available, or we are interested
in a smaller subset of the entire sample. In those cases, the 7 distribution of Appendix
Table C.3 is better suited to the data analysis. The primary purposes of this chapter are
to review the applications of the ¢ distribution and to discuss the standardized effect size,
a measure of the importance of the difference between means that we observe in our
sample.

To illustrate applications of the ¢ distribution, we again consider only the winter and
spring Beck depression scores in the Seasons data set. More precisely, we subtracted the
score obtained in the spring from that obtained in the winter to get a single change score
for each participant. Whereas in Chapter 5 we drew inferences from a large sample of
such change scores, in this chapter we limit our attention to change scores of partici-
pants under 36 years of age. Seasonal Beck depression scores for both men (sex = 0) and
women (sex = 1) in this age bracket can be found in the Under 36 file in the Seasons
folder on the CD. Table 6.1 presents the depression change score (the Diff]1_2 variable
in the file) statistics for the male and female subgroups that meet this age criterion. A
comparison with the values in Table 5.2 will reveal several differences, but our initial
concern is with the differences in sample size. With over 200 participants, we felt justi-
fied in using the normal probability distribution as the basis for calculations of confidence
intervals (CI) and for testing hypotheses. However, with the smaller number of partici-
pants, the standard error (SE) is likely to be considerably more in error as an estimate
of the standard deviation of the sampling distribution of the mean, and, consequently, the
denominator of the z statistic will be in error. The ¢ statistic provides a remedy for this
problem.
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TABLE 6.1 STATISTICS FOR MALE AND FEMALE WINTER — SPRING
DEPRESSION CHANGE SCORES

Gender = Male Female
N of cases 30 32
Minimum —8.825 —6.197
Maximum 15.838 8.009
Median —0.178 0.000
Mean —0.745 0.747
95% CI Upper 0.901 2.093
95% CI Lower —2.391 —~0.599
Std. Error 0.805 0.660
Standard Dev 4.407 3,733
Variance 19.425 13.934
Skewness(G1) 1.490 0.121
SE Skewness 0.427 0.414
Kurtosis(G2) 6.260 -0.582
SE Kurtosis 0.833 0.809

Note. From SYSTAT for subjects under 36 years of age.

6.2 INFERENCES ABOUT A POPULATION MEAN

6.2.1 The t Statistic

In Chapter 5, we considered statistics that had the general form of [V — E(V)]/oy . In this
expression, V represents a statistic such as the sample mean, or the difference between two
means, and oy is the standard error (SE) of the sampling distribution of that statistic. If
we assume that oy is a constant, only the numerator of the ratio will vary over samples. If
that numerator has a normally distributed sampling distribution, the ratio will be normally
distributed. If NV is large, say more than 40, an estimate of oy based on the data will vary
only slightly across samples. In that case, we can replace oy by the estimate and the normal
distribution of Table C.2 will adequately approximate the sampling distribution of the test
statistic. In many experiments, N is not large; consequently, the estimate of the standard
error of the mean (SEM) will vary considerably over samples. In that case, the distribution
of the ratio is the r distribution tabled in Appendix C.3. The ¢ distribution has a more
prominent peak than the standardized normal, and more of the ¢ distribution’s area is in its
tails. This means that if o is estimated from a relatively small sample, inferences based on
the normal distribution may be in error.
The ¢ statistic has the general definition

[:V—E(V)

Sv

(6.1)

where, as before, V refers to an observed variable that estimates a population parameter,
E(V), and sy is the sample statistic that estimates the SE of the sampling distribution of V.
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6.2.2

Note that the ¢ statistic is identical to the z statistic, except that the denominator of Equation
6.1 is an estimate of the SE of V rather than its actual value. As in the case of z. it is assumed
that scores are independently and normally distributed.

With respect to the example of Table 6.1, E (V') is the mean of the population of change
SCOTES, Wchange (1-€., Mwinter — Mspring)» V 18 Ymange, and sy is the sample standard deviation,
Schange» divided by V'N. There is no single ¢ distribution; rather, there is a family of ¢
distributions whose members look more like the normal distribution as sample size increases.
This increasing approximation to the normal distribution with increasing N reflects the fact
that sy is a consistent estimator of o,; as N increases, the statistic sy becomes less variable
over samples and approaches the parameter, o, . For large N, values of ¢ closely approximate
the values of the standardized normal deviate, z.

Itis a slight oversimplification to tie the shape of the ¢ distribution to N. It really depends
on something called degrees of freedom, frequently referred to as df. The concept of
degrees of freedom is closely related to sample size but is not quite the same thing. Because
degrees of freedom are a parameter of other distributions that play a role in data analysis,
they deserve further discussion.

Degrees of Freedom (df ) and the f Distribution

The degrees of freedom associated with any quantity are the number of independent ob-
servations on which that quantity is based. The meaning of “independent observations™ is
best illustrated by using an example. Suppose that we are asked to choose 10 numbers that
sum to 50. We can freely choose any 9 values, but the 10th must be 50 minus the sum of
the first 9. In this case, there are 10 scores, but because only 9 can be chosen independently,
there are only 9 df. There is a restriction, because the numbers must sum to 50 and that
costs us a “degree of freedom.” The same situation occurs when we calculate a sample
standard deviation. This requires us to subtract each score from the mean. However, as we
noted in Chapter 2, the sum of deviations of all scores about their mean must be zero; that
is, Y (¥ — Y) = 0. Rewriting this last result, we have >Y=N Y. If the sample mean is
5 and N is 10, we have the original example in which the sum of 10 scores must equal 50.
Therefore, the sample standard deviation is based on 10 — 1, or 9, df.

At this point, it looks as if the degrees of freedom are always just N — 1. That is true
if the statistic of interest involves only one restriction. But suppose we draw two samples
from some population; one sample is of size nand the other of size n,. We want to estimate
the population variance but we have two estimates. As we will see shortly, these can be
averaged; however, the point now is that there are two restrictions if two sample variances
are computed: the sum of the 7, scores in the first sample must equal 7,Y; and the sum
of the n, scores in the second sample must equal #,Y ,. There are n; — 1 df associated with
the variance for the first sample and 7, — 1 df associated with that for the second sample.
The degrees of freedom associated with a statistic involving some combination of these two
variances willbe df = (n; — 1) + (7, — 1) = n| + n2 — 2. The message is that the degrees.
of freedom are not necessarily the number of scores minus 1. Rather

df = number of independent observations
= total number of observations minus number of restrictions on those

observations
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In the two-sample example, there are n; + n, observations and two restrictions caused by
taking deviations about each of the sample means.

Turn again to Table C.3. Each row of the table corresponds to a different value of degrees
of freedom. The columns are proportions of the sampling distribution of ¢ exceeding some
cutoff; note that each column is headed by one-tailed and two-tailed proportions. Find the
column corresponding to a one-tailed proportion of .025 (and a two-tailed proportion of
.05) and the row for df = 9. The critical value in the cell is 2.262. This value is exceeded
by .025 of the sampling distribution of ¢ when there are 9 df; .05 of the distribution is
greater than 2.262 or less than —2.262. Now look down the same column to the row labeled
“infinity.” The critical value in that cell is 1.96. This means that the probability is .025 of
exceeding 1.96, and the probability of r > 1.96 or t < —1.96 is .05. This is exactly the
critical value in Table C.2, the normal probability table. In general, the critical value of ¢
decreases as the degrees of freedom increase, rapidly approaching the critical value in Table
C.2 for the normal distribution. The reason for this is that our estimate of ¢ exhibits less
sampling variability as N increases. In short, as N increases, s more closely approximates o,
and therefore the distribution of ¢ more closely approximates that of a normally distributed
z score. In general, Table C.3 will provide more accurate inferences than Table C.2, although
there is little difference when sample sizes are large. For example, on the basis of the normal
distribution of Table C.2, we calculated the .95 confidence limits for the mean change score
for the 215 female participants to be .035 and .078. If we use the ¢ distribution on 214 df
instead of the normal distribution, the critical value is 1.971 instead of 1.96, the value in
Table C.2—and the confidence limits are .033 and .080.

6.2.3 Confidence Intervals and t Tests:
The One-Sample Case

We first consider a single sample of scores. Specifically, we draw inferences based on the
sample of seasonal depression change scores for women under the age of 36 years in the
Seasons study. Before considering the confidence interval (CI) for the mean change score,
and the test of the null hypothesis of no change, look at the plots of the data in Fig. 6.1.
Both the box and dot plots suggest that the data distribution is not symmetric; in addition,
the dot plot appears flat, in contrast to the theoretical normal distribution having the same
mean and standard deviation. Looking back at Table 6.1, neither the skewness (G1) nor the
kurtosis (G2) values are very different from the value of zero that would be appropriate
for normally distributed data; neither statistic exceeds its SE by a ratio of 2 or more. This
suggests that the departure from normality may not be a problem. We discuss the possible
consequences of nonnormality later in this chapter.

Let’s turn now to the statistics presented in Fig. 6.1. In this one-sample case, confidence
intervals (Cls) and significance tests follow the procedures developed in Chapter 5. The only
difference is that critical values are obtained from the ¢, rather than the z, distribution. The
general form of the CI in the one-sample case is

Y L <Y L 6.2

P( ’N—l.a/ZW <p < +IN—1,a/2\/ﬁ)— o (6.2)

where fy_1,/2 1s the value of ¢ such that /2 of the distribution on N — 1 df lies to the
right of it. In the example of seasonal changes in Beck depression scores, with 32 female
participants under the age of 36, . represents the mean of the population of change scores,
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Data for the following results were selected according to:

(AGE < 36) AND (SEX = “FEMALE”)

One-sample r test of DIFF with 32 cases; Ho: Mean = 0.000
Mean = 0.747 95.00% Cl = —0.599 to 2.093
SD = 3.733 t= 1.132
df= 31 Prob= 0.266

Count

Change Scores

Fig. 6.1 Data plots, CI, and ¢-test results based
on the female data of Table 6.1 (from SYSTAT).

df = 31, and the critical ¢ value for a .95 CI is approximately 2.04 (by linear interpolation
between 2.042 and 2.021). Substituting the sample mean and SE of the change scores into
Equation 6.2, we have

pL.747 — (2.04)(.660) < pcpange < 747 + (2.04)(.660)] = .95

Completing the calculations, we obtain the values reported in Table 6.1 and Fig. 6.1: —.599
and 2.093.

Note that the CI for the sample of women under 36 years of age is much wider than
that obtained for the entire sample of 215 women (those limits were .033 and 1.080). One
contributing factor to the reduced precision of the estimate is the slightly larger value of s
in the analysis of the smaller data set. A more important factor is the difference in sample
sizes, which affects the CIs in two ways. First, with the smaller sample, the critical ¢ value
is 2.04, rather than 1.97. Second, and more important, s is divided by 14.663 (the square
root of 215) in the earlier analysis, but by only 5.657 (the square root of 32) in the analysis
of the under-36 group. Therefore, even if s were the same in both analyses, the SE would
be roughly 2.6 times larger for the smaller sample and the CI would be that much larger.
To improve our estimates of population parameters, we need to do all we can to reduce
variability and we should collect as much data as is practical.
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Because the CI contains zero, it should be evident that a two-tailed test of Hy: pehange =0
at the .05 level will not yield a significant result. The direct test parallels that developed in
Chapter 5; the only difference is that we replace o by an estimate, s. We calculate

Y - Mehyp

In—1 = s/«/]V

and, if the test is two tailed, reject Hy if |¢| > ty_1 o/2. In the present example, ppyp = 0, and
the denominator is .660, the SE in Table 6.1. Therefore, t = .747/.660 = 1.132, which is
much smaller than the critical value of 2.040. As reported in Fig. 6.1, the actual probability
of obtaining a value of ¢ greater than 1.132 or less than —1.132, assuming Hy to be true, is
266 . If we were to reject Hp based on these results, there would be more than a one in four
chance of making a Type 1 error. Generally, researchers consider these rather poor odds.

(6.3)

6.3 THE STANDARDIZED EFFECT SIZE

6.3. ‘

The mean difference between the winter and spring depression scores for women under
the age of 36 years (.747) is the raw effect size. The advantage of the raw effect size is
that the units are on the original scale and therefore differences on that scale should be
meaningful to the researcher. The disadvantage of the raw effect size is that it is on the
original scale, and therefore it is difficult to make comparisons with results of research
conducted with other measures of depression. When comparing effects across groups, even
if the same measurement scale is used, we often find it useful to consider differences
between group means relative to their standard deviations. Because differences in variability
and in the measurement scale make direct comparisons of raw effect sizes difficult to
interpret, the standardized effect size,! Eg, is an important tool for understanding our
data. It provides a scale-free index of the importance of the effect, something that neither
Cls on the raw effect nor the p values associated with ¢ tests can do. Furthermore, E
provides information required for estimates of the power of hypotheses tests, and it is used
in meta-analyses, analyses that combine results from several studies. The CI for the raw
effect, although informative, is dependent on the original measurement scale. The p value
is often misleading; very small effects, perhaps unimportant in any practical sense, may be
very significant because the sample sizes are large and, conversely, large effects may not be
significant because the sample was too small, or variability too great, to have much power.
It is not unusual to find in a comparison of two variables that the one associated with the
lower p value actually has the smaller effect size. ‘

There is increasing agreement that measures of effect size are important and should
be reported along with the results of statistical tests. A growing number of journals now
explicitly require that measures of effect size be reported, and the fifth edition of the Publi-
cation Manual of the American Psychological Association (2001) states, “For the reader to
fully understand the importance of your findings, it is almost always necessary to include
some index of effect size or strength of relationship in your Results section” (p. 25).

Estimating Eg

In the example of the seasonal change scores, we conceived of a population of such scores.
The mean of that population is pchange (€., Mwinter — Mespring)» and its standard deviation is
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6.3'2

Gchange- In general in the one-sample case, we define the standardized effect score as

Es = (L4 — Wnyp)/o (6.4)

where [y is the mean assuming the null hypothesis to be true and p.4 is the mean under
an alternative hypothesis. In the example of the change scores, whyp = 0, and p. 4 is the true
mean of the population of change scores, fchange. In the example summarized by Table 6.1
and Fig. 6.1, Es = (Pchange — 0)/Ochange and is estimated as

ES = (?change ~ 0)/Schange (6.5)

In the example of the seasonal change scores for the sample of 32 women under the age
of 36, we substitute the mean and standard deviation of the seasonal change scores (from
Table 6.1 or Fig. 6.1) into Equation 6.5; then,

Eg = (747 — 0)/3.733 = .200

In the one-sample case, there is a simple relation between£ g and ¢

ES = l‘/\/ﬁ
= 1.132/V/32 = .200 (6.6)

A rough rule of thumb suggested by Cohen (1988), and widely adopted, is that effect sizes of
.2,.5, and .8 should be considered small, medium, and large, respectively. According to that
guideline, the seasonal change in the mean Beck scores is small relative to the variability in
the change scores. Note that “small” does not necessarily mean “unimportant.” If we were
testing a new cancer treatment, even a small improvement in remission rate, or increase in
life expectancy, might be worthwhile. In theoretical work, small effects—particularly when
unexpected, or not predicted by a competing theory—might prove important. Cohen’s
guidelines are just that—guides, not mandates, and each effect size should be evaluated in
terms of the researcher’s goals and knowledge of the relevant research and theory.

Confidence limits for £ may aid our evaluation of the effect size. For example, if E5 is
.75, Cohen’s guidelines would suggest it is large. However, it is just an estimate; we would
feel surer that the population effect size was large if confidence limits were close to this
value than if they were widely separated. Steiger and Fouladi (1997; also see Cumming &
Finch, 2001) describe one method for calculating limits on E5. We have included a brief
illustration of this method in the Supplementary Materials folder of the accompanying CD.
Hedges and Olkin (1985) describe a second, approximate method, and the entire August,
2001 issue of Educational and Psychological Measurement is devoted to the topic of Cls
for measures of effect size. Interested readers may consult these sources.

p Values and Effect Sizes

As we suggested earlier, the significance level, or p value, obtained in a study can be
misleading about the importance of an effect, or about the relative size of effects in two
studies. Table 6.2 presents the results of two experiments that differed only in the number
of participants and in the dependent variable; in both cases, two scores were obtained
from each participant, allowing a comparison of two treatments. The higher ¢ and lower
p values in Experiment 2 might lead us to believe that the measure in Experiment 2 was
more sensitive; the larger raw effect in Experiment 2 would seem to support that inference.
However, the standardized effect size is almost twice as large in Experiment 1, indicating
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TABLE 6.2 COMPARISON OF [TWO-TAILED) P VALUES
AND EFFECT SIZES

Experiment Experiment 2
N 16 64
Y, -1, 15 40
s 33 152
{ 1.818 2.105
P .089 .039
£ 455 263

that Experiment 1 may have lacked power to reject the null hypothesis because of the
relatively small sample. Note that, according to Cohen’s (1988) guidelines, the effect in
Experiment 1 is medium whereas that in Experiment 2 is small.

6.4 POWER OF THE ONE-SAMPLE f TEST

Here we consider two uses of power functions: The post hoc calculation of power refers
to the calculation of the power of the hypothesis test to detect an effect estimated from
previously collected data; the a priori calculation of power refers to the estimation of the
sample sizes needed to achieve a specified level of power to detect a specific value of E. In
terms of the example of the seasonal depression change scores of the 32 women under age
36. we might wish to know what power our experiment had to reject Hy if the population
effect size was .2, the value of Eg we estimated from our data. Once we find that value of
power, assuming it is lower than we wish, we might determine what sample size would be
needed in subsequent research to achieve a specific value of power that was higher than
that in the study already run. Of course, a priori calculations do not require that we have
previously collected data. Any basis for specifying an effect size can be used. If effect sizes
in an area of the literature are all small, we might specify the effect size for a new study as
.2, and calculate the sample size needed to achieve some desired level of power.

Power can be calculated by several standard software programs, including SAS’s
CDF module, SYSTAT’s Design of Experiments (under “Statistics”) module, and SPSS’s
NCDEFEF program (under “Compute”). Those lacking access to these packages will find
programs for calculating power freely available from several Internet sources.> We describe
the use of two such sources—a Web site developed by the UCLA statistics department,
and a downloadable program, GPOWER. However, before illustrating the calculations, we
consider the concept of the power of the ¢ test.

6.4.1 The Noncentral t Distribution

As with the binomial (Chapter 4) and normal probability (Chapter 5) tests, we can conceive
of two distributions: one when the null hypothesis is true and one when it is false by a
specifiable amount. For example, we have one distribution corresponding to Hy: E5 = 0
and an alternative distribution corresponding to H4: Eg = .2. When the null hypothesis is
true, the ¢ distribution has a mean of zero. The area exceeding any particular value of ¢
depends on the degree of freedom. and this “tail probability” may be found in Appendix
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6.4.2

Table C.3. We refer to the distribution of ¢ under the null hypothesis as the central ¢
distribution. To calculate the power to reject a specific alternative hypothesis, we also
must consider the alternative distribution; for example, we must consider the distribution
of t when Eg = .2. In this case, the mean of the ¢ distribution is no longer at zero, and
the distribution of ¢ is referred to as a noncentral ¢ distribution. As with other statistical
tests, we first determine the critical region—the values of ¢ that lead to rejection of the
null hypothesis. The critical value can be obtained from Table C.3, or from most statistical
software packages. Once we know the rejection region, we can calculate power by finding the
probabilities of the values in that region, assuming the alternative distribution. This second
step is more difficult than it was with the normal probability test because the noncentral ¢
distribution is not merely displaced from the null distribution; it has a different variance and
shape.

The location, variance, and shape of the noncentral ¢ distribution is determined by
the degree of freedom and a noncentrality parameter, & (the Greek letter delta). This
parameter incorporates information about variability (o), sample size (N), and the effect
size under the alternative hypothesis. Assuming a sample of N difference scores, as in the
example of the change between winter and spring depression scores, we see that the formula
for 8 is

5 — Hchange
Ochange /N
_ p“change\/ﬁ 6.7)
Ochange

where phchange 15 the mean of the sampled population of difference, or change, scores and
Gchange 18 the standard deviation of that population. The noncentrality parameter is closely
related to the standardized effect size; when considering a population of change scores, we
see that Eg = change /05 therefore, we can rewrite Equation 6.7 as

8= EsvN (6.8)

Some software programs require a value of 8 in order to calculate power, whereas others
require Es (or, equivalently, Cohen’s d) and the value of N (or the degree of freedom). In
either case, we need to estimate the effect size. We can estimate 8 by first estimating Eg
and then using Equation 6.8. However, from Equations 6.6 and 6.8, we can see that 3 is also
estimated by the value of the test statistic, ¢.

Post Hoc Power Calculations

Previously, we found that the standardized effect of the change in seasons (from winter to
spring) on the depression scores of 32 women under 36 years of age was .2. We determine
the power of the experiment to detect this effect size by using two different methods based
on software freely available on the Internet.

The UCLA Calculator. One useful Internet site provided by the UCLA department of
statistics at this time is http://www.stat.ucla.edu/calculators/cdf/. When you enter this site,
a table appears. The rows provide a choice of distributions, including the normal and the
central ¢ (labeled “Student™), and the columns allow calculations or plots based on either
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the cumulative or probability density functions. Assuming that we have already obtained
the critical value from Appendix Table C.3 (if not, we can obtain it by clicking on the cell
in the “Student” row and “CDF” c¢olumn), click on the CDF (cumulative distribution func-
tion) calculator in the “Noncentral Student” (noncentral ¢ distribution) row of the table.
Then, follow these steps:

1. Forthe “X value,” provide the critical ¢ required for significance. For 31 df, o = .05.
and a one-tailed test of Hy: . = 0 versus H: p > 0, the critical 7 is 1.696.

2. Type the degrees of freedom (31) in the “Degrees of Freedom” row.

3. Type the estimate of 8 in the “Noncentrality Parameter” row. In the current example,
Eg = .20 and N = 32; then from Equation 6.8 our estimate of & is 1.1314. Power
is the probability of exceeding the “X value” in a noncentral ¢ distribution whose
location is determined by the value of 8.

4. Type ? in the “Probability” row and click on “Complete Me!”

The probability returned is always the probability of a value less than the critical ¢. If we were
to look at a plot of the alternative (noncentral) ¢ distribution we specified, the probability
returned would correspond to the area to the left of the critical value of ¢. If the critical ¢ is
positive, this probability is {3, the probability of accepting a false null hypothesis. Therefore,
power is obtained by subtracting that value from 1. If the critical ¢ is negative, the values to
the left of the critical ¢ form the rejection region and, in this case, the probability returned
will correspond directly to power. In the current example, completing the table returns the
value .705 in the Probability row, so the poweris 1 — .705 = .295. Verify thatif we estimate
the power for Eg = .2 with a new N of 120, we obtain a value of .703 (remember that
the critical 7 should be based on the new degrees of freedom, and & will also change because
of the change in N).

GPOWER. An alternative that is versatile, simple to use, and can be down-
loaded to your own computer is the free software, GPOWER, available at the
Web site hitp://www.psychologie.uni-trier.de:8000/projects/gpower.html. Documentation
(Erdfelder, Faul, & Buchner, 1996) is available at this site but the software is quite simple
to use. It can be downloaded from the World Wide Web, and it requires less than half of
the space of a standard diskette. Both Macintosh and PC versions are available. We iilus-
trate GPOWER’s use, continuing with the example of the hypothesis test based on seasonal
change scores. Figure 6.2 presents a reproduction of the screen for a post hoc calculation
in the one-sample (or correlated-scores) case.

Moving to the main screen, we click on “Tests,” which brings up a menu that includes
the r for two means, the ¢ test of the correlation coefficient, “Other ¢ Tests,” chi-square tests,
and F tests. In the present instance, although we have two seasonal means, they are not
independent because they are based on the same set of participants. We really have a single
sample of change scores. Therefore, click on “Other ¢ Tests.” Then:

1. Click on “Post hoc” under “Analysis” to determine what power the r test had to
reject Ho: Wenange = O against the specific alternative Eg = .2 (the effect size we
estimated from our data).

2. Select “One tailed” from the choice of one and two tails.

3. In the choice between “Speed” and “Accuracy,” choose “Accuracy” unless you
have a verv slow comnuter.
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6.4.3

_ Tests Colors 159kB free 16:39:35
Analysis
Calculate _  Calc Effect size _ Graph () A priori

(x) Post hoc

Effectsizef 02 Delta ? () Compromise

Alpha 0.05 Critical r=7? 1 prefer...
() Speed

N 32 Power ? (x) Accuracy

df 31 Test is..
(x) One tailed

() Two tailed

Fig. 6.2 GPOWER screen for a post hoc analysis.

4. Double click on “Effect size™ and type “.2.”
5. Enter the values of alpha (.05), N (32), and df (31).
6. Click on “Calculate” and the question marks on the screen are replaced by

Delta = 1.1314
Critical r(31) = 1.6955
Power = 2952

The delta value is the noncentrality parameter that we obtained by using Equation 6.8 and
entered into the UCLA calculator. The power is the same low value obtained with the UCLA
software. To increase power, we must either use a less variable measure of depression than
the Beck scale or increase the sample size.

A Priori Power Calculations

At this point, we have an estimated standardized effect size that was not large enough to
allow rejection of Hy. We might wish to ask the following question: If the actual effect was
.2, what sample size should we use in future research in this area to achieve a power of,
say, .87 With N = 32, power was about .3; it is evident that to increase power to .8, we will
need many more participants. Let’s see just how many “many more” is.

GPOWER has an a priori option under “Analysis” but this is not available for “Other
t Tests.” However, by trying various values of N and degrees of freedom (= N — 1) in the
“Post hoc” analysis, we quickly find that N = 155 provides .80 (actually .7979) power.
Although the UCLA calculator does not calculate the N needed directly, as with GPOWER
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we can try various values to obtain the desired power. Note that for each value of N we
try with the UCLA calculator, we would have to insert values of the critical 7, degrees of
freedom, and estimated & based on that value.

Our calculations indicate that if we are serious about studying seasonal depression
score changes, either we are going to have to collect a large data sample, or we are going to
have to improve our measuring instrument so as to reduce variability. Another possibility
is to attempt to standardize data collection to reduce variability. For example, some of the
winter scores were collected early in the winter; others were collected later. The same is
true, of course, for depression scores placed in the spring category.

6.4.4 Consequences of Violations of Assumptions

The inferences we have drawn thus far in this chapter rest on two assumptions: first, the
scores are independently distributed, and second, the population distribution is normal. We
discussed these assumptions in Chapter 5 with respect to the use of the normal probability
tables. As we noted there, it is reasonable to view the seasonal change (winter — spring) scores
as independently distributed. We also noted in Chapter 5 that, although the population was
unlikely to be normally distributed, the sampling distribution of the mean would tend to be
normal because each mean was based on 215 scores. However, the sampling distribution of
the mean will be less well approximated by the normal distribution in the current example, in
which we have only 32 scores. In general, with samples of approximately this size, problems
may arise if the population distribution is very skewed. We have drawn 10,000 samples of
sizes 10 and 40 from the right-skewed exponential distribution depicted in Fig. 6.3. This
distribution has a high peak at its minimum point and then the density quickly decreases
as the scores increase. The population from which we sampled had a mean of one and we
tested Hy: g = 1 at the .05 level. The results of these computer experiments can be seen in
Table 6.3. In each case, the theoretical error rate is .05. We can see that when the alternative
was Hy: w > 1, there were far too few rejections. When the alternative hypothesis was H:

1.00 T T
Exponential Distribution,
p=1,6=1
0.67 -1
=
0.33 ﬂ
0.00
0 2 4 6
X

Fig. 6.3 An exponential distribution.
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TABLE 6.3 TYPE 1 ERROR RATES FOR THE DISTRIBUTION OF FIG. 6.3 [a = .05)

Sample Size (N} Alternative Hypothesis Type 1 Error Rate
10 w1 014
10 wo<1 131
10 p#El .097
40 p>1 025
40 w<l .096
40 w#l 072

pn < 0, there were many more than .05 rejections. Two-tailed tests also resulted in inflated
Type 1 error rates.

Although our data are frequently skewed, they are rarely as skewed as in the exponential
distribution plotted in Fig. 6.3. The resulting Type 1 error rates of Table 6.3 represent a worst-
case scenario. Furthermore, the situation is clearly better when N = 40 than when N = 10.
If we used still larger samples, the empirical error rates would eventually stabilize at .05
even in the exponential condition; this is a consequence of the central limit theorem. Larger
data sets not only yield increased power and narrower CIs, but also tend to offset clear
violations of the normality assumption.

If there is evidence of extreme skew, efforts should be made to collect larger samples.
If small samples are drawn from very skewed populations, there are few remedies. One
possibility is to transform the data by performing some operation on all the scores and then
applying the ¢ test. For example, the logarithm of exponentially distributed scores will tend
to be more nearly normally distributed than will the original scores. We have more to say
about transformations in Chapter 8.

Departures from normality may also affect the power of the ¢ test and the precision of
interval estimates. For example, if the distribution of scores is symmetric but has a longer
tail than the normal distribution, the SEM may be large and, consequently, power may be
low and Cls may be wide. Precision of estimation and the power of hypothesis tests are
often improved by “trimming” the data, which consists of deleting the most extreme scores
prior to calculating a modified r statistic {Wilcox, 1997). An alternative to the ¢ test based
on the ranks of the scores, the Wilcoxon Signed Rank Test, may also improve power. This
alternative to the standard one-sample ¢ test is discussed in Chapter 13.

6.5 THE ¢ DISTRIBUTION: TWO INDEPENDENT GROUPS

Looking back at Table 6.1, we see that the average change scores for men and women seem
quite different. The mean winter—spring change in the Beck depression score is —.745 for
men but .747 for women. In other words, the means of the seasonal change scores suggest
that men in this age group are more depressed in spring than in winter, but women are more
depressed in winter than in spring. The medians, however, suggest a different picture; the
male median is negative (—.18) but close to zero and the female median is zero. Figure 6.4
presents box plots of the seasonal change scores for the two groups that should help clarify
the reasons for the discrepancy between comparisons of medians and means. Recall thar the
horizontal line dividing the box into two segments represents the median and that the ends of
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Fig. 6.4 Box plots of male and female seasonal
change scores.

the box are the hinges, approximately the 25th and 75th percentiles. In the female data, the
25% of the scores between the median and the lower hinge are mainly negative but close to
zero, whereas the 25% of the scores between the median and the upper hinge include values
further from the median, thus moving the mean in the positive direction. The situation is
reversed in the male data, where the scores between the median and the upper hinge tend to
be closer to zero (with the exception of one extreme outlier represented by a small circle)
than the mostly negative values between the median and the lower hinge. The other aspect
of the box plot that merits our attention is that there is a considerable range of scores, and
there are outliers in both directions in the male data. In view of the apparent variability, and
the somewhat conflicting picture presented by means and medians, we will further analyze
the data.

Before we can calculate confidence limits or conduct significance tests, we need to
consider the relevant sampling distribution, its SE, and how that SE should be cstimated.
We turn next to these matters.

6.5.1 The SE of the Difference Between Two
Independent Means

Suppose we drew many independent random samples of size #; and n, from two inde-
pendently and normally distributed populations of scores. If we carried out this sampling
procedure, we could compute a difference between the means for each pair of samples
drawn. The standard deviation of the sampling distribution of this difference, the SE, is the
quantity to be estimated by the denominator of the 7 in the two-group study. The issue is
how to calculate that estimate.

In Chapter 5, we noted that if the n, -+ n scores are independently distributed, the SE
of the sampling distribution of the difference between the two group means is (Equation
5.18)

=
o} of
oy _y, = — —

nor n M
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The ¢ distributions of Appendix Table C.3 require one additional assumption, that the two
population variances are equal; that is,

ol =05 =0
This is usually referred to as the assumption of homogeneity of variance, or homoscedas-
ticity. Given this assumption, we can rewrite the SE of the sampling distribution of the
difference between the means as

g? g2

oy _y. = . — +—
Fr-t ny o on
1 1
=g — + —

ny o N2

We have a single population variance (') and two possible estimates of it—the variances
of the two groups sampled in an experiment. To obtain the best single estimate of ¢, we need
to average the two group variances and take the square root of the result. Because variance
estimates are consistent statistics, the estimate based on the larger group is more likely to
be close to the true variance. Therefore, the best estimate of o2 is a weighted average of the
two group variances. This is often referred to as the pooled-variance estimate, or sgomed,
and it is calculated as

n—1 ny — 1
nged: I:nl‘f‘lnz—z:'sler [”H:n2~2}szz (6.9)
Note that the weight on each group variance in Equation 6.9 is obtained by dividing the
degrees of freedom for that group by the sum of the degrees of freedom for the two groups
[(n1 — 1) 4+ (ny — 1)]. The degrees of freedom rather than the ns are used in these weights
because this yields an unbiased estimate of oy, _y,. The pooled-variance estimate can also
be written as
2 S8 + 852

Spooled = m
where the SS for the jth group is a sum of squared deviations of the scores about the mean
of the group; that is,

(6.10)

SS; = (¥;—Y., ) (6.11)

This quantity is usually referred to as the sum of squares, and it plays an important role in
the remaining chapters.

We can now state the expression for the estimate of the SE of the sampling distribution
of the difference of two independent means:

[ 1 1
Sdiff = Spooled n_ + n_ (6.12)
H 2

When n; = ny = n, as is frequently the case in experimental research, Equations 6.10 and
6.12 simplify:
2 SS1 + 8S,
spooled =
2(n—1)

Sdiff = Spooled\/_27;l (6.12)

(6.10")
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To illustrate the calculation of sqi, let’s substitute values from Table 6.1. In other
words, let’s get a numerical estimate of the SE of the sampling distribution of the difference
between the means of the male and female change scores. From Equation 6.12,

/1 1
Sdiff = Spooled,| —— + —
ny ng
[y = Vst +(np — Dsp | 1 L
- Ay +np—2 ny  RE

_\/(29)(19.425)+(31)(13.934)\/1 +_1~
- 60 30 ' 32

= (4.073)(.254)
= 1.035

6.5.2 CIs and f Tests

‘With a formula for the SE of the difference between the means, we can estimate confidence
limits on the difference in mean change scores for the under-36 groups of men and women.
We begin by stating the general form of the CT; if the confidence level is 1 — « , then

PV —typ wppsy S EWVYSV 145 025v) =1—a (6.13)
and the confidence limits are
Cl=V % Lif, w28V 6.14)

where, as usual, V' is the statistic that estimates the relevant population parameter, sy is the
estimate of the SE of the sampling distribution of V, and #4f > is the value of r exceeded
by /2 of the ¢ distribution on n; + n; — 2 df. Replacing the V in Equation 6.14 by the
difference between the male and female change means, we have

Cl= (Y|~ Y2) % tas oj2Saite {6.13)

We can now substitute values from Table 6.1 to obtain the .95 limits on pg — wy, the
difference between the means of the two populations of change scores. The difference in
the group means is Y=Yy =.747— (—.745) = 1.492, and the estimate of the SE of
this difference, sqifr, was computed previously as 1.035.

Turning to Appendix Table C.3, we see that the two-tailed ¢ required for significance
at the .05 level when df = 60 is 2.000. Substituting these values into Equation 6.15, we find
that the confidence limits are

CI = 1.492 £ (1.035)(2.000)
1.492 +£2.070

= —.58.3.56

The interval bounds give a sense of the likely range of differences between the male and
female change scores. The interval is wide, more than 4 points, indicating that our estimate
of the difference in mean change scores is not very reliable. We also note that the interval
contains zero. Therefore, despite the fact that the mean seasonal change score was positive



156

6/t DISTRIBUTION

for women and negative for men, we cannot reject the null hypothesis of no difference.
However, the wide interval suggests that power may be less than desirable. We consider the
power of the significance test in Section 6.7.

A direct test of Hy: p; — 2 = 0 against the alternative Hy: p; — pp # 0 follows from
the preceding developments. The test statistic is

. (Y1 —Y2) — (11 — B2dnyp

1 1
Spooled/ — + —
ny

Substituting numerical values, we have

_ [(747) = (—.745)] - 0
o (4.073) (.254)
= 1.44

(6.16)

Because this value is less than 2.00, the result is clearly not significant. However. the
Cl is quite wide, wider than any encountered previously in either Chapter 5 or 6, indicating
that the point estimate of the difference between the sexes may be in considerable error. The
wide CI also suggests that power to reject Hy will be low, if we assume the current group
sizes and the estimated values of the population parameters. In the following sections, we
proceed as we did in Sections 6.3 and 6.4, calculating first the standardized effect size for
the two sample case and then the power of the significance test.

6.6 STANDARDIZED EFFECT SIZE FOR TWO
INDEPENDENT MEANS

Following the developments of Section 6.3, we define the standardized effect size E as
Eg =k —p2) — Al/o (6.17)

where | and i, are the actual population means, and A (Greek uppercase delta) is the
population difference assuming Hj is true; A is usually, but not always, zero. In the two-
sample case, Eg is estimated as

Es =¥ —Y2) — Al/Spooled (6.18)

In the example of the contrast of male and female seasonal change scores, we previously
determined that Y — Yy = 1.492 and spo01e¢ = 4.073. Therefore,

Es=1.492/4.073 = 37

Following Cohen’s (1988) guidelines, we find that the standardized effect size of gender
on the seasonal change in Beck depression scores for individuals less than 36 years of age
falls somewhere between small and medium.

Although the measure of effect size we have presented is the most common one, others
are possible and, particularly when homogeneity of variance is suspect, such alternatives
should be considered. Grissom and Kim (2001) provide an excellent review of the as-
sumptions involved in calculating effect size, and they discuss the pros and cons of several
alternatives to Ej.
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6.7 POWER OF THE TEST OF TWO INDEPENDENT MEANS

If the actual effect size in the population equals the estimate, .37, what is the probability
of rejecting the null hypothesis? In other words, if the experiment was replicated many
times and the true Eg was .37, in what proportion of those replications would the null
hypothesis be rejected? The underlying process of obtaining a numerical value of power
involves the same two stages involved in finding power for the normal probability and
one-sample ¢ tests. Assuming H; to be true, and given the nature of the alternative (one
or two tailed) and the value of o, we use Appendix Table C.3 to decide on the criti-
cal region, those values of ¢ that will lead to rejection of Hy. Then, we find the proba-
bility of obtaining a value of ¢ that falls within that region under a specified alternative
distribution.

Power calculations can be performed by several standard statistical software packages,
as well as by programs at the UCLA Web site or by using GPOWER. With GPOWER,
use the default “s test for means.” As in the one-sample case, we again need to specify
an effect size. One possibility is to use the value of E¢ determined from the data (.37 in
our example). This is the practice followed by many researchers. Alternatively, because
.37 falls about midway between Cohen’s (1988) guidelines for small and medium effects,
we might compute power by assuming Eg = .2 or .5. Whatever value is used, the process
of calculating power is straightforward with GPOWER. Indicate that the calculation is
post hoc and enter the effect size value. The default value of alpha is .05, but this can
be changed if we want to test at a different significance level. Complete the input by
inserting the values of n; and n», and by indicating whether a one- or two-tailed test is
desired. Then click on “Calculate.” For a two-tailed test against the specific alternative,
Hy Eg = .37, power = .29. It appears that even if the null hypothesis was false, we had
little power to reject it. This is consistent with the wide interval we noted when the CI was
calculated.

Using the noncentral Student CDF calculator at the UCLA Web site to calculate power
yields the same result. For the two-tailed test with 60 df, the critical values of the ¢ distribution
are £:2.00. Entering 2.00 for “X Value,” ? for “Probability,” 60 for “Degrees of Freedom,”
and the observed t, 1.44, for “Noncentrality Parameter” returns a probability value of .71.
Because this is B, the area below the cutoff, the power associated with the upper region
of rejection is 1 — .71 = .29, the same value obtained by using GPOWER. No additional
power is obtained by using the lower region of rejection. If we insert —2.00 instead of
-+2.00 for “X Value,” the probability returned is .000. In this instance, because a negative
value of r was inserted, the probability returned corresponds directly to power. No power
ts gained by considering the area below the lower critical value.

Ideally, we should determine the n required to obtain a specific level of power prior
to collecting our data. From previous work with the Beck depression scores, we might be
aware that small effects were generally obtained. In that case, using GPOWER, we set the
effect size parameter at .2, select “A priori” under “Analysis,” indicate the desired level of
power, and click on “Calculate.” For a two-tailed test with o = .05, if E5 = .2, GPOWER
estimates that we will need n = 394 in order for the power to equal .80. No a priori power
calculations are directly available with UCLA’s noncentral Student calculator, although
we could use it to find the power for different sample sizes. If we wish to use the UCLA
noncentral ¢ calculator (or the noncentral ¢ functions in statistical packages such as SPSS)
to calculate a priori power for two-group ¢ tests, we should note that the noncentrality
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parameter can be estimated from

6.8 ASSUMPTIONS UNDERLYING THE TWO-GROUP t TEST

6.8.1

6.8.2

When using the ¢ distribution as a basis for inferences about two independent population
means, we assume that the two populations of scores are independently and normally dis-
tributed and have the same variance. As we discussed earlier, violation of the independence
assumption will often result in distorted Type 1 error rates. Nonnormality is less of a prob-
lem, at least in large samples. The impact of heterogeneity of variance also depends on the
absolute sample sizes, as well as on the relative sizes of the two samples. Let’s consider
these issues more closely.

The Assumption of Normality

From our discussion of the central limit theorem, we know that the sampling distribution
of the difference of means approaches normality as the combined sample size (r; + n2)
increases. As a consequence, the actual Type 1 error rates associated with the test statistic
will closely approximate the values for the ¢ distribution in Table C.3 if the combined
sample size is moderately large. “Moderately large” may be as small as 20 if n; = n; and
if the two populations have symmetric distributions, or even if they are skewed but have the
same direction and degree of skewness. Our rather liberal attitude with respect to skewness
may seem surprising in view of the fact that the one-sample ¢ required quite large »ns to
achieve honest Type 1 error rates when the parent population was skewed. However, here
we are concerned with the sampling distribution of the difference between independent
means. If two populations are skewed in the same direction, and if the samples are equal in
size, then the differences in sample means are as likely to be positive as negative, and the
sampling distribution of those differences will tend to be symmetric. For most situations the
researcher will encounter, combined sample sizes of 40 should be sufficient to guarantee
an honest Type 1 error rate.

When populations are skewed or have outliers, the sampling distribution of Y| — Y,
will tend to be long tailed. In such cases, estimates of the difference between population
means will be less precise, and the ¢ test will be less powerful than when the normality
assumption holds. As in the one-sample case, trimming extreme scores {Wilcoxon, 1997)
and tests based on ranks often will be more powerful than the ¢ test. We consider the latter
approach in Chapter 13.

The Assumption of Homogeneity of Variance

The denominator of the equation for the two-sample 7 test is based on the pool of two vari-
ance estimates (Equation 6.9); the underlying assumption is that the two group variances
estimate the same population variance. If this is not true—if the population variances are
heterogeneous—then the sampling distribution of the ¢ statistic of Equation 6.16 may not
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TABLE 6.4 TYPE 1 ERROR RATES FOR THE t TEST AS A FUNCTION
OF POPULATION VARIANCES AND SAMPLE SIZES

ny ny 0'12/0'22 a=.05 a=.01
5 5 4 .060 .014
5 5 16 061 .019
5 5 100 .066 .024
15 15 4 056 .010
15 15 16 .054 .015
15 15 100 059 .017
5 10 4 095 .031
5 10 25 021 .003
10 15 4 073 023
10 15 25 040 .006
10 20 4 .091 031
10 20 25 021 .003
20 30 4 .067 027
20 30 25 037 .004

have a true ¢ distribution. Table 6.4 gives some sense of what may happen in this case.
We drew 2,000 pairs of samples of various sizes from two normal populations with iden-
tical means but different variances. Proportions of rejections for « = .01 and o = .05 are
presented.

Several points about the results should be noted. First, if the two sample sizes are
equal, the difference between the empirical and theoretical Type 1 alpha rates tends to
be at most 1%, except when n is very small (i.e., n = 5) and the variance ratio is very
large (ie., o /o2 = 100). Second, when ns are unequal, whether the Type 1 error rate
1s inflated or deflated depends on the direction of the relation between sample size and
population variance. The reason for this can be understood by considering the fact that the
denominator of the ¢ is based on a weighted average of two variance estimates; the weights
are proportions of degrees of freedom. Therefore, when the larger group is drawn from
the population with the larger variance, the larger variance estimate receives more weight
than the smaller estimate. The denominator of the ¢ test tends to be large and the 7 small;
the rejection rate is less than it should be. Conversely, when sample size and population
variance are negatively correlated, the smaller variance estimate gets the larger weight;
the denominator of the ¢ statistic tends to be small and the 7 large; the rejection rate is
inflated.

Unequal sample sizes should be avoided when possible. However, we recognize that
there will be many cases in which sample sizes will differ, often markedly. For example,
the response rate to questionnaires may be quite different for two populations such as male
and female, or college and noncollege educated. We do not advocate discarding data from
the larger sample; this would increase sampling variability for statistics computed from that
sample. Instead, we recommend an alternative to the standard ¢ test. One such alternative
is a ¢ that does not use the pooled estimate of the population variance. The denominator of
this statistic would be that of the z test for two independent groups with variance estimates
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instead of known population variances. We define

y = Y1 —Y2) — (1 — )
s+ s3/ns

This statistic is sometimes referred to as Welch’s ¢ (Welch, 1938). If the scores have been
drawn from normally distributed populations, ¢’ is distributed approximately as r but not
with the usual degrees of freedom. The degrees of freedom are

(6.19)

, (s3/n1 + s3/na)?
d =
! st 55

niny —1)  ndna— 1)

(6.20)

where s* is the square of the variance, s°. The degrees of freedom are rounded to the nearest
integer when the value of ¢’ is evaluated or when Cls are obtained.

Most statistical packages compute values of both ¢' and r when an independent-groups
t test is performed. For example, SYSTAT outputs both a separate-variance ¢ and a pooled-
variance £, and SPSS outputs a result for “Equal variances not assumed” and “Equal vari-
ances assumed.” The former is the ¢’ of Equation 6.19 and the pooled-variance ¢ is the
standard ¢ statistic of Equation 6.16. Tables 6.5a and 6.5b present SPSS’s output of the ¢
statistics and Cls for the comparison of mean seasonal depression change scores of men and

TABLE 6.5a THE t TEST COMPARING MEAN SEASONAL CHANGE SCORES FOR MEN AND
WOMEN: GROUP STATISTICS

Std. Error
SEX N Mean Std. Deviation Mean
DIFF MALE 30 —.7450 4.4074 .8047
FEMALE 32 .7469 3.7328 .6599

Note. Output is from SPSS.

TABLE 6.5b THE t TEST COMPARING MEAN SEASONAL CHANGE SCORES FOR MEN AND WOMEN: INDEPENDENT

SAMPLES TEST
Levene’s Tast for
\Equality of Variances t-test for Equality of Means
95% Confidence]
Interval of the
Mean Std. Error Difference
F Sig. t df | Sig. (2-tailed)| Difference| Difference | Lower |Upper
DIFF Equal variances| .038 847 -1.441| 60 .155 —1.4919 1.0350 |-3.5623 |.5785
assumed

Equal variances —1.434|57.003 157 —1.4919 1.0406 |—3.5758 |.5920

not assumed

Nore Output is from SPSS.
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women under 36 years of age. The values of the ¢ based on the pooled-variance estimate
(“Bqual variances assumed”) and that of ¢/ (“Equal variances not assumed”) are almost
identical. This is because the group sizes are very similar, as are the standard deviations.
Further evidence of homogeneity of variance is provided by Levene’s (1960) test, which
has a clearly nonsignificant result. This test evaluates the difference between groups with
respect to the average absolute deviation of scores about their respective means. We have
more to say about this test in subsequent chapters, in which we also discuss the Brown-
Forsythe test of homogeneity of variance (Brown & Forsythe, 1974a). That test is similar to
Levene’s but is based on the average absolute deviation of scores about the median instead
of the mean.

6.9 CONTRASTS INVOLVING MORE THAN TWO MEANS

6.9.1

Contrasts are linear combinations in which the weights sum to zero; for example, the
contrast between the winter and spring mean depression scores may be represented by
(D(Mewinter) + (— 1) spring). Occasionally, we are interested in contrasts involving more
than two means. We designate contrasts by & (the Greek letter, psi); all contrasts have the
general form

J
b= win, 6.21)
o

with the added condition that the weights sum to zero; that is,

J
ij =0
Jj=1

where J is the number of conditions in the contrast (two in our example), and the w; are
the weights on the means (1 and —1 in our example). Note that when the total number of
groups is more than two, some weights may be zero.

Suppose we wanted to estimate the contrast between the average winter score and the
average score in the other three seasons. This would be a repeated-measures contrast because
several seasonal measures are obtained from each participant in the study. An example of
a contrast involving several independent group means might be the difference between
the mean depression score for college graduates and the combined mean for high school
and vocational school graduates. Because the repeated-measures and independent-group
contrasts involve slightly different calculations, we consider them separately.

Repeated-Measures Contrasts

The contrast between the population mean of Beck depression scores obtained in the winter
season and the mean for the other three seasons is

U = Pwinter — (I-Lspring + Msummer + Wfall)/3

which, following the form of Equation 6.21, we can rewrite as a linear combination of the
population means:

U = (I(Bwinter) + (—1/3)(Mspring) + (—1/3)(usummer) + (—1/3)(an)
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To obtain a CI for ¥, we first must estimate the contrast:
b = WP winer) + (= 1/ spring) + (= 1/3)Y summer) + (= 1/3)Y )

To carry out the calculations for the CI, we obtain a contrast score for each participant,
subtracting the average of the depression means for spring, summer, and fall from the
individual’s winter score. These scores can be found in the column labeled PSI_D in the
Under 36 file. Most statistical packages perform transformations such as this (and more
complicated ones) quite easily. Once we have the set of contrast scores, the mean and
standard deviation are obtained. Then Cls are constructed, and a hypothesis test is conducted,
using Equations 6.2 and 6.3 for a single sample. We calculated contrast scores from the
depression data for 24 female participants under 36 years of age; 8 under-36 participants
did not have a score for all four seasons and their data were therefore omitted from the
analysis. The mean contrast score, fb , was 1.289 and its SE was 3.030/+/24, or .619. The
critical 1 value, ty3 g5, is 2.069, and, after substitution into Equation 6.2, the .95 confidence
limits on s are

CI = 1.289 £ (2.069)(.619) = .01, 2.57

The CI provides limits for our estimate of the contrast, indicating that the mean depression
score for the under-36 population of women is higher in winter than in the remainder of the
year because zero is not contained in the interval.

If only the null hypothesis Hy: ¢ = 0 is of interest, we can calculate the ¢ statistic
directly. The ¢ for these data is s divided by its SE. Therefore,

t = 1.289/.619 = 2.082

Because this exceeds the critical 7 value on 23 df (2.07), we again have evidence that
the mean winter depression score is higher than the mean of scores in the other three
seasons.

Converting {s to an estimate of the standardized contrast, {,, requires only that
we divide {s by its standard deviation. In our example, J;s = 1.289/3.030 = .425. The
effect is slightly less than half the standard deviation greater than zero, a medium sized
effect.

We may wish to assess the power of the test of Hy: ¢ = 0 against the alternative, H4:
= 425, with o = .05. Many software programs for calculating power require a value of
the noncentrality parameter, 8. In the repeated-measures design, this was defined in Equation
6.8 as

8 =vN

Substituting our estimate of ¥ (.425), and the N (24), we find that 8 = 2.082, the value
we calculated for ¢. Using the UCLA calculator (or any other available software that has
the noncentral ¢ function such as SAS’s CDF module), we can find the power of the test.
Assuming a one-tailed test of Hy, enter 1.714, the critical value that cuts off the upper .05
of the ¢ distribution with 23 df in the “X value” row. Also enter 23 in the “Degrees of
Freedom” row and 2.082 in the “Noncentrality Parameter” row. The value of “Probability”
returned is .354. This is 3, the probability of a Type 2 error; therefore, the power of the ¢
testis 1 — .354 = .646. GPOWER returns the same result. The only procedural difference
is that the values of Eg and o, rather than 8 and the critical ¢, are input to the program.
Using either of these programs, or any other software, verify that if we obtained the same



6.9.2

CONTRASTS INVOLVING MORE THAN TWO MEANS 163

effect size with 60 participants, the noncentrality parameter would be (.425) +/60 = 3.292,
and the test of the null hypothesis would have a power of about .95.

We sometimes lose track of just what we are doing when we use these programs.
With any statistical test, power is the probability of exceeding some critical value (e.g..
1.714) when we have a specific alternative to the distribution hypothesized under Hy. Eg
or 3, specifies the alternative distribution. No matter how we obtain a value of power, we
basically go through the same steps: first, decide on a critical region based on the null
hypothesis, the direction of the alternative (that is, is it one or two tailed?), the value of «,
and degrees of freedom (or sample size in the case of some tests); second, find the probability
that the test statistic will fall within that critical region when the true distribution is a specific
alternative to the null distribution.

Independent-Groups Contrasts

Myers, Hansen, Robson, and McCann (1983) investigated the relative effectiveness of three
methods of teaching elementary probability. They wrote three texts, which they referred
to as the Standard (S), the Low Explanatory (LE), and the High Explanatory (HE) texts.
Each text was studied by a different group of 16 undergraduates, none of whom had any
previous formal exposure to probability . The participants were then tested on two series of
problems—{formula problems and story problems. The data are in the PL_data file in the PL
folder. The means and variances of the proportion of story problems correct are presented
in Table 6.6.

The mean proportion of correct responses is higher in the HE group than in the other
two groups, which differ only slightly from one another. Myers et al. carried out a test of
the HE mean against the average of the other two means. In terms of the three population
means, the implied contrast is

¥ = (1/2) (s + LE) — PHE
=(1/2ps + (1/2)pLE + (—Dpye

Replacing population means by sample means, we estimate the contrast:
§ = (1/2Ys + (1/2Y e + (— DY ue (6.22)
The CI for ¢ follows the general form of CIs developed in this chapter; specifically,

pl — tap, a2y <P < O+ tay, e2sy) =1—a (6.23)

TABLE 6.6 MEANS AND VARIANCES FROM THE
MYERS ET AL. STUDY

Condition
S LE HE
Mean .396 406 531

Variance 031 038 023
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Equation 6.22 provides a basis for calculating {s , and a formula for the SE of I was
derived in Appendix 6.1 (Equation 6.32):

S‘L = Spooled

where

(ny = Ds? + (na — Ds3+ -+ + (ny — Ds3
Spooled = 7

Using these equations, we can calculate the .95 confidence limits on ¥. The calculations
are presented in Table 6.7. The CI does not contain zero and therefore a two-tailed test of
H, can reject the null hypothesis. The ¢ stafistic has also been calculated in Table 6.7 and
leads to the same conclusion.

A sense of the magnitude of the effect can be obtained by estimating the standardized
contrast, ¥ 5. This also provides a basis for comparison with the effects of other methods,
or with the effects of these methods on other types of problems. The standardized contrast

TABLE 6.7 CALCULATIONS OF CONFIDENCE LIMITS, t TEST, AND STANDARDIZED CONTRAST

1. First calculate an estimate of the population contrast:
$ = [.531 — (1A)(.396 + .406)] = .130

2. Because the ns are equal, the formula for the pooled standard deviation simplifies to

Spooled = 4/ 2 sf/J , where J is the number of groups. Therefore

Spooled = /(031 +.038 + .023)/3 = ,/.092/3 = .175

3. Then,

= .175 1—5 = .054
16

8§ = Spooled

4. The critical values of ¢ on 45 df for a = .05, two tailed, can be obtained by linear
interpolation in Table C.3. The critical value that cuts off the upper .025 of the distribution is
2.015. Substituting this and the results of the previous steps into Equation 6.23, we find that
the .95 confidence limits are CI = .130 % (2.015).054) = .02, .24.

5. To conduct the ¢ test,

= IL/SQ, =.130/.054 = 2.41

The result is clearly larger than the critical value of 2.015, and so we reject the null
hypothesis of no difference between performance with the HE text and the average
performance with the other two texts.

6. Finally, we calculate the standardized contrast: {s ¢ = Jj/spm, = .130/.175 = .74.

Note. Calculations are based on the statistics of Table 6.6,
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is defined as

vs =2 (6.24)
o
Assuming homogeneity of variance, we estimate {i g by
A lIl J Wj?j
o=~ = (6.25)
s o ; Spooled

Numerical values have been substituted into Equation 6.25 as indicated in Table 6.7. Accord-
ing to Cohen’s (1977, 1988) guidelines, the standardized contrast, .767, would be considered
large.

We can use a program such as SAS’s CDF function or the UCLA calculator to find
the power of the test of the null hypothesis. Suppose we wish to assess the power of a two-
tailed t test of Hy: s = 0 against the specific alternative H,: yg = .743. Using the UCLA
program, we provide the “X value,” the “Degrees of Freedom,” and the “Noncentrality
Parameter.” Because the test is two tailed, we reject Hy whent > 2.015or¢ < —2.015. For
the “X value,” enter 2.015, and also the df, 45. The noncentrality parameter is, as before, a
function of the standardized effect, and it is defined as

(6.26)

Substituting values from Table 6.7, we find 8 = 2.407. When the three numbers (2.015,
45, and 2.407) are entered, a “Probability” of .347 is returned. This is the area below
2.015 in the noncentral ¢ distribution determined by & = 2.307. The area above 2.015
plus the area below —2.015 is power, the probability of rejecting Hy when the test is two
tailed. The area above 2.015 is 1 — .347, or .653. The area below —2.015 may be found
by replacing the “X value” with —2.015. That area is essentially zero, so the power is
approximately .65.

6.10 CORRELATED SCORES OR INDEPENDENT GROUPS?

In Chapters 5 and 6, we encountered analyses of data sets in which each participant con-
tributed more than one score, such as a score for each of two or more seasons. The scores
for the different seasons will be correlated. Such designs are often referred to as repeated-
measures or within-subjects designs. Correlated scores will also result from matched-pair
designs. For example, we might wish to compare the effects of two instructional methods on
a participant pool of 40 students. The scores of the students might be ordered on the basis of
a pretest of ability. The students would then be divided into 20 pairs, with the members of
each pair having approximately equal scores on the pretest. In an independent-groups
or between-subjects design, scores in the different conditions are independent of each
other. This was the case in our analyses of gender and educational effects. The study of
instructional methods could also be carried out in an independent-groups design. In that
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situation, assignment to instructional methods would be completely random except for the
restriction that there would be 20 children in each condition. What are the advantages and
disadvantages of the two designs?

When both types of design are feasible, the independent-groups design has two advan-
tages. First, it involves more degrees of freedom in the ¢ test. Because each group provides
an independent estimate of the population variance, each based on n scores, the ¢ is dis-
tributed on 2(n — 1) df. The matched-pairs design involves only # — 1 df because there is a
single set of n difference scores. Looking at Appendix Table C.3, we find it evident that the
critical value of ¢ becomes smaller as degrees of freedom increase. In fact, the power of the
¢ test increases and the Cl is narrower for larger degrees of freedom. A second advantage of
the independent-groups design is that it does not require an additional measure for matching
participants. Sometimes, such a measure can be difficult to obtain.

Why, then, should we use a repeated-measures or matched-pairs design? The answer
lies in a comparison of the denominators of the 7 statistics (the SE of the difference between
the means) for the two designs. In the independent-groups design, the SE is based on the
pooled variability of the individual scores, whereas in the repeated-measures design, the
SE is based on the variability of the n difference scores. The latter SE will generally be
smaller. To understand why, consider a data set in which the scores are perfectly correlated.
For example, the scores for 10 subjects tested under both an experimental (E) and control
(C) condition might be

Subject
Grop t 2 3 4 5 6 7 8 9 10

E 5 10 3 7 12 13 9 4 8 15
¢ 7 12 5 9 14 15 11 6 10 17

Note that when two sets of scores are perfectly correlated, the difference is constant across
subjects. In the repeated-measures design, the variance of the difference is the denominator
of the ¢. In the preceding example, this variance would be zero, and any difference between
the E and C means would be significant. This would be true no matter how variable the
scores within a condition are. Although we never have correlations this high, the correlations
usually achieved by testing each subject under both conditions, or by matching subjects, will
usually reduce the SE of the mean difference considerably compared with the variability of
the individual scores.

A more formal argument is as follows. From Appendix 5.1, we may write the variance
of the sampling distribution of the difference of two means as

2 _ 2 2 A
05—0'7!—%071 ZPYIYQUYIO'YZ

where p is the correlation between the means. Because a2 = o%/n, and assuming homoge-

7
neous variances, we can rewrite the equation as
o5 = (1/mQ2e? - 2po?) = (1/n)26)(1 — p)

That correlation should be zero for the independent-groups design but greater than zero
in both matched-pairs and repeated-measures designs. As a result, (r% will be smaller in
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-2 ) than in independent-groups designs (6.2,). In fact, 2, /o7
will equal 1 — p. Therefore, correlated-scores designs will have smaller denominators and
consequently larger ¢ ratios than independent-group designs. There will be some trade-off
because the ¢ statistic for the correlated-scores design is distributed on fewer degrees of
freedom than that for the independent-groups design. Nevertheless, if the same participants
are tested under both conditions, or if participants are matched on the basis of a measure
that is related to the dependent variable in the experiment, p usually will be large enough to
more than offset the loss in degrees of freedom. Ordinarily, the ¢ test will be more powerful
and the CI narrower when scores are correlated than when scores are independent. The
repeated-measures design is used extensively in behavioral research, largely for the reasons
just presented. However, not all variables can be manipulated in this way. It would make no
sense to use both methods of arithmetic instruction on the same participants. Nor is gender
readily manipulated within participants. Furthermore, the researcher should be aware of
the possibility of “contrast effects.” Some experimental treatments (e.g., one amount of
reward) have a very different effect when the same participant has been exposed to other
treatments (e.g., other amounts of reward) than when the participant has experienced only
that treatment.

correlated-scores designs (o2

6.11 CONCLUDING REMARKS

This chapter focused on various applications of the ¢ distribution and on concepts related
to the ¢ statistic. We discussed Cls and r tests for differences between means, together
with formulas for effect size, with examples for both repeated-measures and independent-
groups designs. Examples of the use of computer software to perform post hoc and a
priori power calculations were also presented. Attention to all of these tools should help
researchers to understand their data. To focus only on significance tests is to risk ignoring
considerable additional information that is readily available. CIs focus on estimates of
population effect sizes and provide a sense of the precision of those estimates. Standardized
effect sizes, Eg, permit comparisons of results obtained under different conditions, or from
different measurement scales, or from different experiments or laboratories. As a result of
Cohen’s {1988) work, we also have guidelines to judge whether the effect is small, large.
or somewhere in between. Finally, Es provides an input needed for calculating power, and
the »n required to achieve a specified level of power. Such power calculations can now be
easily carried out with one of several statistical packages or with programs freely available
on the Internet. In this chapter, we illustrated the use of two of these, GPOWER (which can
be downloaded to your computer) and the UCLA calculator. We have occasion to refer to
these again in future chapters.

KEY CONCEPTS
¢ statistic degrees of freedom
raw effect size standardized effect size
post hoc calculation of power a priori calculation of power
central ¢ distribution noncentral ¢ distribution

noncentrality parameter, & homogeneity of variance (homoscedasticity)
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pooled-variance estimate

matched-pairs design
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sum of squares

pooled-variance ¢

contrast

repeated-measures (within-subjects) designs
independent-groups (between-subjects) design

separate-variance f
Welch’s ¢ statistic
standardized contrast

EXERCISES

6.1

6.2

An investigator wants to determine whether the difficulty of material to be learned
influences the anxiety of college students. A random sample of 10 students is given
both hard and easy material to learn (order of presentation is counterbalanced). After
part of each task is completed, anxiety level is measured by using a questionnaire.
The anxiety scores are as follows:

Student
6 7

Task 1 2 3 4 5 8 9 10 1 12

Hard
Easy

48
40

71
59

65
58

47
51

53
49

55
55

68
70

71
61

59
57

31
32

80
70

77
69

{a) Find the 95% CI for the difference in the population means corresponding to the
two conditions.

{b) Test whether anxiety is significantly different in the two difficulty conditions by
using a matched-group ¢ test. State Hy and H; and indicate the rejection region
for o = .05.

{¢) Redo parts (a) and (b), assuming that the experiment had been done with two in-
dependent groups of 12 participants each. What are the strengths and weaknesses
of each design? Note any differences in results of the analyses and the reasons
for them in your answer, as well as any other considerations that you believe are
important.

A sample of nine 30-day-old protein-deficient infants are given a motor skills test.

The mean for a normal population is 60. The data are

40 69 75 42 38 47 37 52 31

{a) Find a .90 CI for the mean of the protein-deficient population.

{b) Is the mean score of the protein-deficient children significantly below that of a
normal population?

(¢} Our estimate of the mean of the protein-deficient population is very imprecise.
Using the value of s calculated in part {a), estimate the sample size needed to
have a CI width of only 12 points.

(d} After 3 months on a normal diet, the nine children have scores of

48 68 77 46 47 46 41 51 34
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Estimate the mean of the population after 3 months of a normal diet. Calculate
the .90 CI and test whether this population mean is below the normal value of
60. Assume o = .05.

{e) Calculate difference scores and test whether there has been an improvement from
the first test to the second. Assume o = .05.

{fi Calculate the standardized effect of the normal diet.

For a matched-group design, we wish to test Hy: pp = 0 against H;: up > 0 at

o = .05. Using a sample of 16 participants, we find D = 2.0 and sp = 5.6.

{a) Carry out the 7 test.

{b} Calculate the standardized effect size.

(¢} What power did the ¢ test have to reject the null hypothesis, given the value of
Es calculated in part (b)?

{d) What power would the 7 test have to reject the null hypothesis, given the value
of Ejs calculated in part (b) and N = 36 instead of 16?

{e) What N would be required to have power equal to or greater than .80?

{f In parts (¢) and (d), you should have found the power of the ¢ test. Redo the power
calculations in part (c), using the standardized normal distribution (see Chapter 5
for a review of the method) for N = 16 and for the N in your answer to part (e).
How good an approximation are these resuits to the results you obtained with the
t distribution? Is the approximation better or worse as # increases? Why might
this be?

In an independent-groups design, we find

Group 1 Group 2
n = 18 ny, =14
5i =16 53 =20
Y, =301 Y, =277

{a) Find the 95% CI for | — ;. Assuming we wish to test Hg: i = p.; against a
two-tailed alternative, what can we conclude?

{b) Calculate the standardized effect size. With this effect size, what power did the
experiment have to reject the null hypothesis?

() Suppose we wished to redo the study with equal » and want .8 power to reject
Hy, assuming the effect size calculated in part (b). What size n would we need?

(d} Using the n from part (c), and assuming the variances given in part (a), what
would the width of the new CI be?

In an independent-groups design we have

Group 1 Group 2
ny =21 ny =11
S‘Z = 8 Sg = 30
Y, =302 Y,=270
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6.6

6.7

{a) Test the null hypothesis at o = .05 against a two-tailed alternative by using the
pooled-variance ¢ test.

(b} Test the null hypothesis at o« = .05 against a two-tailed alternative by using the
separate-variance (Welch) ¢ test.

() Explain any differences in your conclusions in parts (a) and (b).

An arithmetic skills test is given to 8- and 10-year-old boys and girls. There are

10 children in each of the four cells of this research design. The means and standard

deviations are given as follows:

Children 8 Years 10 Years
Boys
Y 58 72
s 2.7 2.1
Girls
Y 53 60
5 2.9 22

{a) (i) Calculate a .90 CI for the difference in population means for 8- and 10-year-
old girls (10,6 — ps.c)- (i) Assume you wish to test the null hypothesis against
Hy: o6 > ps,c- What can you conclude on the basis of the CI?

{b} There is considerable data showing that boys do better than girls on tests such as
this arithmetic test. An interesting question is whether this advantage increases
with age. In other words, is the difference between boys and girls greater at age 10
than at age 87 (i) State Hy and H; in terms of a linear combination of the four
population means. (ii) Carry out a ¢ test of your null hypothesis, briefly reporting
the conclusion.

Three groups of participants are required to solve problems under varying levels of

environmental stress (noise: low, medium, and high). The experimenter has hypothe-

sized an inverted U-shaped function, with the belief that performance should be best
under medium stress and about equal for the high- and low-stress conditions. The
necessary information for the three groups is presented as follows:

Low Medium High
n 15 18 21
Y 67.333 70.611 66.048
s 6.102 6.137 6.128

To test his or her theory, the experimenter carries out two statistical tests. In each

case, state Hy, H;, and the rejection region, and carry out the test, reporting your

conclusion.

(a) According to the theory, the average performance of low and high populations
should not differ from each other.
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(b} According to the theory, the average of a medium population should be higher
than the average of the combined low and high populations.

{c} Calculate the standardized effect associated with each of the two contrasts.
Several researchers have compared laboratory reading (participants knew they would
be tested for recall) with natural reading (participants read material without knowing
they would be tested). In one such study, two groups of 9 participants each (lab, natural
groups) were tested twice on the same materials, once on each of two different days.
Free-recall percentages (correct responses) were as follows:

Group Percentage

Lab
Day 1 45 60 42 57 63 38 36 51
Day2 43 38 28 40 47 23 16 32
Natural
Day1l 64 51 44 48 49 55 32 31
Day2 21 38 19 16 24 27 22 35

{a) For each group, find the .95 CI for the population mean of the change in recall
over the 2 days.

{b} We wish to compare the two groups on Day 2. Assuming a two-tailed test, can
we reject Hy at the .05 level?

{¢) From part (a), we have a change score for each subject. We wish to test whether
the amount of change is the same for the two populations of readers. State the
null and alternative hypotheses. Do the test at the .05 level.

The data for this problem are in the TC file in the Seasons folder of the CD.

{a} Calculate the standardized effect size (Es) for the winter — spring difference in
TC scores (TC1 — TC2) for the sayhlth = 2 (very good) and for the sayhlth = 4
(fair) group. How would you characterize the effects in terms of Cohen’s guide-
lines? (See Chapter 6 to review the guidelines.)

{b) Calculate the winter — spring CIs for the two sayhlth groups of part (a). In which
is the CI narrower? Also calculate the ¢ statistic for each. Which has the larger 1?
The lower p value?

{) Considering the various statistics, discuss the effects of seasons (winter versus
spring) on TC level.

The next problems are open ended but represent the task faced by the investigator
with a large data set.

The Royer_acc file on the CD contains subtraction, addition, multiplication, and mean
percentage correct for male and female third to eighth graders who had accuracy
scores for all three arithmetic operations. Considerable attention has been given to
the relative quantitative skills of male and female students. What differences, if any,
are there between the sexes in performance? Support your conclusions with graphs,
and any statistics—including significance test results, CIs, and effect sizes—that you
find relevant.
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€ 6.11 Usingthe Royer_rt file, which provides response times paralleling the accuracy scores
in this exercise, discuss differences, if any, between the sexes, again supporting your
answer with graphs and statistics.

APPENDIX 6.1

The SE of a Contrast

To obtain a CI, or to test the null hypothesis about {s, we require an estimate of the SE
of the sampling distribution of s . To derive an expression for that estimate, we note that
{s is a linear combination of the sample means. In Appendix 5.1, we proved that a linear
combination (L) of independently distributed variables (V') of the form

L:WIV1+W2V2+~--+W1VJ (627)
has variance
of = wiof +wiei +--- +wic} (6.28)

where the w; are weights and 0,(2 is the variance of V. Replacing L by ¢ and substituting
parameter estimators into Equation 6.27, we have
2

2.2 2.2 2.2
S‘L = wls?I -+ wzs72 + -+ WJSy,
2 2 2
s 58 5 8 .
:Wf—l +w§—2+~--+w}—] (6.29)
ny na ny

Assuming homogeneity of variance, we may rewrite Equation 6.29 as

)

2 2 2
2 wi ws Wy 9
s;={—t+24+-+-L)s
s ( 5 ny pooled

J
= Sooed D, — (6.30)
yvhere sgooled is the weighted (by degrees of freedom) average of the group variances; that
is,

N (n1——lﬁ)s]2+(nz—-1)s§+~-+(n1—1)83

e = _ (6.31)
2 n—J
=

and J is the number of groups. Substituting the pooled-variance estimate into Equation 6.30
and taking the square root yields an expression for the estimate of the SE of s :

(6.32)




Chapter 7

The Chi-Square and
F Distributions

7.1 INTRODUCTION

The chi-square (x ?) distribution is of interest both because of its role in data analyses and
its relation to the normal, ¢, and F distributions. With respect to data analyses, the most
common application is to frequency data. In such applications, the x ? distribution is used
to determine how well a theoretical distribution fits an observed distribution, and in testing
whether two or more categorical variables are independent. An example of the goodness-
of-fit application would be in testing whether the distribution of letter grades in a class
conformed to some theoretical distribution such as 15% As and Fs, 20% Bs and Ds, and
30% Cs. An example of the test of independence would be one in which we ask whether the
distribution of letter grades is the same in the populations of male and female students. That
is, is the distribution of grades independent of gender? An introduction to these applications
of the chi-square statistic may be found in almost every introductory statistics textbook, and
entire textbooks have presented detailed treatments, particularly of tests of independence
in multifactor designs (e.g., Bishop, Fienberg, & Holland, 1975; Fienberg, 1977: Fliess,
1973).

In this chapter, we limit our presentation of x * to defining the distribution and illustrat-
ing how it can be used to draw inferences about population variances. If the scores in the
population are distributed independently and normally, confidence intervals (CI) may be
calculated for the variance, and hypothesis tests about the variance may also be carried out.
We also consider the consequences of violating the assumptions upon which the chi-square
test rests. After this discussion of the application of the chi-square statistic to inferences
about variances, we develop the relation of x % to the F distribution. Whereas the y * distri-
bution allows us to draw inferences about a single population variance, the F distribution
provides a basis for inferences about the ratio of two population variances.

Perhaps the most common application of the F distribution is in analysis of variance
(ANOVA), a focus of much of this book. In an ANOVA, the numerator of the F ratio is a

173
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variance of a set of sample means, and the denominator is a measure of chance, or error,
variance. The F test in an ANOVA addresses the question of whether the variability of the
group means is greater than what could reasonably be attributed to chance. If the F ratio is
large enough, the null hypothesis that the population means are all equal can be rejected.
In the present chapter, we define the F statistic, and we apply it to situations in which we
compare the variances of two independent samples in order to test the null hypothesis that
the two sampled population variances are equal. We also develop relations that exist among
the chi-square, ¢, and F statistics.

7.2 THE x 2 DISTRIBUTION

Assume that N scores are randomly sampled from a population of scores that are indepen-
dently and normally distributed with mean . and standard deviation o. Each of the sampled
scores is transformed into a z score by first subtracting w and then dividing the result by
o. These z scores are then squared and summed. Translating our verbal description into an
equation for the chi-square statistic, we have

N 2

i~ p) -

=% e
i=l

If many such random samples of size N are drawn from a normal population, and x ” is
calculated for each sample, the sampling distribution will have a characteristic density that
will depend on degrees of freedom. The quantity in Equation 7.1 has N df (as indicated
by the subscript on x 2) because N independent values of ¥ have entered into the statistic.
Because the values of p. and o are values of population parameters, there are no constraints
on the N values of ¥ and therefore no degrees of freedom are lost.

As Figure 7.1 illustrates, the x> distribution is skewed; the skew is less pronounced
as the degrees of freedom increase. Several other properties of the distribution should be
noted. First, the mean of the distribution is equal to its degrees of freedom and its variance
is twice the degrees of freedom:

E(x®) =df and var(x*) = Q)df)

Second, the sum of independently distributed x > variables also has a x 2 distribution. The
degrees of freedom associated with the sum is the sum of the degrees of freedom for the
component values of x 2. For example, a quantity obtained by summing a chi-square statistic
with 2 df and one with 3 df will have 5 df. This is the additive property for independent
chi-square statistics.

Appendix Table C.4 presents critical values of x 2 for various numbers of degrees of
freedom. Because a x? with 1 df is just a squared z score, the values in the first row of
Table C.4 are related to those in Table C.2 for the normal distribution. For example, .95 of a
normally distributed population of scores lies between z = —1.96 and z = 1.96. Therefore,
.95 of x ? values on 1 df should lie between 0 and 1.96, that is, between 0 and 3.8416. This
in turn implies that .05 of scores should exceed 3.8416. This is, in fact, the .05 critical value
of x? when df = 1 in Table C.4. Note that the mean of any x? distribution is equal to its
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Fig. 7.1 Two x? distributions. For a = .03, the critical values are 3.84 (df = 1) and 25.00 (df = 10).

degrees of freedom. Therefore, as the degrees of freedom increase, the distribution shifts to
the right and the critical values of x* for any « level become larger.

In Equation 7.1, we subtracted the population mean from each of the N scores in
the sample. Suppose we repeated our sampling experiment but, this time, we subtract the
sample mean from each score instead of the population mean. In other words, we draw a
sample of N scores from a normally distributed population. For each score, we subtract
the sample mean, square the result, and then divide by the population variance. Then we
sum these transformed scores. Equation 7.2 summarizes these operations:

N T2
2 (YI - Y)_ .
Xy = E ol (7.2)

i=l

Because

>
No1
we often find Equation 7.2 written as

N—1 o2 (7.3)

This statistic is also distributed as x 2, buton N — 1 df in contrast to the quantity in Equation
7.1, which is distributed on N df. The loss of a degree of freedom is cansed by taking
deviations of N scores about their mean; because the sum of these deviations must equal
zero, 1 dfis lost. By capitalizing on the additive property of y 2, Appendix 7.1 demonstrates
more formally why the statistic in Equation 7.2, or 7.3, is distributed on N — 1 df.

7.3 INFERENCES ABOUT THE POPULATION VARIANCE

Equation 7.3 provides the basis for drawing inferences about variances. We consider that
application of the chi-square statistic next. In the example we present, we have a hypothesis
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that predicts both the mean and variance of a set of scores. The ¢ test of Chapter 6 provides
a test of the prediction about the mean. Here we illustrate the application of the chi-square
statistic to a test of the prediction about the variance.

7.3.1 An Example

Consider a population of chronically ill patients whose symptoms fluctuate unpredictably
over time, even when the patients are maintained on standard drug therapy. When given
monthly tests, the patients are equally likely to have “good” and “bad” months; that is,
they are equally likely to exhibit symptom levels that are better or worse than their baseline
levels. Thirty of these patients are selected for a study in which they are given a new drug
and tested monthly for 1 year. If the new drug is no more effective than the old one, and
if month-to-month fluctuations can be considered to be independent of one another, the
number of “good” months for each patient tested should follow a binomial distribution
with w = .5. From Chapter 4, we know that the mean number of good months for patients
should be mm, where m is the number of monthly tests. In this example, that would be
(.5)(12), or 6. We know something else as well about the binomial distribution; the variance
is w(1 — w)m. Therefore, the theoretical variance of the number of good months out of the
12 months tested is (.5)(.5)(12), or 3. In summary, the hypothesis that the new drug produces
the same chance variation over months that the old one did implies two null hypotheses: Hy,:
w = 6, and Hy,: 6> = 3, where . is the mean number of “good” months in the population
of patients, and o2 is the variance of the number of “good” months.

The observed mean number of good months ( Y), averaging over the 30 patients, is 6.4,
and the observed variance (s2) is 5.1. A ¢ statistic on 29 df provides a test of Hy: p = 6;

64—-6

=097
J/3.1/30

Thus, the observed number of good months is not large enough to cause us to reject the
hypothesis that the new and old drugs are equally effective.

We can also use the sample variance to further investigate the effectiveness of the new
drug. We first construct a CI for o2, Assume that the population of scores (in our example,
a score is the number of “good” months in the 12 months tested) is normally distributed.
Then it follows from Equation 7.3 that (N — 1)s%/a? is a chi-square statistic and therefore

p[)(,%,_l.l_m/2 < (N - 1)52/0'2 < xl%’—l,a/l] =1—-u« (7.4)

where X12V—l‘oc s2 1s exceeded by o/2 of the x? distribution on N — 1 df. For example, if we
wanta .95 CL, a = .05, and X _; o, is the value of x * exceeded by .025 of the distribution
for 29 (because we have 30 patients) df. The value of x5_; ;_, s2 1s that value exceeded

by .975 of the x ? distribution. Finding the .975 and .025 critical x ? values from Appendix
Table C.4, and replacing N by 30 and s* by the observed value, 5.1, we can rewrite Equation
7.4 as

p(16.047 < (20)(5.1)/0?* < 45.722) = .95
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What we want, however, are bounds on o>, Algebraic manipulation of Equation 7.4 yields
the general form of the CI:

—_ 2 _ 2
p{u<cz<u]=l—a (7.5

3 2
XN-1,a/2 XN-1,1-0/2
Substituting numerical values into this equation, we have

[(29)(5.1) 9 (29)(5.1)]
— Y << | =95
45.722 16.047

and, doing the arithmetic,
p(3.235 < 0% < 9.217) = .95

Two points are worth noting about the preceding result. First, in Chapters 5 and 6,
CIs based on the normal and ¢ distributions were symmetric about the statistic estimating
the population parameter; for example, in the estimation of p., the bounds were equidistant
from Y. However, because the x 2 distribution is not symmetric, the CI just calculated is
not symmetric about s, our estimate of a-2. The second point is that because the theoretical
variance, 3, does not fall within the .95 CI, we may reject at the .05 level the null hypothesis,
Hgyy: o = 3, in favor of the two-tailed alternative, H,: 6> % 3. We can also test Hy, directly.
Table 7.1 presents the test statistic and summarizes the test procedure against three possible
forms of the alternative hypothesis.

The test of the null hypothesis against a two-tailed alternative indicates that the variance
is larger than we would expect it to be if the test and standard drugs were equally effective
and the use of the binomial distribution was appropriate. Because the sample mean is
consistent with the hypothesis that the drugs are equally effective, one possibility is that
the new drug is more effective than the standard drug for some patients, but less effective
for other patients—Ileading to a situation in which, on the average, the drugs are equally
effective, but with too much variance for the drugs to be equally effective for each patient. If
this was the case, a next step in the research would be to look for differences in two subsets
of patients—those who improved with the new drug therapy and those who did not. Another
possibility is that the assumption of random short-term fluctuations of symptoms over time
is not valid, but rather that during the course of the disease, the patients have periods during
which either good months or bad months occur more frequently. If this is the case, the use
of the binomial distribution to calculate the theoretical variance is not appropriate, because
the assumption of independence does not hold. To obtain a more definitive answer about
drug effectiveness, we would really need to also have a control group of patients treated
with the standard drug, and we would have to look at the variances and the sequences of
good and bad months in both groups. Although our example is an artificial one, medical
treatments may have positive effects for some individuals and negative effects for others.
In such cases, the mean may be little affected but the treatment may increase variability.

The model testing procedure we have just illustrated has certain risks. Failing to reject
the null hypothesis that the population variance (or any other parameter whose value is
predicted by the model) has the predicted value provides support for the model. Sloppy
researchers who have small Ns may find support for their position because of a lack of
power. Confidence intervals are helpful in assessing the validity of a conclusion based
on a statistical test. If the interval containing the population variance is wide, we should
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7.3‘2

TABLE 7.1 USING THE CHI-SQUARE STATISTIC TO TEST HYPOTHESES ABOUT VARIANCES

1. IfH is Reject H,, if
o>l x> X
o <op, X < Xia
orFan, X' < Xiwn O XD > Xap
where N
, _ (N =1
- Uh:yp

If o = .05, and df = 29 (as in our example),
IfH,is Reject Hy if

ol > thyp X’ > 42.557
0% < oy, x? < 17.708
o’ # ofw x* < 16.047 or x* > 45.722

2. Now calculate the value of x > based on the data. In the example presented in the text,

x* = [(29%5.1)1/3
= 49.30

Note that the value of o is the value assumed under Hj.

3. Compare the result with the appropriate critical value. If the alternative hypothesis is
a’ > 0'hzyp, or if the test is two tailed, the null hypothesis can be rejected. If the nuil
hypothesis is true, the probability of exceeding 49.3, the observed value of x ? in our
example, is .011. This exact probability can be obtained from many sources, including the
transformation menus in SYSTAT or SPSS, or from the UCLA Web site described in
Chapter 6.

view a failure to reject the null hypothesis with some skepticism; a wide range of predicted
parameter values would also have been consistent with the data. If the interval is very narrow,
and the observed variance is close to the theoretical value, rejection of Hy may imply high
statistical power; we may be rejecting a model that—although not perfect—does a very
good job of accounting for the data.

Violation of the Normality Assumption

We calculated the CI and conducted the hypothesis test of Table 7.1 under the assumption
that the population distribution was normal. However, in the example of this section, we
were dealing with a binomial distribution. Does this invalidate the inferences drawn?

The answer is that in this application we have no problem. The reason lies in the central
limnit theorem, which states that sums, and more generally linear combinations, tend to be
normally distributed as N increases. Each of the scores in our study is actually a sum of ones
(correct responses) and zeros (errors); because there are 12 responses contributing to each
score, they will tend to be normally distributed. Consequently, the true Type 1 error rate
will tend to be approximately .05 when the significance test is carried out at the .05 level.
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What about the validity of the test in other situations? There are many mathematical
models that yield numerical predictions for means and variances of various statistics, and
a test of whether the observed variance is consistent with that predicted by the model
would contribute to an assessment of the model. Unfortunately, in many of these cases,
the distribution whose variance is of interest may well be very skewed. Frequently, the
theoretical distribution of interest looks much like the exponential distribution of Fig. 6.3
(see, e.g., Bower, 1961). In such cases, the true Type 1 error rate may be much greater
than the nominal significance level. This returns us to one of our favorite themes: always
plot the data or, when testing a theoretical model, plot the theoretical distribution of the
variable of interest. If either the theory, or the data, indicate a clearly nonnormal population
distribution, inferences about variances based on the chi-square statistic are likely to be
invalid. Alternative procedures exist that do not depend on the normality assumption. The
jackknife and bootstrap methods are two possible alternatives that are described in several
sources (Efron, 1982; Efron & Gong, 1983; Miller, 1974; Mosteller & Tukey, 1977).

7.4 THE F DISTRIBUTION

To understand the F distribution, we begin with a sampling experiment. Assume the exis-
tence of two independently and normally distributed populations with variances o and o7,
respectively. Suppose we draw a random sample of size n; from the first population and a
sample of size n, from the second population. The F statistic is the ratio

_ oo (7.6)
53/03
If the two population variances are the same, we may write the preceding ratio as
F = s}/s3 an

This provides the basis for tests of whether the population variances estimated by the sample
variances are the same. If the ratio in Equation 7.7 is much smaller or much larger than one,
it suggests that the sampled populations have different variances. We will shortly consider
how we can determine whether the ratio is very large or small. The distribution of the F ratio
is determined by both the degrees of freedom of the numerator, df;, and of the denominator,

dfs.
Equation 7.6 provides a way of relating F to x 2. Recall that
, (Y=Y
X ==
o2

Dividing the left and right side by the degrees of freedom, n — 1, we have
XX Y -YV/n-1
n—1 a?

= s2/a?

Comparing this with the components that form the F ratio of Equation 7.6, we find that
it follows that the F statistic is essentially a ratio of two independent chi-square statistics,
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each divided by its degrees of freedom. Therefore, we can also write the F ratio as

_ Xifm = 1)
X3/na — 1)

where the subscripts refer to the populations being sampled.

If we repeatedly draw random samples of sizes n; and n, from their respective pop-
ulations, the sampling distribution of the ratio of sample variances will be distributed as
F. Turning to Appendix Table C.5, we find critical values of the F distribution for various
values of «, df|, and df,. The tabled values are those exceeded by o of the samples, as-
suming that the sampled populations are independently and normally distributed and have
equal variances. The df; are the degrees of freedom associated with the numerator of the
F distribution, and df, are those associated with the denominator. When we form a ratio of
sample variances from two populations, as in Equation 7.6, the numerator and denominator
degrees of freedom are n; — 1 and n, — 1, respectively. In future chapters in which we
consider other applications of the F ratio, the degrees of freedom take on other values.

From the fact that the critical values of F depend on the degrees of freedom, it should
be evident that the F, like the ¢t and x % distributions, is not one distribution but a family
of distributions, one for each possible combination of numerator and denominator degrees
of freedom. If we were to repeatedly draw samples, computing the F ratio each time,
the average of the F's would be a function of the denominator degrees of freedom; more
precisely,

(7.8)

dfs
ah -2

As the denominator degrees of freedom increase, the expected value of F approaches one.
Therefore, ratios of sample variances much less than, or much greater than, one indicate that
the two sample variances are not estimating the same population variance. How different they
must be in order to draw this conclusion depends on the degrees of freedom. For example,
if dfi = 8 and df; = 10, from Table C.5 we find that an F of 3.07 will be exceeded with
probability .05 when the two sample variances estimate the same population variance. In
terms of the hypothesis testing logic applied in previous chapters, an F larger than 3.07
suggests that either the population variances are equal and by chance a large value of F has
been obtained, or the null hypothesis of equal variances is false.

Although Table C.5 provides critical values, at best it provides only a rough sense of the
F distribution. We can improve our sense of the distribution by viewing the two examples
in Fig. 7.2. Several points should be noted. First, as is typical for the F distribution, the
distributions are skewed to the right. Second, the values of F are positive because F is aratio
of variances, and variances are sums of squared quantities. Third, the value of F exceeded
by .05 of the distribution is smaller when there are 20 denominator degrees of freedom
than when there are 5. In general, a smaller critical value is required as either numerator
or denominator degrees of freedom increase. If we think about this for a moment, it makes
good sense. If our samples were very large, the ratio of sample variances would closely
approximate the ratio of population variances, and therefore even an F only slightly different
from one would suggest that the population variances differed.

One other point, not evident from the figure, should be noted. Because we are usually
interested in whether the F is significantly large, tables such as Table C.5 present only
critical values in the right tail. We may occasionally be interested in probabilities associated

E(F) =
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Fig. 7.2 Two F distributions. For a = .05, the critical values are 6.39 (df,,
dfs = 5)and 2.90 (df} = 5, dfs = 20).

with very small F ratios. For example, in subsequent chapters on the ANOVA, the logic is
such that very small Fs would suggest a failure of certain assumptions. More immediately,
a CI on the ratio of two population variances requires a lower bound and depends on finding
a critical value in the left (lower) tail. One way to find critical values from the lower tail of
the distribution is to note that such critical values are related to those in the upper tail. Let
the critical value that is exceeded with probability o be designated as Fy, 4y, 47, and the value
that is exceeded with probability 1 — « be designated as Fi_ 4, .47, The relation between
these is

Fiocd,df, = VFodp.ay, (7.9)

Suppose that a = .05, df; = 8, and df;, = 12. Then the critical value in the right tail is
Fs.3.12 = 2.85. From Equation 7.9 we have

Fosg 12 =1/Fos 128 = 1/3.28 = .305

With access to various software packages such as SYSTAT, SPSS, and SAS, or to
the Internet, we find that the solution to the “lower-tail problem” is simpler. If you do not
have software capable of providing exact p values, access to the Internet can solve the
problem. One solution is to use the F CDF calculator at the UCLA Web site referenced in
Chapter 6. Supply a question mark for “X Value,” and .05, 8, and 12 for the probability,
and numerator and denominator degrees of freedom slots, and the answer, .3045, is quickly
provided. The UCLA calculator is also useful for data sets for which one or both degrees of
freedom values are not in Table C.5. GPOWER, the downloadable program we described
in Chapter 6, provides a second solution. Select “Other F Tests” from the “Tests” menu,
and then (ignoring other inputs) input the o, and the numerator and denominator degrees
of freedom. For the .05 lower-tail value to be obtained, the o should be .95. Note that the
UCLA calculator requires that p be the area below the F you want, whereas GPOWER
requires that you enter the area above the required F.
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7.5 INFERENCES ABOUT POPULATION VARIANCE RATIOS

7.5.'

We are usually interested in comparing measures of the location of distributions, in par-
ticular, means. Nevertheless, there are times when a comparison of measures of variability
may be of interest. The reason usually given for such comparisons is to determine whether
the population variances meet the assumption of homogeneity of variance underlying the
t test (and the ANOVA). However, that rationale is not very compelling. As we saw in
Chapter 6, the variances must be very unequal, or the ns must differ, before the error rate of
the 7 test is distorted. In those cases, the separate-variance 7 test is available. Of greater inter-
est is the possibility that two treatments differ in their effects on variability. For example, we
may find little difference in the mean of a behavioral measure for two groups given different
medication for depression, but greater variability in the scores of one of the groups. This
would raise the possibility that the more variable data set represents some individuals who
improved and others who became more depressed, something certainly worth investigating
further. In some areas of research, we may be able to formulate precise enough theories to
predict the effects of certain factors on variability as well as on averages, thus providing a
more sensitive test of the theory. In such situations, comparisons of measures of variability
in different conditions should be made. In what follows, we will use a subset of the Seasons
data to illustrate some approaches to drawing inferences about population variances.

A Confidence Interval

Table 7.2 presents summary statistics based on the anxiety scores of men and women over
60 years of age. These data were extracted from the Seasons data file. Figure 7.3 presents
histograms of the means over seasons. From Table 7.2, we see that the variance of the female
mean scores is more than twice as great as that of the male mean scores. The histogram
in Fig. 7.3 reinforces our sense that variability is greater in the sample of female anxiety
scores. Confidence limits on the ratio of variances will provide a better sense of the possible
range of values of this ratio.

TABLE 7.2 ANXIETY STATISTICS FOR MEN AND
WOMEN OVER 60 YEARS OF AGE

Sex = Male Female
N of cases 55 41
Minimum 2.000 1.250
Maximum 6.500 7.750
Median 4.875 4.625
Mean 4.618 4451
Standard Dev 0.927 1.356
Variance 0.860 1.840
Skewness(G1) —0.836 —0.280
SE Skewness 0.322 0.369
Kurtosis(G2) 0.903 0.985
SE Kurtosis 0.634 0.724

Note. Qutput is from SYSTAT.
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TABLE 7.3 CI FOR THE RATIO OF THE VARIANCES IN TABLE 7.2

In our example, let 67 be the variance of the female population and o7, be the variance of the male
population. The F ratio, s3/s3,, = 2.14 and is distributed on 40 numerator df and 54 df. From the
UCLA Web site (see Chapter 6), we find the F values required by Equation 7.11:

Foyssaa0 = 564 and  Foyssaqo = 1.819

Substituting these values and the values of the variances from Table 7.2 into Equation 7.10, we have

1.84 of 1.84
S| — ) <L <8I {—)]| = 95
”[( )(.86)‘05‘( )(.86)]
Completing the arithmetic, we find that the upper and lower confidence limits are 1.207 and 3.892,

respectively. Because the lower bound is greater than one, we can reject the null hypothesis of
homogeneous variances at the .05 level.
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Fig. 7.3 Histograms of anxiety data for men and women over 60 years of age.

We begin by establishing limits on the variance ratio of Equation 7.6. From that defi-
nition of the F statistic, we have

2 2
si/or

< Fu/2.df|-df:> =l-a

Fi_ , =< <
p( 1—o/2,dfdf> S22/°'22

Algebraic manipulation and application of Equation 7.9 yields the general form of the CI:

(s%) F O (sf F, I (7.10)
= —o2dind, < 5 S\ = ) Feppapar | =1 —a .
p S% 1—a/2.df».df; 0_22 S22 /2.df.df,

Table 7.3 illustrates the application of Equation 7.10 by using the variances and sample
sizes in Table 7.2. The confidence bounds indicate that the variance of the population of
female anxiety scores is at least somewhat larger than that for the males.

Note that for the degrees of freedom in this data set, critical F values are not available
in Appendix Table C.5. In the past, researchers had to resort to linear interpolation in tables,
or to obtaining an approximate p value. With the availability of various statistical packages,
such approximations are no longer necessary. As we pointed out in Section 7.4, The UCLA
CDF calculator or GPOWER, as well as many other programs, can provide the necessary
F values. Commonly used packages such as SYSTAT, SPSS, and SAS will also provide
the exact probability associated with many statistics such as F, ¢, z, and x°.
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TABLE 7.4 APPLYING THE F RATIO TO TEST HOMOGENEITY OF VARIANCE

1. Let F = s2/s. Then

If H,is Reject Hy if

o} > o} F > F,

g} < o} F < F_,

o} # o3 F > FporF < Fign

In our example, let o7 be the variance of the female population and ¢ be the variance of
the male population. The F ratio, 53 /5%, is distributed on 40 numerator df and
54 denominator df. From the UCLA Web site, we find that

Fosaosa = 1.617, Fys 4056 = 0.6006, Fys.a9.5a = 1.773, and Foz5 49,54 = 0.550.

Therefore, the decision rule for this example is

If H,is Reject Hy if
ol > oF F > 1617
ol < of F < 606
o} # o} F > 17730t F < .550

2. From the statistics in Table 7.2, the F ratio in our example is
F =1.840/.86 =2.14

Because we have no prior reason to expect greater variability in the scores of either gender,
the test in our example is two tailed. Because 2.14 > 1.773, the null hypothesis of equal
population variances is rejected. With df, = 40 and df, = 54, the two-tailed p = .01.

7.5.2 The F Test

We can directly test the null hypothesis of equal variances. To illustrate the application
of the F test of variances, we again apply it to the Seasons anxiety scores of men and
women over 60 years of age. Table 7.4 presents decision rules for the test, and calculations
based on the statistics of Table 7.2. We again conclude that the population variances are
not equal. It may not be immediately obvious, but, as is the case with other statistical tests,
the test of the null hypothesis derived from the confidence limits in Table 7.3 and the direct
test in Table 7.4 are equivalent. We illustrate the relation between the two procedures in
Appendix 7.2.

7.5.3 The Normality Assumption

The validity of the F test of the variance ratio illustrated in Table 7.4 rests on the assump-
tion that the two populations are normally distributed. When the population distributions
are skewed or have longer tails than the normal distribution, Type 1 error rates associated
with this test are often inflated. This distortion increases as sample sizes increase because
the shapes of the sample distributions more closely approximate those of the populations.
Deciding whether a sample may reasonably be viewed as drawn from a normally distributed
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population is difficult. A useful graphic device is the normal probability plot that we de-
scribed and illustrated in Chapter 2. As previously noted, such plots are available in many
statistical packages. The expected values under the normality assumption are plotted as
a function of the observed scores, and marked departures from linearity indicate nonnor-
mality. In addition, it can be helpful to plot box plots and histograms, looking for obvious
discrepancies between sample means and medians, and seeing if kurtosis and skewness
values are large relative to their standard errors (SE). For confirmation, researchers can test
for nonnormality by using the Shapiro—Wilk W test, available in SPSS and SAS (Shapiro &
Wilk, 1965). This test has good power for samples of 50 smaller. For larger samples,
D’ Agostino, Belanger, and D’ Agostino (1990) describe alternative tests that take kurtosis
and skewness statistics as inputs.

When the investigator is interested in assessing differences between conditions in vari-
ability and when the validity of the normality assumption is in doubt, the Levene (1960) or
Brown~Forsythe (1974a) tests described in Chapter 6 provide an alternative to the F test
of variances. Although neither directly tests whether the population variances are equal,
they do permit a comparison of the average spread of scores. As described in Chapter 6,
the Levene test is based on the average absolute deviation of scores about the group mean,
and the Brown-Forsythe test is based on the average absolute deviation of scores about
the median. If the normality assumption is valid, these tests will be less powerful than
the F test of the variances. However, the Levene and Brown—Forsythe tests are less af-
fected by violations of the normality assumption than the F test based on the sample
variances. The Brown—Forsythe test has been found to be more powerful than the Levene
test under some conditions and therefore provides a reasonable alternative when normality
is suspect, though users should be aware that when the population distributions differ in
shape from one another, the actual Type 1 error rate may differ from the nominal error
rate.

7.6 RELATIONS AMONG DISTRIBUTIONS

In this chapter, we have noted the relation of x> and F to each other, and to the normal
distribution. Both are also related to the 7 distribution. We consider these relations next. We
may write the one-sample ¢ statistic of Chapter 6 as
_ Y —p)

JE@ =PI — 1)

¢ (7.11)

In order to show the relation of 7 to x 2, we rearrange the quantities in Equation 7.11, divide
numerator and denominator by o2, and then square the result:

2 (Y — wy/(a/N) (7.12)

[ =YV ]AN - 1)

If Y is normally distributed, the numerator on the right-hand side of Equation 7.12 is
distributed as xZ on 1 df, the denominator is distributed as x? on N — 1 df. divided by
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N — 1. Therefore,

Xi ,
PP A (7.13)

VXE /(N =1

The ¢ statistic for the two-sample case has a similar form. Beginning with the square
of the usual formula for ¢, we have
(Y1 = V2) — (ui — mo))?

2 F
2= (7.14)
ny+nr—2 Sgo()led (l/n] + l/nz)

Dividing the numerator and denominator of Equation 7.14 by o2(1/n{ + 1/na), we have

2 _ (Y1 = Y2) — (m — p))¥Ye? (Uny + 1/n2) (7.15)

7, 2
2 2
Spooled / g

n+n2—2

If the two population variances are the same, then o?(1fn; + 1/13) is the variance of the
sampling distribution of ¥, — Y. If, in addition, Y is normally distributed, the numerator
of Equation 7.15 is distributed as x* on 1 df.

Under the assumptions of normality and homogeneity of variance, the denominator of
Equation 7.15 is also related to x 2. We can rewrite the denominator as

(S5, + §82) /()'2
ni +n2 -2

If the sums of squares (the SS quantities) are numerators of estimates of the same population
variance, this quantity is distributed as x ? divided by its degrees of freedom. In that case,
the two-sample ¢ statistic is of the same form as Equation 7.13.

If we square the right-hand side of Equation 7.13 and slightly rewrite the numerator,
we have

/2 _ X]Z/l
mrre Xr121+11372/(nl +ny — 2)

(7.16)

In other words, 2 is the ratio of two chi-squared variables, each divided by its degrees of
freedom. But this is exactly the definition of F given by Equation 7.8. Therefore, a squared ¢
statistic is an F with one numerator degree of freedom.

7.7 CONCLUDING REMARKS

This chapter had two major goals: first, to introduce the x > and F distributions, two promi-
nent players in statistical inference; second, to consider applications of these distributions
to inferences about variances. With respect to the latter goal, it is worth repeating that when
evaluating the effects of an independent variable, researchers focus on means or, less often,
other measures of location, almost exclusively. However, knowledge of how other aspects
of the data distributions are affected can contribute to both practical applications and the
development of theory. This chapter provided one set of tools for investigating one aspect
of a distribution’s shape—its variance.
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Inferential procedures based on the distributions considered thus far in the book play
a major role in data analysis. The ¢ and F distributions, in particular, have starring roles
throughout the remainder of this book. This reflects the prominence of these distributions
in data analyses reported in the research literature, a prominence resulting from ease of
calculation, applicability to data from many research designs, and a reliance on statistics
that are good estimators of population parameters under many conditions. Perhaps most
importantly, when their underlying assumptions are met, the tests based on these distri-
butions are uniformly most powerful tests; no alternative test will have greater power
to reject the null hypothesis. Bear in mind, however, that when assumptions are violated,
other procedures may provide more valid inferences. These may be tests based on other
distributions, such as alternatives to the ¢ test based on ranked data, or modifications of
the usual test statistic, such as #' when variances are heterogeneous. With this in mind,
we emphasize that there are several considerations prior to choosing a method of analysis:
First, do the data indicate departures from assumptions? Second, if so, are these departures
severe enough to distort Cls, increase Type 1 error rate, or decrease power? Third, if so,
are there alternative procedures that are likely to yield more valid inferences? Answering
these questions requires that we begin our data analysis by looking at the data. Summary
statistics and data plots available in most statistical packages will aid this process.

KEY CONCEPTS
goodness-of-fit test of independence
analysis of variance (ANOVA) chi-square statistic
additive property of x> F statistic

uniformly most powerful tests

EXERCISES

7.1 Equation 7.5 states that (N — 1)s%/a? is distributed as a chi-square variable if each
score in the sample is randomly drawn from an independently and normally dis-
tributed population of scores. Let’s see what this implies.

(a) Suppose we draw many samples of size N from a normally distributed population.
We calculate the ratio, (N — 1)s%/a2, for each sample. If N = 6, (i) what is the
probability that this ratio is less than 9.2367? (ii) What is the probability that the
ratio lies between 1.145 and 6.626?

[b) The population sampled in part a has a variance of 10. If we still assume N = 6,
in what proportion of samples will 52 be less than 8.703?

7.2 Weareinterested in a new method of teaching arithmetic. We use the new method with
a sample of 31 students, and at the end of a trial period we give them a standardized
test. In the past, the population of scores on the test has been approximately normally
distributed with a mean of 64 and a variance of 10. Following the training period,
the mean test score is 66 and the variance is 14.

{a) Has the new method of teaching led to a significant improvement in test scores?
Let o = .05.

{(b) One interpretation of the increased variability on the test is that the new method
helps some students but hurts the learning of other students. Is the increase in
variability significant? Let a = .05.
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7.3

7.4

7.5

7.6

7.7

7.8

{¢} We might better consider the variability under the new method by obtaining a CI.
Find the .90 CI for o,

On the basis of a review of large amounts of data, it is well established that the

variance of a population of ratings of the quality of a particular wine is 12.64. A

new method for training raters is established in hopes of reducing the variance. In a

sample of 10 judges trained under the new method, s2 is 3.51.

{a) Would you conclude that the new method has effectively reduced the variance of
ratings? Explain your reasoning.

{b) Suppose the population of scores was not normally distributed. Why is this a
problem for the approach you took in part (a)? Would it be less of a problem if
your sample size were larger? Explain.

A sample of 7 scores is selected randomly from a normally distributed population.

The scores are 22, 2, 0, 30, 28, 26, and 32.

{a) Find the 90% CI for the population variance.

{(b) Assuming o = .03, test the null hypothesis that the population standard deviation
is 10 against the alternative hypothesis that it is greater than 10. Relate your
conclusion to the confidence limits you calculated in part (a).

We have samples of reading scores from 5 boys and 11 girls. We form a ratio of the

variances of the two samples, s3/s%; call this F in accord with Equation 7.7.

{a) If many samples of sizes 5 and 11 are drawn, (i) what is the proportion of F values
greater than 2.61 that we should expect? (ii) What is the proportion less than 4.47?

{b) What assumptions are implied in your approach to answering part (a)?

Samples of scores are obtained from 9 male and 13 female subjects. Assuming

o = .05, answer the follwing.

{a) What is the rejection region if the researcher wishes to detect a difference in the
variances?

{(b) How large must s,%,,/s% be for you to conclude that the variance is greater in the
population of boys’ scores?

In Exercise 6.5, we carried out a test of the means against a two-tailed alternative,

using the pooled- and separate-variance ¢ test. It is of interest to decide whether

the separate-variance test is justified. Assuming that the scores were sampled from

a normal population, test whether the variances are equal against the alternative

hypothesis that they are not. The ns were 21 and 11, and the variances were 8 and

30, respectively.

An experimenter drew four independent random samples each of size 5 from one

normally distributed population. The variance of the four sample means about their

grand mean is 84.

(a) (i) Estimate the variance of the population from which the samples were drawn.
(1)) How many degrees of freedom are associated with your estimate?

The experimenter also has a sample of 15 independent observations that are
believed to be from the same population from which the original four samples
were taken. The variance of the 15 scores is 384.

(b) Perform a statistical test to determine whether the 15 scores do come from the
same population as the four samples of 5.

In viewing summary statistics for multiplication accuracy in the Royer data

(Royer_acc file in the Royer folder), we noted that in the fourth grade the male

multacc scores seemed to be considerably more variable than the female scores.
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{a) Find the .95 CI for the ratio of population variances (s3,/s%) for fourth-grade
multiplication accuracy.

{b) Is there a significant difference in the variances? State the null and alternative
hypotheses.

{c) Plot the two density distributions in any way you find helpful. This can include
box plots, density plots, histograms, or stem-and-leaf plots. Does the plot provide
any insight into the reason for the difference in variances? If so, can you suggest
a further analysis of the data?

{d) Do you see any problem in the calculation of confidence limits and significance
tests for this data set?

€ 7.10 Further analyzing the Royer _acc data of Exercise 7.10, calculate the Brown-Forsythe
¢ statistic to test whether there is a significant effect of gender on the variability of
the fourth-grade multiplication accuracy scores.

€ 7.1 The Royer_rt file contains response times for addition, subtraction, and multiplica-
tion, a well as a variable labeled rt; this is the mean of the three measures.

{a) Plot the mean and standard deviations of the s variable as a function of grade,
from Grade 3 to Grade 8. Describe the two functions.

(b) Test whether the variances of the sixth- and eighth-grade response times (RTs)
differ at the .05 level. State Hy and H,.

APPENDIX 7.1

Chi-Square and Degrees of Freedom
We begin with the identity
Yi—pu=-"H+J -

Squaring both sides of the equation, summing the N quantities, and applying the summation
rules of Appendix A, we have

Z(Y~M)2 Z(Y—Y)+N(Y W+ 2(¥ ~ M)Z(Y-Y)

i=1

Because Y (Y — Y) =0, the preceding equation reduces to

N N

Y-t =Y =Y+ N - )

i=1 i=1
Rearranging terms, and dividing both sides by the population variance, o2, yields

YO - NY-—pP P -YY

o2 o’ ol
or
Y -w Y- Y-V
o? a?/N gl

However, the leftmost quantity is a chi-square statistic distributed on N df. The quantity
subtracted from it is a chi-square statistic on 1 df because a single value (Y) is subtracted
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from its expected value (), and divided by the variance of its sampling distribution. From
the additive property of chi square, it follows that the rightmost term is distributed on N — |
df. That is, X,%, - x12 = x,%,A].

APPENDIX 7.2

Relation Between the F test and the Confidence
Interval for 02 /02

Equation 7.10 established confidence limits on the ratio of population variances:

s? o} s?
Pl 3 ) Fi—apdfidan < — S\ 3 ) Ferrandg | =1 —a
$5 o3 53

Let Fyp, stand for the observed F ratio, s3/s?. Let F;, and Fy stand for the lower and upper
critical F values. Then we can rewrite the preceding equation:

2
P (FobsFL < T < FobsFu) =l-a
03
With respect to the CI, we reject Hy if the value 1.00 does not fall within the interval.
That is, we reject the null hypothesis if 1 < Fj Fys or 1 > Fiy Fops. Note that we can
rewrite 1 < FyFys as 1/Fp < Foos. However, 1/F; = Fy, is the upper critical value of the
F distribution; therefore, asking if one is less than the lower limit of the CI is the same as
asking if the upper critical value of the F' distribution is less than the observed F computed
from the data. Similarly, asking whether the upper bound of the CI is less than one is
equivalent to asking whether the observed F' is less than the lower critical value of the
F distribution. In summary, we can reject Hp (that the population variances are equal) if
the observed F' is greater than the upper critical value of the F' distribution or less than the
lower critical value.



Chapter 8

Between-Subjects Designs:
One Factor

8.1 INTRODUCTION

This chapter deals with the analysis of data from a research design that serves as a building
block for the more complex designs we consider in subsequent chapters. In the one-factor,
between-subjects design, the scores of several groups of participants are analyzed in order
to decide whether the means of the treatment populations, the populations represented
by the groups, are equal. In such studies, participants may either be selected from existing
populations or be randomly assigned to one of several experimental conditions, or treatment
levels. An example of the former is the Seasons study in which individuals were sampled
from populations differing with respect to several factors, including gender, educational
level, and occupation. Strictly speaking, that study would be classified as an observational
study. True experiments involve random assignment of participants to levels of an indepen-
dent variable; the independent variable is said to be manipulated and the design is often
referred to as completely randomized. An example we mentioned in Chapter 6 was the
experiment by Myers et al. (1983). In that experiment, participants were randomly assigned
to study one of three texts presenting elementary rules of probability.

Whether the levels of the independent variable are observed or manipulated, the data
analysis has much the same form and the underlying assumptions are the same. What
characterizes the designs of this and the following chapter is that each participant yields a
single score. These designs are between-subjects designs; all the variability in the data is
due to differences between participants. In within-subjects designs the same participants
are tested under several conditions, and there is variability within each participant’s set of
scores. Within-subject designs are also called repeated-measures designs. In later chapters
we also consider mixed designs, in which there are both between- and within-subjects
factors.

Between-subjects designs have the advantage of simplicity. Inferences require fewer
assumptions than are required by designs in which each participant responds on several

191
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trials or under several conditions. Each additional assumption underlying the derivation of
the test statistic is one more assumption that may be violated, possibly undermining the
validity of the statistical inference. The between-subjects design also has the advantage
of computational simplicity relative to other designs. This is less important in the present
era of electronic calculators and fast computers than it was in the past. Nevertheless, it
is useful to be able to obtain and check results quickly. The chief disadvantage of the
between-subjects design is its relative inefficiency. Because individuals differ on so many
dimensions, chance variability will often tend to be great, sometimes obscuring real effects
and reducing the power of the statistical test. As we discussed in Chapter 6, matching
participants on the basis of some measure other than the dependent variable, or testing each
participant in several conditions, will often lead to a reduction in chance variability. We
consider matching, or blocking, designs in Chapter 12 and repeated-measures designs in
Chapter 13.

In this chapter, we begin by looking at part of the data on which the article by Myers
et al. was based. As usual, this means generating and looking at descriptive statistics and
plotting the data in several ways. We then use the data to illustrate a conceptual framework
in which each score is viewed as a sum of components, and the total variability of the
scores is viewed as a sum of the variabilities of those components. This leads us into the
analysis of variance, or ANOVA, a partitioning of the total variability into parts that
provide the basis for an F test of the hypothesis that the treatment population means are
the same. Having illustrated the ANOVA with our data set, we consider the underlying
theory. We present a structural model, a model of the relation between each score and
the population parameters, and we state other assumptions necessary to justify the F test.
Following this, we present several measures of effect size, and we consider the power of the
F test. Finally, we consider the consequences of violations of assumptions, and we examine
possible remedies when those violations are thought to be severe enough to threaten the
validity of our inferences.

This is a rather extensive menu of theory and calculations. To avoid presenting too
many new ideas at once, we have placed the following restrictions on the presentation of
material in this chapter:

1. We consider only the subset of between-subjects designs that involve a single
independent variable; these are one-factor designs. We extend the development
to multifactor between-subjects designs in Chapter 11.

2. We consider only fixed-effect variables. This means that we view the population
of levels of the independent variable as consisting only of those that have been
selected for the experiment. We have more to say about this in Chapter 13. At that
point, we also introduce the concept of random-effect variables. The levels of
these variables are assumed to be randomly sampled from a population of levels.

3. We consider only tests of the omnibus null hypothesis: p; = p, = - p; = --
{e, where p; is the mean of a population of scores of individuals tested under
A, the jthlevel of the independent variable, A, and there are a levels of A in the
study. In Chapters 9 and 10, we extend the analysis of data from between-subjects
designs to contrasts among means of subsets of conditions, and to the analysis of
mathematical functions of quantitative independent variables, such as number of
trials, time in therapy, or hours of sleep deprivation.
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8.2 EXPLORING THE DATA

In the probability-learning experiment conducted by Myers et al. (1983), each of 48 par-
ticipants studied one of three texts that presented elementary probability concepts such as
the addition and multiplication rules, and conditional and joint probability. The participants
were tested on 6 story and 6 formula problems immediately following study, and they were
tested on a second set of 12 problems 2 days later. Half of each group of participants re-
ceived the story problems first, and the other half received the formula problems first. The
researchers were primarily interested in whether the relative performances of the groups
differed on the two types of problems.! However, we will analyze the proportion correct
of the 12 story problems, ignoring other aspects of the design and proceeding as if we had
a one-factor design with three levels, and 16 participants at each level. The story problem
scores are presented in Table 8.1, together with various summary statistics for each group.
The standard text is abbreviated by S, the Low Explanatory text by LE, and the High Ex-
planatory text by HE. The texts differed with respect to the kinds of examples used and the
presence or absence of illustrations such as tree diagrams.

Figure 8.1 presents box plots of the three groups of data. Several aspects of the plot
stand out. First, there is little difference between the S and LE data sets, whereas the HE set
is noticeably different in several respects. It appears that the HE distribution is somewhat
skewed because the median lies above the midpoint of the box. Also, with the exception of
one outlying score, the HE data seem less variable. We note the apparent skew of the HE
group and its smaller interhinge distance because, as with the ¢ test of Chapter 6, normality
and homogeneity of variance are assumptions underlying the F test of means. However,
the skew is not so pronounced nor, as the variances in Table 8.1 indicate, are the spreads

TABLE 8.1 PROPORTION OF CORRECT SCORES IN THE MYERS
ET AL (1983) STUDY

S LE HE
083 .083 333
167 167 333
250 250 333
250 .250 417
250 .250 417
333 333 .500
.333 333 .500
333 417 .500
417 417 583
500 417 .583
500 417 583
500 .500 583
.500 583 .583
.583 .583 667
583 667 667
750 .833 917

Y. =.396 406 531 Y.. = 444

[T

s° = .031 038 023
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Fig. 8.1 Box plots of the data in Table 8.1.
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Fig. 8.2 Dot-density plot of the data in
Table 8.1.

different enough to cause concern about the F' test we present shortly. We can also see that
there is an outlier in the HE plot. This suggests the possibility that the higher HE mean in
Table 8.1 is merely a reflection of this one score. However, other aspects of the plot suggest
this is not the case; the median, which is not influenced by the outlier, is also higher in the
HE condition and the entire distribution is displaced upward relative to the other two. This
displacement is also apparent in the dot-density plot of Fig. 8.2. Such plots provide an
alternative to histograms, with each small circle or “dot” representing a score. In Fig. 8.2,
the advantage of the HE condition is reflected in the fact that almost one third (5 of 16)
of the scores in the S and LE conditions lie below the lowest score in the HE condition.
Whether this advantage of the HE group is large enough relative to the variability in the
data to enable us to conclude that it holds for the populations represented by these three
groups of scores is a question we consider shortly.
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8.3 THE ANALYSIS OF VARIANCE

Before participants were assigned to the text conditions, they could be viewed as a sample
from a single, infinitely large population. Assume that each individual in this parent popu-
lation is randomly assigned to one of the three treatments (texts) applied in the experiment.
There are then three treatment populations, very large populations of scores that potentially
differ systematically from each other. Within this framework, we may view each of the sets
of 16 scores in Table 8.1 as a random sample from the corresponding treatment popula-
tion. Usually, the first question of interest is whether there are any differences among the
means of the three populations of scores. More precisely, we wish to test the omnibus null
hypothesis:

Hy: ps = we = MHE

In general, we assume that there are a levels of the treatment, A, and the omnibus null
hypothesis is

Hy:pp = pp == pj ==y

The alternative hypothesis is that there is at least one inequality among the means of the a
treatment populations.

Suppose the null hypothesis in the probability-learning experiment is true; the three texts
do not differ in their effects on the proportion correct on the story-problem test. Even if this
were so, the three group means would differ from each other. By chance, the 16 individuals
in one group may be more motivated, more alert, or more knowledgeable about probability
than those in another group. In addition, there may be chance variations caused by other
factors that affect test performance, such as the times at which the participants are tested.
The test of the null hypothesis is really a test of whether the group means differ more than
would be expected on the basis of these chance factors. If they do, then something more
than chance variation is involved. That “something more” is presumably the effect of the
independent variable (the text studied), and the null hypothesis should be rejected.

In the ANOVA, we attempt to determine whether more than chance variability is
involved by comparing two independent estimates of the population error variance, estimates
that do not differ significantly if the null hypothesis is true. One of these, the between-groups
mean square, is based on the variance of the group means and is influenced by both chance
variability and—if H is false—the effects of the independent variable. We label this mean
square MS 4. The second estimate of variance, the error mean square, is the average of
the variances of scores in each group; it reflects only chance variability. We refer to this as
MS 4 (the mean square for subjects within levels of A). If MS 4 is much larger than MS;a.
we may decide that the spread among the group means is too large to have resulted only
from chance variability. If so, we will conclude that the treatment population means are not
all equal; that is, Hy is false.

In the following sections, we develop formulas for the mean squares. We begin by
partitioning the total variability in the data set into two components that provide the numer-
ators of the mean squares. We discuss why the two mean squares are estimates of the same
chance, or error, variability when Hj is true and why, therefore, their ratio is distributed as
F . Following this, we present a more formal discussion, including a model of the structure
of the scores in terms of population parameters, and an explicit statement of assumptions.



196

8/ BETWEEN-SUBJECTS DESIGNS: ONE FACTOR

8.3.1 Partitioning the Total Variability

Mean squares are ratios of sums of squared deviations to degrees of freedom. As we noted
in Chapter 6, these sums of squared deviations are referred to as sums of squares (SS).
In this section we show that S54 and SSs;4 together account for the total variability in the
data of the one-factor design. We begin by partitioning the deviation of the ith score in the
jth group (Y;;) from the grand mean (Y ..), the mean of all an scores, into two components:
first, the deviation of the score from the mean of its own treatment group (Y . ), and second,
the deviation of the group mean from the grand mean:

Vy-Y.=(,;,-Y )+, -Y.)) (8.1)

Table 8.2 illustrates this partitioning, using the data of Table 8.1. The table is divided
into three sets of three columns. The first three columns contain the values of Y;; — Y.
for each of the three texts. The next three columns contain the effects of the three texts,
Y.; ~ Y ... These treatment effects actually reflect both the effect of the treatment and
chance variability. If there is a treatment effect in the population—that is, if the treatment
population means differ—that population effect should be reflected in differences among
the group means, and therefore in a deviation of any group mean from the grand mean. But
even if Hy is true, the group means will still differ, because there are different individuals
in each group and they will perform differently because of many factors. The residual
terms, Y;; — Y. j» are contained in the last three columns, and they reflect the variation in
the performance of individuals who have received the same treatment. By squaring both
sides of Equation 8.1, summing, and applying the rules of summation of Appendix A, we

TABLE 8.2 BREAKDOWN OF THE SCORES FROM THE MYERS ET AL. (1995) EXPERIMENT

Scores — Grand Mean = Text Effect + Residual

(i =Y. = {Y.j-v. + (Y=Y
-361 -—-.361 —.111 —.049 —.038 .087 -.313 -.323 -.198
=277 =277 -—-.111 —.049 —038 .087 -229 =239 —.198
—.194 —.194 —.111 —-.049 —.038 .087 —.146 —.156 —.198
—.194 —194 -.027 —-.049 —-.038 .087 —.146 —.156 —.114
—.194 194 —027 —.049 —-038 .087 —.146 —-.156 -—.114
—.111 =111 .056 —.049 —.038 .087 -.063 —-.073 -.031
—111 =111 .056 —.049 038 .087 —-.063 —.073 —-.031
-111  -.027 .056 —.049 —.038 .087 —.063 011  —-.031
-.027 -.027 139 —.049 —.038 087 021 011 052
056 —-.027 139 —.049 —.038 .087 104 011 .052
056 —.027 139 —.049 038 .087 104 011 052
.056 .056 139 -.049 —038 .087 104 .094 052
.056 139 139 —.049 038 .087 104 177 .052
139 139 223 —.049 —-.038 .087 187 177 136
.139 223 223 —.049 —.038 .087 187 261 136
306 3890 473 —.049 038 087 354 427 386

8Sor =3, (¥ = Y.)P = (=.361)" 4+ (=277 + - - 4 (473)* = 1.561

St =Y, (T = 7..)’ = (16)[(—.049) + (—.038)" + (.087)] = .182
SSree = 3, Y, (Y — F.)) = (=313 + (=.220) + -+~ + (.386) = 1.379
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find that the total sum of squares ($S;,) is partitioned into two component sources of
variability, the between-groups sum of squares (SS 4, the sum of squares for A), and the
within-groups sum of squares (SSg/,, the sum of squares for subjects within levels of A).
We have carried out this squaring and summing operation with the numbers in Table 8.2,
and, as indicated at the bottom of the table, the S5, and SSg/4 do indeed sum to the $S. A
general proof that $S,o = $54 + SSs/4 is presented in Appendix 8.1. The end result is

a [

ZXH:(Y,,—?..)2=Zi(y,-,—?.,-)uni(?.,—?..)2 (8.2)
i Joi J
SSt0t = SSs/a + SSa

The SSi of Equation 8.2 is the numerator of the variance of all an scores about the
grand mean. Accordingly, it is distributed on an — 1 df. The within-groups sum of squares,
$8s/4, is the sum, or “pool” of the numerators of each of the group variances. Because
each group variance is distributed on n — 1 df, SSg4 is distributed on the sum of the group
degrees of freedom, or a(n — 1) df. The between-groups sum of squares, $S4, is n times
the numerator of the variance of the a group means about the grand mean and is therefore
distributed on a — 1 df. Note that

an—Il=an—-1)+@-1
dfw = dfga + dfy

Equation 8.3 demonstrates that the degrees of freedom are partitioned into two nonover-
lapping parts corresponding to the sums of squares. This partitioning of the degrees of
freedom provides a partial check on the partitioning of the total variability in more complex
designs in which some term in the analysis may be overlooked, or the total variability may
be misanalyzed in some other way. When designs have many factors, and therefore many
components of the total variability, it is wise to find the degrees of freedom associated with
each term and to check to see if these add up to the total number of scores minus one.

Equation 8.2 defines the sums of squares for the one-factor between-subjects design,
and, accordingly, we refer to the component terms as definitional formulas. Using such
formulas with a calculator can result in rounding errors, and therefore textbooks have
generally provided so-called computational or raw-score formulas. Such formulas are of
less practical use today because most analyses are carried out by computer packages, or by
calculators that have a high degree of accuracy. Therefore, we ordinarily will not include
raw-score formulas. However, Appendix 8.2 presents the raw-score equivalent of the terms
in Equation 8.2, and it provides some rules that will generally enable the calculation of
sums of squares in more complex designs provided the user knows the correct degrees of
freedom for the terms. The use of the raw-score formulas is illustrated in Appendix 8.2 with
the data of Table 8.1.

Dividing the sums of squares by degrees of freedom results in the mean squares. These
quantities provide the components of the F statistic that tests the omnibus null hypothesis.
We consider these mean squares next,

(8.3)

Mean Squares, F, and the ANOVA Table

Suppose we draw a samples of n scores from the same population; we represent the variance
of the population (the error variance) by 0. The variance of the a sample means is an
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estimate of the variance of the sampling distribution of the mean; that is,

YT, -7
a—1

~

=~ o

The caret above the ¢ stands for “estimated.”” Recall that the variance of the sampling
distribution of the mean is the population variance divided by n. Therefore, we can rewrite
the preceding equation as

Z‘j’ Y., —Y.)y _ ‘_3
a—1 n
and, multiplying both sides by #,

— - 2
nZ‘j‘.(Y.j—Y..) _
a—1 -

N o

(8.4)

The left side of Equation 8.4 is the SS,4 divided by df4; or MS,. The entire equation states
that MS,, the between-groups mean square, is an estimate of chance, or error, variance
when the a groups of scores are sampled from the same population.

Now assume that each group of scores is sampled from one of a treatment populations,
and that the population parameters are identical; that is,

3 b

—_— .=, = O

2
2 j a

2
RL=M2=-=W; =", and o] =
Under this assumption, the situation is the same as if we sampled the a groups of scores
from one population. Therefore, if the null hypothesis is true and there is homogeneity of
variance, the between-groups mean square is an estimate of the error variance common
to the a treatment populations.
The within-groups mean square, MSy4, provides a second estimate of error variance.
We have
SS S/A
MSsy = ———
a(n — 1)
XLy =Yy (83
h an—1)

We may rewrite Equation 8.5 as

1 1 —
MSg = p Z l:n 7 ,Z(Yij - Y.j)'il

i

The expression in the square brackets on the right side is the variance of the jth group of
scores, and the entire right side is an average of the a group variances. Therefore, MSg,4 is
an average of a estimates of the population variance, o 2.

The point of the preceding development is that, if the null hypothesis is true, MS,
and MSs;4 both estimate the same population error variance. Therefore, their ratio should
be about one. Usually the ratio will be a littie more or a little less than one; it would be

surprising if two independent estimates of the same population variance were identical. If
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Hy is true, the ratio, MS 4 /MSs;4, 1s distributed as F ona— 1 and a(n— 1) df. As we noted in
Chapter 7, critical values are tabled in Appendix C.5 and can also be obtained from various
software packages and Web sites.

Suppose the null hypothesis is false. For example, suppose that the text studied does
affect performance on story problems in the Myers et al. experiment. Then the means of
the groups of scores in Table 8.1 will differ not only because the scores in the different
groups differ by chance but also because the participants studied different texts. In other
words, if Hy is false, MS4, which is n times the variance of the group means, reflects not
only chance variability but also variability that is due to the independent variable. However,
the within-group variance should not be affected by the independent variable because all
participants in a group receive the same treatment. Therefore, when Hj is false. the ratio
MS 4 /MSs;4 should be greater than one.

In summary, under the assumptions of the null hypothesis, homogeneity of variance,
and independently distributed scores, MS4 and MSs;4 are two independent estimates of the
population error variance, o2. From Chapter 7, we know that if we add the assumption that
the population of scores is normally distributed, the ratio of two independent estimates of
the same population variance has an F distribution. Therefore, under these assumptions, the
ratio MS 4/MSs;4 is distributed as . Because the numerator is an estimate of the variance of
a population means, it has ¢ — 1df. The denominator has a(n~ 1) df because the variance
estimate for each group is based on n— 1 df and the a group variances are averaged.

Table 8.3 summarizes the developments so far, presenting the formulas for sums of
squares, degrees of freedom, mean squares, and the F ratio for the one-factor between-
subjects design; Table 8.4 presents SYSTAT ANOVA output for the probability-learning
data of Table 8.1. Despite the apparent advantage of the HE text in Figs. 8.1 and 8.2, the
p value, .062, is slightly larger than the usual standard for statistical significance, p =
.05. We cannot reject Hy : ws = wg = pug. However, neither can we accept the null
hypothesis. The usual criterion for p, .05, is not a magic number, and it is good to keep in
mind that the p value reflects not only the variance of the treatment population means but
also error variance and sample size. As we have noted in previous chapters, effects large
enough to be of practical or theoretical importance may not be statistically significant, and
trivial effects may be if enough data are collected. With this in mind, we should look at one
or more indices of importance. We discuss several in Section 8.5, but we now briefly note
one index that accompanies the ANOVA output in Table 8.4, and that is also provided by
other statistical packages, such as SPSS.

TABLE 8.3 ANOVA FOR THE ONE-FACTOR BETWEEN-SUBJECTS DESIGN

sV df S MS F
Total an — 1 Zn nl(Yi, -Y.7
oS
A a—1 n _a 1(7. ;=Y. 88,4 /df, MS,/MSs4
=
S/A aln — 1) (Y; —Y.;) SSsa/dfga

Note. SV = source of variance.
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8.3.3

TABLE 8.4 ANOVA OF THE DATA IN TABLE 8.1

Categorical values encountered during processing are:
TEXT (3 levels)
HE, LE, S
Dep Var: Y N:48 Multiple R:.341 Squared multiple R: .116

Analysis of Variance

Source Sum-of-Squares df Mean-Square F-ratio P
TEXT .182 2 091 2.965 .062
Error 1.379 45 .031

Note. ANOVA output is from SYSTAT.

The Coefficient of Multiple Determination

The sums of squares provide one possible index of the importance of the independent
variable. The ratio, §S4 /5SS, is the proportion of the total variability attributable to the
independent variable. This ratio is often called v/ (eta squared) and is similar to 72, the
coefficient of determination introduced in Chapter 3. Recall that we defined r2 as SSregression’
S8y, where SSiegression (the sum of squares for regression) was the sum of the squared
deviations of the predicted scores about the grand mean and SSy was the sum of squared
deviations of the actual scores about the grand mean. The best prediction we have for each
score is the mean of the group to which it belongs. Replacing SSiegression by SS4 and SSy by
SSiot, we have the coefficient of multiple determination:

R = oA (8.6)
SStot '
This ratio of the between-groups to the total sum of squares may be viewed as a measure of
how well the group means predict the individual scores. The better this prediction—that is,
the larger the portion of the total variability accounted for by the independent variable—-the
higher the value of R?.
The R? for the probability-learning data is reported in Table 8.4 as a squared multiple
R of .116 (SPSS reports it as eta squared). Following Equation 8.6, the §S 4 was divided by
SSior (884 + SSya):

5 182
R = 182+1.379 16
The multiple R of .341 is the square root of .116.

R? overestimates the actual proportion of variability in the population that is due to
the independent variable. To understand why, assume that the treatment population means
are identical. In that case, none of the variability in the population would be due to the
independent variable; therefore, R? should be zero. However, R? will be greater than zero
because—in contrast to the population means-—the sample means will vary because of
chance. To correct for this, Wherry (1931) proposed a formula for shrunken R (also called
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the adjusted, corrected, or attenuated R”, depending on the source):

, N-1

)(1 — RY (8.7)

where N = na. For the current example, the adjusted R? is

47
= 1_<Z§>(] —.116) = .077

and the corresponding R, is .277.

Given that the participants in the study probably varied with respect to motivation,
mathematical background, and aptitude, as well as other factors that can affect learning, it
is not surprising that the independent variable appears to account for only a small portion of
the total variability, roughly 8%. Of course, this does not mean that the effects of the text are
unimportant. Nor are they as small as it might appear. According to guidelines suggested by
Cohen (1988), an adjusted R? of .077 corresponds to a medium-sized effect. In any event,
judgment of the importance of the independent variable should be guided by knowledge of
the research situation and the potential application. If the difference of approximately 13%
correct between the mean in the HE condition and the other two conditions held for the
population, most instructors would consider it an important gain in performance.

R? is only one possible index of the importance of the independent variable. It has the
advantage of being easy to compute and understand, but other measures deserve consider-
ation and are discussed in Section 8.5. These measures are best interpreted in terms of the
parameters of the ANOVA model. Therefore, we first consider the model in a more formal
way than we have so far.

8.4 THE MODEL FOR THE ONE-FACTOR DESIGN

8.4. l

In Subsection 8.3.2, we presented a somewhat informal statement of assumptions and
justification of the ratio of mean squares as an F ratio. In this section, we take a closer look
at these assumptions and see how they lead to an important concept, that of expected mean
squares.

The Structural Model

We can view an observed score as consisting of two components—the treatment population
mean and an error component. We represent this as

Yij = pj + & (8.8)

where .; is the mean of the jth treatment population and is a component of all the scores
in that population, and €;; (the Greek letter epsilon) is the unique contribution to the score
of the ith individual in the jth treatment population. Any differences among the treatment
population means reflect differences in the effects of the treatments, whereas variation in
the error components reflects differences caused by differences in characteristics of the
individuals (such as ability or motivation) and differences in conditions of measurement
(such as the time of testing).
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Equation 8.8 is unchanged if on the right side we both add and subtract the constant p.,
resulting in

Yij = b+ (10— 1) + &

where . = Y p;/a, the average of the a treatment population means. We may rewrite the
preceding equation as

Yij = n + a; + & (8.9)

where o; = p; —  is the effect of treatment A ;. Equation 8.9 provides a structure within
which we view a score as a sum of the following three components:

1. The parent population mean, .. This quantity may be viewed as the average of
the treatment population means and is a constant component of all scores in the
data set.

2. The effect of treatment A ;, ;. This is a constant component of all scores obtained
under A; but may vary over treatments (levels of j). The null hypothesis asserts
that the a values of «; are all zero.

3. Theerror, €. This is the deviation of the ith score in group j from p,; and refiects
uncontrolled, or chance, variability. It is the only source of variation within the
Jjth group, and if the null hypothesis is true, the only source of variation within
the data set.

Two other points about treatment effects should be noted. First, researchers often refer
to the effects of an independent variable as in “A had a significant effect upon perfor-
mance.” A somewhat wordy, but precise, translation of such a statement is that one or more
of the levels of A had an effect. In terms of the structural model, at least one of the «;
was not zero. Second, a distinction that will be important is that between fixed-effects
variables, independent variables whose levels have been arbitrarily selected, and random-
effects variables, variables whose levels have been randomly sampled. When levels
have been arbitrarily selected—as when we select three texts for study—it is as if we have
exhausted the population of levels. There is no statistical basis for generalizing from the
results of this experiment to draw conclusions about the effects of texts not included in
the experiment. In this situation, Y == 0 (or, equivalently, > ;o =0) because
the sum of deviations of all values about their mean is zero. We deal exclusively with
fixed-effect treatment variables in this chapter.

Equation 8.9 is not sufficient for deriving parameter estimates and significance tests.
In addition, the following assumptions about the distribution of €;; are required:

1. The ¢g;; are independently distributed. This means that the probability of sampling
some value of €;; does not depend on other values of €;; in the sample. Animportant
consequence of this is that the &;; are uncorrelated.

2. The g;; are normally distributed with mean zero in each of the a treatment popu-

lations.
3. The distribution of the ¢;; has variance cre2 in each of the a treatment populations;
thatis,of = of = --- = ¢} = --- = o} = o} This is usually referred

to as the assumption of homogeneity of variance.

Although we never have access to the populations of scores, plots of the data will provide
information about the validity of our assumptions. Chapter 2 described some procedures
that will prove helpful, and we illustrated one other (the dot-density plot) in this chapter. In
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later sections of this chapter, we discuss the problems that may arise when our assumptions
are violated, and how alternative data analyses may provide a solution to these problems.
For now, we assume that Equation 8.9 is valid and that the populations of efror components
are independently and normally distributed with equal variances. This provides the basis
for a more formal justification of the F' test presented in this chapter.

Expected Mean Squares

In Section 8.3 we argued that the ratio of mean squares, MSs/MSg., was a reasonable test
statistic for the null hypothesis of equality of the treatment population means. The idea
is that if Hp is true, MS, and MSg, are both estimates of o‘f,the treatment population
error variance. Because they both estimate the same quantity, their average values over
many random replications of the experiment should be about the same size. If Hy is false,
however, MS, reflects the differences among the treatment population means in addition
to chance variability. In that case, on the average, MS, will tend to be larger than MSg4.
In this section, we provide a somewhat different version of this argument, one based on the
average values of MS4 and MSs;,, over many replications of the experiment.

Suppose we draw a samples of n scores from their respective treatment populations, and
calculate the two mean squares. Now suppose that we draw another a samples of n scores,
and again calculate MS, and MSs;4. We could repeat this sampling experiment many times,
and arrive at two sampling distributions, one for MS, and another for MS,4. Given the argu-
ments of Section 8.3, the average value of MS, will reflect both error variance and treatment
effects, whereas the average value of MSg4 will reflect only error variance. These averages
of the sampling distributions of the two mean squares are the expected values of the mean
squares, or the expected mean squares (EMS). They play an important role both in under-
standing the analysis of variance (ANOVA) and in deciding a number of practical issues. To
cite just one application, in more complex designs there will be many possible sources of
variance; the EMS dictates the appropriate error term for any particular source. Given the
structural model of Equation 8.9, and assuming that the ¢;; are independently distributed
with variance crf, we can derive the EMS of Table 8.5 (Kirk, 1995; Myers & Well, 1995).

Look again at Table 8.5. Note that if the null hypothesis is true (i.e., if the w; are all
equal), both expectations equal g; in any one experiment, the two mean squares we have
calculated will not be identical, but they rarely should be very different if Hy is true. In
contrast, if the p.; differ, MS 4 has alarger expected value than MSy4 and therefore theirratio
should be greater than one. When we look at Table 8.5, it appears that this ratio increases

TABLE 8.5 EMS FOR THE ONE-FACTOR
BETWEEN-SUBJECTS DESIGN

SV EMS
A of + ne,-;
S/A o}

Note. 83 = [Zi ; — p.)z] /ta ~ 1). We use the

6 notation rather than o to remind us that the treatment
component of the EMS involves division by degrees of
freedom rather than by the number of levels, as it would
in the formula for a population variance.
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8.4.3

with increases in n, with increases in the spread among the p.;, and with decreases in the
error variance. Therefore, we can expect greater power when we run more subjects, when
the effects of the independent variable are larger, and when error variance is reduced. The
error variance will depend on the subject population sampled, the measure selected, and
the experimental design. An example of the last factor-—the experimental design—was the
comparison of the correlated-scores and independent-groups designs in Chapters 5 and 6.

In the one-factor design, there are only two mean squares and therefore it requires no
great insight to decide that MSg4 is the error term—the denominator of the F test, against
which MS, is to be tested. The choice of an error term is more complicated in designs in
which there are several possible error terms. However, that choice is guided by a simple
rule:

Choose an error term such that its EMS and the EMS of the term to be tested are identical when the
null hypothesis is true.

In summary, if the €;; are independently distributed with variance 2, the mean squares
have the expectations presented in Table 8.5. If, in addition, the null hypothesis is true,
3 = 0. and the two expectations are the same. Finally, if the €;; are normally distributed,
the ratio of mean squares, MS 4 /MSg 4, is distributed as F and the probabilities of exceeding
various values are those tabled in Appendix C.5.

ANOVA With Unequal Group Sizes

The ns in conditions in a study may vary for one of several reasons. The populations may
be equal in size but data may be lost from some conditions, perhaps because of a mal-
function of equipment, or a participant’s failure to complete the data-collection session.
Usually, individuals can be replaced, but sometimes this is impossible. In other instances,
the treatments may affect the availability of scores; for example, animals in one drug con-
dition may be less likely to survive the experiment than animals in another condition. In
still other instances, usually when we collect data from existing populations, some condi-
tions may naturally have more individuals available for participation than others will. For
example, in the Seasons data, we find different numbers of participants at various levels of
educational experience, and in different occupations. In educational and clinical settings,
there may naturally be different numbers of individuals in different conditions, such as
grade levels, or diagnostic categories. Discarding participants to equalize the group ns will
reduce error degrees of freedom and, consequently, power, and this may also misrepresent
the relative size of the populations sampled. In the latter case, the effects of some con-
ditions may be weighted too heavily or too lightly in the data analysis. In all of these
circumstances involving unequal n, the ANOVA is a straightforward modification of the
equal-n case, at least in the one-factor between-subjects design. (Complications arise when
more than one factor is involved; these are treated in Chapters 11 and 21.) Table 8.6 presents
the ANOVA formulas and EMS for the unequal-n case. Note that if the n; are equal,
these formulas reduce to the definitional formulas in Table 8.3 and the EMS formulas of
Table 8.5.

Table 8.7 presents statistics based on the average (over seasons) Beck depression
scores (Beck_D) for four groups of male subjects who participated in the University of
Massachusetts Medical School research on seasonal effects (the Seasons data). For the pur-
poses of this example, we excluded some participants (those having only no or some high
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TABLE 8.6 ANOVA FOR THE ONE-FACTOR BETWEEN-SUBJECTS DESIGN WITH UNEQUAL GROUP SIZES

sV df SS MS F EMS
Total N—-1 25, -Y.)
j=Vi=1
4 a—1 SniY., =Y.)? 88.4/df, MS , /MSg4 o + -5 ¥ nal
i

- F

~—
(8]

S/A N —a v, ~Y, SSqa/dfsa g,

i
¥

Note. n; is the number of scores in the jth groupand N = 37%_ n,.

school education, and those with vocational training or an associate’s degree). The remain-
ing groups are HS (high school diploma only), C (some college), B (bachelor’s degree),
and GS (graduate school). The data may be found in the Male_educ file in the Seasons
folder.

The group of males participants with high school diplomas have higher average depres-
sion scores, both means and medians, than those of the other three groups; whereas the three
groups with more education have means ranging from 3.331 to 4.847, the HS group has a
mean depression score of almost 7 (6.903). The groups with the highest depression scores
(HS and GS) also have the highest variances, a finding that suggests that heterogeneity of
variance may affect the validity of conclusions based on the ANOVA of these data. Skew
and kurtosis are most pronounced in the B group. This is of interest because nonnormality
is most problematic when distributions vary in shape (Lindquist, 1953, pp. 78-90). Box
plots obtained from SPSS are presented in Fig. 8.3. They provide a more direct view of the
distributions, and the differences in location, spread, and skew are quite evident, as is the
presence of outliers in the B and GS groups. These characteristics of the plot suggest that
the assumptions of the ANOVA are violated. In Section 8.7 we discuss those assumptions,
together with alternative analyses developed to respond to violations of them.

TABLE 8.7 SUMMARY STATISTICS FOR BECK DEPRESSION
SCORES IN FOUR EDUCATIONAL LEVELS

Education
HS C B GS

N of cases 19 33 37 39

Median 6.272 2.875 2.265 3.031
Mean 6.903 3.674 3.331 4.847
Variance 34.541 5.970 9.861 26.218
Skewness(G1) .824 0.368 2.047 1.270
Kurtosis(G2) 168 —-0.919 5.837 745

Note. HS = high school diploma only; C = some college: B =
bachelor’s degree; GS = graduate school. Data may be found in the
Male_cduc file in the Seasons folder.
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Fig. 8.3 SPSS Box plots of Beck depression scores as a function of educational level.
Note that the numbers next to the outliers are case numbers and the asterisk represents an
extreme outlier.

The output is based on an analysis of Beck depression means for those participants
for whom scores in all four seasons were available. It contains considerable information
in addition to the ANOVA table. First note the squared multiple R of .079. Under Cohen’s
(1988) guidelines, this would be a medium-sized association between the dependent and
independent variable. The ANOVA table follows and it is clear that the omnibus null hy-
pothesis can be rejected. The last thing to note is the warning that two scores are outliers,
using the studentized residual as a criterion.? Upon examining these two cases, we found
that one belonged to the HS group and the other to the GS group. We redid the ANOVA with
these cases excluded, and the result was no longer significant; the new p value was .065.
Deleting just 2 of 128 scores changed the p value from .016 to .065, and a finding of statisti-
cal significance to nonsignificance. Despite the fact that statistical significance depended on
the presence of the two outliers, there are reasons to suspect that the population distributions
of depression scores do differ. First, even after the two outliers were excluded, the medians
of the three groups with some education beyond high school were about 3 or less, whereas
that for the HS group was more than twice as high. Second, examination of the four distri-
butions revealed that 26% of the HS scores were above 10, the cutoff for dysphoria, roughly
defined as a state of dissatisfaction (16 is the cutoff for depression) and 20% of the GS
group exceeded that cutoff; in contrast, only one individual in the other two groups had an
average Beck depression score exceeding 10. The point we wish to make is that we need to
look beyond the significance test and examine the sample distributions to better understand
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TABLE 8.8 ANOVA OF THE DATA SUMMARIZED IN TABLE 8.7

Dep Var: D.SCORE N: 128 Multiple R: .282 Squared multiple R: .079

Analysis of Variance

Source Sum-of-Squares df Mean-Square F-ratio P
EDUC$ 186.501 3 62.167 3.562 .016
Error 2164.061 124 17.452

%% WARNING **x

Case 14 is an outlier (Studentized Residual =  3.665)
Case 114 is an outlier (Studentized Residual = 3.622)
Durbin-Watson D Statistic 1.985
First Order Autocorrelation -.006

Note. ANOVA output is from SYSTAT.

our data. In addition, we should supplement the omnibus F test results with measures of
importance, such as those we consider in Section 8.5. Finally, CIs and significance tests on
specific contrasts (for example, the HS group against the combined mean of the other three
groups) will be informative. We introduced such contrasts in Chapter 6 and have more to
say about them in Chapter 9. For example, there we pursue the question of whether the HS
mean differs significantly from the mean of the other three groups combined, as the means
and medians suggest.

Significance tests and confidence intervals (Cls), examination of contrasts, measures
of importance, examination of group distributions—these combine to provide a sense of
whether the sampled populations differ and in what ways. The cause of the differences
can be elusive. For example, it is not clear why high school graduates (and possibly also
those with graduate school education) are more likely to be depressed than individuals in
the other two categories, if this difference proves to be reliable. Two possible causes of
such differences are occupational and age differences among the groups. Individuals with
only a high school education may be more dissatisfied with their jobs, and individuals with
graduate school education may feel overqualified for theirs. If the four groups differ in
age, there may be differences in health and, therefore, in depression scores. In summary,
even if we conclude that the populations differ in some respects, we must ask why they
differ.

8.5 ASSESSING THE IMPORTANCE OF THE
INDEPENDENT VARIABLE

Too often, researchers view .05 as a boundary dividing real effects from null effects. How-
ever, there is nothing magical about p = .05; it is merely one possible index of the effect
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of the independent variable. Usually, when p is less than or equal to .05, researchers reject
the null hypothesis. But should we really have so much less confidence that there is an
effect if p = .06? And if p = .01, does this statistically significant result reflect an effect
of practical or theoretical importance, or does it reflect a researcher with access to a large
pool of subjects? There is no statistic that carries a magic dividing line; however, there are
several measures that complement p, and that are more directly related to the variance of
the treatment means, and therefore are more easily interpreted. Using the example of the
probability-learning experiment, we considered one such measure, R?, the proportion of
variability accounted for by the independent variable. R> may also be viewed as a measure
of the strength of association between the dependent and independent variable. In what
follows, we consider another measure of the strength of association, as well as a standard-
ized effect statistic that parallels the Eg presented in Chapter 6. The development of both
statistics follows from our knowledge of the expected mean squares.

8.5.1 Measuring Strength of Association:
o’ (Omega Squared)

When we perform an ANOVA, R? is the ratio of the between-groups sum of squares to
the total sum of squares. An alternative measure of the strength of association between the
dependent and independent variable is the ratio of the population variance of the means to
the total population variance. Following Hays’ (1994) notation, we label this ratio as w?.
The numerator of the ratio is the variance of the treatment population means (the ;) or,

equivalently, the variance of the treatment effects (the o;):

25wy — w)?
a
a 2

_ 259

a

2 _
0y =

(8.10)

The denominator of w? is the total population variance; that is, it is the treatment population
error variance, 2, plus the variance of the treatment population means, 5. Therefore,

2
o = A ®.11)

o; + 0y
We cannot know this ratio but we can use Equations 8.10 and 8.11 to derive an estimate
of it. More precisely, we derive estimates of ai and o2. We begin by restating the EMS

equations of Table 8.5:
EMS4) = o? + né3 (8.12)
EMSs;) = o} (8.13)

To obtain an estimate of o' we first subtract Equation 8.13 from Equation 8.12, and divide
by n; then we have

MS4 — MSga

2 g2
n A
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where the symbol = means “is an estimate of.” However, the numerator of w? as defined
by Equation 8.11 involves a2, not 65. Because 62 = ([(a — 1)/a]63, our estimate is

(’)\'/% _ (a—l) (MSA—MSS/A> (8]4)

a n

where the “caret” above the ¢ indicates “the estimate of.” We now have estimates of the
numerator and denominator of w?, and, therefore, substituting into Equation 8.11, we have
an estimate of w?: for the one-factor between-subjects design, we have

2 _ [(a — 1)/aj(1/n)(MS4 — MSy4)
lla — 1)/a)(1/n)(MS4 — MSsja) + MSs

(8.15)

We may write Equation 8.15 in a different form, one that allows us to calculate &> from
knowledge of the F ratio, a, and n. The advantages are that the expression is somewhat
simpler, and, perhaps more important, because most research reports contain this informa-
tion we can estimate the strength of association for data collected by other investigators. We
begin by defining F4 == MS,/MSgs,. Then, multiplying the numerator and denominator of
Equation 8.15 by an, and dividing by MSg4, we have

, . @=DFa-1
T (a—1)Fs—1D+na

& (8.16)

Let’s review what Equation 8.15 (or 8.16) represents. If we replicate the experiment
many times, the average value of the right-hand term will approximately equal w?, the
proportion of the total variance in the a treatment populations that is attributable to the
variance of their means. We say “approximately equal” because the expected value of a
ratio is not the same as the ratio of expected values. The approximation is reasonably
accurate and the expression is much simpler than that for the correct expression.

One other aspect of Equation 8.16 should be noted. If the null hypothesis is true, it is
quite possible that the F' will have a value less than one, because in that case we have two
independent estimates of the error variance and either one could be the larger of the two.
Then, @2 would be less than zero and we should conclude that w? = 0; that is, none of the
total population variance is attributable to the independent variable.

We can apply Equation 8.16 to the probability-learning experiment. In that experiment,
a =3, n = 16, and (from Table 8.3) F = 2.965. Then, inserting these values into Equation
8.16, we have

o (2)(1.965)

T (1965 +48 076

This is very close to the value we calculated earlier for RZ;. That the values of R, and w*

are so close is not unusual; Maxwell, Camp, and Arvey (1981) found that the two rarely
differ by more than .02. With respect to assessing the importance of either measure, Cohen
(1988) suggested that values of .01, .06, and .14 may be viewed as small, medium, and
large, respectively. According to those guidelines, the proportion of variability accounted
for may be judged to be medium. Again, however, we caution that the importance attached
to any value must be assessed in the context of the research problem and the investigator’s
knowledge of the research literature.
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8.5.2 Measuring Effect Size

R? and &’ have intuitive appeal because their values are on a scale of zero to one and
they can be directly interpreted in terms of the variability accounted for by the independent
variable. However, standardized effect sizes such as those presented in Chapter 6 have other
advantages. They play an important role in meta-analysis, a procedure for combining the
results of several experiments (Hedges & Olkin, 1985), and, as we saw in Chapters 5 and 6,
standardized effect sizes, together with o and n, determine power. In Chapter 6, we defined
the standardized effect size as

M1 — B2

[0)

Es =

Cohen (1988) suggested another standardized effect-size measure, f, which is a useful

adjunct to ANOVA:
f=\Joi]a?

= P (8.17)

a 2
b oy O / a
2
\ o
The quantity under the square root sign in Equation 8.17 is the ratio of oﬁ, the variance
of the treatment population means, to a2,the population error variance. An estimate of o2

is provided by Equation 8.14 and the error variance is estimated by MSg4. Therefore, our
estimate of f is

(8.18)

anMSs/A
= Jla—1)(F4s - D/an

Substituting values from the output in Table 8.4 into the last equation, we have

, _ [@@965-1)

Cohen (1988) has suggested that f = .10, .25, and .40 corresponds to small, medium,
and large effect sizes, respectively. Using these guidelines, we judge the effect to be of
medium size. This corresponds to the conclusion reached when we estimated w?. This is
not surprising because the two measures are directly related:

W =20+ ) and f!=oe?/(1-od.

Estimates of either of two other parameters are often used in obtaining the power of
the F test. When the null hypothesis is false, the ratio of mean squares has a noncentral
F distribution, with noncentrality parameter, A (lambda). This parameter serves as
one of the inputs to software programs for finding power, such as SAS’s CDF module

e / (a — 1)(MSs — MSs)
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TABLE 8.9 SOME PARAMETERS AND STATISTICS FOR THE ONE-FACTOR
BETWEEN-SUBJECTS DESIGN

Parameters Estimators
ol =Y alfa 6; = [(a — /all(MSs — MSg4)/n]
ol = E(g) G2 = MSy,
f =0y, [ =si/e:
W = 03/(03 +0?) o =53/ (63 +6?)
= [+ fH =[5, — (@ — DMS541/(SS + MSgu)

=la — I)(F — D)/l(@a — I(F — 1) +nal

N=nY aifo; \ = naéi/6’
= naf’ = ad? = [(a — 1)MSs — MS54)1/MSs
=@-DHF -1
b= fyn=+/Na b = /né}/62
_F i = i

and the UCLA calculator. Another parameter, used in conjunction with power charts that
are found in many textbooks, is ¢ (phi). These two parameters, as well as f and 2,
together with formulas for estimating them, and relations among them, are presented in
Table 8.9.

8.5.3 Measures of Importance With Unequal Group Sizes

When there are different numbers of scores in each condition, we need a different way of
estimating o5 than that presented in Table 8.9; we cannot just divide by n because there is
no single value of n. However, if the ns vary by chance and are not too different, the average
n might replace the n in the denominator of the estimator of Table 8.6. That is, we might

define
a2 ((l—l)(MSA - MSS/A)
04 = —
a n

_(a—1)(MSy — MSg4)
- a(Nfa)

_ (@ = 1D(MS4 —MSg,)
- N

(8.19)

The first line in Equation 8.19 is identical to that for the equal-n case (Equation 8.14), except
that n has been replaced by the average of the us.
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We can arrive at Equation 8.19 in a somewhat different way. Suppose the populations
do differ in size. Then the definition of o2 is

oh = ) pied (8.20)
7

where the p; sum to one and are weights reflecting the relative population sizes. From the

EMS in Table 8.6,
MS A MS S/A n n; 5
(0—1)(T = ;ﬁo‘j
which is a reasonable estimate of the parameter defined by Equation 8.20 if n;/N is an
adequate estimate of p;. Although the rationales differ, the left-hand side of this equation
is identical to the last line of Equation 8.19.
To obtain estimates of the other parameters in Table 8.9 in the unequal-n case, we need
only substitute the expression for 6% in Equation 8.19 into the other expressions in the
table.

8.5.4 Measures of Importance: Limitations

In an introductory chapter to an edited collection aptly titled What if There Were No Sig-
nificance Tests?, Harlow (1997, pp. 5-6) reported that 11 of the book’s other 13 chapters
“were very much in favor” of reporting measures such as R?, w?, and E§, and the remaining
two contributors “at least mildly endorsed such use.” Similar support for measures such as
these can be found in The American Psychological Associations’s guidelines for statistical
usage (Wilkinson, 1999), which urge researchers to report effect size statistics. Neverthe-
less, there are potential pitfalls. Values of these statistics may depend on the experimental
design (for example, between or within subjects), the choice and number of levels of the
independent variable, the dependent variable, and the population sampled. Another concern
is that squared coefficients tend to be small and it is sometimes easy to dismiss an effect
as trivial because of a small value of w?. These arguments suggest that we must be careful
in generalizing the results of any one study, or of making comparisons across studies that
differ with respect to the factors just cited. In addition, we should treat guidelines such
as those set forth by Cohen (1988) as suggestions, not as definitive boundaries between
important and unimportant effects. Even a very small advantage of one therapy over an-
other may be important. In theoretical work, a small effect predicted by a theory may be
important support for that theory. In summary, if care is taken in interpreting measures
of strength, statistics such as f and &2 are useful additions to the test statistics usually
computed.

8.6 POWER OF THE F TEST

Power calculations can play an important role in planning the experiment. Ideally, re-
searchers would have an estimate of f or w? from previous studies; these could then be
used to determine the sample size needed to achieve a specific level of power. However,
such estimates may be unavailable or very wrong, or the required n may be too large to
be practical. In such cases, it is still helpful to estimate the power of the F test after the
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data have been collected. We describe this post hoc use of power functions first. Then we
consider a priori applications in which the researcher uses the power function of the F' to
decide on a sample size before running the experiment.

Post Hoc Power Calculations

There are several situations in which it is important to have a sense of the power of the data
analysis. In one case, the researcher predicts effects of the independent variable and there
is a clear trend among the observed means that supports the researcher’s prior hypothesis.
However, the result is not statistically significant. Therefore, either there really are no effects
of importance in the sampled population and the pattern of observed means is due to chance,
or the treatment population means do differ but the research had too little power to detect
this treatment variance. In this situation we may ask what power the F test had to reject
H, assuming the population effect size estimated from the data. If this power is low, the
research may be replicated with a larger n or with procedures or measures designed to
reduce error variance.

In a second case, the researcher predicts no effect and does not obtain a significant result.
In this situation, before claiming a successful prediction, the researcher should demonstrate
that power to detect the effects estimated from the data was high and therefore the failure to
achieve significance was because the independent variable had no, or trivially small, effects.
Finally, in a third situation, the experimenter predicts no effect but the F test produces a
significant result. Here, if power is very high to detect even very small effects, the effects
estimated from the data, although possibly real, may not be large enough to be of theoretical
or practical interest.

In all of these situations, estimates of f and w? will be important in discussing the
results because they help provide a sense of the absolute and relative contributions of
the independent variable to the total variability. Calculations of power supplement these
statistics and place the results of our statistical text in a useful context.

The power of the F test (and of other tests; see the discussions in Chapters 4—6) depends
on several factors:

1. The significance level, o.. As we reduce the rejection region, say from .05 to .01,
we lower the probability of rejecting false, as well as true, null hypotheses. In
other words, a reduced Type 1 error rate is accompanied by reduced power.

2. The values of a and n. Increases in either numerator or denominator degrees of
freedom yield increased power. Ordinarily, the value of a is determined by the
goals of the experiment; n is usually more arbitrarily selected, although con-
strained by practical concerns such as time, effort, and cost. In Subsection 8.6.2,
we consider how power calculations can, and should, influence decisions about
sample size.

3. The error variance, (rez. The less noise in our data, the easier it will be to detect
treatment effects. Therefore, power increases with decreases in error variance.
This variance will be a function of the dependent variable, the subject population,
and the experimental design.

4. The variance of the treatment effects, o’j. In the case of the £ test, we will have
more power to reject the null hypothesis of equal treatment population means
when the differences among them are larger.
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8.6.2

To determine the power of the F test, we need the numerical values of the four factors
just cited, and we then need to find some way of relating power to them. Assuming we
have run the experiment, we know df; and df,, and have decided on o, we see that MSg,
provides an estimate of o2. An estimate of the variance of the treatment effects is provided
by 62, which was defined in Equation 8.14. To obtain a value of power, we calculate one of
several closely related indices that are based on the ratio 64/6,. Some sources (including
the previous edition of this book) contain “nomographs,” charts in which power is plotted
as a function of & = f x ./n, with different curves for different values of df;, df>, and
. These charts are awkward to use, and provide at best approximate results.* A somewhat
better approximation may be obtained by using an estimate of f (defined by Equation 8.18)
together with tables provided by Cohen (1988). Of course, no chart or table can provide
power values for every possible combination of degrees of freedom or for every possible
value of a. The best solution to the problem of calculating power is to use a software
application that calculates power when the necessary information is input. Several statistical
packages such as SYSTAT, SAS, and SPSS* will do this, at least for some tests. Furthermore,
a number of easy-to-use programs are freely available on the Internet. We used two of
these, GPOWER and the UCLA calculator, to obtain the power of the ¢ test in Chapter 6.
Table 8.10 illustrates the application of both these programs to find the power of the F test,
using the data from the probability-learning experiment.

It is easy to become so focused on the process that we forget what the result means.
What the estimated power of .39 in Table 8.10 means is the following: Given the sample
size we ran, and assuming the MSy, is a reasonable estimate of of,there is a probability
of about .39 that we will reject the null hypothesis, if the effects in the population are of
the order of magnitude estimated from our data. Put somewhat differently, if the treatment
population means are about as different as our sample means suggest, we still have a .61
(1 — .39) probability of making a Type 2 error. Noting the low power, the p value that fell
only a little short of .05, and the medium-sized estimate of f (or w?), we find evidence that
the independent variable may have an effect. Although we cannot reject the null hypothesis,
there is some basis for believing that a more powerful replication of the experiment might
produce a statistically significant effect. If we replicate the experiment, we might attempt
to improve its sensitivity. One way to do this is to increase the number of participants.
Another way would be to increase the number of items on the test given to the participants.
This would decrease the variance of the test score, and thus decrease the error variance.
Decreasing the variance of the dependent variable is often possible, and often less expensive
in time and resources than running more subjects.

A Priori Power Calculations

1deally, we should have some idea of the size of the effect we want to detect before running
an experiment. Pilot data, or a review of related experiments, might suggest that effects will
be of a certain magnitude. It is not necessary to have a precise estimate of f; usually, some
sense of whether the effect is small, medium, or large (using Cohen’s 1988 guidelines)
will do. Certainly, a decision about sample size based on any estimate of f will be an
improvement over an arbitrary selection of #. In some cases, the n required to achieve a
certain level of power against a specified effect size will be impractically large. We can then
calculate what power we have with the largest n available for our study. If that power is very
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TABLE 8.10 CALCULATING THE POWER OF THE F TEST

Using GPOWER
1. Under “Tests,” select “F Tests (ANOVA).”
2. Fill in these values from the probability-learning experiment:

f=.286
Alpha = .05
Total sample size = 48
Groups =3

3. Click on “Calculate.”, The results are:
Lambda = 3.9262
Critical ¥ = 3.2043
Power = .3852.
Note that f was estimated previously (Subsection 8.5.2) by using Equation 8.2;
also, A = anf? = 48 x .286°.

Using the UCLA calculator
1. Go to the UCLA calculator (see Table 8.4 or Chapter 6 for the URL).
2. Click on “Noncentral F CDF Calculator.”
3. Fill in these values:
X value = 3.2043 (the critical value of F for a = .05)
Probability = ?
Numerator df = 2
Denominator df = 45
Noncentrality parameter = 3.9262 (\)
4. Click on “Complete Me!”
5. The question mark is replaced by .6148; this is beta, the probability of a Type 2
error. Subtracting from 1, we have power = .3852.

Note. The X value can be obtained from Table D.5, which contains critical values of the central F distribution
for various combinations of « and degrees of freedom. If the degrees of freedom for your data set are not in Table D.5,
interpolation will usually provide a reasonable approximation to the required X value. Better still, the central F calculator
at the above Web site will provide the necessary result.

low, consideration should be given to ways of decreasing variability—perhaps a different
research design, or a different dependent variable.

Finding the required n is simple with GPOWER. Select “F Tests” and “A priori”
Indicate the value of f, the a level, the desired power, and the number of groups. If
power = .8, f = .25 (medium), a = .05, and there are three groups, the total N is 159, or
n = 53 participants in each group. If the UCLA calculator is used, the process involves trial
and error. Having selected a trial N (the total number of participants, na), you must calculate
the denominator degrees of freedom, find the F needed for significance at the desired «
level (the “X Value™), and calculate the noncentrality parameter, A, Enter these together
with the numerator degrees of freedom and a question mark in the probability space. If
the probability that is returned is greater than one minus the desired power (remember, the
calculator returns ), increase the #n; this means recalculating the denominator degrees of
freedom, the critical F value, and A. If B is very small, you can decrease the n and make
the necessary adjustments in the variables needed for the calculator. The same parameters
are entered into the SPSS “Compute” module.
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8.7 ASSUMPTIONS UNDERLYING THE F TEST

8.7.1

8.7.2

Although the critical values of F in Appendix Table C.5 are derived from the assumptions
presented previously, it does not follow that violations of the assumptions necessarily in-
validate the F test. For example, in view of our discussion of the central limit theorem and
the ¢ test (in Chapter 6), we might guess that the ratio of mean squares will be distributed
approximately as F even when the populations are not normal. In this section, we look
at the role of assumptions more closely. We ask what the consequences of violations of
assumptions are and, in those cases in which there are undesirable consequences, what
alternatives to the standard analysis exist.

Validity of the Structural Model

It is important to bear in mind that the ANOVA for the one-factor design begins with the
assumption of Equation 8.9. That equation implies that only one factor systematically infiu-
ences the data and that the residual variability (MSs;4) represents random error. However,
researchers sometimes ignore factors that have been manipulated but are not of interest
in themselves. If those factors contribute significant variability, the one-factor model is
not valid for the research design. Common examples arise when half of the subjects are
male and half are female, or when subject running is divided equally between two experi-
menters, or when the position of an object is counterbalanced in an experiment involving
a choice. Although the researcher may consider these variables irrelevant to the purpose
of the research, they may affect the outcome. If so, the MSg, represents both error vari-
ance and variance caused by gender, experimenter, or position, but the variance caused
by these “irrelevant” variables will not contribute to MS, because—for example—there
will be an equal number of male and female subjects at each level of A. The analysis
based on the one-factor model then violates the principle that the numerator and denomi-
nator of the F ratio should have the same expectation when Hj is true. In such situations,
the denominator has a larger expectation because the irrelevant variable makes a contri-
bution. The result is a loss of power that can be considerable if the irrelevant variable
has a large effect. We say that the F' test is negatively biased in this case. As a general
rule, the researcher should formulate a complete structural model, one which incorpo-
rates all systematically varied factors, even those thought to be irrelevant or uninteresting.
In the examples cited, this would mean viewing the study as one involving two factors,
A and gender (or experimenter, or position), and carrying out the analysis presented in
Chapter 11.

The Independence Assumption

‘When only one observation is obtained from each participant, and participants are randomly
assigned to treatments or randomly sampled from distinct populations, the assumption that
the scores are independently distributed should be met. There are exceptions, however,
that are often unrecognized by researchers. For example, suppose we wished to compare
attitudes on some topic for male and female participants. Further suppose that before being
tested, the participants are involved in three-person discussions of the relevant topic. The
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scores of individuals who were part of the same discussion group will tend to be posi-
tively correlated. If this failure of the independence assumption is ignored (and it often
is; see Anderson & Ager, 1978, for a review), there will be a positive bias—an inflation
of Type 1 error rate—in an F test of the gender effect. Why this is so, and the nature of
the proper analysis, is explained in Chapter 16. Another potential source of failure of the
independence assumption is the “bottom-of-the-barrel” problem. Researchers at universi-
ties often feel that as the semester progresses, the performance of volunteer participants in
experiments tends to become poorer because less motivated participants usually volunteer
for research credit late in the semester. Then scores obtained close in time will tend to be
correlated.

Autocorrelation plots, such as those in Fig. 8.4, provide one diagnostic tool. The
bars represent the average correlations of residuals ( ¥;; — Y. ;) that are various temporal
distances (“lags™) apart. If any of the bars exceed the confidence limits indicated by the
two horizontal lines, the independence assumption may be invalid. In the upper panel of
Fig. 8.4, the correlation tends to be larger for scores nearer together in time, suggesting
some failure of the independence assumption. However, all the bars are within the CI and
the correlations are generally small. The bottom panel represents an artificial data set into
which we built a tendency for scores to become worse over time. As a result, scores near
each other had very high positive correlations and scores far apart tended to have a negative
correlation. Scatter diagrams of scores versus time of test may also be useful in checking for
trends over time (e.g., that performances were deteriorating or becoming more variable as
the semester progressed). Departures from a best-fitting line with slope of zero, or changes
in the spread of scores as a function of time, would suggest that scores were dependent on
when they were obtained.

The Normality Assumption

Mathematical proofs (Scheffé, 1959) and computer-sampling studies (e.g., Donaldson,
1968; Lindquist, 1953, pp. 78-90) have shown that the Type 1 error probability associ-
ated with the F test is little affected by sampling from nonnormal populations unless the
samples are quite small and the departure from normality extremely marked. This reflects
the role played by the central limit theorem; the distribution of means and their differences
will tend to be normal as n increases even when the distribution of the parent populations
is not. The F test’s robustness with respect to Type 1 error rate appears to hold even when
the independent variable is discretely distributed, as it is whenever rating data or response
frequencies are analyzed. Computer-sampling studies indicate that Type 1 error rates are
relatively unaffected when such measures are submitted to an ANOVA. With as few as
two rating points (Lunney, 1970) and two groups of 3 participants ea