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Preface

The field of active flow control (AFC) is of steadily increasing relevance in modern
applications. As the demands on mobility and the efficiency of transport systems in-
crease, new key technologies are necessary to meet these demands. It is believed that
AFC offers possibilities for non-incremental increases in performance of many systems,
thus forming an important part of future-oriented research.

Advanced courses for AFC are offered by many institutes, e.g., the American Insti-
tute of Aeronautics and Astronautics (AIAA), the European Research Community on
Flow, Turbulence and Combustion (ERCOFTAC), the International Centre for Mechan-
ical Sciences (CISM) or the von Karman Institute for Fluid Dynamics (VKI).

Books and even a dedicated journal, the INTERNATIONAL JOURNAL OF FLOW

CONTROL, are published constantly.
The conference series ACTIVE FLOW CONTROL in Berlin is another part of this

landscape of active flow control. After very successful conferences in 2006 and 2010,
a continuation of the series was deemed appropriate. As with the start of the new Col-
laborative Research Center 1029 the focus of the Berlin AFC community has shifted
towards active flow and combustion control in gas turbines, an addition of “Combus-
tion” to the conference name was decided. Just as combustion control was part of the
former AFC conferences, control of non-combustion processes is still part of the AFCC
2014.

As with the previous conferences in the series, the conference ACTIVE FLOW AND

COMBUSTION CONTROL 2014 consisted only of invited lectures. To enable multidis-
ciplinary discussion and collaboration between experimental, theoretical and numeri-
cal fluid dynamics, aerodynamics, turbomachinery, mathematics, control engineering,
combustion, and computer science, parallel sessions were excluded.

The conference was organized by the aforementioned new Collaborative Research
Center SUBSTANTIAL EFFICIENCY INCREASE IN GAS TURBINES THROUGH DIRECT

USE OF COUPLED UNSTEADY COMBUSTION AND FLOW DYNAMICS, CRC 1029. This
CRC 1029 inherits much of the experience and know-how of the organizers of the
previous conferences AFC I and AFC II. At that time, work in Berlin concentrated
around the CRC 557 CONTROL OF COMPLEX TURBULENT SHEAR FLOWS. Both CRCs
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were and are funded to a great part by the German Research Foundation (Deutsche
Forschungsgemeinschaft, DFG). This financial support is gratefully acknowledged.

The focus of CRC 1029’s research is the increase of the efficiency of a gas turbine
by more than 10% by the exploitation and control of innovative combustion concepts
and unsteady characteristics of a machine. The major contribution to an efficiency in-
crease is expected from a thermodynamically motivated move from a constant-pressure
to a constant-volume combustion. This will be done with the more classical pulsed det-
onation as well as with a new shockless explosion concept. As the pulsed combustion
will give rise to severe consequences with respect to a stable operation of the compres-
sor and turbine or a reliable cooling of the first stages of the turbine, new challenges
for AFC arise. Additionally, the flow control methods developed in the CRC to handle
these challenges should also offer an additional increase in efficiency even in a classical
gas turbine.

While the increase in efficiency of a gas turbine is in itself a very promising appli-
cation, it is far from beingthe only area of application for active flow control. Increased
lift would allow for smaller, lighter engines. Also, steeper climbing and landing tra-
jectories are enabled. The reduction of drag in flight conditions would directly reduce
fuel consumption. Of course, the control of combustion is not only advantageous in
aircraft engines. Gas turbines for energy generation, and of course also ground vehicle
combustion engines may profit greatly from advanced control.

In this volume, besides international contributions, some of the first results of the
newly founded CRC 1029 are documented. While some of this work is still in a rela-
tively early stage, the obtained results show great promise for the future of the CRC.

All papers in this volume have been subjected to an international review process. We
would like to express our sincere gratitude to all involved reviewers:

H. Pitsch, R. Klein, J. Moeck, J. Sesterhenn, V. Mehrmann, R. Meyer, P. Tham-
sen, W. Nitsche, O. Paschereit, D. Peitsch, K. Janscheck, S. Gugercin, D. Williams,
S. Raghu, P. Benner, D. Thevenin, S. Henchandra, S. Leonov, S. Will, R. Joslin, D.
Lignell, W. Schröder, E. Rogers, F. Haucke, D. Greenblatt, D. Henningson, A. Cav-
aliere, S. Grundmann, S. Heister, B. Lohmann, H. Schmidt, M. Juniper, R. Kielb,
O. Semerao, J. Pfeiffer, K. Morris.

Finally, the members of CRC 1029 are indebted to their respective hosting organi-
zations TU Berlin, FU Berlin, RWTH Aachen and DLR for the continuous support,
and to Springer and the editor of the series NUMERICAL FLUID MECHANICS AND

MULTIDISCIPLINARY DESIGN, W. Schröder, for handling this volume.
Last but not least we are indebted to N. Goldin and S. Stehr for the significant help

in organizing and administrating CRC 1029, organizing the conference and compiling
this volume.

Berlin Rudibert King
May 2014 (Chairman of AFCC 2014 and CRC 1029)
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Active Boundary Layer Control with Fluidic Oscillators 
on Highly-Loaded Turbine Airfoils 

Reinhard Niehuis and Marion Mack 

Universität der Bundeswehr München, 
Institut für Strahlantriebe, 

Werner-Heisenberg-Weg 39, 85577 Neubiberg, Germany 
reinhard.niehuis@unibw.de 

Abstract. The trend in jet engine development to reduce airfoil count is still 
ongoing in order to reduce weight and cost without sacrificing performance. In 
this context highly loaded airfoils have successfully been developed in the last 
decade. A better understanding of boundary layer transition and separation phe-
nomena on turbine blades in combination with periodic incoming wakes was 
the key for this success. The Institute of Jet Propulsion of the Universität der 
Bundeswehr in Munich, Germany was heavily involved in the research effort 
from the very beginning. Since the flow gets prone to massive flow separation, 
associated with drastic increase of total pressure losses, further increased aero-
dynamic loading can only be achieved when applying passive or active methods 
to control the boundary layer on the blade surface. Reviewing shortly activities 
with passive devices this paper gives an overview of the research on active 
boundary layer control with fluidic oscillators on turbine blades. 

Keywords: low pressure turbine, turbine aerodynamics, aerodynamic loading, 
loss characteristics, flow separation, boundary layer transition, boundary layer 
control, fluidic oscillator. 

1 Introduction 

Since the beginning of the jet engine age in general aviation continuous effort was 
spent in order to increase performance and to reduce specific fuel consumption for 
economic reasons. Due to the high demand air traffic is expected to continue to grow 
significantly in future and at the same rate as in the last decades (see e.g. Airbus [1]). 
This also means that carbon dioxide emission and the emission of other pollutants will 
increase by the same extent if more efficient equipment in aviation does not become 
available. Therefore, it is the challenge for industry to provide less pollutant and high-
ly efficient (“greener”) jet engines for ecological reasons which must fulfill current 
and future governmental regulations. It is the engine performance which is of particu-
lar importance in order to reduce fuel consumption and emissions but also in terms of 
the marketability of the entire aircraft. The development of more efficient jet engines 
is therefore characterized by continuously increasing bypass ratio and component 
efficiencies. In modern high bypass ratio engines, culminating in the upcoming geared 
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turbofan (see e.g. Rieger et al. [2]) the low pressure turbine (LPT) becomes a key 
component not only by its power and efficiency requirements but also decisive in 
order to meet the high efficiency demand of the entire propulsion systems. The in-
crease in efficiency of the entire propulsion system can also be achieved by weight 
reduction of the engine, wherein the LPT is one of the major contributors. It is there-
fore an ongoing trend in LPT development to reduce the airfoil and stage count by 
increasing the aerodynamic loading of each airfoil row for weight and cost reasons. 
Pioneering work of Schulte and Hodson [3], Howell et al. [4], and Brunner et al. [5] 
was the starting point for the development of so-called high-lift bladings. Utilizing 
effects of unsteady wakes in multistage components the amount of blades needed for 
the duty of the airfoil rows could be reduced by 20% and even more while keeping 
the high efficiency level of conventional bladings. Those high-lift bladings are state-
of-the-art in modern jet engines, as reported by Haselbach et al. [6] and Gier and  
Ardey [7]. 

By increasing the aerodynamic loading level beyond that of typical high-lift blad-
ings the unsteady wake impingement on airfoils located downstream will not be able 
to prevent massive flow separation on the suction surface of turbine blades in the 
diffusing part of the airfoil. Open separation bubbles will occur resulting in much 
higher total pressure loss, which means that the efficiency of the LPT will drop to 
unacceptable low levels. Additionally, the flow turning cannot be maintained any-
more such that the LPT fails to provide the required power to drive the low pressure 
compressor and the turbofan of the engine. This becomes particularly crucial at low 
Reynolds number applications, where flow separation is more likely to occur. In order 
to avoid massive flow separation, which is linked to dramatic loss in efficiency and 
performance, passive and/or active boundary layer control becomes necessary for 
blades exceeding the level of latest high-lift bladings.  

After summarizing main objectives in the design of high performance turbine 
blades and reviewing shortly recent findings on passive boundary layer control in 
turbines, an overview of research activities performed at the Institute of Jet Propulsion 
of the Universität der Bundeswehr in Munich is given related to active boundary layer 
control. The development of suitable devices is outlined. Fluidic oscillators turned out 
to be particularly promising devices and it is demonstrated by testing of a turbine 
blade with very high aerodynamic loading at engine relevant flow conditions that high 
performance can be recovered by the developed fluidic oscillators. 

2 Aerodynamic Performance of Low Pressure Turbine Airfoils 

As outlined by Hourmouziadis [8] typical bladings of low pressure turbines in jet 
engines have to cover a wide Reynolds number range while maintaining highest effi-
ciency. For take-off conditions the Reynolds number is highest and reaches its mini-
mum Reynolds number at cruise conditions as depicted in fig. 1. It is especially the 
lowest Reynolds number which is the most critical case since best performance is 
required, but the flow gets particularly prone to flow separation on the suction surface 
of the airfoil. In order to achieve lowest losses it is beneficial to design airfoils which 
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keep the boundary layer in the front part of the airfoil laminar by continuous accelera-
tion and by moving the location of peak velocity as far as possible to the rear part of 
the airfoil (called rear loading). As was shown e.g. by Wakelam et al. [9] losses, how-
ever, will increase significantly due to severe flow separation (open separation with-
out reattachment), if the peak velocity is located too far rearwards. The optimum  
location is such that the flow is able to withstand the deceleration in the rear part of 
the airfoil without massive flow separation.  

 

Fig. 1. Influence of Reynolds number on turbine aerodynamics (Hourmouziadis [8]) 

For typical applications in the Reynolds number range between 70,000 and 
400,000, a transition from a laminar to a turbulent boundary layer state is present in 
the diffusing part, either by a bypass transition or a transition over a laminar separa-
tion bubble. It is known that a design accepting a moderate flow separation in this 
region in combination with transition from laminar to turbulent state results in lower 
total pressure losses, because this keeps the surface covered with turbulent boundary 
layers to a minimum. Increasing the Reynolds number for such a design leads to an 
earlier transition, which reduces the flow separation until no separation is present for 
a particular Reynolds number. For Reynolds numbers exceeding this level bypass 
transition is present, see fig. 1. In cases with very high aerodynamic loading and very 
high Reynolds numbers, a turbulent boundary layer separation is likely to occur. Also 
the very low Reynolds number range below 70,000, relevant for small jet engines and 
for cruise at very high altitudes, is especially challenging. Since no transition is likely 
to occur in the diffusing part open laminar flow separation is present if the aerody-
namic loading becomes too high. This has to be avoided absolutely by a well-
balanced airfoil design in order to maintain good LPT performance. Before this is 
elaborated further, first the experimental set-up and the instrumentation for the expe-
rimental studies are presented as well as relevant definitions will be given in the next 
chapter. 
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3 Experimental Set-Up and Instrumentation 

3.1 High Speed Cascade Wind Tunnel 

The high speed cascade wind tunnel (HGK) of the Institute of Jet Propulsion at the 
Universität der Bundeswehr München is a well-known test facility among experts in 
the turbomachinery world. It was first installed at DLR in Brunswick before it moved 
to Neubiberg in 1985, where it was heavily refurbished, rebuilt, and extended. Since 
then it is intensively used for cascade testing of compressor and turbine airfoils. The 
HGK is an open return wind tunnel that is enclosed within a large pressure tank as 
depicted in fig. 2. The wind tunnel itself consists of a six stage axial compressor, heat 
exchanger, settling chamber, nozzle, and the test section. The compressor is driven 
via gearbox and hydraulic coupling by a 1.3 MW electric motor, all located outside of 
the tunnel. More details of the wind tunnel can be found in Sturm and Fottner [10]. 
The air flow is continuously driven by the compressor through a cooler, which allows 
setting a constant temperature level, and a settling chamber before it is accelerated in 
the nozzle to the desired inflow condition in front of the cascade. The maximum cross 
section at the inlet of the test section is 0.5m x 0.3m. The air passes through the  
cascade, exits the test section, and recirculates back to the compressor inlet. The tur-
bulence level of the flow can be adjusted by different turbulence grids. For the expe-
rimental results presented here the turbulence level was set to approximately 4%, 
which is a realistic level in typical LPTs.  

 

Fig. 2. Schematic of the High Speed Cascade Wind Tunnel 

A particular feature of this test facility is that the pressure inside the tank can be 
adjusted between very low pressure of 3,000 Pa and ambient pressure by vacuum 
pumps. This allows to vary two important dimensionless similarity parameters inde-
pendently, namely Mach and Reynolds number, both at engine relevant levels. The 
effect of periodic unsteadiness occurring within multistage turbomachines has been 
shown to be of significant importance to the overall aerodynamic performance, par-
ticularly in LPTs. It is therefore crucial to simulate and capture the physical effect of 
the wakes, also called rotor stator interaction, in order to obtain realistic loss levels. 
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For this purpose a wake generator can additionally be installed into the entire test set-
up. The wake generator moves cylindrical bars of 2mm in diameter parallel to the 
inlet and exit plane in an endless way by two toothed belts. The pitch of the bars can 
be varied, typically between 40 and 80mm. Since the maximum bar velocity is limited 
to a maximum value of 40 m/s due to mechanical constraints the frequency of unstea-
dy wake impingement is lower compared to real turbines. But as proven during the 
development of high lift airfoils it turned out that the dominant flow phenomena can 
be simulated with this device; see Acton and Fottner [11].  

3.2 Turbine Cascades and Instrumentation 

For the experimental investigations presented here two different turbine profiles are 
used, called T160 and T161. Both airfoils were designed by MTU Aero Engines, 
Munich. The profile T160 is derived from a low pressure turbine profile of a civil 
high bypass jet engine and is featuring a state-of-the-art airfoil with high flow turning 
of about 110 °. It is designed for an exit Mach number of 0.6 and a Reynolds number 
based on the true chord length of 200,000. The T161 is designed for the same operat-
ing point and the same velocity triangle. Compared to the T160 profile the aerodynamic 
loading of the profile T161 has been increased very significantly (Zweifel coefficient 
+25% compared to T160) by increasing the pitch to chord ratio, see Gier et al. [12]. A 
typical rear loading design was used in both cases. The T160 and T161 cascades consist 
of 7 blades in linear arrangements. With a chord length of about 0.07m and a blade 
height of about 0.2m at the outlet the aspect ratio is high enough to generate a two 
dimensional flow at midspan of the blades. The T160 as well as the T161 cascade 
have divergent side walls with a span ratio of 1 : 1.15 from inlet to outlet. 

Both cascades are equipped with static pressure taps (inner diameter 0.6mm) along 
the suction and pressure surface at midspan on the blades adjacent to the central blade 
in the cascade arrangement. Since the suction side is of particular importance twenty 
pressure taps are put on this side, while the pressure side contains only six pressure 
taps. The pressure level is measured against the pressure inside the tank with a PSI 
98RK system with 25 hPa or 345 hPa pressure transducers depending on the operating 
condition. The pressure distribution on the blade is presented here in terms of dimen-
sionless pressure coefficient, defined as follows: 

 ܿ ൌ ೣିೖభିೖ  . (1) 

With an uncertainty of 0.05% of the full scale range, the pressure transducers allow 
to measure the pressure coefficient cp with a maximum relative uncertainty of 0.2%. 
The loss characteristics of the cascades is determined by wake traverses with a cali-
brated five hole probe (head diameter 2.6 mm) in a plane 40% axial chord length 
downstream of the trailing edge of the central blade. In order to avoid any distur-
bances and to allow reliable loss measurements the central blade does not exhibit any 
pressure taps or other instrumentation. Losses are presented here by the dimensionless 
loss coefficient 
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  ൌ భିమభିೖ   .  (2) 

Integral mixed out loss coefficients ത were determined applying the method of 
Amecke [13]. Using linear error propagating analysis the maximum uncertainty of the 
integral loss coefficient is calculated between 1% and 5%, where the highest uncer-
tainty is present for the lowest Reynolds number. In the following the loss coefficients 
will be related to an arbitrarily chosen common reference value തref in order to respect 
the proprietary nature of the data. In the studies presented here, also cases with boun-
dary layer control by air blowing from holes in the blade surface are considered. For 
fair assessment and comparison with cases without air injection the addition of energy 
to the flow has to be accounted for when computing the loss coefficient of the cas-
cade. Here, the method used by Ardey [14] is applied, which uses a corrected inlet 
total pressure and replaces pt1 in eq. (2), if blowing is activated 

ככ௧ଵ  ൌ ሺሶ భ భ ்భ ሺభሻభష
 ା ሶ   ் ሺሻభష

ሶ భ భ ்భ ା ሶ   ் ሻ భష . (3) 

The injected mass flow, its total pressure and total temperature need to be meas-
ured in order to evaluate eq. (3). The total pressure of the secondary flow pti is meas-
ured in the plenum inside the blade. Therefore, the loss coefficient built with pt1

** 
includes losses inside the blowing holes. In the context of blowing another quantity is 
introduced, named pressure ratio 

 ܴ ൌ ೣ  , (4) 

which relates the total pressure in the plenum to the static pressure at the location 
of the blowing hole. It is the driving force of the injected mass flow. The operating 
point of the cascade is defined by the inlet total pressure and inlet total temperature of 
the cascade and the tank pressure pk. These quantities allow to determine the theoreti-
cal exit Mach and Reynolds number, assuming an isentropic adiabatic flow through 
the cascade, see e.g. Wakelam et al. [9]. The temperature is measured by four PT100 
resistance temperature detectors and the pressures by a PSI 9116 scanner from pres-
sure systems. In the studies presented here, the Mach number is kept constant, while 
the Reynolds number is varied over a large range between 50,000 and 400,000. 

4 Discussion of Results 

4.1 Influence of Blade Loading on LPT Performance 

From the discussion in chap. 2, it becomes obvious that the flow in the diffusing part 
of an LPT airfoil is strongly affected by the aerodynamic loading, often expressed by 
the Zweifel coefficient, see e.g. Gier et al. [12]. The loading increases for instance by 
reducing the airfoil count while keeping the chord length unchanged in one blade row. 
Although the reduction of blade count is beneficial and attractive in terms of weight 
and cost reduction it can reduce component efficiency drastically due to higher total 
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pressure losses generated especially in the diffusing part of the airfoils, see e.g. Gier 
et al. [12] and Praisner et al. [15]. The current state-of-the-art in turbine design are 
high lift blades, mentioned before, which utilize unsteady flow phenomena generated 
by the wakes of upstream blade rows in order to control boundary layer development 
on the airfoils. With proper designs the aerodynamic loading can be increased very 
significantly while keeping the efficiency unchanged at high levels. A reduction of 
airfoil count by 20% and more can be obtained compared to conventional airfoil de-
signs. With this achievement, a further increase in aerodynamic loading and airfoil 
count reduction respectively can only be realized using passive or active boundary 
layer control, as is illustrated in the next figure. 

 

Fig. 3. left: cp distribution of profiles T160 and T161 over dimensionless chord length x/l;  
right: total pressure loss over Reynolds number (Ma2th=0.60, Tu1=4%, Martinstetter et al. [16]) 

In fig. 3 (left) it is presented a comparison of the measured dimensionless pressure 
distribution at midspan of the two different turbine airfoils at design conditions and 
with steady inflow at Re2th=200,000. In both cases a flow separation on the suction 
surface becomes visible as indicated. For the Re2th≤ 70,000 even an open flow separa-
tion was observed for T161 which is not present for T160, see Martinstetter et al. 
[16]. Looking at the total pressure losses expressed by the integral loss coefficient ത  
in fig. 3 (right), it can clearly be seen that the losses of T161 are significantly higher 
compared to T160, with an increasing difference with decreasing Reynolds number. 
For the lowest Reynolds number of 70,000 the loss is about 65% higher for T161 
compared to T160, which is a dramatic increase and unacceptable for real turbine 
applications. It also becomes obvious that T161 becomes a very useful test candidate 
for efficiency recovery applying boundary layer control (blc) measures. 
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4.2 Passive and Active Boundary Layer Control on LPT Airfoils 

From open literature it is known that passive blc methods can considerably reduce 
flow separation on LPT airfoils, if designed properly, see e.g. Martinstetter et al. [16] 
and Himmel et al. [17]. In fig. 4 the successful turbulator design T.ISA is shown, 
which has been developed at the authors’ institute. For more details it is referred to 
[16]. The challenge in turbulator design is always to generate disturbances which are 
large enough to trigger flow transition from laminar to turbulent on the suction sur-
face of the blade in order to prevent massive flow separation and loss increase in the 
low Reynolds number range. The disturbances, however, should be as small as possi-
ble to prevent substantial increase of total pressure losses at the high Reynolds num-
ber range, where the boundary layers are stable enough to withstand the deceleration 
in the rear part of the airfoil typically without any flow separation.  

 

Fig. 4. Influence of 3d turbulators (T.ISA) on loss behavior of T161 in comparison to T160 

Well-balanced designs are required to obtain best performance. As can be seen in 
fig. 4, with the T.ISA design the loss of T161 gets even lower at the design Reynolds 
number compared to the conventional design of T160 and is substantially lower for 
Re2th<200,000 compared to the T161 without blc. However, the low loss level of 
T160 is not achieved. It also becomes obvious that the loss performance at higher 
Reynolds numbers is worse compared to T160 and is even higher compared to T161 
without any turbulators. The loss increase in this Reynolds number regime is due to 
the fact that the flow in the rear part of the smooth T161 does not show any signifi-
cant flow separation anymore and the flow disturbances introduced by the turbulator 
trigger an earlier transition of the boundary layer such that the amount of blade sur-
face covered with turbulent flow increases. From this it can be concluded that it 
would be highly desirable to develop an active device which triggers transition in the 
low Reynolds number regime and can be switched off when not needed anymore. 

Therefore, research at the authors’ institute was performed looking at active blc by 
continuous blowing. For this purpose the T161 was equipped with a plenum inside the 
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blade, fed by pressurized air. An array of equidistant holes along the blade height was 
integrated on the suction surface, each of them connected to the internal plenum, see 
fig. 5 (left). Extensive parameter studies have been performed considering the loca-
tion of the holes on the suction surface, hole diameter, hole distance as well as differ-
ent pressure ratios, as reported by Ludewig et al. [18]. Two configurations under  
consideration are depicted in fig. 5.  

 

Fig. 5. Influence of continuous blowing on loss behavior of T161 in comparison to T160 

In the experimental studies the blowing rate was tuned to provide the lowest possi-
ble total pressure loss at midspan. It turned out that minimum loss does not necessari-
ly coincide with the minimum separation length on the suction surface. In fig. 5 
(right) it is shown the loss behavior of T161 equipped with the blowing configuration 
and optimum blowing ratios in comparison to the uncontrolled T161 and T160. As 
can be seen the optimized blowing configuration is very successful and able to fully 
recover the loss deficit of the higher loaded T161. With activated blowing the total 
pressure loss (computed with eqs. (2) and (3)) is even slightly lower compared to the 
conventional design of T160 for Re2th≤120,000. For Re2th=200,000 it becomes less 
effective and should be switched off for the higher Reynolds number range. Although 
the continuous blowing is successful in terms of loss reduction, fairly high mass flow 
rates are required to obtain best performance. Since the mass flow has to be provided 
by the compressor in a jet engine this means also negative impact on perfor-
mance/efficiency of the entire system as well as a more complex system and a weight 
penalty. This is the reason why it is strived for blc methods which require no or less 
mass flow. 

In an ongoing research effort it was therefore looked for innovative approaches to 
actively control the boundary layer on the suction surface of highly loaded turbine 
blades. From the development of boundary layers on flat plates it is known that after a 
certain surface length the originally laminar flow becomes turbulent. The transition 
process from laminar to turbulent state is initialized by so-called Tollmien-Schlichting 
waves; see e.g. Schlichting and Gersten [19]. Tollmien-Schlichting waves are first 
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order instabilities which can be predicted by linear stability theory and which are 
receptive to particular frequencies. According to Wazzan et al. [20] three characteris-
tic frequencies can be identified for each velocity profile. For incompressible flow 
they provide spatial stability charts which allow estimating these frequencies. Assum-
ing that similar phenomena are also present in the boundary layer on turbine blades 
the excitation of Tollmien-Schlichting wave appears to be a promising approach to 
trigger transition. As outlined by Mack et al. [21] the required excitation frequencies 
have been estimated for the T161 profile at realistic operating conditions using next to 
stability charts [20] a Navier-Stokes flow solver and a boundary layer code. Depend-
ing on the Reynolds number it turned out that very high frequencies are required to 
promote Tollmien-Schlichting instabilities. For Re2th=200,000 frequencies of about 9 
to 15 kHz are requested. For lower Reynolds numbers the requested frequencies are 
much higher and add up to 25 to 37 kHz for Re2th=50,000. This means that it becomes 
very challenging to develop blc devices providing such high frequencies and which 
are small enough to fit into a turbine blade and to operate at different pressure levels 
reliably in a turbomachinery environment.  

Different potential candidates have been considered and evaluated by the authors. 
From the beginning it was clear that speakers are too big to be installed into a turbine 
blade. Also fast opening valves are too slow for the requirements mentioned above. 
Piezo actuators are known to provide the frequencies stated above, however, it turned 
out that the energy consumption is too high and the actuators installed as they would 
be in a turbine blade failed due to overheat already after a few seconds. Plasma actua-
tors are expected to deliver very high frequencies, but were not considered so far, 
since they require high voltages, a risky and unfavorable issue for applications in 
turbines or jet engines. The most promising approach turned out to be the application 
of fluidic oscillators.  

4.3 Development of Fluidic Oscillators for Turbine Applications 

In open literature it is reported on various kinds of fluidic oscillators in different ap-
plications, see e.g. [22, 23, 24, 25, 26]. The underlying working principle is similar in 
all cases. Fluidic feedback oscillators generate an oscillating mass flow. As shown in 
fig. 6 fluid, accelerated in a nozzle, is entering a chamber with divergent walls. Due to 
instabilities and the Coanda effect the jet attaches arbitrarily to one of the walls and is 
entering primarily one of the feedback channels separated by a splitter. As a conse-
quence, the pressure is rising inside this feedback channel, which pushes the jet flow 
in the next moment in time towards the other wall of the chamber. Now it is this feed-
back channel where the pressure increases pushing back the jet to its original direction 
and the same cycle starts again. If designed properly a periodic flow oscillation can be 
created with such a device.  

Actually, it was the work published by Ries et al. [26] which gave first ideas of a 
feasible fluidic oscillator design for the authors and which had the potential providing 
high frequencies and fulfilling requirements in terms of installation space and durabil-
ity. Like in all other designs known from literature the flow is leaving the device in 
the plane of the oscillator. In order to ease the embedding of fluidic oscillators in a 
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turbine blade, the layout was changed such that the flow is leaving the fluidic oscilla-
tor through cylindrical holes perpendicular to the oscillator plane. In fact it turned out 
to be the first design of such a kind and extensive testing and development of new 
oscillator designs was required providing frequencies needed for the excitation of 
Tollmien-Schlichting waves on turbine blades. Many geometric parameters and also 
the location of the outlet holes were systematically varied with changing pressure 
ratio, but initially without any cross flow at the outlets of the oscillator. Some of these 
results were published by the authors in [21].  

 

Fig. 6. Working principle and inner structure of a fluidic oscillator (Mack et al. [21]) 

 

Fig. 7. Oscillator frequency F vs. pressure ratio R for 3 different geometries (Mack et al. [21]) 
(dimensions in mm) 

As can be seen in fig. 7 the achieved oscillator frequency (measured with a single 
hot wire probe) is strongly dependent on the size of the fluidic oscillator. As expected 
the smallest size provides highest frequencies because it exhibits the shortest nozzle 
to splitter distance and the shortest feedback channels. In all cases a certain pressure 
ratio R is needed to initiate the oscillation. For the cases presented in fig. 8 the  
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frequency is increasing with increasing pressure ratio. However, configurations have 
also been observed where frequency reaches a maximum at a certain pressure ratio 
and is decreasing again with further increasing pressure ratio, an effect which appears 
to be indicated for type A and B in fig. 7. A main finding is that the length over di-
ameter ratio of the outlet hole has a strong influence on the obtained frequencies. As 
reported in Mack et al. [21] highest frequencies were obtained for a length over di-
ameter ratio of about 5 for type C. The location of the hole along the flow channels 
inside the fluidic oscillator turned out to be of minor importance. Depending on its 
location different pressure ratios are required to initialize the oscillation. It needs to be 
mentioned that recent CFD solvers are really challenged with such devices and espe-
cially URANS solvers fail to predict the measured frequencies. More sophisticated 
turbulence models or LES methods might be future options to better understand the 
working principles of such small fluidic oscillators and to design better configura-
tions. So far, the design approach has to rely on extensive experimental test results. 
Although not all flow phenomena inside the fluidic oscillator are fully understood, 
however, at least one promising configuration was found by the extensive experimen-
tal parameter study which provides frequencies in the order of magnitude of 10 kHz. 
This is still at the lower end of frequencies required to trigger transition on turbine 
blades as outlined above. Nevertheless it was decided to equip the T161 profile with 
an array of the most promising actuator found so far. 

4.4 Active Boundary Layer Control with Fluid Oscillators on an LPT Airfoil 

The fluidic oscillator of type C as described above was installed inside the three center 
blades of the T161 cascade. As illustrated in fig. 8 a linear array of nine equidistantly 
distributed oscillators was manufactured in the center portion of the blades. Each of the 
oscillators is connected to a common plenum which is fed with air from both sides of 
the blade. The pressure level is measured inside the plenum and it can be adjusted with a 
valve. Since each oscillator is equipped with two blowing holes, one on either side of 
the feedback channels, the blade contains 18 blowing holes on the suction surface cov-
ering a major part of the blade in spanwise direction as shown in fig. 8.  

 

Fig. 8. Overview of turbine blade T161 equipped with fluidic oscillators (left: cut-away,  
right: view on the suction surface of two neighboring blades) 
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Keeping the fluidic oscillator shape unchanged three different blowing hole ar-
rangements have been investigated so far. Layout I and II use cylindrical blowing 
holes perpendicular to the blade surface with a diameter of 1 mm and a length over 
diameter ratio of 5. In layout I the blowing holes are located close to the separation 
line at 60% chord length (cf. fig. 3) with a pitch to diameter ratio of 7.5. Layout II is 
placed further upstream at 51% chord length. Since the same oscillators are used and 
only the position of the outlet holes relative to the feedback channels is changed the 
distance between the holes changes too. With layout II the pitch to diameter ratio 
alters between 5 and 10. Layout III is at the same location as layout I but uses holes 
which are inclined to the blade tangential surface with an angle of 45°. In order to 
keep the length to diameter ratio the same as for layout I and II the diameter of the 
holes was increased by 40%. 

 

Fig. 9. Oscillation frequency of layout I and II vs. pressure ratio R 

First tests with layout I and II have revealed that the oscillating frequency with 
cascade flow is in the same order of magnitude as expected from the basic tests with-
out cross flow as described above. As is shown in fig. 9 the obtained oscillation fre-
quency depends significantly on the pressure ratio. A certain minimum pressure ratio 
is needed to start the oscillation and the frequency is rising with increasing pressure 
ratio. Since the two layouts differ in their location with respect to the fluidic oscillator 
and also slightly in length to diameter ratio layout I requires higher pressure ratios to 
achieve the same frequency level as layout II. Comparing the characteristics of both 
layouts it appears that lower Reynolds numbers require higher pressure ratios. But this 
has to be substantiated further since a general trend cannot be derived from only two 
configurations. 

By detailed experimental investigations in the high speed cascade wind tunnel at 
engine relevant Mach and Reynolds number levels it could be shown that the suction 
side boundary layer can successfully be controlled by fluidic oscillators, which will be 
further discussed with the following figures. In fig. 10 it is shown that the flow sepa-
ration in the rear part of the suction surface is significantly reduced by activated blow-
ing of layout I at Re2th=50,000 resulting in lower total pressure losses as can  
clearly be recognized by the lower loss peak and the smaller wake width in the loss 
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distribution over one blade pitch. Note that here and in the following figures the loss 
distribution is shifted in pitchwise direction such that the loss peak of the wake is 
always located at midpitch for ease of comparison and assessment. Increasing the 
pressure ratio, meaning higher frequencies according to fig. 9, reduces flow separa-
tion and losses even further until an optimum pressure ratio is reached. Higher pres-
sure ratios then lead to higher losses again.  

 

Fig. 10. cp and loss distribution of T161 at various pressure ratios R (Re2th=50,000, layout I) 

 

Fig. 11. cp and loss distribution of T161 at various pressure ratios R (Re2th=90,000, layout I) 

As can be seen in fig. 11 the influence on the pressure distribution diminishes at 
Re2th=90,000, but the influence on the loss distribution is still very significant. In fig. 
12 the integral total pressure loss coefficients are plotted as function of pressure ratio 
R for different Reynolds numbers. Note that for each Reynolds number the integral 
loss is related to its respective value when blowing is deactivated. It can be seen that a 
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significant loss reduction is perceived up to Re2th=120,000, although the differences in 
static pressure distribution (not shown here) diminish even further compared to 
Re2th=90,000. It can clearly be seen that after reaching a certain threshold pressure 
ratio a substantial loss reduction of more than 30% and even up to 45% can be ob-
tained depending on the Reynolds number level. For Re2th≥200,000 no benefit is ob-
tained anymore with layout I. The disturbances introduced by the activated fluidic 
oscillator obviously result here in a larger portion of the blade covered with turbulent 
boundary layers. As already discussed above an optimum pressure ratio can be recog-
nized for each Reynolds number resulting in minimum losses. The losses increase 
again moderately when the pressure ratio or oscillation frequency respectively are 
higher than the optimum value. The highest relative loss reduction at all (-45%) is 
achieved for Re2th=70,000, cf. fig. 12. For the lowest Reynolds number (Re2th=50,000) 
the loss reduction is not as much, suggesting that the oscillation frequency might be 
off the optimum. According to theory, lower Reynolds numbers require very high 
oscillation frequencies which may not be achieved with layout I. 

 

Fig. 12. Relative loss reduction by layout I vs. pressure ratio R at different Re number levels 

Another interesting aspect is worth noting. As explained above, according to 
theory the required oscillation frequencies for triggering Tollmien-Schlichting waves 
were estimated to be as high as 25 kHz up to 37 kHz at Re2th=50,000 for the T161 
cascade. The measurements with layout I, however, were performed with considera-
bly lower frequencies (about 10 kHz). Nevertheless, a very significant reduction in 
loss was found. From this it may be concluded that either the 2d theory is not fully 
applicable or more probably the transition process on the turbine blade can be initia-
lized also at lower frequencies, meaning that the excitation of each and every Toll-
mien-Schlichting wave is not necessary. The excitation of even multiples of the waves 
is likely to be sufficient in order to force and enhance the transition process. But this 
has to be substantiated by further experiments. The next figures allow an assessment 
of the three different layouts.  

While in fig. 13 and 14 it is depicted the pressure distribution on the blade and the 
loss distribution in the wake at Re2th=50,000 and Re2th=90,000 respectively, the 
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R

/
N

A
[%

]

1 1.5 2 2.5 3 3.5 450

60

70

80

90

100

110

120

130

140

150

Re2th=50.000
Re2th=70.000
Re2th=90.000
Re2th=120.000
Re2th=200.000



18 R. Niehuis and M. Mack 

 

results of optimum pressure ratio are depicted. As can be seen it is layout II which 
results in the highest loss reduction at Re2th=50,000. This is due to the strongest re-
duction of flow separation on the suction surface and the lowest loss peak in the wake 
obtained with layout II as revealed in figs. 13 and 14. 

 

Fig. 13. cp and loss distribution of T161, comparison of three layouts (Re2th=50,000) 

 

Fig. 14. cp and loss distribution of T161, comparison of three layouts (Re2th=90,000) 

At the higher Reynolds number of 90,000 (and higher Reynolds numbers) it is 
layout I which provides lowest integral losses. From this it can be concluded that for 
the lower Reynolds number an earlier triggering of transition is necessary in order to 
control the boundary layer in the diffusing part of the blade appropriately. The more 
downstream location of layout I is obviously not able to provide early enough suffi-
cient disturbances to the flow such that the extension of flow separation remains larg-
er compared to layout II (fig. 13 left), associated with somewhat higher integral 
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losses. The boundary layer control with both layouts turns out to be very successful as 
it reduces the total pressure losses of the T161 profile even below the level of the 
conventionally loaded profile T160 in the low Reynolds number regime. Another 
interesting result is that the overall performance of layout III is slightly worse com-
pared to the other two layouts featuring blowing perpendicular to the blade surface. 
For the two investigated cases the inclined blowing is obviously not able to trigger 
transition as much as the other two designs. This is an indication that not only a spe-
cific oscillation frequency is needed to trigger transition but also a certain strength of 
the disturbance such that blowing normal to the surface is more effective compared to 
the inclined blowing. This is an observation which is also worth to be investigated 
further. 

 

Fig. 15. Loss reduction potential by pulsed blowing (left: steady inflow, right: unsteady inflow) 

The results presented above were obtained indeed at realistic engine relevant Mach 
and Reynolds numbers, but at steady inflow conditions (without wakes). As explained 
above the flow in multistage turbomachinery is inherently unsteady due to the wake 
generation from the upstream rows of airfoils. These effects can be simulated with the 
wake generator in the high speed cascade wind tunnel, as described before. Due to the 
fact that the periodically incoming wakes raise temporally the turbulence level inside 
the blade passage it is well-known that earlier transition is promoted at unsteady in-
flow conditions, which reduces the size of separated flow region on the blade. In case 
of T161 it was found that the open flow separation at Re2th=50,000 and steady inflow 
conditions is not present anymore and reattaches well before the trailing edge at un-
steady inflow conditions. From this it must be concluded that the positive effect of 
pulsed blowing by the fluidic oscillators will be less pronounced. As it is shown in 
fig. 15 (right) this is evidenced by the integral loss coefficient. Still, a significant loss 
reduction is achieved with activated blowing by layout I and II (layout III not tested 
so far), but the amount of loss reduction is less compared to the steady inflow  
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condition. For reasons of space, not all aspects can be discussed here and the interest-
ed reader is referred to recent publications of the authors [27, 28]. 

5 Conclusions and Outlook 

In this paper it is discussed that the increase of aerodynamic loading of turbine blades 
beyond the level of existing turbine designs is beneficial in terms of weight and cost 
reduction. However, this results in dramatic increase of total pressure loss due to mas-
sive flow separation, particularly in the low Reynolds number range relevant at cruise 
conditions of jet engines. Passive blc methods have shown to be successful in the low 
Reynolds number range, but they generate higher losses at higher Reynolds numbers. 
This deficit can only be avoided by applying active blc methods, which can be 
switched-off when not needed anymore at higher Reynolds numbers. Here a success-
ful new approach is presented using fluidic oscillators, which allow pulsed blowing at 
very high frequencies. The intention of high frequency pulsed blowing is to force a 
boundary layer transition to turbulent state by excitating Tollmien-Schlichting waves 
on the suction surface in order to avoid massive flow separation in the diffusing part 
of the blade at very high aerodynamic blade loading. 

With carefully designed fluidic oscillators pulsed blowing frequencies in the order 
of magnitude of 10 kHz were achieved resulting in an impressive loss reduction for a 
very high loaded turbine airfoil at engine relevant operating conditions in terms of 
Mach and Reynolds number as well as realistic unsteady flow conditions. For both 
steady inflow (no wakes) and unsteady inflow (with wakes) a full performance recov-
ery was achieved by the actuators pushing the total pressure loss down to the level of 
conventionally loaded turbine airfoils. The devices are small enough to be fully inte-
grated into the blade and offer the benefit, that no mechanical actuators or moving 
parts are needed, which makes them very reliable and particularly attractive for appli-
cation in turbines. Also, in comparison to a continuous blowing much less air mass 
flow (reduction greater than 50%) is needed for blowing to achieve a greater reduc-
tion of total pressure losses, particularly at low Reynolds numbers.  

An interesting result of the experimental investigations is that the transition could be 
triggered even at frequencies lower than the frequency estimated by known spatial sta-
bility charts. Inclined blowing was found to be less effective compared to blowing nor-
mal to the surface. More research into this direction is needed in order to further improve 
the understanding of the underlying physical phenomena and to optimize the pulsed 
blowing devices accordingly. Also the understanding of the complex unsteady flow phe-
nomena inside the fluidic oscillators has to be improved in order to develop design capa-
bilities for different applications in terms of optimum frequencies and amplitudes.  
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Nomenclature 
cp dimensionless pressure coeffi- Re Reynolds number 
 cient, eq. (1) and specific heat  t pitch 
 at constant pressure T total temperature 
F frequency Tu turbulence intensity 
p (static) pressure u pitchwise direction 
l chord length  x  coordinate in axial direction mሶ  mass flow γ specific heat ratio 
Ma Mach number ζ loss coefficient, eq. (2) 
R pressure ratio, eq. (4) ത integral loss coefficient 

Subcripts 
1 plane upstream of cascade  ref reference condition 
2 plane downstream of cascade  t total or stagnation condition 
k pressure tank value  th theoretical value, based on no 
NA no activation    loss in cascade 
pl actuator plenum value    

Abbreviations 
blc  boundary layer control HGK high speed cascade wind 
LPT Low Pressure Turbine  tunnel 

References 

1. Airbus, Global Market Forecast “Future Journeys 2013-2014” (2013), 
http://www.airbus.com/company/market/gmf2013 

2. Riegler, C., Bichlmaier, C.: The Geared Turbofan Technology - Opportunities, Challenges 
and Readiness Status. In: 1st CEAS European Air and Space Conference CEAS-2007-054 
(2007) 

3. Schulte, V., Hodson, H.P.: Unsteady Wake-Induced Boundary Layer Transition in High 
Lift LP Turbines. ASME J. Turbomach. 120, 28–35 (1998) 

4. Howell, R.J., Hodson, H.P., Schulte, V., Stieger, R.D., Schiffer, H.-P., Haselbach, F., Har-
vey, N.W.: Boundary Layer Development in the BR710 and BR715 LP Turbines - The 
Implementation of High-Lift and Ultra-High-Lift Concepts. ASME J. Turbomach. 124, 
385–392 (2002) 

5. Brunner, S., Fottner, L., Schiffer, H.-P.: Comparison of Two Highly Loaded Low Pressure 
Turbine Cascades under the Influence of Wake-Induced Transition. ASME Paper 2000-
GT-268 (2000) 

6. Haselbach, F., Schiffer, H.P., Horsmann, M., Dressen, S., Harvey, N., Read, S.: The Ap-
plication of Ultra High Lift Blading in the BR 715 LP Turbine. ASME J. Turbomach. 124, 
45–51 (2002) 

7. Gier, J., Ardey, S.: On the Impact of Blade Count Reduction on Aerodynamic Performance 
and Loss Generation in a Three-Stage LP Turbine. ASME Paper 2001-GT-0197 (2001) 

8. Hourmouziadis, J.: Aerodynamic Design of Low-Pressure Turbines, AGARD Lecture Se-
ries No. 167 (1989) 

9. Wakelam, C.T., Hoeger, M., Niehuis, R.: A Comparison of Three Low Pressure Turbine 
Designs. ASME J. Turbomach. 135, 051026 (2013) 



22 R. Niehuis and M. Mack 

 

10. Sturm, W., Fottner, L.: The High Speed Cascade Wind Tunnel of the German Armed 
Forces University Munich. In: 8th Symposium on Measuring Techniques for Transonic 
and Supersonic Flows in Cascades and Turbomachines (1985) 

11. Acton, P., Fottner, L.: The Generation of Instationary Flow Conditions in the High Speed 
Cascade Wind Tunnel. In: 13th Symposium on Measurement Technique for Transonic and 
Supersonic Flows (1996) 

12. Gier, J., Franke, M., Hübner, N., Schröder, T.: Designing Low Pressure Turbines for Op-
timized Airfoil Lift. ASME J. Turbomach. 132(3), 031008 (2010) 

13. Amecke, J.: Auswertung von Nachlaufmessungen an ebenen Schaufelgittern. Report 
67A49, AVA Göttingen, Germany (1967) 

14. Ardey, S.: Untersuchung der aerodynamischen Effekte von Vorderkanten-Kühlluftaus-
blasung an einem hochbelasteten Turbinengitter. Ph.D. thesis, Universität der Bundeswehr 
München, Neubiberg, Germany (1998) 

15. Praisner, T.J., Grover, E.A., Knezevici, D.C., Popovic, I., Sjolander, S.A., Clarke, J.P., 
Sondergaard, R.: Towards the Expansion of Low-Pressure-Turbine Airfoil Design Space. 
ASME J. Turbomach. 135, 061007 (2013) 

16. Martinstetter, M., Niehuis, R., Franke, M.: Passive Boundary Layer Control on a Highly 
Loaded Low Pressure Turbine Cascade. ASME Paper GT2010-22739 (2010) 

17. Himmel, C.G., Thomas, R.L., Hodson, H.P.: Effective Passive Flow Control for Ultra-
High Lift Low Pressure Turbines. In: ETC 8, Graz, Austria, March 23-27, pp. 17–27 
(2009) 

18. Ludewig, T., Mack, M., Niehuis, R., Franke, M.: Optimization of the Blowing Ratio for a 
Low Pressure Turbine Cascade with Active Flow Control. ETC2011 Paper No. 131 (2011) 

19. Schlichting, H., Gersten, K.: Grenzschicht-Theorie. Auflage, vol. 10. Springer, Heidelberg 
(2006) 

20. Wazzan, A.R., Okamura, T.T., Smith, A.M.O.: Spatial and Temporal Stability Charts for 
the Falkner–Skan Boundary Layer Profiles. Report No. DAC-67086, Douglas Aircraft 
Company (1968) 

21. Mack, M., Niehuis, R., Fiala, A.: Parametric Study of Fluidic Oscillators for Use in Active 
Boundary Layer Control. ASME Paper No. GT2011-45073 (2011) 

22. Gebhard, U., Hein, H., Schmidt, U.: Numerical Investigation of Fluidic Micro-Oscillators. 
Journal of Micromechanics and Microengineering 6, 115–117 (1996) 

23. Chen, C.-K., Wang, L., Yang, J.-T., Chen, L.-T.: Experimental and Computational Analy-
sis of Periodic Flow Structure in Oscillator Gas Flow Meters. Journal of Mechanics 22, 
137–144 (2006) 

24. Culley, D.E.: Active Flow Separation Control of a Stator Vane Using Surface Injection in 
a Multistage Compressor Experiment. ASME Paper GT2003-38863 (2003) 

25. Cerreteli, C., Kirtley, K.: Boundary Layer Control with Fluidic Oscillators. J. Turbo-
mach. 131(4), 41001 (2009) 

26. Ries, T., Baumann, J., Rist, U., Raab, I., Staudacher, S.: LP Turbine Laminar Separation 
with Actuated Transition; DNS, Experiment and Fluidic Oscillator CFD. ASME Paper 
GT2009-59600 (2009) 

27. Mack, M., Niehuis, R., Fiala, A., Guendogdu, Y.: Boundary Layer Control on a Low Pres-
sure Turbine Blade by Means of Pulsed Blowing. ASME J. Turbomach. 135, 051023 
(2013) 

28. Mack, M., Brachmanski, R., Niehuis, R.: The Effect of Pulsed Blowing in the Boundary 
layer of a Highly Loaded Low Pressure Turbine Blade. ASME Paper No. GT2013-94566 
(2013) 



Active Flow Control on a Highly Loaded

Compressor Cascade with Non-steady
Boundary Conditions

Marcel Staats, Wolfgang Nitsche, and Inken Peltzer

Department of Aeronautics and Astronautics, TU Berlin,
Marchstraße 12-14, 10587 Berlin, Germany

marcel.staats@ilr.tu-berlin.de

Abstract. This paper discusses the effect of a periodical disturbance in
the wake of a highly loaded axial compressor on the pressure distribu-
tion and the secondary flow characteristics of the turbo machinery stator
blades. A large scale axial compressor cascade, consisting of six two di-
mensional passages, has been used for this investigation. The test rig is
equipped with an active flow control system to enhance the operating
range of the compressor. Results that have been achieved by means of
side wall actuation are also presented.

1 Introduction

In modern aero engines more than 15 compressor stages are used to achieve
the required total pressure rise [1]. One single compressor stage is capable of
reaching a certain static pressure ratio of approximately p2

p1
= 1.2− 1.4, so that

the fluid streams against a positive pressure gradient within the compressor,
which can lead to flow separation and thus limit the operating range of the aero
engine. In turbo machinery design, a satisfactory margin to the surge line of the
compressor needs to be guaranteed and the de Haller criterion (DH > 0.72) has
to be met. Compressors with lower deceleration ratios are highly loaded under
design conditions and operate at the risk of stalling. The stator flow, especially
of highly loaded stages, is characterized by very three-dimensional separation
phenomena [2], [3], [4]. The corner stall leads to high flow losses in the region of
the blade wall junction and limits the operating range and hence the efficiency
of the compressor. Nowadays, combustion in turbo machinery takes place under
almost isobaric conditions. It is a steady state process, where only a 4 to 6 % loss
in pressure is caused in order to maintain film cooling on the first turbine stage.
Applying isochoric combustion can lead to an overall increase in the efficiency of
turbo machinery. This can be realized by the use of pulsed instead of continuous
combustion. The former is a non-steady-state, which is carried out periodically.
This causes periodic non-steady flow to the compressor. By the use of can-
annular combustion chambers the disturbance, of the pulsed combustion, to the
compressor can be minimized and kept locally, if they are closed one at a time,
when combustion is running. The resulting flow separations are manageable by
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means of active flow control (AFC). It has been shown, that flow separation can
be avoided using passive flow control or AFC [5]. Different kinds of actuators can
be used to achieve AFC. A good overview of different methods is presented in
[6], [7]. In general two different kinds of active flow control approaches are used
to ensure the stability of a highly loaded stage. Using side wall actuation mainly
influences the secondary flow structures. It has been demonstrated that vortex
generators on the side wall of a two-dimensional high-speed cascade can result
in a reduced total pressure loss [8]. Blade actuators avoid flow separation on the
blade itself. In earlier works the positive achievements using both side wall and
blade actuators were investigated by [9],[10],[11] using pulsed air jets, where a
reduction in loss of 10% was realized. The major advantage of pulsed air jets
instead of steady ones, as used in [2], is the reduction of the necessary air mass
flow rate. The pulsed jet uses the shear layer instabilities to induce vortices that
help to re-energize the detached flow by cross-stream mixing.

2 Experimental Setup

For the experimental investigations a two-dimensional low speed compressor sta-
tor cascade is used, as shown in Figure 1 and Table 1. The test rig consists of
seven blades to guarantee symmetric flow conditions in the measurement pas-
sage. The blades are mounted on a rotatable disk to adjust the inflow angle
between α = 55◦−65◦. The design inflow angle is α = 60◦. Moveable tail boards
are used to adjust the contour. A boundary layer suction is installed at the inlet
of the cascade. Using the static pressure tabs upstream of the cascade makes
it possible to measure in-flow conditions. The dynamic pressure is measured at
a point in front of the nozzle in reference to the static pressure tab upstream
of the measurement blade. 21 choking blades are mounted on top of the test

(a) cascade

v
1

P

0.71·L

d

(b) measurement blade

Fig. 1. Experimental setup
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rig, thus causing a maximum periodical wake blocking of 90% for any one pas-
sage, which results in a 13% all time blocking of the whole cascade wake area.
The blade movements are described by a sinus motion and result in a passage
blocking, which is shown in Figure 2a as a function of the phase angle for three
passages. Passage three represents the passage on the pressure side of the mea-
surement blade and passage five the one next to the measurement passage. The
zero degree angle represents the case, where the choking is furthest away from
the measurement blade and the ϕ = 180◦ angle belongs to the case illustrated in
Figure 1, where the choking blade in the wake of the measurement blade is fully
closed. There are three choking blades per passage. All of them are driven by
one tappet each, mounted on the side of the apparatus and rotated by a geared
motor. Each tappet is installed with a phase angle shift of Δφ = 17.143◦. The
choke apparatus is capable of delivering choking frequencies of up to fc = 2.5Hz.
Using the definition of the Strouhal number

Sr =
fc · L
v1

, (1)

where fc represents the choking frequency, L the chord length of the stator blade
and v1 stands for the average flow speed, Strouhal numbers of up to Sr = 0.04
can be reached.

The following investigations are carried out at a Reynolds number of Re =
600000. The average speed at the inflow is about v1 = 25m/s. Due to the chok-
ing of the cascade inflow conditions vary by q/qmean = ±2%, as can be seen in
Figure 2b. For the following calculations the average dynamic pressure was used.
The investigation of the effect of choking in respect of the pressure distribution,
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Table 1. Cascade parameters

Parameter Value

chord length L = 375mm
blade pitch P = 150mm
blade height H = 300mm
inflow angle α = 60◦

stagger angle γ = 20◦

Mach number Ma = 0.07
Reynolds number Re = 600000
choke-blade height d = 50mm
choke-blade pitch b = 50mm

as well as the secondary flow structures was carried out using different choking
frequencies.

Fig. 3. SWA calibration

Every passage is equipped with
two side wall actuators (SWA),
that are mounted on each wall
at s/S = 14.5%. These actua-
tors have rectangular slots with a
length of h = 20mm and a depth
of w = 0.4mm. The blowing an-
gle is ϕblow = 15◦. Both, varia-
tions in frequency and in amplitude
were carried out. Before measure-
ment, an outlet speed calibration in
respect of the actuator volumetric
flow was made using hot wire mea-
surements on the outlet of the ac-
tuator at different frequencies. The
linearized calibration function is
shown in Figure 3. The actuators are

calibrated for an outlet speed of up to ujet = 100m/s and ujet/v1 = 4 in relation
to the average inflow conditions and a duty cycle of DC = 50%. The specific
characteristics of the actuators used are presented in [9]. The measurement blade
is equipped with 44 pressure taps, 27 of which are installed on the suction side
and 17 on the pressure side. Using a stepper motor, which the measurement blade
is mounted to, the measurement cross section is moved through the passage with
an increment of Δy = 5mm to produce surface pressure data.
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3 Time- and Phase-Averaged Baseflow

At first, the time-averaged results of the baseflow with periodical choking and no
relation to any phase angle, is compared to the baseflow without choking. The
periodical choking of the cascade does not only influence the pressure distribu-
tion, but also the secondary flow structures. In order to analyze the development
of the secondary flow structures the standard deviation of the pressure coeffi-
cient was used. To distinguish the pressure fluctuations caused by the secondary
flow from the comparably heavy fluctuations, caused by periodical choking, a
high-pass filter at fpass = 4Hz was applied. The quality of the pressure trans-
ducer signals are increased by wavelet de-noising. In Figure 4a and Figure 4b
the time averaged flow structures are represented by RMS(cp′) and cp contour
plots. All negative x/H values represent the baseflow and all positive ones the
flow with the fc = 2Hz choking, which corresponds to a Strouhal number of
Sr = 0.03. The baseflow shows a distinctive suction peak in the cp distribution
at s/S = 10% − 15%. This suction peak is less distinctive in the fc = 2Hz
case, and lower pressure coefficients are found all over the profile’s suction side.
The negative pressure gradient from the leading edge to the suction peak sta-
bilizes the laminar flow in both cases. Downstream this peak the pressure rises
along the passage, which leads to the laminar separation bubble (LSB) and a
turbulent reattachment afterwards, as illustrated in Figure 4a. The visualization
of the baseflow without choking shows the LSB to be at about s/S = 25%.
Due to the turning of the profile the fluid is forced to stream against a posi-
tive pressure gradient, which in turn leads to a destabilization of the flow and
causes the corner vortex breakdown at s/S = 30%. Further downstream, this
causes a blocking of the passage and results in flow separation at s/S = 65%.
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Fig. 5. Time-averaged RMS(c′p) on pres-
sure side

The baseflow is well documented in
[12]. Comparing the fundamental flow
structures of the choked case with the
baseflow leads to the conclusion that
the size of the LSB becomes larger
in the choked case. The periodical
choking influences the inflow condi-
tion in a way that the Reynolds num-
ber changes periodically. This affects
the position of the LSB and causes
it to oscillate in respect of the phase
angle of the choking apparatus. In
addition, the incidence angle of the
profile also changes with regard to the
phase angle, as will be presented later.
The RMS(cp′) distribution indicates
an upstream shift of the LSB at a cer-
tain phase angle to s/S = 23%. It is

not only the position of the LSB which is influenced by the periodical choking,
but along with it also the corner vortex breakdown. The position of the corner
vortex breakdown is still s/S = 30% and in time-averaged data higher block-
ing of the passage leads to an earlier flow separation resulting in a lower static
pressure rise of the choked passage. The analysis of the blades pressure side is
shown in Figure 5. The baseflow shows a LSB at s/S = 10%. Due to the choking
this LSB oscillates in respect of the phase angle as well. This movement causes a
greater coverage in the time-averaged plot. Figure 6a displays the trailing edge
pressure coefficient with a view to the blade height coordinate for two different
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choking frequencies compared with the baseflow. Because of symmetric condi-
tions only half of the blade height is depicted here. Taking the fc = 1Hz case
into account, reveals that the trailing edge pressure coefficient is not shifted to
overall higher values to a great extend. In the centre of the blade the pressure
coefficient of the fc = 1Hz case shows a good agreement with the baseflow.
For the coordinates of y/H = −20% and less the corner vortex causes lower
pressure rises and it becomes apparent that the corner vortex structure is simi-
larly developed in both investigated cases, when choking is applied. Considering
the fc = 2Hz situation, an overall shift of the trailing edge pressure towards
higher pressure coefficients can be recognized. The section-wise integration of
the blades pressure distribution is plotted in Figure 6b. It follows that periodi-
cal choking leads to decreasing time-averaged lift coefficients all over the blade
height. In the following considerations the pressure data are phase-averaged us-
ing 36 discrete phase angles. By integrating the pressure distribution over the
measurement blade’s midsection, the lift coefficient is calculated and displayed
in respect to the phase angle in Figure 7d regarding four different cases. In or-
der to compare these values to the baseflow, that curve is also depicted. It can
be found that the lift coefficient for that case is approximately ca = 0.4. In all
other cases illustrated, this figure oscillates around a mean value. This behavior
indicates a change in incidence angle in relation to the phase angle. Taking the
fc = 1Hz case into account, the largest influence of the choking can be found in
the lift coefficient behavior. For all choking frequencies considered a rising edge
ranging from ϕ = 0◦ to ϕ = 100◦ can be observed. A relatively sharp falling
edge is found between ϕ = 170◦ and ϕ = 240◦. One phase can be subdivided
into two cases. Regarding the phase angles in between ϕ = 180◦ and ϕ = 360◦

only passages facing the suction side (ss) of the blade are generally affected by
the choking apparatus, whilst for all other phase angles choking takes place in
passages facing the blade’s pressure side (ps). It can be said that the choking
between ϕ = 50◦ and ϕ = 200◦ causes effects, that are comparable to a rise
in incidence angles, resulting in a higher lift coefficient, whereas decreasing lift
coefficients or incidence angles are observed for other phase angles. The direct
influence of the choking apparatus on the measurement blade takes place at
phase angles between ϕ = 120◦ to approximately ϕ = 220◦, where a transition
to lower lift coefficients is illustrated in Figure 7d, as choking takes place in the
direct wake of the measurement blade. The rest of the plots in Figure 7 present
the distribution of the pressure coefficient at the mid-section for different phase
angles. Each figure contains fc = 1Hz, fc = 1.5Hz, fc = 2Hz and fc = 2.5Hz
choking frequency line plots. By means of comparing these pressure distributions
to the fc = 0Hz (baseflow) case, this line is also plotted in each figure.

Taking Figure 7a into account a far off pressure distribution of all cases shown
in respect of the baseflow can be detected. Comparing the four different cases
with each other leads to a good agreement, which compares to Figure 7d, as all
choking frequencies discussed reach similar ca values at this certain phase an-
gle. Inspecting the suction surface the low pressure peak of the baseflow is found
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(a) cp(ϕ = 0◦) (b) cp(ϕ = 120◦)

(c) cp(ϕ = 260◦) (d) ca(ϕ)

Fig. 7. Phase-averaged pressure distributions at midsection for different choking
frequencies and phase angles

at x/L = 8%, whereas a clear shift of the peak away from the leading edge to
about x/L = 12% results at this phase angle. The positive pressure gradient
downstream of this point is lower in contrast to the baseflow and a shift in the
LSB is detected. Taking the fc = 1Hz case into account, the position of the
LSB is found to be at x/L = 30%. It can be observed, that the LSB is located
slightly upstream for higher choking frequencies. Basically, there is a phase shift
due to the fluid’s inertia causing the reaction of the low choking frequencies to
appear faster and more distinctly. The lines for the different choking frequencies
obviously follow the fc = 1Hz case. This performance can also be observed
in Figure 7d. At this phase angle the LSB is shifted downstream. After the
turbulent reattachment the pressure distribution moves towards lower pressure
coefficients until it reaches the trailing edge. Taking into account that the static
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pressure rise of the passage corresponds to the static pressure on the trailing
edge of the blade and is a measure of the blade loading, it can be said, that
for ϕ = 0◦ the blade loading is lower compared to the baseflow. Looking at
the pressure sides cp-distribution an appropriate shift of the pressure towards
lower pressure coefficients compared to the baseflow can be observed. Due to
the effect of choking a distinct LSB can be found for all cases shown near the
profile’s leading edge at x/L = 5%. Compared to the baseflow, the LSB is shifted
downstream as well.

Figure 7b shows the midsection’s pressure distribution at the phase angle of
ϕ = 120◦. This case refers to a phase angle with a rather big lift coefficient, as
can be seen in Figure 7d. At the suction side the pressure peak reaches cp = −1
regarding the fc = 1Hz case. Again the phase shift causes the pressure peaks
of all cases discussed to be arranged depending on their choking frequency. The
higher the choking frequency gets, the less distinct the pressure peaks are. For the
choking frequencies greater then fc = 1Hz the LSB is at the same coordinate
as in the baseflow. The high pressure peak of the fc = 1Hz case causes the
laminar separation to be shifted upstream, which results in an earlier turbulent
reattachment. After this x/L coordinate the pressure coefficients do not differ
much from each other until they reach the trailing edge, where all cases discussed
involving choking end up roughly at the same value. Having said that they are
still lower compared to the baseflow pressure coefficient. At the pressure side
the LSB is situated just after the blades leading edge, followed by a rapid static
pressure rise, which ends in a pressure plateau. This topology is similar to the
baseflow characteristic.

In Figure 7c the phase angle is ϕ = 260◦ and the choking still moves away
from the measurement blade. Lower cp-values can be observed all over the suc-
tion side’s pressure distribution in comparison to the baseflow. The suction peak
is roughly at the same position, as is the LSB. The pressure coefficients at the
trailing edge are higher compared to the baseflow. On the pressure surface the
pressure distribution for the fc = 2Hz and fc = 2.5Hz case is very much related
to the baseflow distribution. Taking the fc = 1.5Hz and fc = 1Hz case into
consideration it can be found that they are situated slightly below the base-
flow. Comparing the effect of choking from Figure 7c with the impact shown
in Figure 7a a shift to lower pressure coefficients in all cases and x/L positions
can be found. Figure 7a shows a less distinct pressure gradient after the suc-
tion peak compared to Figure 7c, which results in a downstream shift of the
LSB, which can not be observed in Figure 7c. The choking has multiple im-
pacts on the secondary flow structure regarding different phase angles. These
effects are best investigated by taking the standard deviation of the pressure
coefficient into account. The LSB, just like the corner vortex is characterized by
an increasing standard deviation. The time-averaged secondary flow structures
have been shown in Figure 8 for the fc = 2Hz choking frequency. All plots are
subdivided and show the baseflow on the left hand side. On top cp isolines are
plotted as well. Taking the phase angles of ϕ = 20◦, ϕ = 70◦ and ϕ = 320◦ into
account these phase angles are close to the beginning or the ending of one phase,
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Fig. 8. Comparison of RMS(c′p) regarding the baseflow and fc = 2Hz choking
frequency

which means the choking indirectly influences the measurement blade’s flow and
causes a reduced pressure gradient on the suction side as described above. Again
a downstream shift of the LSB is found in these cases. The pressure fluctua-
tions caused by the corner vortex are found to be less distinct for the ϕ = 20◦

case compared with the baseflow and the vortex breakdown takes place further
downstream. ϕ = 70◦ represents a case, where the choking is moving towards
the measurement blade and the lift coefficient increases again (Figure 7d). This
causes a stabilization of the secondary flow structures and results in a more def-
inite corner vortex structure. The breakdown of the corner vortex is now shifted
upstream and takes place at about s/S = 35%. At the phase angle of ϕ = 320◦

the corner vortex structure is almost imperceptible. This leads to the idea that
the solid structure of the corner vortex disappears from this phase angle onwards
and builds up again, until it stabilizes at ϕ = 70◦. An even more definite flow
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structure regarding the corner vortex and the LSB can be found in the ϕ = 120◦

case. Here, the breakdown appears at x/L = 30%. The overall flow structure is
comparable to the one in the baseflow. The LSB is situated roughly at the same
spot (x/L = 27%) and the corner vortex appearance is almost identical. Later
on, at ϕ = 220◦ the vortex breakdown position does not change. The LSB is
shifted clearly upstream to x/L = 22%. Looking at ϕ = 270◦ the LSB is shifted
slightly downstream compared with the ϕ = 220◦ case. The corner vortex struc-
ture is beginning to destabilize, which results in a slightly bent structure and
finally leads to its disappearance, as discussed above.

4 Active Flow Control Results

Fig. 9. Influence of actuation on cp distri-
bution [10]

Taking the cascade’s baseflow into ac-
count a relatively large flow separa-
tion can be observed at s/S = 65%. In
earlier works this separation was suc-
cessfully avoided using multiple actu-
ators simultaneously. The secondary
flow structures can be well influenced
using the side wall actuators, but with
only minor influence on the trailing
edge separation, as can be seen in Fig-
ure 9. The standalone use of the side
wall actuators clearly shows, that only
half of the pressure rise is achieved
in comparison with the use of the en-
tire actuator system, consisting of side
wall and blade actuators. Using the
entire actuator system separation is fully avoided and the pressure rises up to
the trailing edge. The following investigations are based on side wall actuators
only and introducing cµ the momentum of the actuators is in relation with the
momentum of the passage flow:

cµ =
ṁ · ū
q1 ·A1

, (2)

were ṁ describes the mass flow rate through the actuators, ū the mean actuator
jet velocity, q1 the dynamic pressure at the inflow and A1 the inlet plane of one
passage. Figure 10 illustrates the change in the trailing edge pressure coefficient
due to the actuation for different momentum coefficients. The choking
frequency was varied and two particular actuation frequencies were investigated.
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It follows, that even for cµ = 0.1% an increase of about 4% in time-averaged trail-
ing edge pressure coefficient can be observed for all choking frequencies investi-
gated. When a higher momentum is applied a linear rise in the trailing edge pres-
sure occurs with a very low spread until reaching cµ = 0.2%.
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Fig. 10. Achievement in trailing edge pres-
sure coefficient

From there on, it is possible to
achieve a further increase in the
trailing edge pressure with grow-
ing momentum coefficients but in a
non-linear way and with a bigger
spread in actuation efficiency for the
cases discussed. The time-averaged
plot shows that improvements of
Δcp = 10% by means of moderate
momentum coefficients are feasible.
Due to the pulsed combustion the flow
is highly non-steady, which causes a
different actuation success with re-
gard to each phase angle. Figure 11
examines the phase-averaged cp im-

provements taking the Strouhal number into account, discussing three different
actuating amplitudes. As already mentioned the time-averaged cp,TE improve-
ment is feasible for very low actuation amplitudes. All cases shown in Figure 11
demonstrate different impacts of the actuation on the trailing edge pressure rise
regarding the phase angle. In the cases discussed the Strouhal number is calcu-
lated as

F+ =
f · l
v1

, (3)

where l describes the length from the actuator slot to the trailing edge of the
blade.
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numbers and momentum coefficients and fc = 1.5Hz
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Going from low to high amplitudes, it can be found that the overall success
of the actuation rises rapidly. The best AFC achievements can be observed at
phase angles ranging from ϕ = 100◦ to ϕ = 300◦. Actuation at high amplitudes
can lead to local improvements of up to Δcp,TE = 17% at ϕ = 150◦, as is
evident from the right-hand side illustration in Figure 11. At low amplitudes
different phase angles require distinct Strouhal numbers for the best increase in
the trailing edge pressure. This would result in a phase angle depending change
in actuation frequency. Taking the case of cµ = 0.16% into account, it follows,
that actuation works best between ϕ = 120◦ and ϕ = 180◦ corresponding to
F+ = 2, whilst for phase angles between ϕ = 180◦ to ϕ = 250◦ actuation
corresponding to F+ = 4 works best for a change in the trailing edge pressure.
At very high, as well as at very low phase angles the least increase is observed
in the trailing edge pressure coefficient, as the choking takes place furthest away
from the measurement blade. Taking the phase angle dependant lift coefficient
in Figure 7d into account, it is remarkable that the phase angles of the transition
from the rising- and falling edges to the local extremes of the ca-curve correspond
to lower achievements in AFC results in Figure 11. This is best observed in cases
covering cµ = 0.2% and cµ = 0.78%. Figure 12a shows the effect of the side wall
actuation on the non-steady flow to be similar in respect of the flow without
choking, as presented in Figure 9.

(a) cp distribution (b) change of cp due to x/L position

Fig. 12. Time-averaged cp distribution in midsection due to actuation

Two different momentum coefficients are depicted and compared with the
baseflow. Figure 12b discusses the local changes in pressure distribution caused
by the AFC. It stands out that the suction peak is not greatly influenced by
the side wall actuation. For both cases observed a parallel shift towards slightly
higher cp values can be seen up to the actuators position of x/L = 14.5%. From
x/L = 40% onwards the benefit for the pressure coefficient stays constant for
the cµ = 0.13% case. The parallel shift of the cp distribution can also be found
in Figure 12a. The cµ = 0.93% case shows a much more increasing pressure
coefficient until reaching x/L = 80%, from where it stays at a constant level.
It follows that the AFC has an impact on the pressure side as well. Using AFC
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along the whole blade a pressure rise on the pressure side can be observed. The
positive area between the suction- and the pressure surface Δcp distribution
indicates the benefit of the operating range of the stator due to the actuation.

5 Conclusion and Outlook

Within the Collaborative Research Centre 1029 a highly loaded linear compres-
sor cascade is used, with major three-dimensional flow structures and a trailing
edge separation under design conditions causing high losses without AFC. This
stator cascade was now used under periodical non-steady conditions, as they are
dictated by pulsed combustion. The flow in the six stator passages was influenced
using slotted side wall actuators, as they were also used earlier within the Collab-
orative Research Centre 557. The investigations on the baseflow showed major
effects of the choking regarding every phase angle. Investigating the blade’s pres-
sure distribution showed an oscillating incidence angle and Reynolds effects for
all phase angles. It was found that higher choking frequencies have lower inter-
ference of the stators flow characteristics than extremely low ones and are likely
to be preferred for pulsed combustion in real. The excitation by the choking
apparatus causes major impacts on the secondary flow structures. The laminar
separation bubble, as well as the corner vortices are subject to change. Applying
the AFC has shown that the effect of the choking can be handled with moderate
momentum. It is possible to raise the passage’s static pressure ratio, thereby
increasing the operating range of the stator. Future investigations will need to
undertake wake measurements, for an explicit statement regarding total pressure
loss and static pressure rise. Particle Image Velocimetry will help to define the
assumed changes of incidence angle and furthermore show the phase dependent
secondary flow structures. In future, the actuator system will be extended by
blade actuator components to further increase the systems efficiency and finally
fully avoid the trailing edge flow separation. Within the Collaborative Research
Centre 1029 a three dimensional test rig will be set up, to investigate the effects
of the periodical non-steady conditions on the three dimensional flow. The AFC
concept will be adapted to that test rig later.
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Abstract. This contribution deals with learning control algorithms ap-
plied as closed-loop flow controllers. The system to be controlled is an
experimental linear compressor stator cascade with sidewall actuation.
A damper flap device located downstream of the trailing edges of the
blades generates periodic disturbances of the individual passage flows.
By learning from period to period, the controllers are able to success-
fully decrease the effect of the disturbance on the pressure coefficient
distribution of the blades’ suction surface.

Keywords: Iterative Learning Control, Repetitive Control, Active Flow
Control.

1 Introduction

Novel combustion processes such as the Pulsed Detonation Propulsion (PDP)
[25], [18], [5] have the potential to increase the efficiency of gas turbines and
jet engines significantly. In contrast to conventional combustion processes, the
PDP leads to considerable pressure peaks inside the combustion chamber of the
Pulsed Detonation Engine (PDE). These pressure fluctuations are transferred
into other parts of the machine, e.g. the turbine and the compressor. The oper-
ation of the compressor, however, tends to become unstable when experiencing
downstream pressure oscillations. This is due to flow separations induced by peri-
odically enhanced positive pressure gradients along the flow direction. Increasing
the compressor’s safety margins by blade design measures is not an option. It
often leads to a loss of compressor efficiency which may be greater than the
gain in efficiency achieved by the novel combustion process. Alternatively, stable
operation of the compressor can be ensured by means of closed-loop active flow
control [19], [20]. In this contribution, the main objective of the feedback flow
controller is the rejection of the disturbances seen in a cascade and induced by
downstream pressure fluctuations.

A linear compressor stator cascade [12], [31] is considered. To imitate the pres-
sure fluctuation induced by aPDE the individual flowpassages are gradually blocked
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by damper flaps located downstream of the stator blades. For closed-loop control,
the state of the passage flow is monitored by a real-time accessible control vari-
able. The control variable is based on static pressure measurements taken directly
from the suction surface of the middle blade of the cascade. Furthermore, a side-
wall actuation device is used to realise appropriate actions when disturbances are
detected. Specifically, the cascade flow is manipulated actively by injecting pres-
surised air into the middle passage via slots in the cascade’s sidewalls. A closed-
loop flow controller adjusts the actuation amplitude, where the control command
is calculated based on the control variable mentioned previously.

Due to the working principle of PDE combustion chambers, the disturbance in
the compressor flow will appear in a periodic manner with a frequency assumed
to be known. Control algorithms such as Iterative Learning Control (ILC) [4] and
Repetitive Control (RC) [29], [23] are especially suited to deal with such periodic
processes. This paper analyses and compares both concepts when implemented
as flow controllers for the linear compressor stator cascade.

The remainder of the paper is organized as follows. Section 2 briefly reviews
ILC and RC. Section 3 describes the compressor stator cascade in detail and
Sec. 4 introduces the surrogate control variable and the control architecture.
Experimental closed-loop results are presented in Sec. 5 and in Sec. 6 a conclusion
is drawn.

2 Methods

Two optimal synthesis methods for learning control systems, i.e. optimisation
based ILC [9] and H∞–optimal RC [6], are revisited in this section. Whereas
a time-domain description will be given for ILC, frequency-domain approaches
will be better suited for RC.

2.1 Iterative Learning Control

System Description. Consider a linear, time-invariant, single-input single-
output system in its discrete-time state space representation

x(k + 1) = Ax(k) + bu(k) , x(0) = x0 (1)

y(k) = cTx(k) + d(k) , (2)

where u(k) ∈ IR is the input, x(k) ∈ IRnx the state, y(k) ∈ IR the output,
and d(k) ∈ IR the disturbance at time step k = t/Ts ∈ IN0. The actual time is
denoted by t ∈ IR+ and Ts ∈ IR+ is the sampling time. The initial condition is
x0 ∈ IRnx . A ∈ IRnx×nx is the discrete-time state matrix, b ∈ IRnx the discrete-
time input vector, and c ∈ IRnx the output vector of the state space model. The
system (1), (2) is assumed to be asymptotically stable and to possess the relative
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degree � = 1. Introducing the lifted input, disturbance, and output vector for
np ∈ IN time steps of a period

u =
(
u(0), u(1), . . . , u(np − 1)

)T
∈ IRnp , (3)

d =
(
d(1), d(2), . . . , d(np)

)T
∈ IRnp , (4)

y =
(
y(1), y(2), . . . , y(np)

)T
∈ IRnp , (5)

the dynamic system (1), (2) can be written in its lifted representation [4], [29]

y = Φu+ Fx0 + d . (6)

Φ ∈ IRnp×np and F ∈ IRnp×nx describe the impact of the input trajectory u
and the initial state x0 on the output trajectory y, respectively, with

Φ =

⎛
⎜⎜⎜⎝

cT b 0 . . . 0
cTAb cT b . . . 0
...

...
. . .

...
cTAnp−1b cTAnp−2b . . . cT b

⎞
⎟⎟⎟⎠ (7)

F =
((

cTA
)T

,
(
cTA2

)T
, . . . ,

(
cTAnp

)T)T
. (8)

Introducing the reference r(k) ∈ IR and the control error e(k) = r(k) − y(k) at
time step k, the corresponding trajectories are defined as

r =
(
r(1), r(2), . . . , r(np)

)T
∈ IRnp , (9)

e =
(
e(1), e(2), . . . , e(np)

)T
∈ IRnp , (10)

respectively.

Optimal Iterative Learning Control with Quadratic Cost Function.
The optimisation based ILC algorithm [1], [9], [24], [4] minimises a quadratic
cost function iteratively. We assume the reference r, the initial state x0, and the
disturbance d to be iteration-invariant, i.e. they are identical for all iterations.
In contrast, the input ui, the output yi, and the control error ei vary along the
iterations and are therefore supplied with an iteration index i ∈ IN0.

As an iteration-variant cost function we introduce

Ji(ui) = Je(ui) + Ju(ui) + JΔ,i(ui) (11)
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consisting of three parts. Je(ui) takes into account the control error, Ju(ui)
considers the control effort, and JΔ,i(ui) includes the change of the control
command in the iteration-domain. We use

Je(ui) =
1

2

(
r −Φui − Fx0 − d

)T
We

(
r −Φui − Fx0 − d

)
, (12)

Ju(ui) =
1

2
uT
i Wuui , (13)

JΔ,i(ui) =
1

2

(
ui − ui−1

)T
WΔ

(
ui − ui−1

)
. (14)

The weighting matrices We ∈ IRnp×np , Wu ∈ IRnp×np , and WΔ ∈ IRnp×np

are assumed to be symmetric and to be positive definite. To obtain a learning
controller that minimises (11), the weighting matrices must be chosen such that
the Hessian matrix

H =
(
ΦTWeΦ+Wu +WΔ

)
(15)

is positive definite. If all weighting matrices We, Wu, WΔ are positive definite,
this condition is satisfied automatically.

By setting the derivative of Ji
(
ui

)
with respect to ui equal to 0, the optimal

update law

ui = Qui−1 +Lei−1 (16)

is obtained. The so–called Q–Filter Q and learning operator L read as follows

Q = H−1
(
ΦTWeΦ+WΔ

)
, (17)

L = H−1ΦTWe . (18)

Hence, knowing the state space model of the system to be controlled and speci-
fying the weighting matrices We, Wu, and WΔ fully determines the update law
(16). Note that Wu = O leads to Q = I.

2.2 Repetitive Control

System Description. As previously mentioned, a frequency-domain approach
is chosen here. Consider a linear, time-invariant, single-input single-output,
discrete-time system in the i–th iteration

Yi(z) = G(z)Ui(z) +D(z) (19)

where Yi(z) ∈ C, Ui(z) ∈ C, and D(z) ∈ C are the z–transforms of the output
yi(k), the input ui(k), and the disturbance d(k), respectively. The plant transfer
function G(z) ∈ C is assumed to be asymptotically stable and to have a relative
degree of � = 1. As before, the disturbance is assumed to be iteration-invariant.
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H∞ – Optimal Repetitive Control. The H∞– synthesis framework [26] has
been successfully used for the synthesis of (robust) repetitive controllers in the
past [6], [2], [21], [30]. Consider the following frequency domain update law

Ui(z) = Q(z)Ui−1(z) + z L(z)Ei−1(z) , (20)

where the Q-filter transfer function Q(z) ∈ C with ‖Q(z)‖∞ ≤ 1 and the learning
transfer function L(z) ∈ C are assumed to be asymptotically stable, i.e. all poles
of Q(z) and L(z) lie inside the unit circle around the origin of the complex
plane. Accordingly, Ei(z) ∈ C is the z-transform of the control error of the i–th
iteration which is calculated from the iteration-invariant z-transform R(z) of the
reference r(k), i.e. Ei(z) = R(z)− Yi(z). Combining (19) and (20) leads to the
error transition equation

(
E∞(z)−Ei(z)

)
︸ ︷︷ ︸

ΔEi(z)∈C

=
(
Q(z)−G(z) z L(z)

)
︸ ︷︷ ︸

M(z)∈C

(
E∞(z)−Ei−1(z)

)
︸ ︷︷ ︸

ΔEi−1(z)∈C

, (21)

where E∞(z) = lim
i→∞

Ei(z) = lim
i→∞

Ei−1(z) is the converged control error with

E∞(z) =
(
1−M(z)

)−1(
1−Q(z)

)
︸ ︷︷ ︸

S∞(z)∈C

(
R(z)−D(z)

)
. (22)

The L2–norms ‖R(z)‖2, ‖D(z)‖2 are assumed to be finite. A sufficient conver-
gence condition for the learning system (19), (20) is [6]

‖M(z)‖∞ < 1 . (23)

If (23) is satisfied, ‖ΔEi(z)‖2 ≤ ‖ΔEi−1(z)‖2 holds and ‖S(z)‖∞ is finite which
implies that the L2–norm of the converged control error ‖E∞(z)‖2 is finite as
well. For a given Q-filter Q(z), the H∞– optimal learning operator L(z) can be
calculated by

L(z) = argmin
L(z)∈H∞

{
Q(z)−G(z) z L(z)

}
. (24)

This optimisation problem can be solved by means of well-known algorithms [7],
[8], [16]. To this end, the error transition equation (21) is rewritten as

(
ΔEi(z)
YL(z)

)
=

(
Q(z) −G(z) z
1 0

)

︸ ︷︷ ︸
P (z)∈C2×2

(
ΔEi−1(z)
UL(z)

)
, (25)

where P (z) is a so-called generalised plant model with UL(z) and YL(z) as shown
in Fig. 1. When Q(z) is specified, P (z) can be used as input to corresponding
software packages, e.g. the one described in [3], to determine L(z).
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Fig. 1. Generalised plant model P (z) for
nominal H∞– synthesis of an RC
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Fig. 2. Generalised plant model P (z) for
robust H∞– synthesis of an RC

Robust H∞ – Optimal Repetitive Control. The plant is now assumed to
contain uncertainties. It is described by a nominal model Gn(z) ∈ C and an
uncertainty description. Gn(z) is assumed to possess a relative degree of � = 1.
Considering a multiplicative output uncertainty description we have

Gp(z) =
(
1 +Δ(z)W (z)

)
Gn(z) , (26)

where Gp(z) ∈ C is the so-called perturbed plant model, Δ(z) ∈ C is a dynamic
normalised uncertainty with ‖Δ(z)‖∞ ≤ 1, and W (z) ∈ C is a weighting func-
tion describing the frequency dependent amplitude of the uncertainty. Now, the
generalised plant model becomes

⎛
⎝

YΔ(z)
ΔEi(z)
YL(z)

⎞
⎠ =

⎛
⎝

0 0 W (z)Gn(z)z
1 Q(z) −Gn(z)z
0 1 0

⎞
⎠

︸ ︷︷ ︸
P (z)∈C3×3

⎛
⎝

UΔ(z)
ΔEi−1(z)
UL(z)

⎞
⎠ . (27)

The generalized plant model for the synthesis of a robust H∞ – optimal RC is
illustrated in Fig. 2.

3 Experimental Setup

Both control algorithms are applied to a linear compressor stator cascade with
periodic disturbances. This section describes the cascade itself, the disturbance
generator device and the actuation system. To avoid any confusion concerning
the typography, it should be mentioned that all compressor related variables
are presented in the normal font, e.g. x, whereas all control theory and signal
processing related variables are presented in italic type, e.g. x.
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3.1 Compressor Stator Cascade

The compressor stator cascade is described in detail in [13], [31]. The cascade
consists of seven blades (controlled diffusion airfoils) bounded by two tailboards.
The cascade is integrated into an open wind tunnel. The inflow conditions are
monitored by 24 static pressure taps (Honeywell, MPXV7002DP) located at
xa/L = 0.5 upstream of the blade tips, where L is the chord length of the blades.
These sensors are integrated into the sidewalls of the wind-tunnel. Uniform inflow
conditions are provided by adjustable tailboards, two boundary layer suction
devices, and variable wind-tunnel walls, see Fig. 3. The geometric features and
the operating point of the cascade are listed in Tab. 1.

3.2 Disturbance Generator

The disturbance generator device is described in detail in [27]. The device con-
sists of 21 damper flaps, positioned at xb/L = 0.71 downstream of the trailing
edges of the blades, see Fig. 3. The damper flaps can be sequentially opened and
closed with a frequency up to 2.5 Hz. Thereby, a travelling area corresponding
to approximately 90% of the cross-section of one cascade passage is closed at
all times. This is schematically illustrated in Fig. 3 as well. By reducing the
outlet flow cross-section of the cascade the device induces periodic pressure fluc-
tuations in the cascade flow passages. The damper flaps are driven such that
neighbouring passages are blocked one after the other. Hence, the sequence of
blocked passages is 1–2–3–4–5–6–1–2–etc., where the numbers correspond to the
passage labels given in Fig. 3. When referring to the middle passage, passage
number 4 is addressed.
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Fig. 4. Compressor blade geometry and
sidewall actuator slot. Geometry vari-
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3.3 Sidewall Actuation

The passage flow is actively manipulated by sidewall actuation. Pressurised air is
injected into the middle passage via sidewall slots (h×w = 0.0200 m× 0.0004 m,
injection angle 15◦) located at a chord length of x/L = 0.1, see Fig. 4. Each
sidewall slot is connected to an individual pressure vessel with volume Vd =
1.26 · 10−4m3 as illustrated in Fig. 5. The corresponding pressure levels pjet,L,
pjet,R (Festo, SPTW–B6R) and the injected mass flows ṁjet,L, ṁjet,R (Festo,
SFAB–200U ) are measured. To achieve a symmetric actuation, this sensor infor-
mation is processed by an subordinate feedback-linearising controller [15] which
adjusts the pressure level in the pressure vessels by commanding the correspond-
ing proportional directional valves (Festo, MPYE–5 ).

inflow

separation
line

corner
vortex

sidewall slot

sidewall slot

proportional

proportional

directional

directional

valve

valve

Vd

Vd

pjet,L

pjet,R

ṁjet,L

ṁjet,R

sensors

pressurised

pressurised

air

air

ys

Fig. 5. Sidewall actuation and sensor positions on the middle blade’s suction surface

The impact of sidewall actuation on the passage flow has been extensively
investigated in the past [12], [11], [10], [31]. The two main effects are the manip-
ulation of secondary flow phenomena, i.e. detrimental corner vortices are pushed
towards the sidewalls when the actuation mass flow is increased, and the increase
of the overall cascade mass flow at high actuation amplitudes which results in a
more distinctive cp-suction peak on the blades’ suction surfaces.

4 Closed-Loop Active Flow Controller

In this contribution, the plant to be controlled is the middle passage of the
compressor stator cascade including the sidewall actuation system. As the side-
wall actuators are controlled in an subordinate control loop, the control input
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u(k) determined by the learning controllers equals the reference signals for these
subordinate loops. The main objective of this outer-loop controller is to reject
disturbances d(k) which are induced by the damper flaps.

4.1 Surrogate Control Variable

For the purpose of implementing a closed-loop active flow controller, a real-time
accessible control variable y(k) describing the impact of the sidewall actuation
and the disturbance generator device onto the passage flow needs to be deter-
mined. To this end, the cp-distribution on the middle blade’s suction surface
was measured for different actuation and disturbance amplitudes, where cp is
the pressure coefficient. The pressure coefficient at position (x, y) is given by

cp(x, y) =
ps(x, y)− p1

1
2ρv

2
1

, (28)

where ps(x, y) is the static pressure at the corresponding position on the suction
surface of the blade, ρ is the density of air, and p1 is the static pressure of the
passage inflow. Furthermore, v1 is the inlet flow speed.

Measurements were taken using a sensor (SensorTechnics, RMOH ) grid of
57× 25 locations on the suction surface. This data was analysed by means of a
Principal Component Analysis (PCA) [17]. The PCA has proven to be a useful
tool to detect meaningful sensor positions for compressor stator cascade in a
former study, see [28]. Fig. 6 shows the impact of the actuation by presenting
the first Principal Component (PC) of the cp-distribution when the actuation
amplitude is varied. Black to grey shaded areas indicate a large variance of the
local cp-value when the actuation amplitude is varied in a range from 1.05 bar
to umax, for different values of umax. The locations of the sensors that provide
an informative real-time accessible surrogate control variable are schematically
illustrated in Fig. 5. This sensor line is located at ys/H = 0.85. The surrogate
control variable y(k) itself is calculated by weighting this real–time accessible
sensor data with the corresponding first PC describing the impact of the actua-
tion on the cp-distribution at umax = 4.05 bar, see Fig. 6 (bottom, right).

For sake of completeness, Fig. 7 shows the first (left) and second PC (right)
of the impact of the running disturbance generator on the cp-distribution.

4.2 Dynamic Plant Model

The dynamic input-output behaviour of the plant was determined by means
of identification experiments. To this end, the input was chosen as a Pseudo-
Random-Binary-Signal (PRBS) containing frequencies of up to 50Hz and the
plant’s response, i.e. the progression of the surrogate control variable, was
recorded. Both signals were used within the Prediction Error Method (PEM)
[22] to determine a dynamic plant model. Since the cascade represents a non-
linear system, it cannot be described well by a single linear model. To address
this, the amplitude and the mean value of the input PRBS was varied to scan
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(
Gp,m(z)−Gn(z)

)
G−1

n (z).

the nonlinear system for locally linearised models. By doing so, 26 plant models
Gp,m(z), m ∈ {1, 2, ..., 26} were determined, each describing the input-output
behaviour of the cascade locally around a corresponding operating point. Fig. 8
(left) shows the frequency response of the identified plant models Gp,m(z). Fur-
thermore, a nominal model Gn(z) was chosen, such that the uncertainty weight
W (z) in (26) remains smaller than 1 for all frequencies, see Fig. 8 (right).

4.3 Repetitive Controller

The digital signal processor (dSPACE, DS1005 ) performing the online calcu-
lations runs with a sampling time of Ts = 0.005 s. All following discrete-time
models refer to this sampling time.

The outcome of the model identification is the nominal plant model

Gn(z) =
−0.0346
z − 0.9556

, (29)

and the uncertainty weight

W (z) =
0.6z − 0.5870

z − 0.9565
. (30)

Gn(z) and W (z) are used to build a generalised plant model (27). To fully specify
P (z), a Q-filter has to be chosen. Here, a low pass filter

Q(z) =
0.0801z2 + 0.1193z + 0.0115

z3 − 0.8419z2 + 0.0759z − 0.0231
(31)

is used. The generalised plant model is used for an H∞–synthesis of a robust
RC. The synthesis result is shown in Fig. 9. Based on the RC sensitivity S∞(z),
see (22), the bandwidth of the learning system is approximately 3.9 Hz. The
worst-case learning rate is Mwc = 0.664 at 2.33 Hz.
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nominal error transition transfer function Mn(z) =
(
Q(z) − Gn(z) z L(z)

)
as well as

its upper bound Mub(e
jωTs) = max

Δ∈H∞, |Δ|≤1

(
Q(ejωTs)−Gp(e

jωTs) ejωTs L(ejωTs )
)
.

4.4 Iterative Learning Controller

The ILC synthesis is based on the state space representation of the nominal plant
model. The weighting matrices in (12), (13), and (14) are chosen as We = 102 ·I ,
Wu = 100 · I, and WΔ = 5 · 101 · I, respectively.

5 Closed-Loop Experiments

This section presents results obtained from closed-loop experiments. The experi-
ments were designed to demonstrate and to compare the capability of an optimal
ILC against a robust H∞– optimal RC for the purpose of rejecting periodic dis-
turbances. To this end, the damper flap device is driven with a frequency of
2.0Hz, which corresponds to np = 100 at Ts = 0.005 s. This leads to a periodic
disturbance in the passage flow. The objective of the learning controllers, i.e. the
ILC and the RC, is to reduce the impact of the disturbances on the surrogate
control variable as much as possible. The results of the closed-loop experiments
are shown in Fig. 10.

Concerning the 2-norm of the error of one iteration
√
eTi ei, the ILC performs

better than the RC, see Fig. 10 (left). Regarding the progress of the control
error during one iteration, see Fig. 10 (right, top), it can be seen that none of
the controllers is capable of rejecting the disturbance in the first part of the
period, i.e. for t ∈ [0 s, 0.21 s]. This is due to the fact that the sidewall actuation
device can only blow but not suck, see Fig. 10 (right, bottom). In the second
part of the iteration, i.e. for t ∈ [0.21 s, 0.5 s], both controllers perform well.
However, the RC reacts more aggressively to non-periodic disturbances. This is
not beneficial, since it often results in less favourable initial conditions for the
next iteration.
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Table 1. Cascade geometric data and operating point

Parameter Symbol Value

Chord length L 0.375m
Blade height H 0.300m
Blade pitch P 0.150m
Stagger angle γ 20◦
Inflow angle α 60◦

Turning Δα 60◦

De Haller number (v2/v1) DH 0.5
Inlet flow speed v1 24.5m/s
Mach number Ma 0.07
Reynolds number based on the chord length Re 600000
Turbulence intensity Tu 0.02

6 Conclusion

ILC and RC were utilised successfully within an active flow control scenario.
Both controllers are capable of decreasing the impact of periodic disturbances.
We found the ILC algorithm to obtain better closed-loop results.

The achieved error transition transfer function of the RC learning system is
mainly a result of the uncertainty description, e.g. a small uncertainty descrip-
tion ‖W (z)‖∞ leads to a controller which achieves a small value of ‖M(z)‖∞.
Hence, for a given uncertain plant there is not much scope left to influence the
closed-loop behaviour of the RC learning system. This includes the way the con-
troller handles (unavoidable) non-periodic disturbances as they appear within
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the presented experiment. Extended generalised plant models that result from
considerations presented in [14] may lead to better results.

The ILC approach, however, allows for more degrees of freedom within the
controller synthesis. This is due to the three weighting matrices We, Wu, and
WΔ. This greater flexibility allows designing an ILC with a desired learning
rate. Especially when it comes to non-periodic disturbances, a less aggressive
controller, i.e. one using a WΔ with larger elements, turned out to be more
beneficial.

Acknowledgements. The authors gratefully acknowledge support by the
Deutsche Forschungsgemeinschaft (DFG) as part of collaborative research center
SFB 1029 ”Substantial efficiency increase in gas turbines through direct use of
coupled unsteady combustion and flow dynamics”.

References

1. Amann, N., Owens, D.H., Rogers, E.: Iterative learning control for discrete-time
systems with exponential rate of convergence. IEE Proceedings - Control Theory
and Applications 143(2), 217–224 (1996)

2. Amann, N., Owens, D.H., Rogers, E., Wahl, A.: An H∞ approach to linear itera-
tive learning control design. International Journal of Adaptive Control and Signal
Processing 10(6), 767–781 (1996)

3. Balas, G., Chiang, R.Y., Packard, A., Safonov, M.G.: Robust Control ToolboxTM

User’s Guide R2012b. The MathWorks, Inc. (2012)
4. Bristow, D.A., Tharayil, M., Alleyne, A.G.: A survey of iterative learning control.

IEEE Control Systems 26(3), 96–114 (2006)
5. Coleman, M.L.: Overview of pulse detonation propulsion technology. Tech. rep.,

Chemical Propulsion Information Agency (2001)
6. de Roover, D.: Synthesis of a robust iterative learning controller using an H∞

approach. In: Proceedings of the 35th Conference on Decision and Control, Kobe,
Japan, pp. 3044–3049 (December 1996)

7. Doyle, J., Glover, K., Khargonekar, P., Francis, B.: State-space solutions to
standard H∞ and H2 control problems. IEEE Transactions on Automatic Con-
trol 34(8), 831–847 (1989)

8. Gahinet, P., Apkarian, P.: A linear matrix inequality approach to H∞– control.
International Journal of Robust and Nonlinear Control 4(4), 421–448 (1994)
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Abstract. A feedforward controller based on the nonlinear Goman-
Khrabrov state space model is designed to compensate for the adverse
lift and moment effects resulting from an airfoil pitching in a post-stalled
state. The lift hysteresis is shown to be strongly dependent on the re-
duced frequency, so controllers based on simple synchronization with
angle of attack are not likely to work at off-design conditions. The Goman-
Khrabrov state space model is shown to accurately predict the lift over
a wide range of frequencies and under quasi-random pitching conditions.
The model is implemented in a feedforward controller that adjusts the
amplitude of a short-duty cycle piezo-electric actuator located near the
leading edge of the airfoil. Both periodic and quasi-random pitching mo-
tions within the stalled region are used to demonstrate the effectiveness
of the control approach. The relatively long time delay believed to be
associated with the recovery of the separated flow state limits the con-
trollable bandwidth to k < 0.1.

Keywords: flow control, separation, hysteresis, feedforward.

1 Introduction

It is well known that pitching wings near post-stall conditions can produce dy-
namic stall vortices (DSV) that lead to strong unsteady loads and negative
pitching moments. The instantaneous lift value can be 20 percent larger than
the static value during pitch-up, and can drop to values 30 percent lower than
static during pitch-down. The adverse effects of DSV’s appear on the blades of
vertical axis wind turbines at low tip-speed-ratios [1], and they appear on rotor-
craft during high-speed forward flight. The power available from wind turbines
and the flight envelope for rotorcraft blades could be extended, if a method of
controlling the lift and pitching moment is developed that is effective over a wide
range of operating conditions.

Several active flow control techniques have demonstrated the ability to mit-
igate the effects of the dynamic stall vortex. Active suction applied near the
leading edge of an airfoil undergoing single pitch maneuvers at different pitch
rates was used by Karim & Acharya [2] and Alrefai & Acharya [3] to suppress

c© Springer International Publishing Switzerland 2015 55
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DSV formation, to delay the detachment of the vortex, and to maximize un-
steady lift at different pitch rates and angles of attack. Greenblatt & Wygnanski
[4,5,6] studied the effects of continuous and intermittent pulsed-blowing exci-
tation on the dynamic stall process during single-frequency periodic pitching
motion. Post & Corke [7,8] used plasma actuators synchronized with the angle
of attack to control leading-edge flow separation and the DSV formation at a
dimensionless frequency k = πfc/U = 0.08. Transitory control with short bursts
from pulsed combustion actuators was shown by Woo et al. [9,10,11] to signif-
icantly increase the lift during periodic pitching motion at conditions both in
and out of stall. The pulsed combustion actuators were synchronized with the
pitching motion. The number of bursts and the phase of the start of control
relative to the pitching phase angle were shown to be important to the control
effectiveness. Transitory control of stall was achieved for single frequency oscilla-
tion of the airfoil at frequency, k = 0.072. LePape, et al. [12] used mechanically
deployable vortex generators at the leading edge of an airfoil to mitigate the
adverse effects of dynamic stall. Their system was also synchronized with blade
angle of attack, and the performance evaluated at a frequency k = 0.1. Based
on these investigations it is clear that the transitory lift and moment history
can be strongly influenced by leading edge actuation. Furthermore, the timing
of actuation relative to the motion of the airfoil also has a significant effect on
the controlled lift history.

The time-periodic actuation techniques described above were studied at sin-
gle frequency conditions corresponding to k ∼ 0.1, which is typical of rotorcraft
flying at high speeds [13]. The dynamic stall vortex formation time changes with
changing pitch frequency, which causes the unsteady aerodynamic lift and drag
amplitudes and phases (relative to the motion) of separated flows to be strongly
dependent on the frequency. Therefore, one cannot assume that optimized con-
trol at one frequency will apply to a different frequency. For example, Granlund,
et al. [14] showed for the angle of attack, α = 15o , that the fluctuating lift
amplitude in a surging flow is 2.5 times larger than the quasi-steady flow value
when k = 0.6 and only half as large as the quasi-steady value when k = 1.2.
Therefore, if flight conditions are different from those at which the control was
derived, then the control cannot be expected to be effective. In fact, it is even
possible for adverse DSV effects to be enhanced by a mistuned control system.
Changing flight speed, executing maneuvers, or flight in gusting flow conditions
are situations where we expect single-frequency, synchronized control to fail.

A model-based closed loop controller is expected to be more robust to chang-
ing flight conditions. Kerstens, et al. [15] demonstrated the effectiveness of using
a dynamic model for external disturbances in a ’randomized-gust suppression’
controller for a wing at 20 degrees angle of attack. A transfer function for the
lift response to randomized surging flow disturbances was obtained from experi-
mental measurements, and was used to design a feedforward controller that was
responsible for most of the lift suppression. The measured lift was used as a
feedback signal to a robust controller that compensated for inaccuracies in the
feedforward model.
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A similar approach is used in this paper, where we investigate the ability of
the nonlinear Goman-Khrabrov [16] state-space model (G-K model) to act as
a model for generalized pitching disturbances when the airfoil is in a separated
flow condition. Pitching motion of the wing produces DSV’s that create a lift
hysteresis loop, and the G-K model is shown to accurately predict the resulting
lift histories. The G-K model is combined with an inverted plant model to form
a feedforward controller that is tested at different frequencies and with quasi-
random pitching maneuvers around a mean angle of attack. The objective is to
demonstrate control of non-periodic pitching motion of the airfoil.

The performance limitations of the feedforward controller and the reasons
behind the limitations are identified. The longer term goal is to include a ro-
bust feedback controller that will compensate for the inaccuracies of the G-K
feedforward model.

2 Experimental Setup

The experiments were conducted in the Andrew Fejer Unsteady Flow Wind
Tunnel at the Illinois Institute of Technology. The cross sectional dimensions
of the test section are 600 mm x 600 mm, and it has a length of 3.1m. A cut-
away diagram of the test article is shown in Fig. 1a. The wing is nominally
two-dimensional with an NACA 0009 profile (c = 245 mm, S = 600 mm), which
spans the width of the wind tunnel test section. There is a 2 mm gap between
the wing and the sidewalls of the wind tunnel to allow the wing to pitch without
interference from the side walls. The freestream speed was U = 3 m/s, which
gave a chord based Reynolds number Rec = 57,000. At 3 m/s the turbulence
level of the freestream velocity is 0.6 percent over a band from 0.1 Hz to 30 Hz.

The leading edge of the wing consisted of four actuator segments as shown in
Fig. 1a and Fig. 1b. Each leading-edge segment contained two actuator housings,
which were constructed from DuraformTMnylon in a 3D selective laser sintering
rapid proto-typing machine. The actuator slots are located at x/c = 0.077, and
the jet exits in the downstream direction at a 30o angle relative to the surface
of the wing. The piezo-electric actuators were powered by a PiezoDrive PDL200
amplifier. The resonant frequency of the actuators was 400 Hz, and the maximum
voltage to the piezo-disc was 80 V.

The convective time tconv = c/U = 0.082 s is used to normalize time through-
out this investigation, so that dimensionless time is t+ = t/tconv.

Direct measurements of the forces and moments were obtained with an ATI
Inc., Nano-17 transducer located inside the wing at x/c = 0.33, which can be
seen in Fig. 1a. All moment measurements are converted to a reference point at
the quarter-chord location.

The wing was mounted to the force/moment transducer, which was connected
to the pitch-plunge mechanism consisting of two computer controlled Copley
servo tubes. The two servo tubes enable the pivot point for the pitching motion
to be changed. For the results presented in this paper, the pivot point was at
the force balance location, x/c = 0.33. Pitch rates were restricted to 2 Hz or less
(k < 0.55) to avoid over-stressing the force transducer.



58 X. An, L. Grimaud, and D.R. Williams

Fig. 1. Wing and actuator segment. a) Drawing of NACA 0009 wing internal structure
with four actuator segments and force transducer. b) one leading-edge actuator segment
showing exit slots, actuator housing, and piezoelectric components.

The blockage ratio of the wing varied from 7 percent to 10 percent as the wing
pitched between 10 degrees and 14 degrees angle of attack. No corrections were
applied to the data for blockage. The feedforward control experiments were done
using Matlab-Simulink models implemented on a dSPACE 1104 system running
at 10,000 cycles/sec.

2.1 Baseline Lift and Moment Dependence on Angle of Attack

The steady state lift and pitching moment coefficients were measured by slowly
pitching the wing from -5 degrees to 25 degrees angle of attack at a pitch rate
of 0.1 degrees per second. The conditions for actuation are discussed in the next
section. The results are shown in Fig. 2 where the solid line is the case without
flow control, and the dashed line shows the effect of continuous actuation with

Cμ = ρu2Aactuator

0.5ρU2Awing
= 0.01. The force and moment data were low-pass filtered with

a cutoff frequency of 100 Hz, which leaves some randomness in the figures. Error
bars showing 90% confidence intervals were computed at α = 0o, 10o, and 20o,
and are comparable to the randomness in the CL and Cm values. Although the
wing is symmetric, CL ≥ 0 when α = 0o because the supporting sting introduces
an asymmetry in the flow. At α = 12o the active flow control increases the static
lift coefficient from CL = 0.95 to 1.32. Active flow control delays stall and extends
the zero pitching moment from 9 degrees to 12 degrees angle of attack.

2.2 Actuation and the Plant Model

Eight piezo-electric disc actuators (“synthetic jets”) were used as the flow control
actuators. Margalit, et al. [17] showed that short duty cycle (burst mode) actu-
ation is more effective than sinusoidal, while Woo & Glezer [10] demonstrated
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(a) (b)

Fig. 2. Static maps of lift coefficient and pitching moment variation with angle of
attack. Solid lines are the baseline cases without flow control. The dashed lines show
the effect of continuous excitation and the delay of static stall from α = 9o to 12o.

that actuators operated in a “burst mode” can be very effective in controlling
separated flows under transitory conditions. For our experiment an extensive pa-
rameter study was conducted, in which the pulse width tp and the time between
pulses tb were varied to find the optimum operating conditions. The maximum
lift increment was obtained when the pulse width, tp = 0.12tconv and the time
between pulses was tb = 3.38tconv, however, it was necessary to shorten the
time between pulses to tb = 1.56tconv to achieve higher actuator bandwidth for
the pitching control experiments. The shorter tb value reduced the maximum
achievable lift increment from ΔCL= 0.3 to 0.2. The 7.7 percent duty cycle was
fixed, and the actuator operated as a continuous train of pulses. For flow control
applications only the pulse amplitude, A, was varied.

A hot wire anemometer measured the jet velocity at the exit of the actuator
jet, which is shown by the dashed line in Fig. 3. The voltage signal to the piezo-
electric actuator is indicated by the solid line. The 400 Hz pulse rate is clearly
visible in the hot wire signal, and spectrum analysis shows the bandwidth of the
actuator to be 80 Hz (k ≈ 20). However, the effective bandwidth is determined
by the time interval between bursts, which occur at a frequency 1

tb
= 7.8 Hz,

or k = 2.0. It will be shown later that the effective bandwidth of actuation is
approximately 20 times larger than the response of the controlled system, so the
actuator does not limit the bandwidth of hysteresis control.

Bench top hot-wire anemometer measurements of the flow velocity at the exit
of the actuator with 80 volts excitation determined that the peak velocity was 6.2
m/s. Defining the momentum coefficient with the peak velocity gives Cμ=0.021
at 80 V peak voltage.

The dynamic response of the separate flow over the airfoil to actuator input
is modeled by a first order transfer function with time delay Gp(s), which is
obtained from experimental data. An example of 1.5 cycles of the dynamic lift
increment change that occurs when the wing is fixed at α = 12o and the actuator
voltage is varied with a triangle waveform with a two second period is shown
in Fig.4. The lift increment drops below the mean CL value in the trough of
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Fig. 3. Actuator pulse duration time tp = 0.12tconv and time between pulses tb =
1.63tconv . The actuator duty cycle is fixed and only the amplitude of the voltage signal
is varied with time.

the wave, which suggests non-minimum phase behavior. However, the first order
transfer function with time delay does not capture this feature. The delay of the
lift relative to the actuator input signal is typical of separated flow response, and
is connected with the formation and convection of a leading edge vortex over the
wing [18]. The high frequency oscillations that can be seen in the CL signal in
Fig. 4 result from the individual actuator pulses with period tb. Leading edge
vortices are formed with each actuator pulse which produce a lift increment
fluctuation of approximately ΔCL = 0.1. We did not attempt to capture the
higher frequency lift oscillations, because a high-order transfer function would
be required for the plant model.

The prediction error method [19](Matlab system identification toolbox) was
used with the data shown in Fig. 4 to obtain a first-order transfer function
with a time delay. A similar form for the plant model was used by Kerstens,
et al. [15] for the gust suppression controller. The identified model is Gp(s) =

0.713
(0.2974s+1)e

(−0.086s), and the predicted response is shown by the line labelled

Gp(s) in Fig.4. Clearly the low order of the transfer function is not capable of
tracking the higher frequency oscillations caused by the actuator’s short duty
cycle, but it does reproduce the lower frequency lift response reasonably well.
The time constant for the plant is approximately 0.30 seconds, which corresponds
to a dimensionless frequency of k = 0.86.

3 Results

3.1 Hysteresis and Synchronized Open-Loop Control

Lift hysteresis was produced by pitching the airfoil about a mean angle of attack
of 12 degrees with amplitude of 2 degrees, α(t) = 12o + 2osin(2πft). The hys-
teresis without active flow control is shown in Figs. 5a and 5b as the gray dashed
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Fig. 4. Measured lift coefficient increment (solid line) at α = 12o in response to a
triangle wave input voltage (dash-dot line) to the actuator is compared to the predicted
response from the transfer function, Gp(s). The period of the triangle wave is 2 s,
corresponding to k = 0.13.

line, and the lift at static conditions is shown by the light gray line. Open-loop
forcing experiments were conducted to determine if the fixed duty cycle actuator
operated with a variable amplitude was capable of modifying the lift hysteresis
loop. A triangle wave signal varying between 0 V and 60 V was applied to the
amplitude of the actuator, which was synchronized with the pitching motion
of the wing. The two second period (24tconv) of the triangle wave matched the
period of the pitching motion. A time delay was added to the voltage signal to
shift the phase of the periodic actuation relative to the pitching motion.

In Fig. 5a the relative phase between the wing and actuator voltage level
is zero, such that the voltage amplitude is zero when the angle of attack is
at α = 12o. The controlled case (black solid line) in Fig. 5a shows a large
change in the hysteresis loop occurs when flow control is applied. The hysteresis
loop is significantly reduced in Fig. 5a, and the range of lift coefficient values
is increased. The large amplitude, high frequency oscillations in the lift seen
in the controlled case are caused by the short duty cycle actuation. When the
actuation is delayed by φ = 144o relative to the pitching motion, then the
hysteresis loop is significantly increased as shown in Fig. 5b. The dependence
of the shape of the hysteresis loop on the phase of actuation indicates that
the timing of the actuation is important, which confirms the results observed
by Woo, et al. [8-10] As long as the motion is periodic, then some control of
the hysteresis is possible by synchronizing the actuator with the pitch angle of
the wing. Synchronized control at a single frequency of pitching was used by
Post & Corke [8], Woo & Glezer [10]. In both cases the actuator amplitude is
fixed and the onset of actuation relative to the pitch angle is optimized for a
single frequency of motion. If the frequency changes or the motion of the wing is
not periodic, then synchronized control may not work or may even increase the
adverse effects of hysteresis. A better approach is to include a model for the lift
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(a) (b)

Fig. 5. Lift hysteresis produced by the wing pitching about α = 12o. The uncontrolled
case is shown by the dashed line. Open-loop forcing with a triangle wave excitation
(0 - 80 V) that is synchronized with the pitching motion is shown by the solid line.
a)φ = 0o between actuation and pitching motion; b)φ = 144o between actuation and
pitching motion.

response to external disturbances that can compensate for changing frequencies
and amplitudes of pitching motion. A disturbance model for the lift hysteresis
resulting from the pitching motion is needed. In the following section we apply
the Goman Khrabrov model, and test its ability to predict lift under different
periodic and quasi-random pitching conditions.

3.2 G-K Model Prediction of Lift

The Goman- Khrabrov [16] (G-K) state-space model is used to predict the lift
during arbitrary pitching motions of the wing. The G-K model uses two time
constants (τ1 and τ2), and an internal dynamic variable X that nominally repre-
sents the degree of flow attachment over a wing. Fully attached flow corresponds
to X = 1, and fully separated flow is X = 0. The function Xo vs α shown in
Fig. 6 was obtained by fitting equation (2) to a steady state lift curve. The time
constants τ1 and τ2 were obtained by fitting the CL(α) hysteresis maps for the
condition k = 0.13. In reality, Xo is not correlated with the actual separation
line location, but is a function that is adjusted to fit the static lift (CL vs. α) ob-
tained from the experimental data. The quasi-steady position of the separation
point is given by the function Xo(α), which is shown as the dark line in Fig.6.
The time lag associated with dynamic stall vortex formation and its convection
over the wing is represented by τ2 = 0.35s, (4.3tconv), which is approximately
four convective times. The relaxation time constant is τ1 = 0.30s, (3.6tconv).
The Euler method of integration was used to compute X(α(t)) from equation
(1) during real-time control experiments. The gray line in Fig. 6 shows the pre-
dicted hysteresis in X when the pitch rate is k = 0.13. The instantaneous lift
coefficient was found from equation (2).
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τ1
dX

dt
+X = Xo(α− τ2α̇) (1)

CL(α,X) = 2πα(0.4 + 0.6X) + 0.1 (2)

Fig. 6. Quasi-steady and unsteady position of the separation point used as X0(α) in
the G-K model. The hysteresis loop is produced by the time delay, τ2α̇, for periodic
pitching motion k = 0.13.

Periodic Motion. The ability of the G-K model to predict the lift hysteresis
that occurs with periodic pitching motion is shown four different pitching rates,
k = 0.064, k = 0.13, k = 0.26, and k = 0.51 in Figs.7a-d, respectively. The range
of pitch angle is fixed by α(t) = 12o + 2osin(2kt+). The measured static lift
curve and the G-K model fit to the static lift curves are shown by the dotted
and solid gray lines. The measured lift hysteresis loop is indicated by the black
dashed line, and the G-K model prediction is shown by the solid black line.

The lift hysteresis has a strong dependence on frequency. At low frequency
(k = 0.064) the loop is almost circular in shape. It becomes more elongated and
elliptic as the frequency increases. At k = 0.51 the hysteresis is very narrow and
the lift coefficient amplitude reaches a peak value of 1.3.

The G-K model tracks the changes in lift during periodic motions quite well.
The initial value of CL for the integration of equations 1 and 2 is set equal to
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(a) (b)

(c) (d)

Fig. 7. Measured and G-K model predictions of lift hysteresis for quasi-steady and
pitching conditions. a) pitching rate k = 0.064; b) pitching rate k = 0.13; c) pitching
rate k = 0.26; d) pitching rate k = 0.51.

the static lift value, which is responsible for the short transient observed in the
G-K model prediction lines. The model converges to the hysteresis loop within
one cycle of motion.

Quasi-randomMotion. As discussed in the Introduction, a controller is needed
that is capable of operating at different frequencies and with arbitrary (random)
maneuvers. The ability of the G-K model to predict the lift produced by random
pitching motion is shown in Fig. 8. The quasi-steady pitch motion was derived
by superposing 10 sinusoidal signals with random initial phases relative to each
other. The highest frequency in the signal corresponded to k = 0.51. The G-K
model prediction for the random pitching is shown by the black solid line, and is
compared to the experimentalmeasurement and a simple attachedflow estimate of
CL = 2πα(t), which is offset to overlay the experimental data. The experimental
lift values have steeper gradients and reach larger amplitudes than predicted by
the attached flow model. The G-K model prediction is closer to the experiment
than the attached flow model.
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Fig. 8. Comparison of the G-K model prediction of the quasi-random lift signal, the
measured lift, and the theoretical attached flow (CL = 2πα − 0.38) produced by a
quasi-random pitching motion.

3.3 Feedforward Control Architecture

The information provided by the G-K model was used in the feedforward control
architecture shown in Fig. 9. A similar control architecture was used success-
fully by Kerstens, et al. [15] to suppress lift oscillations on a wing experienc-
ing a quasi-random gusting flow. The disturbance model, Gd is the nonlinear
Goman-Khrabrov model in state space form. The pitch oscillations are treated
as disturbances, d, which become input to the feedforward controller Kd(s). The

feedforward controller was constructed from Kd = Gf G̃n
−1

Gd. The transfer

function G̃n
−1

is the inverse of the first order plant model without the time
delay. The term Gf (s) =

0.713
0.2974s+0.713 is a first order low-pass filter required to

make Kd causal. A proportional/derivative transfer function (P-D) following the
feedforward controller was added to include an offset phase in the control. For
the data presented P = 1 and D = 0.2. The dashed line indicates a lift coefficient
feedback signal, which has not been implemented yet in the controller. Similarly,
the feedback controller K was not used in the data presented, consequently, the
reference lift coefficient CLref is input directly to the plant Gp(s).

3.4 Feedforward Control Results

The control objective is to eliminate the lift hysteresis by maintaining a constant
value of CLref = 1.05 while the wing is pitching with either a periodic or random
maneuver. Under ideal circumstances the feedforward controller will provide an
actuator input signal that exactly compensates for the lift deviations caused by
the pitching maneuver or “disturbance”.



66 X. An, L. Grimaud, and D.R. Williams

Fig. 9. Control loop architecture used to mitigate the lift hysteresis loop. The design
follows the controller used by Kerstens, et al. [15] to alleviate random gust effects on
a three dimensional wing.The dashed line shows a feedback path, although it was not
used in the feedforward control experiments.

It is clear from the results in Fig. 10 that the feedforward controller is ca-
pable of reducing the size of the hysteresis loop, and the controller did make
the necessary adjustments to the phase and amplitude of actuation when the
frequency was changed. The high frequency fluctuations in the lift associated
with the actuator bursts are visible.

When the pitch rate was larger than k = 0.1 the controller was not effective
in reducing the size of the hysteresis loops. We attribute this limitation to the
relatively long recovery time of the separated flow following a burst from the
actuator. The lift coefficient increases rapidly (t+ ≈ 2−3) to its maximum value
following a burst from the actuator, but the flow requires t+ ≈ 10 − 15 for CL

to reduce its value to its original state. The actuator cannot create a negative
lift increment, it can only stop operating and wait for the flow to recover, which
limits the bandwidth of the available control.

Quasi-random Motion. A quasi-random signal for angle of attack was con-
structed by superposing 10 waves with a random phase between each compo-
nent. The experimental and G-K model predictions of lift without flow control
are shown as the gray dashed and gray solid lines, respectively. The black solid
line shows the lift response with the feed-forward controller activated. As be-
fore, the feedforward control attempts to maintain CL = 1.1. The controller is
clearly adjusting to the randomized lift as desired, but fluctuations are still large.
The implementation of the feedback control is expected to help correct for these
inaccuracies.

It is our opinion that better control can be achieved with an improved plant
model that more accurately represents the response of the separated flow to
actuator input. A robust feedback controller should be able to better compensate
for the time delays inherent in the recovery phase of the flow separation. While
there is clearly room for improvement in the controller design, the feedforward
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(a) (b)

Fig. 10. Feedforward controller designed to maintain a constant lift coefficient (CL =
1.05) reduces the size of the lift hysteresis loop during periodic pitching maneuver. a)
k = 0.064; b)k = 0.10

Fig. 11. Feedforward control of a quasi-random lift signal pitching about α0 = 12o. The
controller attempts to maintain constant CL = 1.1. The G-K model ability to predict
the lift coefficient variation without AFC is compared with direct measurements of CL.

controller based on the G-K model has demonstrated a significant advancement
compared to synchronization based controllers.

4 Conclusions

The ability of the Goman-Khrabrov state space model to predict lift oscillations
and hysteresis was tested in wind tunnel experiments with a two-dimensional
wing. Both periodic and quasi-random angle of attack profiles were used to pitch
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the model around a post stall mean angle of attack of 12 degrees with dimen-
sionless frequencies ranging from k = 0.064 to 0.51. The G-K model was able
to accurately reproduce the lift hysteresis curves that occur when the pitching
motion is periodic, and the G-K model accurately tracked the measured lift time
series when the pitching motion is quasi-random.

The G-K model is then used as the model for external disturbances in a
feedforward control architecture whose objective is to eliminate lift hysteresis.
The feedforward controller was designed as a combination of the G-K model, a
low-pass filter, and an inverted form of the plant transfer function. The latter
model was the least accurate model. It was shown that lift hysteresis can be
substantially suppressed with feedforward control alone, provided k < 0.1. The
feedforward control also compensates for randomized lift, when a quasi-random
pitch input is applied. Without the feedback control component, the controller
was not able to compensate for all of the time delays in the plant, which caused
deviations in the lift from the set point value of the controller. While there
are still improvements to be made, in this paper we have demonstrated the
basic feedforward control architecture that can compensate for changing flight
conditions.
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Abstract. Unsteady flow separation was partially controlled on a double-bladed 
H-Rotor vertical axis wind turbine model using pulsed dielectric barrier discharge 
plasma actuators at wind speeds between 4.4m/s and 7.1m/s. With pulsations ap-
plied in an open-loop manner on the inboard side of the blades, flowfield mea-
surements showed that the development and shedding of the dynamic stall vortex 
could be modified. Pulsations were then applied in a feed-forward manner by pre-
determining the plasma-pulsation initiation and termination azimuth angles. 
These angles were selected on the basis of wind speed and turbine rotational 
speed, with the objective of maximizing the net turbine output power. Remark-
ably, a net turbine power increase of more than 10% was measured. For the 
purposes of power regulation, a hysteresis controller was applied to the turbine 
subjected to a fluctuating wind profile. Control produced a 7% increase in net 
power and a reduction from ±6.5% to ±1.3% in power fluctuations. 

1 Introduction 

Wind energy is the fastest-growing renewable energy resource, with an average in-
crease of 28% in new installations each year. In addition to the development of multi-
megawatt wind farms, significant resources are being channeled to off-grid or feed-in 
small wind turbines (SWTs; ≤100 kilowatts). Recent demand has driven renewed 
interest in vertical axis wind turbines (VAWTs) [ 1- 8] due to their insensitivity to wind 
direction, proximity of the generator to the ground and relatively low noise levels. 
Furthermore, blade profile uniformity along the span can significantly reduce manu-
facturing costs. A drawback of VAWTs is the dynamic stall [ 9] their blades expe-
rience as they are pitched beyond their static stall angle [ 10, 11]. This has several  
undesirable effects: there is a sharp drop in blade lift, producing large power fluctua-
tions and large unsteady loads are imposed on the generator and drive train [ 12]. In 
many cases the problem is compounded in built-up areas or on buildings where 
VAWTs are often required to operate in highly unsteady winds and at low rotational 
speeds. This forces the turbine to operate in a partially stalled state that is exacerbated 
at high wind-speed when the potential for power generation is maximized. 
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Fig. 1. Top view schematic of a hypothetical four-bladed VAWT showing the velocity  
components relative to the blade depending upon the position of the blade 

The control of unsteady separation, also known as dynamic stall, on airfoils has 
been achieved by means of introducing periodic perturbations such as zero mass-flux 
blowing [ 13-16] and dielectric barrier discharge (DBD) plasma actuation [17]. Re-
cently, our group manipulated dynamic stall on the blades of a small high-solidity 
vertical axis wind turbine by means of DBD plasma actuators installed on the blade 
leading-edges [18,19]. A parametric study was conducted to assess the effects of non-
dimensional frequency and duty cycle, with the objective of increasing the net power 
output resulting from control in an open-loop manner. Actuators were configured to 
control separation on the upwind half of the turbine azimuth and wind speeds in the 
range 4.4m/s to 7.1m/s were considered. Dynamic stall on VAWTs is unique in that it 
occurs alternately on the inboard or the outboard surfaces of the blades depending on 
whether they are upwind or downwind. A schematic showing an idealized VAWT 
plan view in fig. 1 illustrates the differences between inboard and outboard dynamic 
stall. Here IU  is the wind velocity immediately upwind of the turbine, relU  is the 
velocity relative to the blade and α is the local instantaneous angle of attack. The 
curved arrows indicate dynamic stall occurring on the inboard surface of the blade 
when the blade is in the upwind half of the azimuth (quadrants #1 and #2).  Likewise, 
the curved arrows indicate dynamic stall occurring on the outboard surface when the 
blade is in the downwind half of the azimuth (quadrants #3 and #4). 
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The objective of this paper is to demonstrate a closed-loop control scheme applied 
to a VAWT. Initially Particle Image Velocimetry (PIV) data were acquired to deter-
mine the physical mechanism of control. Following this, a feed-forward controller 
was developed to initiate and terminate plasma actuation at predetermined initiation 
and termination angles, iθ  and tθ . With this controller, plasma pulsation frequency 

and pulsation duty cycle were varied systematically to maximize turbine performance. 
Finally, a simple feedback hysteresis control scheme (on–off controller) was em-
ployed to increase the net power output and regulate power fluctuations. 

2 Experimental Setup 

The turbine employed in this investigation (see fig. 2) was an H-rotor (diameter 
D=0.5m and height H=0.6m) with two composite NACA 0015 blades (chord length 
c=0.15m) connected to a vertical shaft by means of horizontal adapters. The setup, 
described in detail in [18], was inverted such that the upper blade tip was closely 
aligned with the upper adapter. This formed a 25cm (1.67c) free end below the lower 
adapter (fig. 2a) to facilitate PIV measurements midway between the adapter and the 
blade-tip. This location was considered to be sufficiently far from both the adapter 
and the blade-tip so as to be representative of the turbine blade flowfield (see section 
3 below).   The  turbine  was installed in a low-speed wind tunnel  (dimensions 1.0m× 
0.61m×2.0m) with a maximum speed ( )U∞ of 55m/s and maximum turbulence level 
 

                           
(a)                                                              (b) 

Fig. 2. (a) Schematic of the turbine mounted in the wind tunnel test section, showing the main 
dimensions; (b) Schematic of the custom-designed dynamometer with shaft adapter for the  
slip-ring (not shown) 
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Fig. 3. Schematic of the DBD plasma actuators considered in this study showing the exposed 
and encapsulated electrode alignment at the leading-edge 

of 0.1% relative to the free-stream velocity. The tunnel velocity was monitored by 
means of a Pitot-static probe, mounted immediately upstream of the turbine. Turbine 
power P was measured by means of a dynamometer, comprising a Magtrol Magnetic 
Brake (1.4Nm maximum; Coulomb damping) and a Kistler torque/rotational speed 
transducer (maximum nominal torque T of 1.56Nm ± 0.2%FSO) and flexible coupl-
ings (see fig. 2b).  

Asymmetric DBD plasma actuator configurations, which are commonly-used for 
flow control applications [17,20], were deployed at the leading-edges of the blades 
(fig. 3). They consisted of 70μm thick exposed and encapsulated electrodes that were 
separated by 125µm of Kapton© polyimide tape and aligned with the leading-edge. 
Each actuator was configured to act inboard on the blades and was thus only active on 
the upwind half of the turbine. Plasma was generated using two Minipuls high-voltage 
inverters (GBS Elektronik) that require a dc voltage (Vin) and current (Iin) input, the-
reby facilitating simple calculation of the gross power supplied to the actuation sys-
tem (Pin=VinIin). Note that this was not the power dissipated in the actuators. Signals 
of 8kVpp at fion=8kHz were used to generate the plasma, as these produced the smal-
lest harmonic content, and these were pulsed at 500Hzpf =  with duty cycles (DC) of 
between 1% and 20%. This fion and fp combination thus produced truncated pulsation 
cycles; the consequences of this are discussed in section 4. Slip-rings were used at 
both ends of the shaft to transfer the high-voltage stationary ac signal to the rotating 
system and these are described in detail in [17]. 

The PIV data were acquired with a 200 mJ double-pulsed Nd-YAG laser and a 4 
megapixel CCD camera. The laser light sheet was oriented horizontally and perpendi-
cular to the blade plane at a spanwise distance of 0.83c from both the adapter and the 
blade free edge (see fig. 1a). A seeding generator, producing particles 1µm diameter, 
was placed upstream of the wind tunnel inlet. Sufficient seeding density to produce 
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high-quality PIV measurements was achieved by filling the entire laboratory space 
with seeding particles. A mirror was placed beneath the test section at a 45° angle and 
the PIV camera was placed in front of the mirror. The use of the mirror was necessary 
to orient the camera axis horizontally and thereby avoid accumulation of seeding 
particles on the lens. 3M red reflective tape was placed on all aluminum components. 
In combination with a filter mounted in front of the camera lens that permits only 
light of the Nd-YAG laser (532nm) to be captured, this significantly reduced reflec-
tions and thereby improved the data quality. Additional details of the PIV setup can 
be found in [19]. 

3 Dynamic Stall Vortex Control 

For all PIV data sets, 400 image pairs were acquired with a pulse separation of 
25μstΔ = . The data were processed with a multi-pass algorithm using 64×64 pixel 

interrogation windows initially and 16×16 pixel windows for the final results. These 
measurements were made with the pulsed plasma operating continuously, thus we 
refer to this as open-loop control. The velocity component Rω  resulting from the 
rotation of the blade was subsequently added to the velocity fields so as to present the 
data in the coordinates of a stationary blade. The vorticity distributions were calcu-
lated from the mean velocity fields and non-dimensionalized with respect to the chord 
length and the wind tunnel speed: 

 z

v u c

x y U
ω

∞

 ∂ ∂= − ⋅ ∂ ∂ 
  (1) 

Example PIV data sets for baseline and open-loop control cases recorded at 120θ = °  
(quadrant #2) are shown in figs. 4a and 4b respectively. Under baseline conditions, 
the initial tip speed ratio of 0 / 1.37R Uλ ω ∞≡ =  corresponds to an angle-of-attack of 
approximately 47° at this azimuthal position; hence this can be considered as very 
deep stall. Not surprisingly, the baseline PIV data shows a large dynamic stall vortex 
(DSV) in the process of being shed from the leading-edge on the inboard side of the 
blade (fig. 4a). In addition, a large region of vortical flow is present above the aft 
region of the blade. A similar phenomenon was observed by [21] on a pitching NACA 
0018 airfoil and is believed to originate from trailing-edge separation on thick airfoils, 
particularly at low Reynolds numbers. A feature generally not observed on oscillating 
airfoils is the strong shear layer that forms at the trailing-edge. This is attributed to the 
small radius of the turbine relative to the chord length, c/R=0.6. After the baseline 
data had been recorded, the plasma pulsations were initiated with the brake torque left 
unchanged. As a result of control the turbine speed increased and PIV data was rec-
orded once it had settled to new final steady state at 1.48Fλ = (fig. 4b). With control 
the vortex is smaller and closer to the surface of the blade. Aft on the blade, the vor-
tical region is stronger and the magnitude of the flow towards the surface is greater. 
These  observations  are  consistent  with  the  higher  tip  speed ratio and represent an 
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(a) 

 

(b) 

Fig. 4. Phase averaged velocity and vorticity fields recorded at 120θ = ° with U∞=7m/s show-
ing (a) the baseline at 0 1.37λ = and (b) pulsed plasma at 1.48λ = . Pulsed plasma perturbations 

are at 500Hz and 20% duty cycle. 

increase in measured power of 8%. It is evident from these data that the measured 
increases in turbine power result from a modification of the DSV and the aft  
flowfield. 

Increasing the brake torque, and thereby returning the turbine to 1.37λ =  with 
plasma pulsations, resulted in a smaller visible effect on the DSV even though the 
power increased by 16.4%. The small effect was attributed to the exceedingly large 
maximum angle-of-attack (approximately 47°). A similar experiment, carried out at a 
lower brake setting with 0 1.74λ =  and hence maximum angle-of-attack of 35°, pro-

duced a greater effect on the DSV [19] although elimination of dynamic stall was 
certainly not achieved. This is mainly due to low thrust produced by the actuators; 
indeed the maximum torque measured with the actuators alone is at most two orders 
of magnitude less than the measured changes. Nevertheless, in future investigations 
significantly greater control authority could be exerted over the vortex with larger 
amplitude pulsed-plasma perturbations [23].  
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4 Feed-Forward Control 

The data presented in the previous section was acquired in an open-loop manner with 
the actuators operating continuously and, as such, the plasma pulsations and azimu-
thal angle were independent of one another. The purpose of the feed-forward control 
system developed here was to initiate and terminate plasma actuation at predeter-
mined azimuthal angles θ . The system consisted of a wheel, two metallic clips and a 
proximity transducer (see fig. 5). The wheel was printed using Object Fullcure720® 
and incorporated an inner and outer circular ring of holes producing a discretization of 
1°. The metallic clips could be located independently on the holes and were always 
located with a spacing of 180° relative to each other; the two-clip arrangement en-
sured a trigger for each blade, namely at iθ  and at 180iθ + ° . The wheel was bolted to 

 

wheel with holes

proximity
transducer

metallic clips

 
Fig. 5. Schematic of the wheel attached to the brake shaft with attached metallic clips. Sensing 
of clips by the proximity transducer triggers the pulsed-plasma initiation      

 

Fig. 6. LabVIEW screenshot showing synchronization of the trigger signal and pulsed plasma 
driving signal. (Green line represents the trigger; red lines represent the plasma pulses.) 
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the bottom brake shaft as shown in fig. 5. A bracket was mounted to the frame of the 
wind tunnel upon which a proximity transducer (TL-18 Series KFPS) was located. 
With this arrangement, arbitrary angles could be selected to trigger, or initiate, the 
plasma pulsations. For each trigger signal, a user defined number of plasma pulses N 
was generated where the frequency and duty cycle could be independently varied (see 
fig. 6). For the present experiments, these were maintained constant during each tur-
bine transient. With the plasma initiation angle and the number of pulses predeter-
mined, the termination angle was calculated according to: 

 /t i pN fθ θ ω= +  (2) 

where ω  is the measured turbine rotational speed. This facilitated the definition of 
the turbine duty cycle, namely: 

 ( ) /180T t iDC θ θ= − °  (3) 

where the angles are measured in degrees. The parameters on the right hand side of 
equation 2 were always chosen to ensure that 180

t
θ < ° . Simultaneous measurements 

were made of the tunnel speed (Pitot-static probe), trigger signal, turbine torque and 
rotational speed, and plasma dc supply voltage and current (see section 2). 

To determine the effect of initiation and termination angles, the following plasma 
excitation conditions were selected: 8kVpp, 500Hzpf =  and 20% duty cycle. Expe-
riments were performed at tip speed ratios in the range 1.38 1.53λ≤ ≤ . For each 
combination of iθ  and tθ , after a steady state had been reached, the change in turbine 
rotational speed ΔRPM relative to the baseline was recorded. Initially, the metallic 
clips were located on the wheel to produce a plasma initiation angle of 0iθ = ° . The 
number of plasma pulses was set to N=35 to give a termination angle tθ  slightly less 
than 180° . N was then systematically reduced until N=5 and following this, the me-
tallic clips were relocated to produce 10iθ = ° . A starting N<35 was selected to en-
sure that 180tθ < °  and again reduced systematically. This process was repeated up 
to, and including, 80iθ = ° , where performance increases were significantly smaller. 
A final data set was acquired with the clips at 75iθ = ° .  

A selection of data generated in this manner is summarized on the plot shown in 
fig. 7 where the standard deviation for a 95% confidence interval is displayed for a 
sample data set. The ΔRPM data are directly proportional to changes in turbine power 

0 ( )FP P T ω− = Δ , where the subscripts refer to the “final” actuated and “initial (0)” 
baseline states, because the brake torque T was maintained constant. The graph shows 
a number of important results of feed-forward control. Starting with 0 30iθ° ≤ ≤ ° , 
when 60tθ < °  there is a small negative effect, namely the turbine speed reduces 
slightly ( 0ωΔ < ) when plasma is operating in the 0 60θ° < < °  range. The reason for 
this is not clear, but perhaps the perturbations cause mild separation when the flow is 
fully attached. This effect has been observed in flow control studies on airfoils with 
attached boundary layers, but using steady air jets [22]. Based on the data shown in 
[26], it is speculated that applying plasma actuation at 100% duty cycle may have a 
similar effect and could possibly be used for braking the turbine, but this was not 
investigated here.  
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More importantly for purposes of increasing performance, when perturbations are 
introduced at 40 70iθ° ≤ ≤ ° , there is always a positive result. Note, however, that the 
effect saturates at 110tθ ≈ ° . This is an important observation because it means that 
the additional pulsations at 110tθ > ° , and therefore additional power supplied to the 
actuators, do not produce an additional increase in the turbine power. Increasing iθ to 
75° resulted in a smaller RPM increment than that measured with 70iθ ≈ ° and this 
effect was even more pronounced for 80iθ = ° . Overall, these results indicate opti-
mum values of 70iθ ≈ ° and 110tθ ≈ °  since this combination produced the largest 
performance enhancement but only required the plasma to operate throughout a small 
azimuthal range. The corresponding range of angles of attack can be calculated as 

[ ]1tan sin / ( cos )α θ λ θ−= + when the induced velocity upstream of the turbine is 
assumed to be equal to the wind tunnel velocity [19]. This approximation yields 
plasma initiation angles of attack significantly higher than the static stall angle, name-
ly 23 35α° ≤ ≤ ° . 
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Fig. 7. Effect of azimuthal angle initiation and termination of pulsed plasma actuation: 
0 80iθ° ≤ ≤ ° , 500Hzpf = , 20% Duty Cycle, 7m/sU∞ = , initial 0 1.38λ = . Sample standard 

deviation bar shown for 95% confidence interval. 

With the turbine duty cycle minimized, a systematic set of experiments was per-
formed with a view to further reducing DC and inP . In general, the measurement of 
power dissipated in the actuator requires additional electronics. Fortunately, the inver-
ters employed here are supplied with a low-voltage dc source. Hence the power con-
sumed by the actuators, including all losses, was calculated by the dc Pin=VinIin as 
described in section 2. 
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This facilitated the calculation of maximum gross and net power changes produced 
by actuation which were calculated as percentages according to: 

 gross 0 0[( ) / ] 100FP P P PΔ = − ×  (4) 

 net 0 in 0[( ) / ] 100FP P P P PΔ = − − ×  (5)
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Fig. 8. Gross and net turbine power increase in percentage as a function actuator power. 
Actuation conditions: 70iθ = ° ; 7m/sU∞ = ; initial 0 1.36λ = ; 5.3 7.3F +≤ ≤  

Results calculated according to equations 4 and 5 are presented in fig. 8 and are 
shown as a function of the power input to the actuators. The power varies mainly as 
result of the reduction the turbine duty cycle (corresponding to a reduction of N) 
while the different symbols represent different pulsation duty cycles. Open and filled 
symbols represent gross and net power output respectively. The gross change in pow-
er varies from 15% to 20% for these experiments. Note, however, that DC=20% does 
not produce a net turbine power increase but almost breaks even. For DC=2% and 
5%, net positive turbine power is produced with comparable results of approximately 
10% in both cases. Despite this positive result, the experiments were hampered by the 
combination of fion=8kHz (which produced the least harmonic content) and 

500Hzpf =  (which was the lowest viable pulsation frequency; see discussion be-
low). This resulted in truncated pulsation cycles for all duty cycles used here, namely 
those that were not integer multiples of ion/ 100 6.25pf f × = . An oscilloscope signal 
indicated that truncated signals, or a fraction of a cycle for DC<6.25%, resulted in the 
excitation of the inverter resonance that, for these experiments, was approximately 
17kHz. Future experiments on this turbine will maintain full, non-truncated, cycles in 
order to establish an accurate representation of power consumption. 
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As alluded to above, and consistent with a previous open-loop investigation [18], the 
turbine performance was reduced with successive reductions in pf . This was counterin-

tuitive because the largest performance gains were recorded with reduced frequencies in 
the range of rel5.3 / 7.3pF f c U+≤ ≡ ≤  ( 500Hzpf = ) even though the optimum value 

for separation control with periodic excitation is typically on the order of 2F + ≈  [14, 
24]. It was speculated that by lowering pf , too few plasma pulses were produced in the 

region where dynamic stall was occurring, namely in quadrants #1 and #2 identified in 
fig. 1. The number of pulses generated within the effective azimuth range can be esti-
mated by substituting 70iθ = °  and 110tθ = °  in equation (2) and rearranging, to pro-

duce: (2 / 9 )pN fπ ω=Z . Pulsing the plasma actuators at 500Hzpf =  gives 9N = , 

reducing the frequency to 2F + =  results in N  values of 2 or 3 which appear to be 
insufficient to produce a meaningful effect on dynamic stall. However, with the turbine 
stationary, the largest changes to torque were observed at 2F + ≈ ; these changes were 
approximately twice as large as those observed with 5.3 7.3F +≤ ≤  [18]. This is in line 
with established findings on separation control, indicating that a larger performance 
enhancement could potentially be achieved if a sufficient number of plasma pulses 
could be generated at a lower reduced frequency within the effective azimuth range. The 
simplest way to overcome this problem is to increase the turbine radius. For example, 
increasing the radius by a factor of 4, namely to R=1m, would facilitate 13N =  at 

2F + ≈  for a turbine operating at the same λ . Furthermore, with the present inverter, 
lower plasma duty cycles (≤1.5%) could be employed.  

Without accounting for the power supplied to the actuation system, a comparison 
of feed-forward versus open-loop control showed the former to be superior by 7.5% 
to 12.0% depending on the control parameters. The reason for this relatively small 
difference was the large disparity between the pulsation frequency and turbine rota-
tional frequency, namely 22 / O(10 )pfπ ω = . Therefore, due to the random nature of 

open-loop control, a similar but smaller number of pulsations were produced in the 
azimuth demarcated by 70 110 .θ° ≤ ≤ °  

5 Feedback Hysteresis Control 

With power-efficient feed-forward control demonstrated, attention was focused on 
rudimentary feedback control, namely hysteresis (or on-off) control. The objective 
was to regulate the turbine’s power when it was subjected to unsteady wind condi-
tions. In contrast to feed-forward control that was applied within the azimuth of each 
rotation, feedback control was based on the integral rotational speed of the turbine. 
Thus both feed-forward and feedback control were applied simultaneously, with the 
former nested within the latter. Simulated unsteady wind conditions were generated 
by using a system of louver vanes mounted downstream of the turbine at the test sec-
tion exit. The system consisted of 13 counter-rotating louvers and was driven by a 
0.75 kW servo-motor with a 5:1 gear (see fig. 9a). The motor drove the vanes via the 
gear mechanism shown in fig. 9b thereby varying the exit area and consequently the 
head-loss, for details see [25]. 
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Fig. 9. (a) Photograph of the louver mechanism attached to the wind tunnel exit, shown with the 
louvers fully open; (b) cross-section schematic of three vanes illustrating the gear mechanism 

For all experiments performed, the tunnel wind speed was varied between approx-
imately 6.05m/s and 6.60 m/s. Wind fluctuation periods between 20 seconds and 80 
seconds were considered. For all experiments, the feed-forward parameters were em-
ployed as in section 4 with DC=20% and the feedback logic was as follows: 
 

out set 0P P− < : actuation on 

out set 0P P− ≥ : actuation off 

 
As in the previous section, the brake setting is maintained constant and thus 

changes to turbine RPM are directly proportional to the turbine power. Therefore, se-
lecting setP  is equivalent to selecting RPM set. This logic is shown in the block diagram 

of fig. 10. It also includes the nested feed-forward scheme which adapts θi  and N  to 

the unsteady operating conditions to maintain the optimum values derived in section 
4. For purposes of illustration we show here wind fluctuation periods of 40 seconds 
together with measured turbine RPM in figs. 11a and 11b for baseline and controlled 
cases respectively. These data are also broadly consistent with those at lower and 
higher wind fluctuation frequencies. In the uncontrolled case, the wind turbine can be 
seen to “track” the wind speed fluctuations. This was expected because the turbine 
behaves like a non-linear first-order system with a time constant of approximately 10 
seconds. It can be shown from fig. 11a that the relative changes to turbine power are 
larger than the relative changes in wind speed: ±4.3% fluctuations in wind speed re-
sult in ±6.5% fluctuations in power output. 
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Fig. 10. Block diagram showing the feedback control scheme applied once per second. The 
nested feed-forward control was applied within the turbine azimuth or rotation. 
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Fig. 11. (a) Wind speed fluctuations shown for a 40 second period together with turbine RPM, 
proportional to output power: for (a) the uncontrolled, no plasma actuation case, and (b) the 
feedback control scheme illustrated in fig. 10 
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The same wind fluctuation profile is shown in fig. 11b, but here feedback control is 
implemented with RPMset =410. Initiation of control at t=70s produces a response simi-
lar to a step function input to the first-order system. Indeed, a linearized first-order 
model can easily be implement into the feedback control scheme but was not done 
during these preliminary experiments. After a steady state has been reached, the tur-
bine RPM and, therefore, power fluctuations are dramatically reduced to ±1.3%. 
Moreover, the mean net turbine power is approximately 7% higher than in the uncon-
trolled case. A potential improvement to the present setup would be to replace the 
feed-forward control with a feedback scheme. This could be achieved, for example, 
by placing sensors on the blade surface with the purpose of sensing unsteady separa-
tion or incipient dynamic stall. An alternative would be to use adaptive control based 
on instantaneous measurements of turbine power, thus eliminating the need for wind 
speed (and direction) measurements. 

6 Conclusions 

This paper summarized our recent results relating to the use of DBD plasma actuators 
as a means for controlling the flow, and hence the power and loads, on a 2-bladed 
vertical axis wind turbine. Open-loop control, feed-forward control and combined 
feed-forward/feedback control schemes were considered.  

Baseline PIV data showed a large dynamic stall vortex in the process of being shed 
from the blade. With actuation applied in an open-loop manner, the vortex was small-
er and closer to the surface. At lower maximum angles-of-attack the effect of pulsa-
tions on the dynamic stall was greater, but separation was not fully controlled. 
Feed-forward perturbations were effective at increasing turbine power when applied 
at angles significantly larger than the static stall angle, in the approximate range 
23 35α° ≤ ≤ ° . Furthermore, successively reducing the active azimuthal angle range 
and reducing the pulsations duty cycles produced a net positive turbine power in-
crease of 10%.  Thus  feed-forward  control  was  consistently  superior  to  open-loop 
control due to the reduced turbine duty cycle and elimination of the adverse effect of 
actuation under pre-stall conditions. 

Feedback (hysteresis) control resulted in a reduction in turbine power fluctuations 
from ±6.5% to ±1.3% and a mean power increase of 7%. Potential improvements to 
the present control scheme include a dynamical model of the turbine and replacement 
of the feed-forward control by feedback control based on sensors on the turbine blade 
and/or adaptive control based on instantaneous measurements of turbine power. 
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Abstract. Over the last decade numerous experimental and numerical
studies have been conducted by DLR together with partners regarding
the maturation of active flow separation control technologies at low speed
high-lift conditions. The DLR-F15 high-lift airfoil has been established
as a common test bed for such kind of investigations within the German
national framework and in the scope of European Research. The present
paper highlights major results of this research regarding flow separation
suppression by means of pulsed blowing.

1 Introduction

Over the past two decades at least, active flow control (AFC) has been investi-
gated to suppress flow separation. Most investigations have been carried out at
Universities in proprietary facilities. Despite the fact that the basic principles are
understood, the technology lacks maturity for implementation on real aircraft,
especially at transport aircraft category. A major shortcoming is that most of
the investigations have been carried out at 2D airfoils and low Reynolds num-
bers. For the application at multi-element wings of transport aircraft two main
effects need to be addressed for further maturation of AFC: the wing sweep and
the Reynolds number. Only Seifert [1] reported high Reynolds number investi-
gations at a 2D airfoil with AFC applied to the leading edge and at the kink of
a chamber flap. AFC at the leading edge of a swept wing by constant blowing
was performed within the EC project EUROLIFT II [2].

In 2006 DLR, in close partnership with the Universities TU Berlin and TU
Braunschweig, and Airbus Operations, started to tackle this gap and to study
AFC for separation control towards real application. First steps were the setup
of a common experimental database featured by a common model geometry, the
DLR-F15 airfoil [3]. First tests were performed at medium Reynolds numbers
to qualify the experimental setup and to define promising AFC concepts for the
control of separation at a two-dimensional 2-element airfoil model [4]. In 2010
high Reynolds number test with this model were performed to qualify the AFC
for Reynolds numbers relevant for transport aircraft applications. In 2011 the
model setup was modified to incorporate a mounting as a swept cantilever wing.
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This setup was used to qualify the AFC actuation at relevant sweep angles.
This contribution summarizes these activities and gives on overview on relevant
findings.

2 The DLR-F15 High-Lift Airfoil Model in AFC Setup

The DLR-F15 wind tunnel model shown in 1 is a 2D wall-to-wall high-lift model.
The modular main wing allows exchanging leading and trailing edges. Therefore,
different types of high-lift elements can be investigated and compared at the same
baseline geometry. The clean wing section is derived from a generic high-lift wing
investigated in the national funded project ProHMS [5] and represents a state
of the art transonic turbulent airfoil for a modern civil transport aircraft. The
high-lift devices are mounted on continuously adjustable brackets, allowing the
free positioning of each element in all three degrees of freedom. The model is
equipped with about 220 static pressure taps. One dense pressure distribution is
located in the center section and is used for the integration of the aerodynamic
force and moment coefficients. In addition, two less dense pressure distributions
are located closed to the tunnel walls in order to assess the two-dimensionality of
the flow. As described in [3], it has been discovered that the pressure distribution
is not dense enough for an accurate integration of drag coefficients, leading to
errors of up to 20%. The pure integration error for lift coefficients is about 1%
and for the pitching moment coefficient an accuracy of about 3% is achieved.
Nevertheless, since the deviation is systematical, the quantification of the effects
of coinfiguration changes including the application of AFC is still possible.

2.1 Geometry

The setup of interest for flow control is a 2-element configuration that features a
clean leading edge, and a single-slotted flap. The flap setup has been adjusted in
numerous experiments to provide a specific flow separation pattern to simulta-
neously study active flow separation control at various positions of the high-lift
airfoil. The flap setting denoted as ’2eFC’ and listed in Tab. 1 shows a separated
flap flow over the complete range of angle of attack. Additionally, the stall is trig-
gered by a turbulent leading edge separation as has been proven by examination
of the pressure distributions around airfoil stall.

Table 1. geometric characteristics of the DLR-F15 model in AFC setup

variable symbol unit value

clean chord c mm 600
flap chord cF %c 28
flap deflection δF

◦ 45.011
flap gap gF %c 2.653
flap overlap ovlF %c 0.505
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Fig. 1. DLR-F15 modular high-lift airfoil model

2.2 Active Flow Control Actuation

For the control of the flap separation pulsed blowing through slots has been cho-
sen as AFC technology. The principle was introduced by Tinapp and Nitsche [6]
and Petz and Nitsche [7] using a combination of two NACA airfoils as represen-
tation of a high-lift airfoil. Initially the blowing was obtained by loudspeakers
providing a sinusoidal signal. Improvements of the technology led to a pulsed
blowing from pressurized air with a close to rectangular signal of the exit veloc-
ity by the use of fast-switching solenoidal valves (see Haucke and Nitsche [8]). It
has been found favorable to have two actuation positions, leading to the odd-even
distributed slots at 20%c and 50%c as shown in Fig. 2.

At the leading edge fluidic vortex generator jets (VGJ) are used to gener-
ate longitudinal vortices that energize the boundary layer. Earlier experiments
showed that the favorable position for those VGJs is at the lower side close to
the leading edge (see Scholz et al. [9,10]). It has been shown that the vortices
survive the strong adverse and favorable pressure gradients along the leading
edge suction pressure peak, and the efficiency is better due to the higher veloc-
ity ratio at the actuator position. Fig. 3 shows the implemented position of the
leading edge actuation. The blowing is generated similarly to the flap actuation
by pressurized air and fast-switching solenoidal valves.
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Fig. 2. Flap actuation by two staggered rows of blowing slots

Fig. 3. Leading edge actuation by fluidic vortex generator jets at the lower leading
edge
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2.3 Wind Tunnel Setups

First studies of AFC at the DLR-F15 airfoil have been conducted with the
2D wing section model in the DNW-NWB atmospheric low-speed facility in
Braunschweig, Germany (Fig. 4). The tunnel is a closed loop wind tunnel with a
3.25× 2.8m2 test section. The model is vertically mounted wall-to-wall between
two turn tables. The maximum operating speed of the tunnel is at 90m/s, but
the tests were performed up to a flow velocity of 65m/s resulting in a Mach
number of M∞ = 0.2 and a corresponding Reynolds number of Re∞ = 3 × 106

based on the airfoil model clean chord.

Fig. 4. DLR-F15 model mounted wall-to-wall in DNW-NWB atmospheric low speed
tunnel

In order to study the Mach and Reynolds number effects separately and to
achieve Reynolds numbers relevant to flight conditions, tests have also been per-
formed at the DNW-KKK cryogenic wind tunnel in Cologne, Germany (Fig. 5).
It is of the same type as the DNW-NWB, but with a slightly smaller test sec-
tion of 2.4 × 2.4m2. Due to the cryogenic environment at temperatures down
to T = 100K the KKK test envelope can cover a Reynolds number range of
Re∞ = 1.4 × 106 . . . 15.7 × 106 at Mach numbers between M∞ = 0.1 . . . 0.25.
The test matrix for AFC was arranged that distinct Mach- and Reynolds sensi-
tivities can be derived. Fig. 6 shows the test conditions providing two Reynolds
number sensitivities at Re∞ = 4.5 × 106 and Re∞ = 7 × 106, and two Mach
number sensitivity rows at M∞ = 0.15 and M∞ = 0.2. Transition fixation has
not been applied to observe the real Reynolds number trend.

For studying the sweep effect the 2D model was mounted as a 30◦-swept
cantilever wing in DNW-NWB (Fig. 7). The wing tip was covered by a tiptank-
like device to prevent flow around the flap side edge and the feed pressurized
air from the top side back into the flap. Within these tests transition fixation
has been applied at the wing and flap leading edges. Additional tests with the
DLR-F15 model have been performed recently at the University of Southampton
and at ONERA in Lille, France.
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Fig. 5. DLR-F15model mounted wall-to-wall in DNW-KKK cryogenic low speed tunnel

Fig. 6. Tested envelope for Mach and Reynolds numbers sensitivities of the DLR-F15
model in the DNW-KKK cryogenic low speed tunnel
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Fig. 7. DLR-F15 model mounted as 30◦-swept cantilever wing in DNW-NWB atmo-
spheric low speed tunnel

Beside DLR’s own original model, a series of models with the same shape is
available and has been tested by partners within a series of collaborative projects.
Own models with AFC technology exist at the TU Berlin, TU Braunschweig,
and TU Dresden for research in their own facilities. A derivative has also been
built by INCA, Romania, for research conducted in the scope of the AVERT
project and was measured at INCAS and Airbus Filton.

3 Active Flow Separation Control

Before examining the active flow control effectivity, a clarification has to be given
for the specification of the blowing. The most expressive value for the active flow
control input is the momentum coefficient cµ that relates the momentum of the
blowing jets to the free stream momentum. Nevertheless, this value is hard to be
controlled in an experimental setup. The experiments were conducted at defined
mass flows. This implies that the corresponding momentum coefficient varies
with the Mach number. During the cryogenic test the pressurized flow had to
be heated to prevent freezing of the valves. This also implies also a varying
momentum coefficient depending on the temperature of the cryogenic flow. For
the sake of brevity of this paper only the general trends are reported in the
following. For detailed information, the reader is referred to [11,12,13,14]. In all
cases reported here regarding the Mach and Reynolds number sensitivity for each
actuation a mass flow rate has been selected that corresponds to a momentum
coefficient in the order of cµ ≈ 0.5%, respecting that the coefficient depends
on the Reynolds number due to the severe density change of the fluid. For the
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sweep variation the mass flow rate has been normalized to the effective span of
the wing to be able to compare the 2D and 2.5D setups.

3.1 Reynolds Number Effects

Fig. 8 shows the maximum lift coefficient variation with Reynolds number for
both types of actuations compared to the non-actuated flow at an inflow Mach
number of M∞ = 0.15. First, the strong sensitivity of the non-actuated case at
the low Reynolds numbers is to be highlighted, corresponding to a change of the
separation mechanism shifting from a turbulent leading edge separation towards
the main wing trailing edge. With the leading edge actuation the benefit at
higher Reynolds numbers gets limited, and the gain in maximum lift coefficient
remains quite constant for Re > 3.5 × 106. For the flap actuation, where the
flap stays attached for all Reynolds numbers, the gain by AFC is similar at all
Reynolds numbers, only slightly reduced toward the highest Reynolds number
due to a reduction of the baseline flap separation.

For the leading edge actuation, the second indicator is the incidence where the
maximum lift coefficient is obtained (Fig. 9 left). The variation over Reynolds
number directly follows the trend seen for the maximum lift coefficient itself.
For the flap actuation, the lift coefficient at zero incidence is of more importance
The right subfigure of Fig. 9 compares the dependency of this on the Reynolds
number for the actuated and non-actuated case. The drop at higher Reynolds
number gets more pronounced and it has to be reminded that the momentum
coefficient drops with increasing Reynolds number in this cryogenic setup.

3.2 Mach Number Effects

Fig. 10 shows the Mach number sensitivity of the maximum lift coefficient at an
inflow Reynolds number of Re∞ = 4.5× 106 for the actuated and non-actuated
flow. The leading edge actuation preserves the trend of the non-actuated flow
of a slight increase of the maximum lift coefficient with Mach number. For the
flap actuation the benefit is reducing with Mach number. This indicates that
for the flap actuation the effectivity is more directly related to the momentum
coefficient than the leading edge actuation.

For the incidence of maximum lift coefficient (Fig. 11 left) the trends for the
leading edge actuation are similar as for the Reynolds number sensitivity. The
non-actuated case shows a first increase at low Mach number with a constant
drop towards high Mach number. The leading edge actuation shows a continuous
drop with the Mach number resulting in the highest benefit at the lowest inflow
velocity.

The zero lift coefficient for the non-actuated case (Fig. 11 right) shows an
expected trend due to the raise of compressibility of the flow. The flap actuation
shows a maximum at M infty = 0.15. The drop towards higher Mach number is
again closely related to the drop in momentum difference between the actuator
jet flow and the surrounding flow.
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Fig. 8. Dependency of AFC effectivity for maximum lift coefficient on Reynolds number
coefficient

Fig. 9. Dependency of AFC effectivity on Reynolds number: (left) incidence of maxi-
mum lift coefficient; (right) lift coefficient at zero incidence
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Fig. 10. Dependency of AFC effectivity for maximum lift coefficient on Reynolds num-
ber coefficient

Fig. 11. Dependency of AFC effectivity on Mach number: (left) incidence of maximum
lift coefficient; (right) lift coefficient at zero incidence
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3.3 Sweep Effects

The analysis of the sweep effect has been performed at equivalent flow conditions.
For this, the Mach number of the inflow for the swept wing has been increased
to provide an equal Mach number normal to the leading edge. Since the tests
with the swept wing were all run under ambient conditions in DNW-NWB, all
tests were performed at the lowest Reynolds number.

Fig. 12 shows the dependency of the obtained maximum lift coefficient on
the normalized mass flow per span in comparison of the straight 2D wing and
the swept cantilever wing for an equivalent 2D Mach number M2D = 0.15.
The maximum lift coefficient is also scaled to the 2D equivalent leading edge
normalized values. First it can be seen that for the non-actuated case both wings
show a similar equivalent maximum lift, which underlines the comparability
of the swept wing with respect to the ideal 2D flow. As a consequence, the
application of AFC at the flap shows comparable effectivity and efficiency. The
application of AFC at the leading edge in contrast shows a reduced effectivity
and an unstable behavior, but without degradation below the non-actuated case.
This change of the behavior compared to the ideal 2D case is currently attributed
to the switch of the leading edge VGJ configuration from counter-rotating in
2D to co-rotating at the swept wing to account for the additional cross-flow
component.

With regards to the incidence of maximum lift coefficient, shown left in Fig. 13,
it is seen that the leading edge actuation is still able to delay the stall onset by

Fig. 12. Dependency of AFC efficiency for maximum lift coefficient on wing sweep
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Fig. 13. Dependency of AFC efficiency on wing sweep: (left) incidence of maximum
lift coefficient; (right) lift coefficient at zero incidence

some few degree, but this does not imply an additional benefit in maximum
lift coefficient, which is most likely due to the onset of separation by additional
mechanisms not influenced by the leading edge actuation. It has to be men-
tioned, that the incidence is not corrected here to account for the 2D equivalent
flow conditions, since beside the pure geometrical correspondence an additional
influence is given by the limited span of the cantilever wing.

The AFC at the flap shows similar behavior for the zero lift coefficient as for
the maximum lift coefficient (Fig. 13 right). The level of the non-actuated case
has changed for similar reasons as above, since the geometrical zero incidence
does not necessarily correspond to the equivalent flow condition. To this regard
the efficiency indicated by the slope of the curves is slightly reduced for the swept
wing case, but it has to be respected that the real onflow velocity is higher at
the swept wing and therefore the absolute momentum coefficient is lower.

4 Summary

This contributions gives an overview on experimental investigations with the
purpose to identify the sensitivity of active flow separation control on three
major parameters that play a role with regard to real aircraft application, which
are the Mach number, the Reynolds number and the wing sweep. A series of
wind tunnel tests in ambient and cryogenic conditions have been performed to
identify those parameters that are urgently needed to mature AFC technology
towards aircraft application.

Concluding, two major trends are observed throughout the experiments. First,
the AFC application at the flap to prevent its local separation at high deflec-
tion angles shows to be effective with only minor sensitivity on the investigated
parameters. Decreasing effectivity at constant mass flow rates can at first be
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attributed to the corresponding decrease in effective momentum introduced into
the flow.

The application of AFC at the leading edge shows decreasing effectivity when
compared to the idealized 2D flow at low Reynolds number. This change is
mainly attributed to the change of the flow separation mechanism at the main
wing shifting from the leading edge towards the trailing edge. For the variation
of the Mach number the effectivity is maintained regardless of the reduction of
momentum coefficient as explained above. Especially at the swept wing, where
the effectivity is partly unstable, the AFC application at the leading edge is in
all cases able to delay the incidence of the wing stall by some degrees.
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Abstract. Using the Coanda-effect in active high lift flaps opens the way to 
achieve large lift coefficients, needed for the design of aircraft with short take-
off and landing capabilities. In transport aircraft applications overall aircraft de-
sign requirements also call for low power consumption of the active high-lift 
system. Moreover, these aircraft need a reasonable stall angle for their opera-
tions. The present contribution describes recent research that aims at high-lift 
augmentation to be achieved with low rates of active blowing and with suited 
angle-of-attack ranges.  The characteristics of well designed internally blown 
flaps are addressed.  Of similar importance is the design of the leading edge 
where droop noses and slats may be introduced to avoid locally large boundary 
layer losses. Moreover, blowing of a Coanda wall jet over a flap can be com-
bined with boundary layer suction in order to yield even higher efficiencies of 
the overall high-lift system. 

Keywords: Active high lift, Coanda jet, stall angle, boundary layer suction. 

1 Introduction 

The wings of transport aircraft must have systems to generate high lift coefficients for 
take-off and landing so that the wing size can be chosen for efficient cruise operation. 
These systems usually exhibit a Fowler-type high lift flap at the trailing edge and a 
slat at the leading edge. Maximum sectional lift coefficients obtained with these slot-
ted devices mounted on a wing section are in the range of 4.0-4.5, according to Wild1. 
This provides a typical commercial aircraft of the A320-class with the ability to oper-
ate from runways with around 1600m in length and above2. Future requirements for 
commercial aviation call for reducing the airport community noise, for making point-
to-point connections available to more customers, and for reducing aircraft fuel con-
sumption and operating cost3. These requirements will strengthen the role that the 
segment of smaller, regional aircraft will play in future commercial aviation. These 
aircraft will have to combine cruise efficiency with short take off and landing capabil-
ities4, in order to allow operation at regional airports with noise sources from engine 
and airframe kept at the lowest possible level. Overall design of cruise efficient air-
craft states that substantial reductions of runway length are only possible by increas-
ing the maximum lift coefficient by significant factors accompanied by a moderate 
increase of the installed engine thrust[5,6]. This can be accomplished by using active 
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high-lift systems, where the lift is augmented by a well designed blowing system. 
Active circulation control can provide the required lift coefficients without using flow 
through gaps, which are identified as major source of airframe noise during approach 
and landing[7]. This high-lift approach is adopted by the Collaborative Research  
Center SFB 880 of  the Technische Universität Braunschweig[6].  

Using blowing as a means for circulation control is not new and reviews of this 
technology appeared continuously over the last decades[8-12]. The blowing concepts 
shown in Figure 1 use the turbulent flow entrainment of a tangentially blown wall jet 
to keep the flow attached along the wall geometry with a high rate of turning. The 
blunt trailing edge concept allows a direct control of the flow direction leaving the 
airfoil trailing edge and hence, circulation control. Unfortunately, one needs conti-
nuous blowing during cruise with a blunt trailing edge, in order to keep cruise drag 
low[13]. Therefore, the design of cruise-efficient aircraft would rather prefer a mova-
ble at the trailing edge[14] to create the suited Coanda surface at take-off and landing 
conditions, hence the term Coanda flap. This leads to the employment of an internally 
blown flap. This flap may therefore be also viewed as special case of circulation  
control. 

        

Fig. 1. Internal blowing schemes to obtain high lift coefficients 

An important requirement for transport aircraft applications calls for low blowing 
power of the active control system, as otherwise a significant engine growth will oc-
cur compared to using conventional high-lift systems. Early experiments revealed the 
importance of defining a suited slot height and Poisson-Quinton15 defined the momen-
tum coefficient, in order to characterize the Coanda jet: 
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where vj and ṁj are the velocity and the mass flow of the jet through the exit section 

of the plenum, 221 ∞∞vρ/ is the dynamic pressure of the freestream, and Sref is the 

reference surface. Using this normalization, the effort to provide blowing may be 
understood as an additional drag coefficient. This interpretation of the momentum 
coefficient is obvious for applications where high-pressure air for blowing is provided 
by bleed from the aero engine compressor and hence, a loss of engine thrust in the 
order of wall-jet momentum flux is expected. 

Until the late 1990s mostly experimental approaches were used to explore the po-
tentials of improving the blowing efficiency in circulation control. A good account of 
these works can be found in the collective volume edited by Joslin and Jones[10].  
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A special challenge associated with these experimental approaches is the large overall 
effort needed to achieve trustworthy experimental results. It turns out that the re-
quirements in model accuracy around the blowing slot are very high, and the engi-
neering work needed to obtain a homogeneous and well defined wall jet along the 
span is significant[13,16]. Therefore, the currently existing experimental data base for 
efficient blowing configurations in circulation control represents rather low Reynolds 
numbers of around 1106.   

Numerical flow simulation capability offers new opportunities to the development 
of efficient lift augmentation systems since it allows ways of detailed flow analyses 
not feasible with experimental techniques. Moreover, numerical flow simulations 
allow access to flight Reynolds numbers. However, numerical predictions of circula-
tion control by wall jets depend on the ability to simulate complex turbulent shear 
layers in adverse pressure gradients that exist downstream of the blowing slot. The 
task is particularly demanding because circulation control using blown Coanda sur-
faces involves the prediction of turbulent shear flows with significant streamwise 
curvature. The set up of suited numerical simulations for aerodynamic analysis was 
studied by a number of researchers[17-22]. It was found that the high flow gradients 
in wall-normal and tangential directions are only captured using significantly denser 
meshes, compared to usual airfoil simulations. Typically, 10[5] grid points are needed 
for an accurate two-dimensional RANS simulation[22]. Furthermore, 2D computa-
tions for airfoils at high lift coefficients obtained by circulation control need signifi-
cant corrections if a comparison with wind tunnel data is sought. The corrections have 
their origin in the separation and roll-up of the wind tunnel sidewall boundary layer, 
which is assumed to generate an induced angle of attack in the model plane of sym-
metry[22]. Moreover, standard turbulence models based on the eddy viscosity concept 
failed to predict accurate levels of Reynolds stresses along curved Coanda surfaces. 
This problem could be overcome by using turbulence models with curvature correc-
tions[18,21,22]. 

The present contribution builds on the described status of validation in numerical 
flow predictions of circulation control. It presents recent results in the aerodynamic 
development of Coanda flaps with high blowing efficiency using numerical simula-
tions for flow analysis. Section 2 of the paper describes the numerical method used. 
Section 3 explains the design of blowing slots and Coanda flap geometries, whereas 
Section 4 displays the advantages of using leading edge devices for protection against 
leading edge stall. Section 5 shows the potentials offered by providing high-pressure 
air by distributed compressors in the wing, as boundary layer suction and wall jet 
blowing can be combined to yield higher overall efficiencies. 

2 Numerical Simulation Method     

The flow solver employed to perform flow analysis is the DLR TAU Code[23]. The 
TAU Code solves the Reynolds-Averaged Navier-Stokes (RANS) equations by using 
a finite volume approach. The turbulence model is given by Spalart and Allmaras 
with a correction due to flow rotation and curvature[24]. This module improves the 
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leading edge was geometrically fixed. The transonic airfoil DLR F15 is selected as a 
reference geometry. The internal flow towards the slot is defined by a converging slot 
as displayed in Fig. 2. The design studies assumed steady blowing to produce turbu-
lent wall jets that exploit the Coanda effect for effective flow turning. The free stream 
flow conditions were Re=20106, and M=0.15. The most important design parameters 
turned out to be momentum coefficient of blowing, flap deflection angle, η, and the 
blowing slot height. The optimal value of momentum coefficient was obtained by 
selecting just the value, for which incipient flow separation occurs right at the flap 
trailing edge. This represents the kink in the sketched graph of Fig. 3 (left), where the 
initially high lift gain with respect to blowing momentum reduces. Below this value, 
blowing functions as boundary layer control, while above blowing provides supercir-
culation. Using this optimal setting,  flap angle and blowing momentum coefficient 
increase for increased lift targets, Fig. 3 (right), whereas optimal slot heights are 
found to be rather small, with values of around 0.0006 times the airfoil chord length27. 
Surprisingly, the optimum slot height is independent of the flap angle. 

         

Fig. 3. Regimes of circulation control and most efficient blowing achieved DLR F15 airfoil, 
relative flap length 0.3c, Re=20106 

The detailed curvature distribution of the Coanda surface used as flap knuckle 
shape was found less important. Values of the radius of curvature of around 0.07 
times the chord length are a reasonable design choice. Also the flap length suited to 
achieve high lift gains can be identified. The largest lift gains are obtained with flap 
lengths of 0.25-0.30 times the airfoil chord28. With these design choices typical lift 
gains over blowing momentum (lift gain factor) of 80 are obtained at a lift coefficient 
around 4 and with a flap deflection angle of 50°, whereas this value was reduced to 50 
at a lift coefficient around 6 and flap deflection of 80°. It was generally observed 
though, that the angle of attack of maximum lift reduces significantly at higher blow-
ing rates. The maximum lift coefficient of 5 with a flap angle of 65° in Fig. 3 is ob-
tained at an angle αmax= 2°. This low stall angle makes it impossible to exploit the 
high-lift coefficients on the wing of a transport aircraft, since the resulting aircraft 
angle of attack at landing will be negative. Therefore, leading edge devices for stall 
delay are investigated in the next chapter.  
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The flexible droop nose employs a morphing structure. In our aerodynamic shape de-
sign, both, camber and thickness of the leading edge was systematically varied. The best 
solutions are obtained by smoothly increasing the slope of the camber line until the lead-
ing edge, where a local value of 90° is observed. The local airfoil thickness is smoothly 
increased to the leading edge, where a value of 1.6 times the original airfoil thickness is 
employed. More design details are given by Burnazzi and Radespiel29. The resulting con-
tour is shown in Fig. 4 along with its lift curve. An impressive gain of maximum lift and 
stall angle is achieved which is much larger than the improvements previously observed 
for flexible droop noses in combination with a Fowler flap, see Table 1. 

The slat configuration is the one shown in Table 1, named 3eOpt. The slat has a 
deflection angle of 28°. Slat angle and gap were defined by using numerical optimiza-
tion of the 2D flow1. For the current application with the Coanda flap, the perfor-
mance of the slat could likely be somewhat improved by adapting slat angle and its 
location to the high circulation generated by the active flap. However, the present 
configuration is considered as representative of flow features and performance trends 
that an optimized geometry would show, at least for moderate blowing momentum 
coefficients. The results shown Fig.4 for the relatively high blowing rate, Cμ=0.06, are 
rather unexpected, since the slat does not take advantage of its extended chord and the 
gap flow, relative to the rigid droop nose. 

 

Fig. 4. Comparison of leading-edge configurations at Cμ=0.06, Re=12•106, M=0.15 

A more detailed analysis of the aerodynamic performance is possible by comparing 
pressure distributions and the development of the boundary layer momentum thickness 
just upstream of the location where the Coanda wall jet is introduced. This integral 
quantity may be understood as the resistance of the incoming flow to the intended flow 
turning.  Fig. 5 shows significant differences in the boundary layer behavior. Boundary 
layer losses rise rapidly with α and Cμ for the clean nose, due to the sensitivity of the 
nose suction peak. The flexible nose, on the other hand, shows rising losses with α but 
not with Cμ . This is the key to achieving high stall angles at high Cμ. The slat nose 
shows an adverse trend with respect to Cμ. However, inspection of the velocity profiles 
in Fig. 6 displays that significant losses come with the slat wake and these are not aug-
mented by Coanda jet blowing. This is finally reflected in the resulting gains in lift and 
stall angle due to blowing as displayed in Fig. 7. We observe different behaviors of the 
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5 Synergies of Blowing and Suction 

While most of the current active high lift approaches assume that the compressed air 
needed for blowing is provided by using bleed air from the aircraft engine, an alterna-
tive approach is to generate compressed air by a set of electrical compact compressors 
which are integrated into the wing near the flap, as sketched in Fig. 8. With this ap-
proach, aerodynamic design plays an important role, as it is responsible for the aero-
dynamic efficiency of the high-lift flap, as well as for providing air to the compressors 
by means of a suction slot located on the suction side of the airfoil at a suited position 
on the wing.  

 

Fig. 8. Sketch of the interaction of suction and blowing through the pressure ratio, PR, of the 
compressor 

The present analysis investigates the design sensitivities of using wall suction. The 
objectives of suction are to provide air with high pressure recovery to the compact 
compressor and to improve the lift coefficient of the airfoil. Unfortunately, these two 
objectives behave differently as the geometrical suction parameters are varied. There-
fore a combined parameter is needed to compare the benefit of the tested geome-
tries30. For this purpose the total pressure obtained at the end of the suction duct is 
used to balance the jet momentum coefficient, by assuming a constant pressure ratio 
of the compressor. This results in a balanced lift coefficient that is a suited quantity to 
compare and evaluate different geometries. In the present work we consider three 
geometrical suction parameters: Suction inlet angle β, slot diffuser angle γ, and slot 
location x along the airfoil, as sketched in Fig. 10. For comparing different suction 
geometries one first defines one of the configurations as a reference. For a given mo-
mentum coefficient of the wall jet, and ensuring the same mass flow rate of slot and 
jet, the numerical flow simulation yields the total pressures 
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For the second configuration the total pressure of the wall jet is then given by 

 
22 iJ tt PPRP ⋅= . 

This balancing approach takes the effects of static pressure at the suction slot inlet and 
the aerodynamic efficiency of the inlet providing pressure recovery into account.  

The reference geometry has the flexible droop nose of Chapter 3, and the suction 
slot is defined by β=10°, γ=0°, x/c=0.61. Note that the reference slot location is just 
downstream of the assumed wing box, upstream of the wing spoiler. The width of the 
inlet slot is always defined so that the bulk Mach number of the inlet exit face is 0.1. 
Further reference parameters are Cμ=0.0356, M=0.15, Re=12106. The medium grid 
used before is now modified to include the suction slot. It contains about 250000 
points, and a typical discretization is displayed in Fig.9.  

 

Fig. 9. Hybrid grid with 250000 points employed for suction simulation 

As the maximum lift coefficient of the airfoil without suction is cl,max=5.01, the re-
sults shown in Fig.10 indicate that significant lift gains are obtained with suction. The 
graphs with broken lines denote solutions for fixed jet momentum coefficient, 
Cμ=0.0356, whereas the full lines labeled “pt balanced” include the interactions be-
tween inlet and blowing slot as described above. Good inlet geometries have inlet 
angles between 10 and 20 deg and a rather small diffuser angle. Diffuser angles of 
γ>5° lead to significant total pressure losses at the inlet exit face and hence, losses in 
the balanced airfoil lift. It also appears that forward inlet locations are aerodynamical-
ly more effective than locations behind the wing box. However, such inlet positions 
would present a great challenge to wing structure design. Suction on the high-lift flap 
does not result in any outer flow improvement as seen from the non-balanced result. 
 

 

 



 

 

Nevertheless, the higher st
increment of wall jet total p
tion improves the balanced
sessment of design solutio
β=10°, γ=0°, x/c=0.61 is mo

Fig. 10. Influence of su

Fig. 11. Maximum lift coeffi
M=0.15, suction slot paramete

This reference suction de
with and without suction as
bination with the flexible d
suction on the baseline airf
ing rate, in order to achiev
attack by up to 5°. More de
en by Burnazzi and Radesp

Fundamentals in Coanda Flap Design 

atic pressure at the inlet location on the flap results in
pressure. This effect of the static pressure at the inlet lo
d lift compared to the unbalanced value. Our overall 
ons for a suited suction slot concludes that the refere
ost likely the best solution. 

       

uction slot geometry (left) and suction slot position (right) 

icient and stall angle over wall jet momentum for Re=12
ers β=10°, γ=0°, x/c=0.61 

esign is finally used for comparison of airfoil performa
s shown in Fig. 11. It appears that applying suction in co
droop nose is much more effective than the application
foil.  Suction results in significant reductions of the blo
ve a give lift coefficient, and it extends the stall angle
etailed results of the flow simulations with suction are g
iel[30]. 

111 

n an 
oca-

as-
ence 

 

 

106, 

ance 
om-
n of 
ow-
e of 
giv-



112 R. Radespiel and M. Burnazzi 

 

6 Conclusions 

The present contribution describes recent aerodynamic research to improve the effi-
ciency of active blowing in high-lift Coanda flaps. The importance of the geometrical 
parameters in Coanda flap design, and the need for applying leading edge devices for 
delaying airfoil stall are addressed. It is found that droop nose devices are more effec-
tive in combination with Coanda flaps as compared to conventional Fowler flaps. 
Furthermore, the exploitation of synergies between Coanda wall jet blowing and suc-
tion is investigated. It appears that significant gains in lift augmentation are possible, 
by applying suction with well designed suction slots.  

The overall results of the present Coanda flap integration studies are promising. 
For example, a given maximum lift coefficient of five is obtained with 32% less mo-
mentum of the Coanda jet when a flexible droop nose is applied. Larger reductions, 
i.e. 43%, are possible when combining the flexible droop nose with the option to suck 
in the mass flow of the Coanda jet at an appropriate location on the airfoil. These 
results underline the importance of the “design for flow control” principle. Attaching 
an active Coanda Flap on a clean wing section in order to achieve high lift coeffi-
cients will result in a flow that is dominated by the viscous losses resulting from the 
strong suction peak at the leading edge. This stiffness of the aerodynamic flow cha-
racteristics is greatly relaxed by introducing a shape adaptive droop nose, thereby 
yielding room for further approaches to improve on the blowing efficiency.  

The Collaborative Research Center SFB 880 plans further work into these ap-
proaches. Specific research projects address technologies for structural design of 
shape-adaptive droop noses on airfoils and 3D wings, compact electrical compressors, 
and integrated actuators and sensors for closed-loop flow control of Coanda jets on 
high-lift flaps. 
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Abstract. Actuator and sensor placement can be just as consequen-
tial for the performance of localized feedback flow control as controller
design. Yet, effective placement is not well understood, and the use of
suboptimal placements is common. This manuscript reports descriptions
and characteristics of effective actuator and sensor placements for op-
timal flow control. We review H2 optimal placements in the linearized
Ginzburg–Landau and Orr–Sommerfeld/Squire models of fluid flow. We
then analyze the feedback control of these models by relating physical
observations with mathematical tools. Although these tools do not fully
predict optimal placements, they do reveal patterns that most or all ef-
fective placements share. Most notably, effective actuator–sensor place-
ments provide good authority over unstable modes and transient growth,
and avoid large time lags between inputs and outputs.

1 Introduction

Every application of localized feedback flow control must address a basic ques-
tion: where should the actuators and sensors be located in the flow? This place-
ment can impact the control performance just as much as the controller dictating
actuation signals from sensor signals. By and large, research in actuator and sen-
sor placement has trailed behind research in controller design. To fill this gap,
this manuscript attempts to characterize effective placements for flow control.

A full review of actuator and sensor placement would be too expansive to
provide here. Instead, we discuss varying points of view from which different
communities have tackled this problem. Control theorists often approach place-
ment theory in ways that are broadly applicable to partial differential equation
systems [1]. Much of this research focuses on algorithms for optimizing actuator
and sensor locations, but many key aspects are still unsolved. For instance, many
articles (e.g., [2,3]) discuss convergence toward optimal actuator placements, but
do not simultaneously solve for optimal sensor placements. The flexible struc-
tures community has put forth a sizable body of research (e.g., [4,5]). Never-
theless, the structures’ governing dynamics are typically described by normal
linear operators, and are therefore better behaved than those of fluid flows, for
which the linearized dynamics are often highly non-normal. In fluid mechanics, a
number of researchers [6,7,8,9,10] have corroborated the hypothesis that control
is especially effective when actuators and sensors reside in absolutely unstable,
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or “wavemaker,” regions. Nevertheless, few have described effective actuator and
sensor placements in general frameworks, and guess-and-check (e.g., [6,7,11]) and
other suboptimal placement methodologies (e.g., [12,13]) remain common.

The purpose of this manuscript is to provide qualitative characterizations of
effective actuator and sensor placements for linear time-invariant (LTI) feedback
flow control. We utilize an optimization technique described in our previous work
[10,14] to solve for H2 optimal placements in the linearized Ginzburg–Landau
and the Orr–Sommerfeld/Squire models of fluid flow. We then describe features
common to these optimal control systems. This analysis is based on mathemat-
ical concepts—such as right-half-plane poles and zeros, time lags, eigenmodes,
sensitivity to spatially localized perturbations, optimal transient growth and
disturbances, and impulse responses—as well as physical intuition.

We organize the manuscript as follows. Sec. 2 reviews H2 optimal control
and placement. Sec. 3 then reviews the linearized Ginzburg–Landau and Orr–
Sommerfeld/Squire models of fluid flow, along with the optimal placements in
those systems. Sec. 4 describes common features of optimal actuator and sensor
placements, and Sec. 5 provides concluding remarks.

2 H2 Optimal Control and Placement

The chief goal of the theory in this section is the optimization of closed-loop
control performance simultaneously over all actuator positions, sensor positions,
and LTI controllers. This section is a concise summary of [10,14].

We assume a spatial variable x, time t, dynamical operator L, and a linear
model q̇(x, t) = Lq(x, t) of fluid flow for the state q (e.g., a velocity perturbation).
If the dynamics are subject to the effects of disturbances d(x, t), as well as r
actuators with spatial authority {bj(x)}rj=1 and input signals {uj(t)}rj=1, then

q̇(x, t) = Lq(x, t) +
r∑

j=1

bj(x)uj(t) + d(x, t) . (1)

Furthermore, if we assume p sensors with spatial authority {ck(x)}pk=1 and sensor
noise {nk(t)}pk=1, as well as the inner product 〈q1(x), q2(x)〉 =

∫
Ω
q̄2(x)q1(x) dx

over the domain Ω (where (·) is the complex conjugate), then the sensor outputs
are

yk(t) = 〈q(x, t), ck(x)〉 + nk(t) (2)

for k = 1, . . . , p. In this setup, the objective of H2 optimal control is to minimize
a cost function on q and {uj}rj=1 by computing {uj}rj=1 from {yk}pk=1.

In discrete space, we let q(t) be a vector representation of q(x, t) over discrete
points in the domain. We then bundle the disturbances and sensor noise in the
vector w(t), and we let z(t) be the vector representation of the H2 optimal con-
trol cost function. We further let u(t) and y(t) be vectors respectively stacking
the signals {uj(t)}rj=1 and {yk(t)}pk=1. The matrices A, B1, B2, C1, C2, D12,
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Fig. 1. The closed-loop system G

and D21 then relate these variables via the “plant” P , given by
⎡
⎣
q̇
z
y

⎤
⎦ =

⎡
⎣
A B1 B2

C1 0 D12

C2 D21 0

⎤
⎦
⎡
⎣
q
w
u

⎤
⎦ . (3)

We connect the continuous-space (1, 2) and discrete-space (3) formulations by
describing the matrices in Sec. 3.

The H2 optimal controller is the LTI system K, arranged as in Fig. 1, that
minimizes the H2 norm of the closed-loop system G. This H2 norm ‖G‖2 is
essentially an average-case measure of the gain provided by G from w to z.
Given a unit white noise input w(t) and the expected value operator E(·), the
norm satisfies ‖G‖22 = E

(
limT→∞

∫ T

−T
‖z(t)‖22 dt/(2T )

)
. The computation of

K and ‖G‖2 is a standard procedure (see [15]).
Following [10,14], we define the H2 optimal actuator and sensor locations to

be the placements (i.e., the choice of B2 and C2, given appropriate constraints)
such that the resulting ‖G‖2 is globally minimized. In [10], we proposed an
efficient method for computing the gradient of ‖G‖2 with respect to actuator
and sensor locations, allowing for gradient-based optimization. This technique
is a more efficient variant of [4], but [14] uses adjoint operators to speed up the
computation further. In this manuscript, we first sample the entire domain of ac-
tuator and sensor placements. Local minima in the sampling then serve as initial
conditions for Broyden–Fletcher–Goldfarb–Shanno quasi-Newton minimization;
we take the best of these results to be the globally optimal placement.

3 Fluid Flow Models

3.1 Overview

For computational tractability, we analyze the optimal actuator and sensor place-
ments in the linearized Ginzburg–Landau and the Orr–Sommerfeld/Squire equa-
tions. These systems are complementary in the study of shear flows, as they
respectively model streamwise and transverse variations in flow perturbations.

In our fluid models, we actuate and sense the native state variables directly.
Although this is not particularly realistic, it simplifies the control problem and
makes it generalizable. We model localized actuators in (1) with the Gaussian
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functions bj(x) = exp
(
(x− xa,j)

2/(2σ2)
)
/
(√

2πσ
)
, where xa,j is the jth actua-

tor location, and σ is a small Gaussian width. Denoting the spatial discretization
of bj(x) by bj , B2 =

[
b1 · · · br

]
. Similarly, we model localized sensors in (2) with

ck(x) = exp
(
(x− xs,k)

2/(2σ2)
)
/
(√

2πσ
)
, where xs,k is the kth sensor location.

If (·)H denotes the conjugate transpose, H is a weighting matrix for trapezoidal
integration such that the spatial inner product is equivalently 〈q1, q2〉 = qH

2 Hq1,
and ck is the discretization of ck(x), then C2 =

[
c1 · · · cp

]H
H.

In our H2 optimal control setup, we assume a standard linear quadratic
Gaussian (LQG) problem. Thus, the objective of the control is to minimize
E(qHQq+uHRu), given the disturbances and sensor noise in (1, 2) and appro-
priate choices of the state cost matrix Q ≥ 0 (i.e., positive semidefinite) and the
input cost matrix R > 0 (i.e., positive definite). We pick Q such that qHQq is
the kinetic energy of the state. Furthermore, if d(t) is the discretization of the
disturbance d(x, t) in (1), and the sensor noise nk(t) (see (2)) is stacked in the
vector n(t), then we define the disturbance covariance W = E(ddH) ≥ 0 and
sensor noise covariance V = E(nnH) > 0. We pick W so that the disturbance
is effectively a unit white noise uncorrelated in space and time. Finally, in the
plant (3), we assign w =

[
dH nH

]H and

B1 =
[
W 1/2 0

]
, C1 =

[
Q1/2

0

]
, D12 =

[
0

R1/2

]
, D21 =

[
0 V 1/2

]
.

(4)

The following sections describe the choice of L in (1)—and consequently, A
in (3)—as well as Q, R, W , and V for the fluid flow models. They also re-
port the optimal actuator and sensor locations in these systems. We employ
pseudospectral differentiation with software based on [16].

3.2 Linearized Ginzburg–Landau Equation

This section is a brief summary of [10,14]. The linearized Ginzburg–Landau
equation models small fluid perturbations near a Hopf bifurcation [17,18]. Letting
x ∈ IR be the primary direction of the fluid flow, and choosing some μ(x) : IR→
IR, ν ∈ C, and γ ∈ C, the linearized Ginzburg–Landau operator is

L = μ(x) − ν
∂

∂x
+ γ

∂2

∂x2
. (5)

The state variable is q(x, t) : IR × IR → C, and Re(q) represents a velocity
perturbation in the flow. The boundary conditions are that limx→±∞ q = 0.
For a comprehensive review of the equation and its control, see [13]. We choose
μ(x) = μ0−0.04−5 ·10−3x2, μ0 = 0.41, ν = 2+0.4i (with i the imaginary unit),
and γ = 1 − i, as in [10,13,14]. This system is unstable, strongly non-normal,
and highly convective in the positive x direction. The amplification region—that
is, where μ(x) > 0—is [−8.60, 8.60], and we choose σ = 0.4.

To compute A from L, we employ pseudospectral differentiation with Hermite
polynomials. Also, we choose Q = 49H, R = I, W = I, and V = 4 · 10−8I,
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Fig. 2. Snapshots of Re(q) (solid) and Im(q) (dashed) in a neutrally stable linearized
Ginzburg–Landau simulation (μ0 = 0.398) with white noise disturbances. In this and
all following plots, the amplification region is shaded gray. (a) Without control. (b)
With sensor noise and LQG control at the optimal actuator ( ) and sensor placement
(×), shown below.
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Fig. 3. Optimal actuator and sensor placements in the linearized Ginzburg–Landau
system. Each row shows the solution for a different number of actuators and sensors,
and values of ‖G‖2 are shown on the right. (a) Flow disturbances everywhere. (b) Flow
disturbances introduced only at xd = −11.0. The top row has two collocated actuators.

thereby emphasizing the state disturbance and state cost. With 100 grid points,
the leading eigenvalues of A match the analytic eigenvalues of L presented in [13],
and the optimal placement results are converged. (For a discussion of convergence
to the continuous-space solution, see [2].)

We solve for the H2 optimal actuator and sensor positions (see [14]), with
varying numbers of each; see Fig. 2 and Fig. 3(a). Fig. 3(b) is a special case
where the flow disturbance d(x, t) is a localized, single-channel white noise scaled
by exp

(
(x− xd)

2/(2σ2)
)
/
(√

2πσ
)
, with the disturbance location xd = −11.

3.3 Orr–Sommerfeld/Squire Equations

In shear flows, the Orr–Sommerfeld and Squire equations model transverse vari-
ations in exponential mode amplitudes [19]. Let y ∈ IR be the transverse spatial
variable, replacing x in (1, 2). Also, let α, β ∈ IR be streamwise and spanwise
wavenumbers, and k =

√
α2 + β2. Next, let u0(y) be the streamwise velocity
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of a base flow, and Re be the Reynolds number. With the vertical velocity and
vorticity perturbation mode amplitudes v(y, t), ω(y, t) : IR× IR→ C, we define

LOS = iα

(
u′′
0 − u0

(
∂2

∂y2
− k2

))
+Re−1

(
∂4

∂y4
− 2k2

∂2

∂y2
+ k4

)
(6a)

LS = −iαu0 +Re−1

(
∂2

∂y2
− k2

)
, (6b)

so that

L :

[
v
ω

]
	→
[
( ∂2

∂y2 − k2)−1LOS 0

−iβu′
0 LS

] [
v
ω

]
. (6c)

The Orr–Sommerfeld and Squire systems are respectively the top and bottom
rows of (6c). At the endpoints of the domain, v = v′ = ω = 0. Our base
flow is the plane Poiseuille flow through a channel bounded by y = ±1. Thus,
u0(y) = y2 − 1, and we choose σ = 0.047.

We compute A from L using Chebyshev pseudospectral differentiation. The
discrete-space state vector is q =

[
vH ωH

]H, with v and ω representing v(y, t)
and ω(y, t). Similarly, we vertically stack B2 and horizontally stack C2. Each
actuator and sensor—which we place along the transverse direction y—acts on
either v or ω. To penalize the kinetic energy of the flow perturbation in the LQG
design, we set Q = diag(DHHD + k2H,H)/(2k2), where D is the Chebyshev
differentiation matrix [19]. In addition, the flow disturbances are an uncorrelated
unit white noise in all three components of velocity; thus, W = diag(I, k2I) [19].
Finally, R = I and V = 0.01I. With 125 nodes, the leading eigenvalues of A
match Fig. 3.1 of [19], and the optimal placements are converged.

We consider three sets of parameters in this section. For the spanwise waves
given by Re = 104, α = 1, and β = 0, (6c) decouples into the Orr–Sommerfeld
and Squire systems; we assume single-input, single-output (SISO) control in each.
We also consider the streamwise streaks given by Re = 104, α = 0, and β = 1
(see Fig. 4), as well as the oblique waves given by Re = 5 · 103 and α = β = 1.
In these two cases, we consider two-input, two-output (2I2O) control, where the
locations of the v-actuator and sensor are yva and yvs , and the locations of the
ω-actuator and sensor are yωa and yωs . The off-diagonal term in (6c) causes small
changes in v to have large effects on ω. Therefore, even when |v| 
 |ω| (e.g.,
Fig. 4), the v-actuator and sensor placement is still relevant.

Fig. 5 shows the globally optimal actuator and sensor placements, as well as
placements that are locally, and nearly globally, optimal. We also remark that
this Orr–Sommerfeld/Squire system is symmetric about y = 0; for each optimal
placement, we do not show the equivalent solution reflected about y = 0.

4 Observations and Heuristics

In this section, we discuss various considerations, observations, and traits we ob-
serve in feedback flow control systems with effective actuator and sensor place-
ments. These topics are not disjoint, but are rather related in various ways. Each
section within briefly describes a particular feature of interest.
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Fig. 4. Snapshots of Re(ω) (solid) and Im(ω) (dashed) in an Orr–Sommerfeld/Squire
simulation with white noise disturbances, using Re = 104, α = 0, and β = 1; v (not
shown) is very small. (a) Without control. (b) With sensor noise and LQG control at
the optimal placement ( : v actuator; ×: v sensor; : ω actuator; : ω sensor), shown
below.
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Fig. 5. As Fig. 3, but for the Orr–Sommerfeld/Squire system. (a) The decoupled SISO
systems with Re = 104, α = 1, and β = 0. (b) The coupled 2I2O system with Re = 104,
α = 0, and β = 1, showing both globally (top row) and locally optimal solutions. (c)
As (b), but with Re = 5 · 103 and α = β = 1.

4.1 Fundamental Requirements

In rigorous control theory, it is possible to identify and characterize plants for
which good control performance is never possible with any LTI controller. This
section briefly summarizes ideas from [15].

Two basic characteristics that all plants must possess for closed-loop stability
are stabilizability and detectability. That is, for closed loop stability, the actuators
must be able to act on all unstable adjoint eigenmodes of L, and the sensors
must be able to observe all unstable direct eigenmodes. Comparing Fig. 6(a) and
Fig. 7(a), for instance, we observe that the linearized Ginzburg–Landau plant
is stabilizable and detectable at the optimal actuator and sensor placement. If
the sensor is very far upstream or the actuator is very far downstream, however,
they lose authority over the unstable mode, leading to high values of ‖G‖2,
and therefore, poor control performance. In the decoupled Orr–Sommerfeld and
Squire systems, the optimal placement in Fig. 8 has good actuator and sensor
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Fig. 6. Optimal placement ( ) and log10 ‖G‖2 contours in the linearized Ginzburg–
Landau system, plotted against the actuator placement xa and the sensor placement
xs. (a) With spatially uncorrelated flow disturbances; the contour levels are 2, 2.5, . . . .
(b) Disturbances only at xd = −11.0; the contour levels are 1, 1.5, . . . .

−20 −10 0 10 20

x

0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40

−20 −10 0 10 20

x

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14(a) (b)

Fig. 7. (a) Magnitudes of leading direct (solid magenta) and adjoint (dashed green)
modes of the linearized Ginzburg–Landau system; λ = 0.012 − 0.648j. (b) The corre-
sponding sensitivity magnitude |ζ(x)|.

authority over the unstable (or least stable) modes in Fig. 9. Other placements
lead to poorer modal controllability and observability.

Plant poles and zeros can also limit the efficacy of LTI control. Given the
transfer function P (s) = C2(sI − A)−1B2 of a plant (where we do not as-
sume any direct feedthrough from u to y), the poles and zeros are the values
of s ∈ C for which P (s) diverges or is rank-deficient, respectively. For good dis-
turbance and noise rejection, plant poles p and zeros z with positive real parts
should roughly satisfy |p| < |z|/4 [15]. In Fig. 6(b), a small upstream shift in
the optimal sensor placement causes ‖G‖2 to rise extremely quickly. This may
be because a plant zero crosses into the complex right half-plane, violating the
pole–zero condition. Control designers should place actuators and sensors so as
to avoid small right-half-plane zeros, but this discussion is beyond the scope of
this manuscript.

Finally, if a system has right-half-plane poles p as well as time delays τ from
actuators to sensors, then τ < 1/(2|p|) is generally required for good disturbance
and noise rejection [15]. Although our fluid models do not strictly contain time
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Fig. 8. (a) The optimal placements (+) and log10 ‖G‖2 contours in the decoupled Orr–
Sommerfeld system, with Re = 104, α = 1, and β = 0. The contour levels are 2.04, 2.1,
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Fig. 9. Magnitudes of leading direct (solid magenta) and adjoint (dashed green) modes.
(a) The decoupled Orr–Sommerfeld system; λ = 0.004 − 0.238i. (b) The decoupled
Squire system; λ = −0.007 − 0.993i. The direct and adjoint eigenmodes overlap.

delays, the Ginzburg–Landau model does exhibit time lags, since convection
predominantly drives the dynamics. Fig. 6 confirms that when the actuator is
far upstream of the sensor—leading to large time lags—the control performance
decreases. In this system, it is generally preferable for the two to be nearly col-
located, as Fig. 3 shows. An advantage of placing actuators slightly upstream of
sensors is that the actuation’s transient growth provides stronger sensor outputs.

4.2 Eigenmode-Based Analyses

Direct and Adjoint Eigenmodes. As a direct extension of the stabilizability
and detectability discussion in Sec. 4.1, it seems natural to place actuators and
sensors where the most unstable adjoint and direct eigenmodes are respectively
large. This approach is common [12,13], and it works well for the decoupled Orr–
Sommerfeld and Squire equations at Re = 104, α = 1, and β = 0. Comparing
Fig. 8(b) and Fig. 9(b), we confirm that the modal analysis exactly predicts the
optimal vorticity placement of yωa = yωs = 0. Observing the peaks Fig. 9(a), we
also predict an optimal placement of yva = ±0.848 and yvs = 0, yielding ‖G‖2 =
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109.6. This is not far from the true optimum1 yva = ±0.789 and yvs = ±0.246,
with ‖G‖2 = 109.2.

We must emphasize, however, that placement by eigenmode analysis is gener-
ally suboptimal in fluid systems. It is well established [19] that the eigenmodes of
non-normal operators do not individually predict transient growth. Thus, even
if a control system can prevent the long-time blow-up of unstable modes, it may
be very poor at controlling transient growth. The linearized Ginzburg–Landau
system’s eigenmodes predict an optimal SISO placement of xa = −7.28 and
xs = 7.28, with ‖G‖ = 259 (Fig. 7(a)), but the true optimum is xa = −1.03 and
xs = 0.98, with ‖G‖2 = 46.1 (Fig. 6(a)). The analysis also fails in the coupled
Orr–Sommerfeld/Squire equations, where the comparatively large off-diagonal
term in L (6c) causes strong non-normality. The general failure of this approach
necessitates alternate analyses, which we describe below.

Sensitivity Analysis. The sensitivity analysis [9,18] determines how much a
certain eigenvalue of L will move in the complex plane if L experiences a point
perturbation. This is related to the ideas of absolute instability and wavemakers
in local flow stability theory. Given a perturbation strength ds and location x =
ξ, and denoting the Dirac delta function by δ, we suppose that dL = δ(x− ξ) ds.
Furthermore, we consider the eigendecomposition Lφj = λjφj , as well as the
eigendecomposition L∗ψj = λ̄jψj of the adjoint operator L∗. The sensitivity
function is then

ζj(ξ) =
dλj

ds
(ξ) =

ψ̄j(ξ)φj(ξ)

〈φj , ψj〉 . (7)

The sensitivity analysis is particularly useful with collocated actuators and
sensors, where the feedback control perturbs L in our prescribed way. Therefore,
the regions where ζj(x) is large are the areas where feedback control can have
a considerably favorable effect on the closed-loop eigenvalues. In the SISO lin-
earized Ginzburg–Landau system, we can use the sensitivity in Fig. 7(b) to set
xa = xs = 0, yielding ‖G‖2 = 54.2. This is close to the true optimum xa = −1.03
and xs = 0.98, with ‖G‖2 = 46.1 (see Fig. 3(a) and Fig. 6(a)).

The sensitivity analysis fails to predict the optimal placements in the Orr–
Sommerfeld/Squire system, however. Fig. 5 reveals that these optimal place-
ments generally do not involve nearly collocating actuators and sensors, and this
sensitivity analysis is therefore not directly applicable. It is necessary to consider
alternate means of evaluating effective placements in non-normal systems, which
the next section discusses.

4.3 Transient Growth

Optimal Growth and Disturbances. The purpose of optimal growth theory
(see [19]) is to analyze non-normal transient growth in ways that the eigenmode
1 The computation reports that yv

a = ±0.970 and yv
s = ∓0.046 is the global optimum,

with the slightly lower ‖G‖2 = 109.1 (see Fig. 8(a)). This placement appears to
violate the boundary conditions considerably, however, so we reject this solution.
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Fig. 10. The Orr–Sommerfeld/Squire system’s optimal growth with Re = 5 · 103 and
α = β = 1. (a) The optimal energy growth g(t̂). (b) The optimal initial disturbance for
the optimal t̂ = 5.31, shown as |v| (solid blue) and |ω| (dashed red). (c) The disturbance
at t̂ = 5.31.

analysis (Sec. 4.2) cannot. The optimal energy growth g(t) dictates the largest
energy amplification that a dynamical operator A (or equivalently, L) can pro-
vide out of all possible initial conditions. If, given some M , ‖q‖E = ‖M1/2q‖2
is a norm whose square is the state’s energy, then

g(t) = max
q(0) �=0

‖q(t)‖2E
‖q(0)‖2E

= ‖M1/2eAtM−1/2‖22 . (8)

For the largest singular value of M 1/2eAtM−1/2, the corresponding right sin-
gular vector is the optimal initial disturbance giving rise to the optimal growth,
and the corresponding left singular vector is that disturbance at time t [19].

The optimal initial disturbances and the evolved disturbances hint at effective
actuator and sensor placements, respectively. The reason for this is intuitive:
the optimal initial disturbance indicates regions where actuation can have the
largest short-term effect on the state, and the evolved disturbance represents the
transient growth that the sensor can most easily detect. This is in contrast to
the eigenmode analysis (Sec. 4.2), which only considers the infinite time horizon.

The choice of t, however, is not clear. In the stable Orr–Sommerfeld/Squire
system in Fig. 10, it suffices to examine the time t that maximizes g(t). Defining a
characteristic time tc = 1/minj |λj |, we use the scaled time t̂ = t/tc in Fig. 10(a)
and find that the optimal growth is largest at t̂ = 5.31. Observing the peaks in
the optimal initial disturbance (Fig. 10(b)), this predicts the optimal placement
yva = 0.77 or −0.77, and yωa = 0.70 or −0.70. Similarly, Fig. 10(c) predicts yvs = 0
and yωs = 0.75 or −0.75. The placement yva = ±0.77, yωa = ∓0.70, yvs = 0, and
yωs = ±0.75 yields ‖G‖2 = 78.0, which is close to the optimal ‖G‖2 = 72.2 at
yva = ±0.648, yωa = ∓0.725, yvs = ±0.667, and yωs = ±0.361 (Fig. 5(c)).

Our example linearized Ginzburg–Landau system is unstable, however, im-
plying that g(t̂) must diverge (Fig. 11(a)). Nonetheless, we can still examine the
optimal initial and evolved disturbance for the arbitrarily chosen t̂ = 1. The op-
timal initial disturbance (Fig. 11(b)) predicts xa = −1.55, and the disturbance
at t̂ = 1 (Fig. 11(c)) predicts xs = 1.55, yielding ‖G‖2 = 48.3. This is very close
to the true optimum xa = −1.03 and xs = 0.98, with ‖G‖2 = 46.1.
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Fig. 11. The linearized Ginzburg–Landau system’s optimal growth. (a) The optimal
energy growth g(t̂). (b) The optimal initial disturbance for t̂ = 1, shown as real (dashed)
and imaginary (dotted) parts, and magnitude (solid). (c) The disturbance at t̂ = 1.

Impulse Responses. Since we assume a linear framework in (1, 2), impulse
responses from actuators and adjoint impulse responses from sensors are effec-
tively Green’s functions. For non-normal systems, the impulse responses reveal
each actuator’s ability to affect the state via the transient growth of its impulse;
the adjoint impulses also reveal each sensor’s ability to detect transient dynam-
ics. The impulse responses are given by (1, 2) with uj(t) = δ(t) for one value of
j, and d(x, t), nk(t), and all other uj(t) equal to zero. To compute the adjoint
impulse responses, we use the adjoint operator L∗ instead of L, and we swap
ck(x) and bj(x), as well as uj(t) and yk(t), with the impulse now on yk(t).

The impulse responses do not directly predict optimal actuator and sensor
placements, but they do reveal why certain placements may be effective or inef-
fective. In the Orr–Sommerfeld/Squire system shown in Fig. 12(a), we find that
the impulse from the v-actuator at the optimal yva = 0.877 creates an extremely
large transient growth in ω, as a result of the off-diagonal term in (6c). This im-
plies that the actuator has significant authority over ω, using very little effort.
Furthermore, the sensor at the optimal yωs = 0.483 registers a very large output
from this impulse (Fig. 13(a)), indicating strong feedback. Although the impulse
from the ω-actuator at yωa = −0.488 (Fig. 12(b)) does not appear to have a con-
siderable effect, it does act in the y < 0 domain, where the v-actuator does not
have as much authority over ω as in y > 0. We remark that neither actuator
has an appreciable effect on ω at y ≈ 0, but the underlying dynamics naturally
suppress ω there. Finally, we reach similar conclusions from the adjoint impulse
responses at yvs = −0.487 and yωs = 0.483; see Fig. 12(c, d) and Fig. 13(b).

We also briefly mention that the input–output impulse responses in Fig. 13
exhibit a nearly nonexistent time lag. This is a favorable characteristic in light
of the fundamental requirements that Sec. 4.1 described.

4.4 Remarks

Physical Intuition. Many of the conclusions we drew with mathematical tools
are also possible using physical intuition. We highlight a few examples here.
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Fig. 12. Impulse responses of the Orr–Sommerfeld/Squire system with Re = 104,
α = 0, and β = 1 at the optimal placement, showing t̂ = 0, 0.04, . . . , 0.2. (a) Impulse
in v from yv

a = 0.877 (solid blue: Re(v); dashed red: Im(ω)). (b) Impulse in ω from
yω
a = −0.488 (Re(ω) shown). (c) Adjoint impulse in v from yv

s = −0.487 (Re(v) shown).
(d) Adjoint impulse in ω from yω

s = 0.483 (dashed blue: Im(v); solid red: Re(ω)).
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Fig. 13. Output traces in Fig. 12. (a) Im(ω) sensor output at yω
s = 0.483 from the

actuator impulse at yv
a = 0.877 (see Fig. 12(a)). (b) Im(v) adjoint actuator output at

yv
a = 0.877 from the adjoint sensor impulse at yω

s = 0.483 (see Fig. 12(d)).

First, Sec. 4.1 explained effective and ineffective placements in the linearized
Ginzburg–Landau system (Fig. 6) using stabilizability, detectability, and time
lags. We intuit that in a convection-driven system, downstream actuators cannot
influence much of the domain, and upstream sensors cannot detect the most
relevant disturbances. Furthermore, sensors far downstream of actuators cannot
detect actuator-induced growth until the growth has evolved and amplified for
many convective time units. These are all recognizably unfavorable conditions.

Next, Sec. 4.2 justified the optimal placement in the decoupled Orr–Sommer-
feld and Squire systems with Re = 104, α = 1, and β = 0 using eigenmodes.
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Simulations with flow disturbances show that the dynamics propagate v waves
from near the boundaries to the center of the domain, and ω waves from the cen-
ter to the boundaries. This intuition supports the optimal placements shown in
Fig. 5(a). Sec. 4.3 also investigated the optimal placement in the Orr–Sommerfeld/
Squire system with Re = 104, α = 0, and β = 1 using impulse responses. Simula-
tions (see Fig. 4(a)) show that ω tends to be largest roughly near y = ±0.5; this
intuitively supports the placement of actuators and sensor near these regions, as
shown in Fig. 5(b).

Other Remarks. We briefly remark that in some optimal placements, certain
actuators and sensors primarily exhibit feedforward behavior. This is the case, for
instance, with the ω-actuator and the v-sensor in the globally optimal solution in
Fig. 5(b) and Fig. 12. This is not necessarily detrimental, as [20] describes. These
feedforward actuators and sensors have authority over physical regions where
other actuators and sensors do not, thereby improving the control performance.

Finally, we point out that it is common for the topography of ‖G‖2 with
respect to certain actuator and sensor placements to be relatively flat. This is
the case, for instance, with the sensor placements in Fig. 5(c). This affords the
control designer additional flexibility in effective hardware placement.

5 Conclusion

This manuscript described several characteristics of effective actuator and sensor
positions for the feedback control of fluid models. The H2 optimal control of the
linearized Ginzburg–Landau and the Orr–Sommerfeld/Squire models served as
test beds for this investigation.

Successful feedback control always requires actuator and sensor positions that
allow the plant to stabilize and detect unstable eigenmodes. In addition, place-
ments that cause small right-half-plane zeros, or large time lags or delays, typi-
cally lead to poor control. The placement of actuators and sensors using leading
eigenmodes can be effective, but only if the dynamics are close to normal. For
non-normal dynamics with nearly collocated actuators and sensors, the sen-
sitivity region better predicts advantageous placements. Optimal growth and
disturbances, on the other hand, can predict optimal placements in non-normal
systems without assuming collocation. Impulse responses also reveal the individ-
ual actuators’ and sensors’ authority over the state. Finally, physical intuition
can often predict the same results that these mathematical tools reveal.

There currently does not exist a single, unifying method that is universally
able to predict optimal actuator and sensor positions. The heuristics and ob-
servations in this manuscript provide some knowledge that may be useful in
approaching this goal, however. The prediction of optimal placements remains a
topic of future research.
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Abstract. This paper presents the application of an interconnected sys-
tems approach to the flow transition control problem. The control system
consists of a network of local controllers with dedicated actuators and
sensors. The measured feedback signals used by the controllers are the lo-
cal changes in wall shear force, and the generated control action is a local
change in fluid wall normal velocities. The approach presented here does
not require periodicity of the channel as was required by most earlier ap-
proaches. Thus, in contrast to previously proposed control schemes which
operate in Fourier domain, this approach works in physical domain. Sec-
ondly it does not restrict the number of interacting units, thus allowing
the application of MEMS arrays. In order to synthesize such controllers,
first the dynamics of the fluid is converted into interconnected system
form. The model is validated using a non-linear simulation environment
developed in FLUENT, and by analysing the growth in the transient en-
ergy. The model is then used to synthesize an interconnected controller.
The simulated closed-loop response shows that the controller can delay
the transition by reducing the transient energy.

1 Introduction

Control of flow patterns to improve efficiency or performance is of immense
technological importance. The potential benefits of flow control include improved
fuel efficiency and environmental compliance. In such schemes the control action
is applied to delay/advance the transition, to suppress/enhance turbulence or
to prevent/provoke separation. These phenomena result in reduction of drag,
enhancement of lift and reduction of flow-induced noise [1]. In this paper we
consider a simple case of control of transition from laminar flow to turbulence
in Poiseuille flow. The control scheme considered is as shown in Fig. 1.

In such a scheme the surface in contact of the fluid is populated with control
units which interact with each other. Each control unit has its own actuator
and sensor. The control algorithm not only uses the local information, obtained
from the sensor, but also uses infromation from its nieghboring units. Due to
this structure of the complete control scheme it is known as interconnected sys-
tems. Such control schemes can be implemented using micro-electro-mechanical-
systems (MEMS) arrays. In this paper we have shown how the approach of
interconnected system can be used to spatially shift the transition from laminar
to turbulance.

c© Springer International Publishing Switzerland 2015 131
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Fig. 1. Control architecture

In [2] we have shown the application of the same approach to plane Poiseuille
flow. A similar approach has been used in [3]. However, there are some key
differences between the two approaches. These are:

1. The model presented in [2] is based on a velocity-vorticity formulation, which
has numerical advantages as discussed in [4], [5].

2. The introduction of spatial shift operators in [2] results in a model which
represents an infinitely long channel. In [3], on the other hand, the authors
have found a multi-input-multi-output (MIMO) model the order of which
increases with the number of finite elements used.

In this paper, we have extend the approach presented in [2] to the 3D case.
Experimental studies have shown that the phenomenon of transition may

occur at Re < 5000 in 3D case which is less than what is expected in the 2D
case. In [6] the authors propose that this discrepancy between theoretical and
experimental results is due to large transient energy which results in invalidation
of the linear approximation, as it causes amplification of span-wise streaks. Later
in [7] the authors showed that this large transient energy growth is due to the
non-normality of the resulting state matrix. Hence, the cause of transition in
the 3D case is non-normality of the eigenvector matrix rather than instability of
eigenvalues as is the case in 2D. In [8] it is shown that the transient energy can
be expressed as an LQG cost function. Based on this observation [8], [9] applied
optimal control techniques for controller synthesis, where LQG controllers are
synthesized. A detailed analysis of the NSE in terms of transient energy growth
is presented in [10]. However, all these approaches assume periodicity of the
channel. Thus, control algorithms are designed for a single spatial wave number
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or in Fourier domain. The control algorithm designed in this paper works directly
in the physical domain thus avoids any conversions.

Dynamics of the flow is governed by the Navier-Stokes equations (NSE), which
are nonlinear coupled partial differential equations. Due to the nonlinear nature
of the phenomenon much research effort has been spent on nonlinear control
approaches; a survey about the application of neural networks and chaos theory
can be found in [1], while the application of model predictive control for flow
control is presented in [11], and an approach based on adaptive control using
back-stepping is presented in [12]. Some other advances in the analysis of different
flows and its implication on control are surveyed in [13] and [14]. On the other
hand this paper make use of linearized NSE.

The use of linearized NSE results in a singular system. In order to avoid
this singularity, three possible formulations can be used [15]: a velocity-vorticity
formulation, a stream wise function formulation and a velocity-pressure formu-
lation. These linearized equations can be reduced to finite dimension either by
converting these into spectral domain or by using a finite difference approach.
In [16] one such model is presented. Such linearized models are used extensively
and are reviewed in [17], [18] and [19]. A similar approach for modeling is used
in this paper.

The paper is organized as follows: In section 2 mathematical models are pre-
sented. The models are validated using the known facts and non-linear simula-
tion, and the concept of transient energy is used in section 3. Section 4 deals with
the synthesis of a simple distributed state feedback scheme. Finally conclusions
are drawn and future directions are presented in section 5.

2 Interconnected Model for the Flow Transition Control
Problem

Consider a three-dimensional steady state plane channel flow with centerline
velocity U0 and channel half-width δ as shown in Fig. 2.

y
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Stream-wise

Sp
an
-w
is
e

x

Fig. 2. Poiseuille flow, 3D case
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The equations governing small, incompressible, three-dimensional perturba-
tions {u, v, w, p} are then approximated by the linearized NSE and the conti-
nuity equations. By eliminating p and defining a new variable ω (vorticity) we
arrive at the following equivalent formulation of the NSE, which is also known
as velocity-vorticity formulation

Δv̇ =

{
−U ∂

∂x
Δ+

dU

dy

∂

∂x
+

Δ2

Re

}
v (1)

ω̇ =

{
−dU

dy

∂

∂z

}
v +

{
−U ∂

∂x
+

Δ

Re

}
ω (2)

with homogeneous boundary conditions. Where Δ is the Laplacian, a dot (̇)
represents ∂/∂t, U = 1−y2. The wall normal vorticity is defined as ω = ∂u/∂z−
∂w/∂x

v(x, y = ±1, z, t) = 0 ω(x, y = ±1, z, t) = 0 (3)

∂v(x, y = ±1, z, t)
∂y

= 0. (4)

Note that the above two equations have one-directional coupling, i.e the first
equation does not depend on ω. The control inputs are applied at the bound-
aries (y = ±1), which then changes the homogenous boundary conditions into
non-homogeneous ones. However, the problem can be converted into a non-
homogeneous PDE with homogeneous boundary conditions by a change of vari-
ables. Let

v(x, y, z, t) = φ(x, y, z, t) + q(t)g(x, z)f(y) (5)

where f(y) is any function satisfying the condition

f(−1) = 1, f(1) = 0,
df(±1)
dy

= 0, (6)

and g(x, z) defines the distribution of control force in the xz-plane. Using this
new variable φ we can recover the homogeneity in the boundary conditions. Thus
the modified boundary-value PDEs are

Δφ̇+ q̇Δ(gf) = −qU ∂

∂x
Δ(gf) + qf

dU

dy

∂g

∂x
+ q

Δ2

Re
(gf) (7)

−U ∂

∂x
Δφ+

dU

dy

∂φ

∂x
+

Δ2

Re
φ

ω̇ =

{
−qf dU

dy

∂

∂z
(g)− dU

dy

∂φ

∂z

}
+

{
−U ∂

∂x
+

Δ

Re

}
ω (8)

φ(x, y = ±1, z, t) = 0 (9)

∂φ(x, y = ±1, z, t)
∂y

= 0. (10)
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Discretization of Span and Stream Wise Direction. The x-direction is
discretized into regularly spaced segments, using the following symmetric finite

difference approximation for the partial derivatives ∂k

∂xk

{
∂

∂x

}
=

S1 − S−1
1

2{
∂2

∂x2

}
= S1 + S−1

1 − 2

{
∂3

∂x3

}
=

S2
1 − 2S1 + 2S−1

1 − S−2
1

2{
∂4

∂x4

}
= S2

1 − 4S1 − 4S−1
1 + S−2

1 + 6. (11)

Here S1 is the forward spatial shift operator while S−1
1 is the backward shift op-

erator along the stream-wise direction (x) . Similarly for the span wise direction
(z), S2 and S−1

2 will be used.

Wall Normal Discretization. Discretization in wall normal direction is done
using Chebyshev polynomials with finite basis functions of degree N . Thus, at
any grid point ij in the xz-plane, φi,j is given as

φi,j(y, t) =

m=N∑
m=0

am(t)Γm(y) (12)

ωi,j(y, t) =

m=N∑
m=0

bm(t)Γm(y) (13)

where Γm(y) is the mth Chebyshev basis function. For the present work we use
the basis functions proposed by McKernan [20], which are given as

ΓM
1 = Γ1

ΓM
2 = Γ2

ΓM
3 = Γ3 − Γ1

ΓM
4 = Γ4 − Γ2

ΓM
m<4,odd = (Γm − Γ1)− (m− 1)2(Γm−2 − Γ1)

(m− 3)2

ΓM
m<4,even = (Γm − Γ2)− ((m− 1)2 − 1)(Γm−2 − Γ2)

((m− 3)2 − 1)

(14)

These are shown in Fig. 3.
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Fig. 3. Chebyshev basis functions for m = 1, . . . , 9

Note that the first four basis functions do not fulfil the Dirichlet and Neu-
mann boundary conditions. This suggests that we should eliminate columns cor-
responding to these in (12), while for vorticity we only require Dirichlet boundary
conditions which result in elimination of the first two basis functions.

Further, let us define

a =

⎡
⎢⎣
a4
...
aN

⎤
⎥⎦ (15)

Γ =

⎡
⎢⎣

Γ4(y2) . . . ΓN (y2)
...

...
...

Γ4(yN−2) . . . ΓN (yN−2)

⎤
⎥⎦ , Γ ′ =

⎡
⎢⎣

∂Γ4

∂y |y2 . . . ∂ΓN

∂y |y2

...
...

...
∂Γ4

∂y |yN−2 . . . ∂ΓN

∂y |yN−2

⎤
⎥⎦ (16)

b1 =

⎡
⎢⎢⎣

∂2f
∂y2 |y2

...
∂2f
∂y2 |yN−2

⎤
⎥⎥⎦ b2 =

⎡
⎢⎢⎣

1
Re

∂4f
∂y4 |y2

...
1
Re

∂4f
∂y4 |yN

⎤
⎥⎥⎦ (17)

These basis functions can be discretized along the y-direction by making a grid
of N + 1 Chebyshev-Gauss-Lobatto points yk, where yk = cos(πk/N), ∀ k =
1, ..., N . In order to make the resulting matrices square we can eliminate the
two rows close to each of the upper and lower walls, as these will be small for
velocity, and one row corresponding to the vorticity next to the wall.
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(S1 + S−1
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Γa− U
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2
Γb+

1

Re
((S1 + S−1

1 − 2) +
∂2

∂y2
+ (S2 + S−1

2 − 2))Γb

(18)

Substituting (11), (12), (13) into (7) we obtain (18), where we have introduced
a new function g(x, z) which can be used to specify the shape of control action
within a segment. In this study we used g(x, z) = 1

Measurements. We assume that measurements taken at the wall provide in-
formation about the stream-wise and span-wise skin friction, from which we can
determine the four quantities

y1 = − 1

Re
Δ
∂u

∂y

∣∣∣∣
y=1

y2 =
1

Re
Δ
∂u

∂y

∣∣∣∣
y=−1

y3 = − 1

Re
Δ
∂w

∂y

∣∣∣∣
y=1

y4 =
1

Re
Δ
∂w

∂y

∣∣∣∣
y=−1

(19)

Using the continuity equation and the definition of ω, it can be shown that these
outputs can be represented as

y1 = − 1

Re
(− ∂3v

∂x∂2y
+

∂2ω

∂z∂y
)

∣∣∣∣
y=1

y2 =
1

Re
(− ∂3v

∂x∂2y
+

∂2ω

∂z∂y
)
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y=−1

y3 = − 1

Re
(− ∂3v

∂z∂2y
− ∂2ω

∂x∂y
)

∣∣∣∣
y=1

y4 =
1

Re
(− ∂3v

∂z∂2y
− ∂2ω

∂x∂y
)

∣∣∣∣
y=−1

. (20)
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Using (5), (11), (12) and (13), the measurement equations can be written as

y1 =
1

Re
((S1 − S−1

1 )Γ ′′a− (S2 − S−1
2 )Γ ′b)

∣∣∣∣
y=1

y2 = − 1

Re
((S1 − S−1

1 )Γ ′′a− (S2 − S−1
2 )Γ ′b)

∣∣∣∣
y=−1

y3 =
1

Re
((S2 − S−1

2 )Γ ′′a+ (S1 − S−1
1 )Γ ′b)

∣∣∣∣
y=1

y4 = − 1

Re
((S2 − S−1

2 )Γ ′′a+ (S1 − S−1
1 )Γ ′b)

∣∣∣∣
y=−1

(21)

where y = 1 corresponds to the first row of Γ ′ and Γ ′′, while y = −1 corresponds
to the last row of Γ ′ and Γ ′′.

Remark 1: Estimating the Laplacian of skin friction can be replaced by ap-
plying spatial integration, using a suitable low pass spatial filter on (21).

3 Comparison of Models

In this section we compare the model obtained in the previous section against
some known features of Poiseuille flow and against a nonlinear simulation. The
model is obtained for N = 20 that results in total of 17 temporal and 102 spatial
states when the model is reduced to 2D.

It has been observed that the input to output gain grows in a band of
ω ∈ [0.17, 0.27], with a large resonant peak at 0.2 and 0.23 rad/sec for Re = 2000
and 5000, respectively. This is exactly what is predicted by Orr-Sommerfeld.

3.1 Nonlinear Simulation of 2D Model

The dynamics of the underlying system are highly non-linear. In order to esti-
mate the mismatch between the linearized model (18) and the nonlinear system,
a simulation environment is developed using FLUENT.

The simulation is carried out at Re = 2000; only NS-equations are simulated
without using any turbulence model in 2D. Other flow parameters used in the
simulation are presented in Table 1. Here the under relaxation factors are used to
make the simulation stable. Hence, if Ξ is a variable then its update is calculated
by

Ξ = Ξold + βε

where Ξold is the previous value of Ξ and ε is the change in the variable, while
β is the under relaxation coefficient. For time, the marching first order implicit
formulation is used. For details on these see [21].
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Table 1. Parameters used in simulation

Parameter Values

Simulation type Unsteady
Under relaxation parameters Default values

Maximum iterations per time step 80
Velocity-pressure coupling Simple

Time step 1× 10−3 sec.
Uc 1 m/s

Density 1 kg/m3

Viscosity 1× 10−3 kg/m− s

Input Signal. The input signal q(t) is applied only at the center of the lower
plate, which results in a spatially impulsive signal. However, it is temporally
sinusoidal.

q(t) =

⎧⎨
⎩

0.1 sin(ωt),
t ∈ [90, 90 + 6π/ω]

0, elsewhere,

g(x) =

⎧
⎨
⎩

1,
t ∈ [−0.166, 0.166]

0, elsewhere,
(22)

Here ω = 0.1, 0.2, 1 rad/sec are considered. This range of frequencies is chosen
since Tollmien-Schlichting waves, which are considered as the first stage of tran-
sition in 2D, have frequencies in this band. The time of simulation is set to 3
times the period of the sinusoid with 90sec of pre-calculations.

Output Calculation. At each instant of time, the software calculates stream-
wise (U) and wall normal velocities (V ). Using (19) and a first order approxi-
mation for the differential operator, the change in wall shear force is estimated
at the lower wall at different locations.

Calculation of the System Gain. Once the change in wall shear force is cal-
culated, it is converted into Fourier domain, and the amplitude of each frequency
component is calculated using the fast Fourier transform. An analysis of this re-
veals that for low frequencies the flow behaves nearly linearly. However, at large
frequencies, like ω = 1rad/sec, the behavior is more nonlinear, as can be seen
in Figure 4. It shows that the outputs at all channel locations have sinusoidal
components of frequencies other then the input frequency, which is due to the
nonlinearity of the system.

Deviations at other frequencies can be attributed to number of different fac-
tors: like the non-linearity of the dynamics, errors due to discretization etc. One
approach to reduce these effects is to simulate a perturbation model rather then
the full NS-equations. This however is not possible with FLUENT.
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Fig. 4. Fourier transform of output for w = 1 rad/sec

3.2 Transient Energy of 3D Finite Difference Model

In this section we will estimate the maximum transient energy to validate the
model. The transient energy is defined as [6]

E(t) =
1

V

∫ 1

−1

∫ 1
2

− 1
2

∫ 1
2

− 1
2

u2 + v2 + w2

2
dzdxdy (23)

where mass density of the fluid is assumed to be one. Since V = 2 and both v
and dv

dy are assumed to remain constant in x and z-direction in a single element,
we obtain, using the continuity equation and the definition of ω

E(t) =
1

4

∫ 1

−1

v2 + (
∂v

∂y
)2 + ω2dy. (24)
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We approximate the integral by a weighted sum as [22]

∫ 1

−1

v2dy =
N∑

n=0

wnv(yn),

∫ 1

−1

(
∂v

∂y
)2dy =

N∑
n=0

wn(
∂v

∂y

∣∣∣∣
yn

)2.

∫ 1

−1

ω2dy =

N∑
n=0

wnω(yn) (25)

where ∀n = 1, . . . , N − 1

wn =
2

N

√
1− y2n

N−1∑
m=1

1

m
sin(mπn/N)(1− cos(mπ)) (26)

and w0 = wN = 0. Substituting (25) in (24) and arranging the terms in
matrices we obtain

E(t) =
ΛTΨΛ+ ΛT

y ΨΛy + ΛT
ωΨΛω

4
(27)

where

Ψ =

⎡
⎢⎣
w0 0

0
. . . 0

0 wN

⎤
⎥⎦

Λ =

⎡
⎢⎣
v0
...
vN

⎤
⎥⎦ , Λy =

⎡
⎢⎢⎢⎣

∂v
∂y

∣∣∣
y0

...
∂v
∂y

∣∣∣
yN

⎤
⎥⎥⎥⎦ , Λω =

⎡
⎢⎣
ω0

...
ωN

⎤
⎥⎦ . (28)

In terms of the temporal state vector (xt)T = [aT , bT ] of the linearized model
(18), (27) can be written as

E(t) = (xt)T

(
T TΨT + T T

y ΨTy

4h2

)
xt (29)

where T = diag(Γ, Γ ) and Ty = diag(Γ ′, 0) together with the deleted rows
corresponding to n = [0, 1, N−1, N ], respectively. If the system is diagonalizable
then

xt = X0e
Φt

where, Φ is a diagonal matrix consisting of all the eigenvalues at its principal
diagonal. Substituting this in (29) will result in a matrix whose maximum sin-
gular value at any time t will be the maximum transient energy (Em(t)) starting
from any initial state.
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Fig. 5. Em(t) for Re = 5000, fx = [0.1, . . . , 2.5] and fz = 0

First Em(t) for Re = 5000, fx = [0.1, . . . , 2.5] and fz = 0 are calculated,
where fx is the spatial frequency in x-direction and fz is the spatial frequency
in z-direction, as shown in Fig. 5. It turns out that the system is stable, since the
transient energy decreased after the initial peak. However, for a spatial frequency
of nearly 1 the decay in the energy is less than for other frequencies. This is
because of a pole pair which is close to the imaginary axis and for Re > 6000
becomes unstable. The same behavior is reported elsewhere, e.g. [16].

Next, Em(t) for Re = 5000, fx = 0 and fz = [0.1, . . . , 3] are calculated. These
are plotted in Fig. 6. It shows a large peak of Em(t) ≈ 4500 at fz ≈ 2 at t ≈ 380.
This shows that the system is highly non-normal at this frequency. The values
obtained here are in agreement with the ones found by other researchers, see e.g.
[6], [23]. who found the peak of Em(t) = 4897 at t = 379 at the same spatial
frequency. The results presented above show that the model does capture the
dominating features of the problem.

4 Controller Synthesis

Once the interconnected model is constructed and validated the controller can be
synthesized using the approach presented in [2]. The approach searches for the
controller that results in the minimum closed-loop induced L2-norm. Where L2-
norm is the maximum gain over all time and space. In [24] it has been shown that
the non-normality results in rise in the L2-norm. Hence, the approach is used to
synthesize a state feedback controller with minimum L2-norm. The closed-loop
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.

maximum transient energy Em(t) is plotted in Fig. 7. It shows that the con-
troller has reduced the peak transient energy from 4500 to 130. This reduction
in transient energy indicates that the normality of the closed-loop system has
improved.
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5 Conclusion

In this paper we have shown the application of an interconnected systems ap-
proach to the flow transition control problem. The control structure consists of
a network of controllers. The controllers take measurements of local changes in
wall shear force and the infromation from their neighbours to generate control
signals. The control signal results in changing the wall normal velocities.

To apply the approach first an interconnected model is developed which is
validated using a nonlinear simulation. The Fourier transform of the output
signal reveals that as we move away from the point of injection of the input
signal the system behaves “more linearly”, suggesting that linear approximation
can be used for controller synthesis.

Next, the interconnected model is analyzed w.r.t the growth in transient en-
ergy. It has been demonstrated that the model presented here does capture the
dominating feature of 3D NSE, which are highly non-normal. The interconnected
controller is then synthesized by minimizing the L2-norm.

The work presented here can be extended in two main directions. One is to
apply the approach to problem of shifting the transition in boundary layers. Sec-
ondly, the control scheme presented here requires considerable communication
between neighbours and it is difficult to consider complex boundary conditions.
This can be addressed by either developing or estimating appropriate models
with reduced interactions and spatially varying dynamics, using e.g the approach
of [25]. Furthermore, the problem of sensor and actuator placement poses further
challenges. Development and application of techniques that provide solutions to
these problems will be explored in the future.

References

1. el Hak, M.G.: Modern developments in flow control. Applied Mechanics Review 49,
365–379 (1996)

2. Chughtai, S., Werner, H.: Transition control of plane Poiseuille flow - a spatially
interconnected model. In: Proc. of 47th IEEE Conference on Decision and Control,
Cancun, Mexico (2008)

3. Baramov, L., Tutty, O., Rogers, E.: H∞ control of nonperiodic two-dimensional
channel flow. IEEE Transactions on Control Systems Technology 12(1), 111–122
(2004)

4. Fasel, H.: Investigation of the stability of boundary layers by a finite-difference
model of the Navier-Stokes equations. Journal of Fluid Mechanics 78, 355–383
(1976)

5. Daube, O.: Resolution of the 2D Navier-Stokes equations in velocity-vorticity forms
by means of an influence matrix technique. Journal of Computational Physics 103,
402–414 (1992)

6. Butler, K., Farrell, B.: Three dimensional optimal disturbances in viscous shear
flow. Physics of Fluids 4(8), 1637–1650 (1992)

7. Trefethen, L., Trefethen, A., Reddy, S., Driscoll, T.: Hydrodynamic stability with-
out eigenvalues. Science 261(30), 578–584 (1993)



An Interconnected Systems Approach to Flow Transition Control 145

8. Bewley, T., Liu, S.: Optimal and robust control and estimation of linear paths to
transition. Journal of Fluid Mechanics 365(12), 305–349 (1998)

9. McKernan, J., Whidborne, J., Papadakis, G.: Linear quadratic control of plane
Poiseuille flow-transient behaviour. International Journal of Control 80(12),
1912–1930 (2007)

10. Jovanovic, M., Bamieh, B.: Componentwise energy amplification in channel flows.
Journal of Fluid Mechanics 534, 145–183 (2005)

11. King, R., Aleksic, K., Gelbert, G., Losse, N., Muminovic, R., Brunn, A., Nitsche,
W., Bothien, M., Moeck, J., Paschereit, C., Noack, B., Rist, U., Zeng, M.: Model
predictive flow control. In: Proc. of 4th Flow Control Conference, Seattle, USA
(2008)

12. Krstic, M., Smyshlyaev, A.: Boundary control of PDEs: A course on backstepping
design. SIAM (2008)

13. el Hak, M.G., Tsai, H.: Transition and turbulence control. Lecture notes. World
Scientific Publishing Co. Ltd. (2006)

14. King, R.: Active Flow Control. NNFM, vol. 95. Springer, Heidelberg (2007)
15. Peyret, R.: Spectral methods for incompressible viscous flow. Applied Mathemat-

ical Science. Springer, Berlin (2002)
16. Orszag, S.: Accurate solution of the Orr-Sommerfeld stability equation. Journal of

Fluid Mechanics 50(4), 689–703 (1971)
17. Kim, J., Bewley, T.R.: A linear systems approach to flow control. Ann. Rev. Fluid

Mech. (39), 39–383 (2007)
18. Sipp, D., Marquet, O., Meliga, P., Barbagallo, A.: Dynamics and control of global

instabilities in open-flows: a linearized approach. Appl. Mech. Rev. 3(63), 30801
(2010)

19. Bagheri, S., Henningson, D.S.: Transition delay using control theory. Philos. Trans.
R. Soc. (369), 1365–1381 (2011)

20. McKernan, J.: Control of plane Poiseuille flow: A theoretical and computational
investigation. PhD thesis, Cranfield University, Dept. of Aerospace Siences, School
of Engineering (2006)

21. Fluent, I.: FLUENT 6.3 User’s Guide. FLUENT Inc. (2006)
22. Boyd, J.: Chebyshev and Fourier Spectral Methods. Dover Publications Inc., New

York (2001)
23. Schmid, P., Henningson, D.: Stability and transition in shear flows. Springer, New

York (2001)
24. Trefethen, L.: Pseudospectra of linear operators. SIAM Review 39(3), 383–406

(1997)
25. Ali, M., Ali, A., Chughtai, S., Werner, H.: Consisitent identification of spatially

interconnected systems. In: Proc. American Control Conference, San Francisco,
CA, USA, pp. 3583–3588 (2011)



Direct Numerical Simulation of Heat Transfer

of a Round Subsonic Impinging Jet

Robert Wilke and Jörn Sesterhenn

Technische Universität Berlin, Fachgebiet Numerische Fluiddynamik,
Müller-Breslau-Str. 11, 10623 Berlin, Germany

robert.wilke@tnt.tu-berlin.de, joern.sesterhenn@tu-berlin.de

http://www.cfd.tu-berlin.de/

Abstract. This paper concentrates on the investigation of heat trans-
fer of a confined round impinging jet. A direct numerical simulation was
performed at a Reynolds number of Re = 3300 using a grid size of
512 × 512 × 512 points. It is shown that the dissipative scales are well
resolved. This enables the examination of the impact of the jet’s turbu-
lent flow field on the heat transfer of the impinged plate. In this study
the distribution of the local Nusselt number is presented and related to
the instantaneous flow field of the jet.

Keywords: Direct Numerical Simulation, Round Jet, Heat Transfer,
Forced Convection, Impingement, Unsteady, Turbulent.

1 Introduction

Impinging jets provide an effective cooling method for various applications such
as the cooling of turbine blades of aircraft. An increase of efficiency not only re-
duces the required cooling air mass flow and consequently the fuel consumption,
but also enables new combustion concepts with even higher cooling demands to
be applied in the future.

Heat transfer due to forced convection of a jet impinging on a flat plate has
been studied for decades. General information including schematic illustrations
of the flow fields as well as distributions of local Nusselt numbers for plenty of
different geometrical configurations and Reynolds numbers Re can be found in
several reviews, such as [9], [10] ,[14], [15] based on experimental and numerical
results. Since experiments cannot provide all quantities of the entire flow domain
spacially and temporally well resolved, the understanding of the turbulent flow
field requires simulations. Existing publications of numerical nature use either
turbulence modelling for the closure of the Reynolds-averaged Navier-Stokes
(RANS) equations, e.g. [16], or large eddy simulation (LES), e.g. [4]. Almost
all available direct numerical simulations (DNS) are either two-dimensional, e.g.
[3], or do not exhibit an appropriate spatial resolution in the three-dimensional
case, e.g. [8]. Recent investigations come from Dairay et al [5]. He conducted
a DNS of a round impinging jet. Since those computations require tremendous

c© Springer International Publishing Switzerland 2015 147
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http://www.cfd.tu-berlin.de/


148 R. Wilke and J. Sesterhenn

amounts of computing time, their presented results are preleminary and consider
the Nusselt number and the friction coefficient only.

This study deals with a direct numerical simulation of a turbulent round
impinging jet. According to Hrycak [9], for free jets as well as for impinging
jets four different states dependent on the Reynolds number exist. Those states
characterise the jet with regard to turbulence, ranging from dissipated laminar
(Re < 300) to fully turbulent (Re > 3000). To ensure simulating a fully turbulent
impinging jet, a Reynolds number of Re = 3300 is chosen.

2 Numerical Method

2.1 Governing Equations and Computational Domain

The governing Navier-Stokes equations are formulated in a characteristic
pressure-velocity-entropy-formulation, as described by Sesterhenn [13] and solved
directly numerically:

∂p

∂t
= −ρc

2

(
X+ +X− + Y + + Y − + Z+ + Z−)+ p

cv

(
∂s

∂t
+Xs + Y s + Zs

)

(1)

∂u

∂t
= −

[
1

2

(
X+ −X−)+ Y u + Zu

]
+

1

ρ

∂τ1j
∂xj

(2)

∂v

∂t
= −

[
Xv +

1

2

(
Y + − Y −)+ Zv

]
+

1

ρ

∂τ2j
∂xj

(3)

∂w

∂t
= −

[
Xw + Y w +

1

2

(
Z+ − Z−)

]
+

1

ρ

∂τ3j
∂xj

(4)

∂s

∂t
= − (Xs + Y s + Zs) +

1

ρT

(
− ∂qi
∂xi

+ Φ

)
(5)

The three Cartesian coordinates are x, y, z and the corresponding velocity
components read u, v, w. Pressure, density, entropy and temperature are ex-
pressed as p, ρ, s and T . Equations for the acoustic wave amplitudes (X/Y/Z)±,
the entropy waves (X/Y/Z)s, the transport terms (X/Y/Z)(u/v/w), the stress
tensor τij and Φ are given in the appendix. This formulation has advantages in
the fields of boundary conditions, parallelization and space discretisation. No
turbulence modelling is required since the smallest scales of turbulent motion
are resolved, see section 3.1. The spatial discretisation uses 6th order compact
central schemes of Lele [11] for the diffusive terms and compact 5th order upwind
finite differences of Adams et al. [1] for the convective terms. To advance in time
a 4th order Runge-Kutta scheme is applied.

The present simulation is conducted on a numerical grid of size 512×512×512
points for the computational domain sized Lx×Ly×Lz = 12D×5D×12D, where
D is the inlet diameter, see Figure 1. A confined impinging jet is characterised
by the presence of two walls, the impinging plate and the orifice plate. The
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grid is refined in those wall-adjacent regions in order to ascertain a maximum
value in time and space of the dimensionless wall distance y+ of the closest grid
point to the wall smaller than one for both plates. For the x- and z-direction a
slight symmetric grid stretching is applied which refines the shear layer of the
jet. The refinements use hyperbolic tangent respectively hyperbolic sin functions
and lead to minimal and maximal spacings of 0.017D ≤ Δx = Δz ≤ 0.039D
and 0.0017D ≤ Δy ≤ 0.016D. The maximum change of the mesh spacing is
0.5% respectively 1%. For the circumferential averaging an equidistant grid of
size nθ × nr = 1024 × 512 is applied for each slice at constant height. Table
1 shows the physical parameters of the simulation. The wall temperature of
100◦C and the total temperature of 20◦C are chosen in order to be realisable
for experiments, where the impinging plate can be kept isothermal using steam.
Since the Nusselt number is commonly known as a function of the Reynolds
and Prandtl number, no strong influence is expected from the Mach number. A
pressure ratio of pt/p∞ = 1.5 is chosen since it leads to a high subsonic Mach
number of about 0.78. This reduces the amount of required computing time
related to lower Mach numbers.

x 
z 

y 

r 

y 
D 

Lx Lz 

Ly 

Fig. 1. Computational domain with instantaneous iso-surface of Q-criterion

Q = 1
2

(
P 2 + ωijωij − SijSij

)
, P = − ∂ui

∂xi
, ωij = 1

2

(
∂ui
∂xj

− ∂uj

∂xi

)
, Sij =

1
2

(
∂ui
∂xj

+
∂uj

∂xi

)
at Q = 1000m2s−4
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Table 1. Physical parameters of the simulation. po, p∞, To, TW , Re,Pr, κ,R denote
the total pressure, ambient pressure, total temperature, wall temperature, Reynolds
number, Prandtl number, ratio of specific heats and the specific gas constant.

po/p p∞ To TW Re Pr κ R

1.5 105Pa 293.15 K 373.15 K 3300 0.71 1.4 287 J/(kg K)

2.2 Boundary Conditions

The computational domain is delimited by four non-reflecting boundary con-
ditions, one isothermal wall which is the impinging plate and one boundary
consisting of an isothermal wall and the inlet. The walls are fully acoustically
reflective. To impose boundary conditions, the waves entering the computational
domain have to be set. The isothermal wall is described in [13]. In order to derive
a consistent description of the orifice plate including the inlet a new boundary
condition is presented which describes the entire face with one set of equations.
Therefore the time derivation of the velocity

∂vi
∂t

=
∂vi
∂t

(xi, t) (6)

and the time derivation of the total temperature

∂To

∂t
=

∂To

∂t
(xi, t) =

κ− 1

κ

T

p

∂p

∂t
+

T

cp

∂s

∂t
+

vi
cp

∂vi
∂t

(7)

are imposed as a function of time and space. In the specific case of the upper
boundary, the entering acoustic wave Y − can be obtained directly from (3) and
the transport terms Y u and Y w subsequently from equation (2) and (4). The
entropy wave Y s can be derived from the equations (1), (5) and (7), viz.:

Y s = − (Xs + Zs) + κ
σ

ρT
− cp

T

∂T0

∂t
+

+
v

T

∂v

∂t
− 1

2

κ− 1

κ

cpcρ

p

(
X+ +X− + Y + + Y − + Z+ + Z−)

(8)

The initial conditions of the present simulation are vi = 0, p = p∞ and
T = TW , where p∞ is the ambient pressure and TW is the wall temperature. For
the areas of the wall both derivatives are set to zero: ∂vi

∂t

∣∣
W

= 0, ∂To

∂t

∣∣
W

= 0.
At the inlet the derivative of the total temperature is set so that the total
temperature decreases within a given time of Δt = 10−3s from the initial value
to the stationary value To. Respectively the wall normal velocity reaches the
time dependent target velocity in order to maintain the total pressure of po. The
described method has the advantage that it is very easy to define one or more
inlet areas (nozzles) by multiplying the target velocity with a space function
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f(r, θ) and consequently switching between inlet and wall. The location of the
nozzle is defined using a hyperbolic tangent profile with a thin laminar annular
shear layer described by a thickness parameter b. The parameter g moves the
shear layer adjacent to the wall of the artificial nozzle:

f(r) =
1

2
− 1

2
tanh

[(
r

D
− D

2
+ tanh−1(1 − g)

)
b

]
. (9)

Similar profiles have been uses by Freund [7] for subsonic free jets. He applied
random perturbations of b in order to accelerate the transition of the jet. In
agreement with his investigation, the impinging jet presented in this paper re-
mains laminar and symmetric unless a perturbation is added as well. Therefore
the thickness parameter varies in time:

b = e−τbn−1 +
(
1− e−τ

)
(
b0 +

1

N

N∑
n=1

Ancos(2π
u∞
D

Srnt+ Φn)cos(θ + Ψn)

)
.

(10)
A,Sr, Φ and Ψ are random variables. This approach is a combination of those

by Davidson [6] and Freund [7]. The used parameters are: bo = 26.47, g =
10−2, N = 100, τ = 10−2. The random variables vary as follows: A = 0..20, Sr =
0..20, Φ = 0..2π, Ψ = 0..2π and lead to a random distribution of the thickness
parameter b with Δbmax/bo = 8.87 10−4, σΔb/bo = 1.30 10−4 per time step and
26.31 ≤ b ≤ 26.63.

The non-reflecting boundary condition sets the unknown incoming wave to
zero. Additionally a sponge region is applied for the outlet area r > 11D, that
smoothly forces the values of pressure, velocity and entropy to reference values.
This destroys vortices before leaving the computational domain. The reference
values at the outlet were obtained by a preliminary large eddy simulation of a
greater domain.

3 Results and Discussion

3.1 Energy Spectrum and Kolmogorov Scales

The scales of turbulent motion span a huge range from the size of the domain
to the smallest energy dissipating ones. Since the turbulent kinetic energy is
transferred downwards to smaller and smaller scales, the smallest ones have to
be resolved by the numerical grid in order to obtain a reliable solution of the
turbulent flow. They are given with the kinematic viscosity ν and dissipation
rate ε by

lη ≈
(
ν3

ε

) 1
4

(11)
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and are valid for isotropic turbulence, that occurs at sufficiently high Reynolds
numbers. The ratio of the mesh width to the Kolmogorov length scale

(hxhyhz)
1/3

/lη is shown in Figure 2b and reaches a maximum value of 4.2 at the
lower wall. For supersonic turbulent boundary layers, Pirozzoli et al. [12] showed
that the typical size of small-scale eddies is about 5..6lη. A strongly different be-
haviour for the present boundary layer of high subsonic Mach number is not

expected. The maximum ratio in the area of the free jet is (hxhyhz)
1/3

/lη = 1.5

and of the wall jet is (hxhyhz)
1/3

/lη = 2.5.
Figure 2a shows the energy spectrum of the impinging jet. The inertial sub-

range is represented by a slope of −5/3. Since this slope is tangent to the spec-
trum in x- and z-direction the inertial subrange is unincisive. This means the
Reynolds number of 3300 can be considered as low or not sufficiently high to
obtain isotopic turbulence. Therefore the Kolmogorov microscales are not crucial
for the assessment of the grid resolution. They provide a conservative clue. A
lack of resolution means that the dissipating scales are not well resolved, which
would lead to a pile-up at high wave numbers. The plot shows that the energy
decreases with the scales monotonously in the dissipation area and no increase of
energy at high wave numbers is present. In conclusion the applied computational
grid is appropriate and the simulation can be referred to as a direct numerical
simulation.
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3.2 Boundary Layer

In addition to the criterion due to turbulent motion of the jet, the boundary
layer including the viscous sub-layer also has to be resolved appropriately in
order to achieve reliable results of the heat transfer at the impinging plate. The
maximum dimensionless wall distance

y+ =
uτy

ν
(12)

of the present simulation occurs at r/D = 0.914 and reaches a value of y+ = 0.64.
The minimum number of points in the viscous sub-layer y+ ≤ 5 is seven for the
entire domain. Figure 3 shows the velocity- and temperature boundary layer
profile for different distances from the stagnation point. u+, uτ and τW are the
dimensionless radial velocity, the friction velocity and the wall shear stress:

u+ =
u

uτ
, uτ =

√
τW
ρ

, τW = η

(
∂u

∂y

)

W

. (13)

The dimensionless temperature is given by

T+ =
TW − T

Tτ
, Tτ =

qW
ρcpuτ

, (14)

where Tτ is the friction temperature and qW the wall heat flux.
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Fig. 3. Mean boundary layer profiles for different radial positions r/D

3.3 Heat Transfer

The main flow characteristics can be compared with experimental results from
literature. Figure 4 shows the mean distributions of the radial velocity and tem-
perature. The maximal mean radial velocity increases from the stagnation point,
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reaches its maximum value at r/D = 1.52 and then decreases. The maximal
temperature difference T − Tt increases monotonously with greater radii as a
consequence of turbulent mixing of the cold impinging jet and the hot environ-
ment. For the same reason, the profile at r/D = 1 which is located in the shear
layer of the jet is at lower temperatures than the other ones.

The heat transfer at the impinging plate is strongly related to the vortical
structures of the turbulent flow field. In the shear layer of the jet (primary) ring
vortices develop and grow until they collide with the wall and then stretch and
move in radial direction. As soon as the primary toroidal vortex passes the de-
celeration area of the wall jet r/D > 1.52, the flow separates and forms a new
secondary counter-rotating ring vortex that enhances the local heat transfer, di-
rectly followed by a likewise annular area of poor heat transfer due to separation.
Travelling downstream the vortex pair becomes unstable and breaks down into
smaller structures that rise. As a consequence the two rings at the wall of very
high and low heat transfer vanish and the cycle restarts.

Figures 5 and 6 show the birth of those vortex rings on a x-y plane through the
center of the jet. The background pictures the Mach number. Thereon contour
lines of same values of the Q-criterion are drawn. The two vertical lines show
the position of the maximal radial velocity. In addition, the Nusselt number is
represented on the x-z plane at the wall. The first picture of the series is taken
at a time step where the primary ring vortex reaches the deceleration area of the
wall jet. Beside the stagnation area no strong peak in heat transfer is present.
In the next three pictures, the secondary counter-rotating ring vortex is born
and travels downstream. A strong annular peak in the Nusselt number can be
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Fig. 5. Impact of the secondary vortex on the local Nusselt number illustrated by
contours of equal values of Q above the Mach number Ma on a x-y-plane through the
center of the jet and the Nusselt number at the impinging plate advancing in time (1)
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Fig. 6. Impact of the secondary vortex on the local Nusselt number illustrated by
contours of equal values of Q above the Mach number Ma on a x-y-plane through the
center of the jet and the Nusselt number at the impinging plate advancing in time (2)
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observed which travels together with the vortex pair until they collapse and the
strong heat transfer disappears.

The investigated life cycle leads to a secondary area located at r = 2..3 of
high values of the radial Nusselt number

Nu(r) = − D

ΔT

∂T

∂y
(r)

∣∣∣∣
W

(15)

that is shown in Figure 7a. The primary maximum exists at r/D = 0.38.

Buchlin[2] reported the inner or primary maximum at r/D = 0.7 and the
outer or secondary at r/D = 2.4 for experimental data at Re = 60000, h/D = 1
with the remark, that the strength of both maxima decrease and the inner one
moves to the stagnation point with increased nozzle to plate distances h/D
and decreased Reynolds number. Since direct numerical simulations presently
cannot reach high Reynolds numbers like Re = 60000 of the experiments, no
direct comparison between the numeric values can be performed. Nevertheless
Buchelins conclusions concerning the phenomenon of secondary vortex rings, the
movement of the secondary maximum towards the stagnation point and the loss
of strength of both maxima match the results of the present simulation well.

4 Conclusion

This paper presents a direct numerical simulation of a subsonic confined imping-
ing jet. The chosen grid size of 5123 points matches the requirements for reliable
results on turbulent heat transfer. The Nusselt number distribution is presented
and features a week primary and secondary maximum which is caused by the
occurrence of secondary vortex rings that locally increase the heat transfer in an
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annular shape. Those first results agree with experimental data of [2]. In future
work a DNS at Re = 8000 will be performed and directly compared to experi-
mental results of our partner project within the Collaborative Research Centre
1029 in order to increase the practical importance of the investigations for gas
turbines.
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Appendix: Abbreviations Used in the Governing Equations

X± := (u ± c)

(
1

ρc

∂p

∂x
± ∂u

∂x

)
(16)

Y ± := (v ± c)

(
1

ρc

∂p

∂y
± ∂v

∂y

)
(17)

Z± := (w ± c)

(
1

ρc

∂p

∂z
± ∂w

∂z

)
(18)

Xv := u
∂v

∂x
, Xw := u

∂w

∂x
, Xs := u

∂s

∂x
(19)

Y u := v
∂u

∂y
, Y w := v

∂w

∂y
, Y s := v

∂s

∂y
(20)

Zu := w
∂u

∂z
, Zv := w

∂v

∂z
, Zs := w

∂s

∂z
(21)

τij := 2νρ

(
sij − 1

3
skkδij

)
(22)

sij :=
1

2

(
∂ui

∂kj
+

∂uj

∂xi

)
(23)

Φ := τijsij (24)
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Low Temperature Gasoline Combustion – Potential, 
Challenges, Process Modeling and Control 
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Abstract .Worldwide efforts in combustion development focus on reducing carbon 
dioxide emissions. Besides improving conventional combustion systems, also 
alternative systems have to be considered as a measure to achieve that goal. The 
present work aims to increase the usability of gasoline controlled auto-ignition 
(GCAI) with its potential benefit regarding fuel consumption of up to 30 %. 

The operating range of low temperature gasoline combustion is limited by 
instability and high sensibility regarding the thermodynamic state. In a first 
step, experimental investigations on a 1-cylinder research engine with 
Electromechanical Valve Train (EMVT) were carried out to identify measures 
that extend the GCAI operating range. In particular the injection strategy 
appears to be an important control value. So, a distinct amount of fuel injected 
during the intermediate compression by using combustion chamber exhaust gas 
recirculation helps to decrease the feasible load by up to 62.5 % (at 2000 min-1). 
Increased charge dilution realized by charging or external exhaust gas 
recirculation influences the maximum cylinder pressure gradient and allows 
raising the examined load point from IMEP = 4.6 bar to IMEP = 6.7 bar. 

The experiments reveal that the auto-ignition process is affected by 
comparable high combustion variability with negative influence on stability and 
controllability. Hence, numerical investigations were carried out to gain a 
deeper understanding of the combustion fluctuations. Using an 1D gas 
exchange model in combination with computational fluid dynamics (CFD) the 
origin of those fluctuations can be determined. On the one hand auto-
correlations between consecutive combustion cycles are exposed. This 
demonstrates the high sensibility of the GCAI process for the thermodynamic 
state. Furthermore, a superimposed stochastic fluctuation caused by a distinct 
intake pressure noise explains the combustion variations. 

The precise process model is used to develop a model-based predictive 
controller. To that end the complexity of the model is reduced based on 1D gas 
exchange calculations and the Watson approach. The reduced process model is 
capable to reproduce the above mentioned fluctuations. 

Keywords: gasoline controlled auto-ignition, GCAI, simulation, in-cylinder 
flow, combustion, combustion variability, correlation. 

Introduction 

With potential fuel consumption benefits of up to 30 % and a significant reduction of 
nitrogen oxide emissions (NOx) the low temperature combustion represents an 
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attractive alternative process for internal combustion engines. Contrary to the 
premixed turbulent combustion in common gasoline engines, which is controlled by 
the turbulence structure, Gasoline Controlled Auto-Ignition (GCAI) is driven by 
chemic kinetics. Hence, combustion characteristics are highly dependent on 
thermodynamic state, ambient conditions and fuel properties. Temperature and 
pressure level of the cylinder charge and stratification of internal residual gas fraction 
come into consideration as main control variables for the auto-ignition process. 
Investigations on an 1-cylinder research engine with Electromechanical Valve Train 
(EMVT) address those influencing variables and limitations of low temperature 
gasoline combustion. 
 

 

Fig. 1. 1-cylinder research 
engine 
 

Table 1. Specifications of 1-cylinder research engine 
 

Engine specifications 
displacement 499 cm³ 
stroke s/ bore D 90 / 84 mm 
s / D 1.07 1 
compression ratio 12 (& 9.5) 1 
cylinder 1 - 
valves per cylinder 4 - 
injection piezoelectric actuated 

hollow cone injector 
- 

valvetrain electromechanical valve 
train 

- 

engine setups thermodynamic & 
optical investigations 

- 

 
 

 
The experiments reveal that low temperature combustion possesses cyclic 

fluctuations with negative influence on combustion stability. To gain a deeper 
understanding of the origin detailed numerical investigations are carried out including 
a verified 1D gas exchange model as well as computational fluid dynamics (CFD) 
coupled to chemical kinetics. A further step combines the numerical and experimental 
findings in strategies to extend the GCAI operation map, in which reduced process 
models beforehand used for the numerical investigations serve in a model based 
control software. 

Gasoline Controlled Auto-ignition 

The worldwide reduction of carbon dioxide emissions (CO2) caused by the transport 
sector is a major focus of engine development. On that matter, reduced displacement 
in combination with turbocharging, valve train variability and direct injection is 
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already a well-established measure in the field of gasoline combustion development. 
High potential for a further reduction in fuel consumption is assigned to the 2nd 
generation of lean stratified combustion ([1],[2]). Examples can already be found in 
serial production. Due to the lean combustion process the use of the conventional 
three-way catalyst for the reduction of NOx emissions is not possible and a high cost 
exhaust after treatment system has to be added. An alternative of comparable CO2 
savings at up to 99 % reduced NOx raw emissions is offered by GCAI. A 
decentralized ignition leads to a low global temperature in the combustion chamber 
with low intensity of dissociation and thus a reduction of NOx and soot emissions [3]. 

Previous work shows potential fuel consumption benefits of up to 11.7 % for the 
New European Driving Cycle (NEDC) when compared to conventional spark-ignited 
(SI) operation [4]. [5] estimates the potential CO2 savings even with up to 30 %.  

Combustion Process 

Contrary to the premixed, flame-propagating combustion in conventional processes, 
GCAI is determined by chemical kinetics. Hence, there is no propagating flame front, 
but multiple ignitable spots at the end of compression disengaging a chain reaction by 
creating favourable combustion conditions in means of temperature and pressure all 
over the combustion chamber. Almost simultaneous combustion leads to comparable 
short burn duration. Thereby the GCAI combustion is closer to the corresponding 
ideal isochoric cycle than the common gasoline combustion (compare Figure 2). 
Contrary, towards higher loads this leads to unacceptable high pressure gradients 
limiting the GCAI operating range.  

 

Fig. 2. Indicator diagram for GCAI and SI cycle 

The required temperature to initiate auto-ignition is provided by a large amount of 
internal residual gas. In the case shown in Figure 2 the necessary residual gas fraction 
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is realised by negative valve overlap as it is evident by the intermediate compression 
during the gas exchange cycle. Comparing the gas exchange cycles, another 
advantage of GCAI becomes obvious: lean operation with a high amount of residual 
gas allows dethrottling and thereby reduced gas exchange losses. On the other hand 
high residuals have negative influence on combustion stability, when the enthalpy of 
the exhaust gas increases at lower loads. Measures to overcome the mentioned 
limitations are discussed in the following. 

Extended Operation Map 

Using the GCAI benefits in a larger range is accompanied by an increase in CO2 
savings. Therefore, the possible influencing parameters have to be identified and 
classified with regard to their significance to the maximum cylinder pressure gradient ሺdp/dαሻ୫ୟ୶ , combustion stability which is characterized by the coefficient of 
variance ܱܥ IܸMEP of the indicated mean effective pressure and air/fuel ratio λ. 

The influencing parameters are divided into measures to influence the global 
temperature and pressure levels, stratification effects of recirculated exhaust gas, fuel 
and fresh air as well as the fuel properties such as oxidation reactions or the enthalpy 
of vaporization. To assess the latter, in addition to conventional gasoline fuels 
(RON95 and RON98) also various alcohols are tested. The influence of local 
stratification effects is investigated in terms of spark assistance as well as various 
injection strategies. With respect to the influence on the global temperature and 
pressure level variations of the following parameters are examined: 

• internal residual gas fraction via variable valve timing 
– Combustion Chamber Recirculation (CCR) 
– Exhaust Port Recirculation (EPR) 

• compression ratio via piston height 
• intake manifold pressure via charging 
• intake manifold temperatur 
• cooled, external residual gas fraction 

Due to the complexity of the investigations only the most important measures shall 
be discussed following. Figure 3 shows the comparison of the two above mentioned 
strategies to trap internal residual gas at an engine speed of  n ൌ 2000 minିଵ and 
moderate load of IMEP ൌ 3 bar. In case of exhaust port recirculation the exhaust 
valve is kept open beyond Top Dead Center (TDC). Thereby the exhausted gas is 
sucked back in after TDC. The low cylinder pressure gradient respectively the slower 
auto-ignition process, as it is evident by the cylinder pressure trace and flame light 
measurements (Figure 3 below), are preferable to extend the GCAI operating range 
towards higher loads. Contrary, this strategy is accompanied by a high COV of IMEP 
when operated at lower loads like the example shown in Figure 3 (COVIMEP,EPR ൌ7.43 %). 
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Fig. 3. Cylinder pressure, valve timing and flame light measurements at auto-ignition for 
combustion chamber recirculation with and without pilot-injection in comparison to exhaust 
port recirculation; n ൌ 2000 minିଵ, IMEP ൌ 3 bar, CR ൌ 12 

Combustion chamber recirculation, on the other hand, is characterized by a high 
negative valve overlap, thereby recompressing the exhaust gas during TDC. This 
leads to a comparably high and homogeneously distributed temperature of the residual 
gas and in consequence faster fuel conversion (Figure 3 top). Hence, a lower amount 
of residual gas is necessary to achieve the same load, what enables extended operation 
towards lower loads with increased stability (COVIMEP,CCR ൌ 4.93 %). Additionally, 
early exhaust valve closing in combination with direct injection allows (cylinder 
individual) pilot-injections during the intermediate compression. Already small 
injection quantities (m୳ୣ୪,୮୧୪୭୲ ൌ 2.17 mg  / m୳ୣ୪,୫ୟ୧୬ ൌ 4.12 mg  ) can have a major 
influence on the auto-ignition process during main compression. The example shows 
a decreased COV of IMEP of COVIMEP,CCRା୮୧୪୭୲ ൌ 1.73 %. Whereas higher amounts 
of pilot-injection are accompanied by increased COVIMEP . An almost equal 
intermediate compression indicates no significant fuel conversion at this point. For 
higher fuel amounts during intermediate compression fuel conversion can be detected 
what overrides the positive, stabilizing effect. Responsible for this effect might be that 
the ignition process depends on chemical reaction kinetics; in particular the prompt 
decomposition of hydrogen peroxide (H2O2) into hydroxyl radicals (OH·) at 
temperatures above 1000 െ 1200 K [14]. Small, not entirely converted fuel amounts 
(T ൏ 1000  Kሻ increase the number of H2O2 molecules for the main compression 
auto-ignition. Hence, pilot-injection and in consequence the amount of H2O2 
molecules offer a promising control value to reduce cyclic fluctuations and a further 
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measure to extend the operation range especially towards low loads. With regard to a 
multi-cylinder GCAI application, cylinder-specific corrections can be realized as well. 

Starting from a GCAI operation with single injection during suction stroke, various 
strategies have been combined in order to extend the operational range towards higher 
and lower loads. Figure 4 shows exemplary the results at an engine speed of n ൌ2000 minିଵ for both CCR and EPR. For the investigations the maximum cylinder 
pressure gradient was set to ሺdp/dαሻ୫ୟ୶ ൏  The combustion stability is .ܣܥ°/ݎܾܽ 5
reflected in the standard deviation of the indicated mean effective pressure that was 
limited on a common value for the partial load range to σIMEP ൏ 0.15. A further 
limiting value for the results as shown below is represented by the air-fuel ratio, 
which should be in an over-stoichiometric region for GCAI operation (λ  1). 

 

Fig. 4. Strategies for load extension; n ൌ 2000 minିଵ, CR ൌ 12 ; Boundary conditions for 
GCAI: σIMEP ൏ 0.15, ሺdp/dαሻ୫ୟ୶ ൏ λ ,ܣܥ°/ݎܾܽ 5  1 

As described before CCR features advantages towards lower loads. Even for a single 
injection strategy CCR enables load points down to IMEP ൌ 1.6 bar, whereas with EPR 
only an indicated mean effective pressure of IMEP ൌ 2.8 bar is feasible. In combination 
with pilot injection it is possible to reduce the minimum load by a further 62.5 %. 

The increasing maximal pressure gradient restricts the GCAI operation at higher 
loads. Hence, it is necessary to adopt strategies that slow down the reaction progress 
like increased charge dilution via charging or external exhaust gas recirculation. Also 
the previously described injection before top dead center gas exchange can be used to 
further lean out the mixture, as less residuals are necessary to achieve a certain 
combustion phasing. In combination with a third injection that is coupled to a 
supporting spark the maximum achievable load is increased by 32.6 % in case of 
CCR. Supporting spark leads to a stratified combustion in the vicinity of the spark 
plug thereby initiating the auto-ignition process. The high enthalpy of vaporization 
and octane number of alcohol-based fuels slow combustion and reduce the maximum 
cylinder pressure rise. Thus, they offer further potential for expansion of the GCAI 
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operational range towards higher loads. With ethanol a further increase in the load of 
9.8 % can be achieved. Those fuels also have the advantage to significantly reduce 
NOx emissions compared to conventional RON95 fuels in the high loads due to their 
comparably high enthalpy of vaporization and especially their lower adiabatic flame 
temperature. Still NOx emissions rise with increased engine loads. In consequence it 
might be necessary to switch from lean to stoichiometric conditions.  

Considering the same boundary conditions, the compression ratio influences 
directly the initiation of the auto-ignition process by increased respectively decreased 
pressure at end of the compression stroke. Investigations of two compression ratios 
( CR ൌ ܴܥ & 12 ൌ 9.5ሻ  at an engine speed of n ൌ 1500 minିଵ  and an indicated 
mean effective pressure of IMEP ൌ 3 bar  reveal that a higher compression ratio 
allows to increase air-fuel ratio by 14.8 %, since there is a lower amount of residual 
gas necessary to achieve the same center of combustion (CA50 ൌ 8° CA aTDC). In 
consequence a higher compression ratio is advantageous to cover a broad GCAI 
operation area. Considering the usage of both GCAI and conventional combustion in 
one engine a variable compression ratio is advisable. 

Cyclic Fluctuations and Combustion Stability 

The above mentioned investigations reveal that already small variations in ambient or 
combustion chamber conditions can have a major influence on combustion stability. On 
the one hand this provides a set of important control values for the combustion process 
like pilot injection, external residual gas or charging. On the other hand the auto-ignition 
process is very sensitive to incidental fluctuations of the global temperature and pressure 
level. The analysis of 200 consecutive cycles regarding the fluctuation of IMEP shows a 
relation (݇ ൌ െ0.56) between two sequent cycles (see Figure 5). 

 

Fig. 5. Return maps for IMEP of 200 consecutive cycles at n ൌ 1500 minିଵ  and EOI ൌ410° CA bTDC 
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According to that, a good combustion is followed by a worse combustion and vice 
versa. This relation indicates the significance of the exhaust gas enthalpy of the 
previous cycle for the combustion of the current cycle. Among others, this 
observation is reason for the numerical investigations aiming for a suitable 
combustion control as described in the following. 

Gcai Process Modelling 

At GCAI operation, the engine control becomes challenging. Therefore, an 
implementation of an intelligent combustion control is beneficial, where detailed 
knowledge of the combustion characteristics is utilized. This also implies the 
knowledge of cyclic fluctuations, which will be discussed in the simulation results. 

Based on the understanding of effects leading to cyclic fluctuations, an efficient 
modelling approach of this complex combustion system is derived. 

Evaluation Approach to Identify Sources of Cyclic Fluctuations 

In the following an approach is introduced which divides cyclic fluctuations into two 
parts: An auto-correlation part analysed by 1D gas exchange modelling and a 
superimposed stochastic part analysed by 3D-CFD. 

In a first step, a reduced 1D gas exchange model is used in which the detailed 
chemistry of the trapped gas mass is neglected. Therefore, the heat release rates of 
consecutive cycles are calculated by three-pressure analyses (TPA) [6] using 
measured consecutive in-cylinder, intake-port and exhaust-port pressures. These heat 
release rates and their order serve as input for a 1D gas exchange model. This model 
is able to calculate the correct mass flow over intake and exhaust valves, so the 
correct temperature and composition of fresh air, residual gas and fuel can be 
predicted. 

 
Based on the solution of the transient 

1D model, this work shows an approach 
to correlate the mean thermodynamic in-
cylinder state at the end of combustion to 
a heat release rate of the next cycle. 
Subsequently to the 1D analyses, 
computational fluid dynamics (CFD) 
coupled to chemistry calculations is used 
to identify the sources of cyclic 
fluctuations in detail. For in-cylinder 

flow and combustion simulation, the Large Eddy Simulation (LES) approach is 
applied. The LES approach is a numerical technique to calculate the equations of 
turbulent flows by using a spatial filtering [7]. In the LES approach larger turbulent 
structures which are called eddies are directly calculated in a space- and time-accurate 
manner, while eddies that are smaller than a mesh-based filter length are modelled 

Fig. 6. Representative chemistry 
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using a sub-grid scale model [8]. By applying the LES approach, cyclic combustion 
variability can be resolved [9]. In order to describe the auto-ignition process with 
sufficient accuracy, a combustion model based on [10] is utilized. This model solves 
the reaction kinetics in a discretization of the thermodynamic state instead of a spatial 
discretization. The discretization is performed via two dimensional classifications in 
the state variable mass fraction of temperature and fuel mixture fraction. Such a 
representative chemistry approach segregates the solving of the gas from the 
integration of the chemical reactions, see Figure 6. 

Sources of Cyclic Fluctuations 

In the following an investigation of an exemplary operation point is shown to describe 
the way to model the complex GCAI combustion. The engine operating point is at an 
engine speed of n ൌ 2000 minିଵ  and an engine load of IMEP ൌ 3 bar . The 
injection strategy is one single injection with an end of injection at EOI ൌ 80° CA  
after gas exchange top dead center. 

 

Fig. 7. Three Correlations during one cycle beginning with the end of combustion of the 
preceding cycle 

The 1D process calculations help to find correlations between the end of 
combustion of the preceding cycle and the heat release of the current cycle. Figure 7 
shows three possible correlations during the engine cycle that are presented in detail 
in the following. 

The combustion can be characterized by the 50 % fuel mass burned point 
(MFB50). Slow burning cycles have a retarded MFB50 and fast burning are 
characterized by earlier MFB50. Figure 8a shows the result of a heat release analysis. 
The self-correlation of consecutive cycles is clearly visible. However, the Pearson’s 
correlation coefficient [15] of k = -0.57 is not strong. 

 



172 B. Lehrheuer et al. 

 

 
a) Auto-correlation of 50 % MFB; k = -
0.57 

b) Correlation 1: 50 % MFB and 
combustion end temperature; k = -0.91 

Fig. 8. a)-b): Correlations during the GCAI engine cycle 

It is quite evident that the combustion quality influences the temperature during 
expansion. The strong correlation between MFB50 and combustion end temperature 
is shown in Figure 8b. Cycles with retarded combustion show decreased combustion 
efficiencies. That leads to higher temperatures during the expansion. The temperature 
minimum is located where the combustion efficiency has its optimum. For gasoline 
engines at part load operating conditions that optimum is typically assumed around 8° 
crankshaft angle after top dead center. 

 

 
c) Correlation 2: Temperature after 
combustion of the preceding cycle and 
temperature after gas exchange; k = -0.92 

d) Correlation 3: 50 % MFB and 
temperature after gas exchange (resp. 
temperature before main compression); 
k = -0.61 

Fig. 8. c)-d): Correlations during the GCAI engine cycle 

The correlation in Figure 8c proves that the temperature state can be conserved 
during the gas exchange and the intermediate compression. As expected, the 
temperature before compression stroke correlates with the temperature after 
combustion and accordingly the combustion efficiency of the preceding cycle. 
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Figure 8d shows the correlation between mean in-cylinder temperatures and MFB50. 
Significant deviations from an ideal relationship are obvious. These deviations are of the 
same order than the auto-correlation of MFB50 (Figure 8a). This is in agreement to the 
common understanding that reaction chemistry is mainly influenced by the temperature 
state. As stated before, the fluctuations of air/fuel ratio and residual gas are too small in 
comparison to temperature. Thus, the fluctuating temperature state is predicted to be the 
source of auto-correlated cyclic combustion variability. 

The discrepancy to an ideal auto-correlation is assumed to have a stochastic character 
due to fluctuations of stratification. In the following the effect of fluctuating in-cylinder 
stratifications on combustion variability is discussed by using CFD. Figure 9 shows the 

resolved in-cylinder flow field kinetic 
energies for ten cycles. LES resolves 
cyclic fluctuations of the kinetic energies, 
which are a measure for the in-cylinder 
flow fluctuations. These fluctuations are 
produced by very slight intake pressure 
noise beginning at 460° CA aTDC when 
the intake valves open. 

Flow field fluctuations affect the 
mixture formation and will lead to 
fluctuations in quantities which influence 
reaction chemistry: the stratification of 
residual gas mass fraction, air-fuel ratio 

and temperature. Since initial conditions are the same no differences in the mean 
quantities are noticed. 

Figure 10 shows the stratification of air-fuel ratio in case of early and late 
combustion. During homogenization (630° CA aTDC  and 710° CA aTDC) significant 
differences of stratification can be noticed. 

 

Fig. 10. Histograms of air-fuel ratio for early and late cycle at 630° CA aTDC  and 710° CA aTDC 
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In the following a quantity is introduced, which accounts for the stratification of all 
variables relevant for reaction kinetics. Based on the results of the in-cylinder flow 
and mixture formation simulation, calculations using the RANS and LES coupled to 
reaction chemistry are performed.  

Figure 11 shows the fired in-cylinder pressure traces calculated by CFD in 
comparison to the pressure traces measured at the test bench. The pressure curves 
show that LES resolves cyclic combustion variability. Furthermore, the measured 
spectrum of pressure curves is reproduced by LES. When averaging the LES cycles, 
the agreement of the pressure gradient and peak pressure to the measured average 
curve is very good.  

 
The ignition behaviour for different 

engine cycles are shown in Figure 12 by 
visualisation of the locally resolved 50 % 
accumulated heat release iso-surfaces. It 
is seen that rather fine structures exist, 
and a specially distributed ignition occurs 
simultaneously at different locations in 
the combustion chamber. This indicates 
strongly that fluctuations of stratification 
lead to fluctuating combustions. 

 
 
 

 
 

Fig. 12. Cyclic fluctuations of heat release: Distribution of 50 % heat release at 
728°CA aTDCfired 
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The heat release xb is calculated by Watson approach [12] which accounts for 
different characteristics at early and late combustion: 

ሻߙሺݔ ൌ ቊ0.5ሺ1 െ ሺ1 െ ߬భభሻభమሻ                                     if ݔሺߙሻ  0.50.5  ൫ݔ,௫ െ 0.5൯ሺ1 െ ሺ1 െ ߬మభሻమమሻ    if ݔሺߙሻ  0.5  (1) 

߬ ൌ ఈିఈೣ್,್ఈ      (2) 

All the parameters cp11, cp12, cp21, cp22, xb,max, αxb,begin and Δα depend on engine 
operating, like injection strategy, injection timings and valve-timing. Hence, for all 
conditions appropriate parameters are chosen on basis of the TPA introduced before 
and saved into a database. 

Cyclic fluctuations are mainly represented by the variable τ. As stated before auto-
correlations are primary sourced by temperature fluctuations during the cycle. 
Therefore, for most engine operating conditions expectation values for temperatures 
are also stored in the database. The calculated temperatures from the 1D gas exchange 
are online compared to these values. Adapted from the difference, αxb,begin and Δα are 
adjusted. 

In addition, the tabulated knowledge about stochastic deviations from 150 CFD 
simulations depending on operating conditions are incorporated to the parameters 
αxb,begin and Δα. 

Figure 15 shows the validation with test bench measurements by applying the 
corresponding valve and injection timings to the process model. The abscissa 
describes the current cycle within the engine run. The transient behaviour of a GCAI 
engine with three load changes is shown. The introduced model is able to describe the 
transient behaviour correctly. Though, the model over predicts sudden load variations 
by predicting to reach a new load level within one cycle while the test bench 
measurements show that the combustion requires more cycles. 

  

Fig. 15. Comparison of process model results and measurements of cyclic fluctuations 

Cyclic fluctuations are resolved properly, so standard deviations of IMEP are in a 
good agreement. 
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An outlook to that approach is to replace 1D gas exchange modelling by a zero-
dimensional air-path model. Suitable parts of this work could be used in model-based 
predictive controllers. Additionally a coupling of this model to a controller design 
environment for synchronous simulation and control is beneficial for the controller 
development. 

Model Based Predictive Control 

To control the GCAI process, a structure 
presented in [13] could be employed. 
The central element of this structure is 
the model-based predictive controller 
(MPC) which computes the actuated 
variables. Along with the reference value 
and the engine speed also an Extended 
Kalman-Filter, a feed-forward command 
governor and a block for the model 
parameter assignment determine inputs 
for this MPC. 

The knowledge of this work enables 
to provide a controller with very good 
control results and minimized time for 
application.  

 

Conclusions 

The present work reveals an approach to harness the advantages of low temperature 
combustion for gasoline engines. First, measures to overcome the limitations caused 
by an increasing maximum cylinder pressure gradient at higher loads and low stability 
of the process at lower loads are displayed. Thereby, especially the injection strategy 
including a pilot injection in combination with combustion chamber recirculation 
turned out to be a crucial variable to control the auto-ignition process. Higher loads 
are feasible through improved charge dilution. In the given example at an engine 
speed of n ൌ 2000 minିଵ, the former operating range from IMEP ൌ 1.6 െ 4.6 bar 
could be extended to IMEP ൌ 0.6 െ 6.7 bar . Despite the comparable low general 
temperature level it increases with load and in consequence NOx emissions rise. 
Therefore, stoichiometric GCAI-operation is advisable for higher loads to ensure a 
conversion in a conventional three-way catalyst. 

The experimental investigations are affected by fluctuations that complicate the 
combustion control. Hence, a detailed process model has been implemented to 
provide a deeper understanding of the present correlations. 1 dimensional gas 
exchange simulation proves the thermodynamic state in the cylinder to be the source 
of auto-correlation. The auto-correlation is overlain by stochastic fluctuations. Using 

Fig. 16. Control Structure for a GCAI [13] 
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LES the origin of those fluctuations can be traced back to unsteady in-cylinder state 
of flow and in consequence to a distinct intake pressure noise. With this knowledge a 
precise model including auto-correlation and stochastic fluctuation could be derived. 

In order to use this development in a model-based predictive controller the 
computational effort had to be reduced. In a first approach, a predictive model based 
on 1D gas exchange simulation was shown that already reaches a high accuracy. 
Further improvement in terms of computational effort is expected by reducing the 1D 
gas exchange model by a zero dimensional one. This, finally, enables the usage of the 
model in a model-based predictive controller to overcome combustion fluctuations 
and thereby further increase the usability of low temperature combustion in gasoline 
engines. 
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Potential and Challenges of MILD Combustion

Control for Gas Turbine Applications
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Abstract. Moderate and Intense Low Oxygen Dilution (MILD)
combustion is characterized by substantial reduction of high tempera-
ture regions and thereby reduction of thermal NOx emissions. Beside
the application in furnaces, the MILD combustion seems to be also an
auspicious concept in stationary gas turbines for simultaneous reduction
of NOx and CO emissions. Nonetheless, the maintenance of MILD com-
bustion for gas turbine relevant conditions, as the high temperature, at
different operating points poses a challenge. The reason is the necessary
fast mixing of recirculated burnt gases with fresh air and fuel in the
combustion chamber. In this work the application of control for dealing
with this task is investigated. As research approach the pulsation of the
fresh gas is examined. On the one side the potential of using control for
reducing the emissions level is evaluated. On the other side it is ana-
lyzed which challenges have to be solved in future concerning the control
algorithm, if control shall be applied.

Keywords: Gas Turbine Combustion, Combustion Control, Moderate
and Intense Low Oxygen Dilution (MILD), Flameless Oxidation (FLOX).

1 Introduction

Combustion technologies still need to be improved since regulations on pollutant
emissions are becoming more and more stringent. Gas turbines require this de-
velopment for achieving low emission levels combined with high combustion effi-
ciencies. The gas turbine efficiency correlates with the turbine inlet temperature,
with higher temperatures yielding higher efficiencies [1]. However, there exists
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a trade-off between efficiency and emissions. For high efficiencies high tempera-
tures are necessary, but NOx emissions increase exponentially with temperature
and linearly with residence time. Concerning CO emissions, increasing the resi-
dence time is favorable for CO oxidation to CO2, and reducing the combustion
temperature can increase carbon monoxide due to local extinction.

Combustion with high exhaust gas recirculation rates and preheated reactive
gases can substantially reduce combustion peak temperatures and thereby NOx

emissions, while simultaneously showing good stability behavior, and very low
noise (small temperature rise) as well as low CO emission levels. This principle
is known as Moderate and Intense Low oxygen Dilution combustion (MILD) [2].
This technology has been successfully applied to furnace systems under atmo-
spheric pressure [3], and is also an auspicious concept for reducing emissions in
stationary gas turbines. The combustion conditions in gas turbines are character-
ized by high thermal intensity, high pressure, and high burnt gas temperatures.
The higher temperatures lead to increased reactivity and, to maintain low lev-
els of emissions, fast mixing between the reactants and the burnt gases has to
be achieved. In this case, the ratio of characteristic time scales between mixing
(turbulence) and chemistry (Damkoehler number) is of great importance and
should be much lower than unity (well stirred reactor).

This fast mixing has to be achieved over a wide range of operating conditions,
as stationary gas turbines are applied for balancing the fluctuation of energy
supply provided by renewable energy sources. In the past, gas turbines were
designed and optimized for one operation point. Nowadays, a high flexibility in
operating conditions with low emission levels is required. In order to ensure low
emissions levels for the operating conditions, control of the mixing process, the
most important parameter of emissions formation, is of great interest.

Considering cold flow jets, studies have reported that jet pulsation (various
amplitudes, frequency ranges, waveforms) is an effective way to enhance mix-
ing or entrainment at the nozzle exit. Different pulsation patterns have been
proposed, for example weak air excitation [4] or high frequency and amplitude
excitation [5]. Parikh et al. [6] reported mixing to be enhanced with pulsation.
Applying large amplitudes of pulsation at relatively low frequencies, 10 to 25
Hz, Bremhorst et al. [7] observed at x/d = 17, where x is the axial direction and
d the nozzle exit diameter, that the level of entrainment increased by a factor
of three. Vermeulen et al. [8] were able, through resonant acoustic excitation at
low frequencies, to extend the effect of pulsation up to x/d = 70. The entrain-
ment rate was doubled. Bremhorst et al. [9] showed the Reynolds stress to be in
agreement with the mixing and entrainment enhancement, making a link with
the level of turbulence. Some researchers have pointed out that the waveform of
the pulsation affects the entrainment. Vermeulen et al. [8] observed sinusoidal
waveforms to be efficient. Musculus [10] reported an increase in entrainment with
decelerating jets, which was three times higher than that of non-pulsated jets.

For reactive flows, using a pulsating unit is not straightforward since the flame
may suffer from the instabilities created by the flow pulsations. However, stud-
ies reported a better flame stabilization or combustion efficiency when properly
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excited [11]. Concerning the effect of pulsation on NOx and CO emissions, Poppe
et al. [12] observed a reduction by 40% of NOx emissions through pulsation.
Chao et al. [11] reported a reduction in NOx emissions using acoustic excita-
tions at resonant frequencies. The reduction achieved in NOx emissions does not
affect those of CO, and hence the flame stability. They argue that reduction of
emissions is due to mixing improvement leading to better homogeneity in the
temperature field.

For the MILD combustion, the research conducted so far concerned the pas-
sive possibilities of influencing the mixing process. As example, the influence of
nozzle exit velocities and pressure on the emissions formation in MILD com-
bustion systems was investigated by Lueckerath et al. [13]. At RWTH Aachen
University experimental and simulation work has been carried out for the MILD
combustion process. These studies report either the development of numerical
tools for accurate simulation of MILD combustion or the characterization of the
MILD combustion process (emissions, flame stabilization zones), at atmospheric
or elevated pressure (see e.g. [14]). The present paper summarizes the research
activities conducted at RWTH Aachen university concerning the active control
of MILD combustion, which is an innovative possibility to enhance the mixing
process, compared to the passive ones, i.e. changing the nozzle diameter. The
aim of the present study remains twofold: 1) to quantify the potential of the
control of MILD combustion concerning reduction of NOx and CO emissions at
high combustion temperatures, with the intention to solve the trade-off between
emissions and efficiency, 2) to analyze the arising challenges when control shall
be applied for an application in a gas turbine concerning the control algorithm.
In the following sections, first the experimental apparatus is described, which
includes the chamber design and the measurement techniques for emissions (CO
and NOx), OH* chemiluminescence and Particle Image Velocimetry (PIV). In
the third section, the concept of pulsating unit used, is presented and analyzed
with respect to limitations of the actuator. In the forth section, the effect of
pulsations on MILD combustion is evaluated. Both the influence on the emis-
sions level as well as the influence on the flame topology is illustrated. In the
fifth section the challenges concerning the control algorithm is pointed out, by
studying the system dynamical properties.

2 Experimental Setup

For the studies, a MILD combustion chamber based on a reverse flow configu-
ration is used. This design ensures high recirculation rates of burnt gases. The
experimental setup consists of three parts: ignition chamber, main combustion
chamber, and recuperator, as shown in Fig. 1. The process of preheating the
combustion chamber occurs in the ignition chamber located at the top of the
setup.

When the temperature in the main combustion chamber reaches about 1100 K,
air and fuel supplies are switched from the ignition to the main chamber. Fuel
and air enter the main combustion chamber through two concentric nozzles lo-
cated at the bottom of the chamber, resulting in a partially premixed stream,
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Fig. 1. Schematic of the experimental
setup consisting of recuperator, combus-
tion chamber, and ignition chamber

Fig. 2. Nozzle design highlighting the re-
verse flow configuration

as shown in Fig. 2. The diameter of the fuel nozzle is dfuel = 2 mm. The air
nozzle diameter is dair = 10 mm. The air nozzle exit is 35 mm downstream of
the fuel nozzle exit. The main combustion chamber has a square cross-section
with a side length of 58 mm and is 200 mm long. Spatially adjustable quartz
glass windows (40 × 50 mm2) guarantee an optical access along the centerline
of the chamber.

The main combustion chamber operates in a reverse flow configuration, ensur-
ing good mixing between burnt gases, fresh air, and fuel. For deflecting the gas
streams, the top end of the chamber has a spherical shape. The exhaust gas exits
the combustion chamber in the nozzle plane and flows through the outer part
of the recuperator to the exhaust tube. The incoming air enters the recuperator
in the opposite direction and flows through the inner part of the recuperator,
as shown in Fig. 2. To control the inlet temperature, bypass pipes are located
in the center of the recuperator. The amount of the non-preheated bypass air
which is mixed with the hot air of the recuperator upstream of the air nozzle
allows to set the air inlet temperatures with good accuracy.

The setup is equipped with thermocouples of type S and K, located at different
positions in the chamber. This allows to check the air inlet temperature, the wall
temperatures, and the exhaust gas temperature as well as the reacting mixture
temperatures at the center of the chamber.

The composition of the exhaust gases (NOx, CO and O2) is measured with
a sensor (potentiometric cells) in the exhaust tube. The O2 concentration is
essential to correlate the emissions to 15% O2 in the exhaust gas according to,
[15] with X15,i = Xi

20.9−15
20.9−XO2

. HerebyXi is the measured mole fraction of species

i, X15,i is the normalized species mole fraction at 15%, and XO2 is the measured
O2 mole fraction in percent in the exhaust gas.
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Since the OH* radical is a marker of the reaction region under atmospheric
pressure [16], the flame structure is investigated with OH* chemiluminescence.
An ICCD camera (pco. dicam) equipped with a Nikkor UV-lens (f/4.5, f = 105
mm) and a band pass filter (CWL = 310 nm, FWHM = 10 nm) is adjusted to
detect OH* radicals in an area ranging from 6.5 < x/d < 9.0 downstream of the
nozzle exit. The position is measured in terms of the axes as shown in Fig. 2,
x = 0 mm and r = 0 mm correspond to the center of the air nozzle exit. The
OH* chemiluminescence images are averaged over 500 single shot images and
normalized to the highest intensity.

To investigate the flow topology, Particle Image Velocimetry (PIV) is per-
formed under cold flow conditions. The experimental setup consists of a double
pulse Nd:YAG laser (Quantel EverGreen 200) and a double imaging camera (pco.
sensicam). The laser sheet is formed by associating one cylindrical lens with a
focal length fl = -25 mm and one spherical lens with a focal length fl = 250 mm.
A 105-mm macro-Nikkor lens (f/2.8) is mounted to the camera, allowing a field
of view of 43.5 × 32.6 mm2. The magnification ratio is of 14.71 pixel/mm. The
flow is seeded with olive oil droplets. The inlet flow conditions are set up such
that the Reynolds numbers in cold flows correspond to those for reactive flows.
The velocity calculations are performed with the LaVision software (DaVis 7.2)
by standard FFT-correlation with a multi-pass scheme consisting of one pass
with interrogation window size of 32 × 32 pixel2 followed by one pass with 16 ×
16 pixel2 and overlaps of 50%. The mean velocity fields are averaged over 500 and
5000 single shot vector fields for non-pulsated and pulsated flows, respectively.

3 Actuation Strategy

3.1 The Pulsating Unit

In the following section, the setup of the pulsating unit is introduced, which is
used as actuator for controlling the MILD combustion. Fig. 3 shows a schematic
diagram containing the different components. Mass Flow Controllers (MFCs)
for air and fuel allow a precise adjustment of the equivalence ratio. In order to
avoid any back coupling on the MFCs during valve operation, a buffer tank is
integrated between the MFCs and the control valve.

The control valve is a servo valve characterized by very low response times and
integrated closed-loop control for the opening position. Due to these properties,
it is possible to set the opening position in a precise and fast manner. This allows
setting a time characteristic for the valve opening with high degree of freedom
using an electronic control unit (ECU). With this overall setup, it is possible to
pulse the mass flow entering the combustion chamber. Since the air mass flow
rate, and thus also the effect of air pulsation is much higher than that of the fuel,
in this study, only the air flow is pulsated. As ECU, a dSpace MicroAutoBox
2 is set up. For obtaining minimal sampling times, the FPGA-Board from the
ECU is used to actuate the valve and sample the measurements. The sampling
time is set to 1 ms.
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Fig. 3. Pulsating unit integrated in the MILD combustion setup

The pulsation can be modified by changing the trajectory of valve opening
over time, which is even possible at runtime. For reducing the degrees of freedom,
only three parameters of the pulsation specifics have been varied: waveform, fre-
quency f , and amplitude. The waveform characterizes the specific profile of valve
opening. Therefore, triangular, pulse and sinusoidal shapes are investigated. In
addition to the waveform, the frequency of the pulsation can be changed. The
frequency of the pressure signal can directly be changed by modifying the fre-
quency of the actuated signal. For variation of the pressure pulsation amplitudes
(without changing the frequency), the pulsation ratio PR is used. Hereby PR is
defined as the ratio between the amplitude of the valve opening which is pulsated
and the maximum possible amplitude w.r.t. to the valve opening.

To quantitatively check the functionality of the pulsating system, preliminary
tests are done on a pulsated cold air flow. Pressure fluctuations at the nozzle
exit are recorded by a piezoelectric pressure transducer (Kistler 4045A2). The
pressure pulsations caused by the pulsating unit are shown in Fig. 4. The result-
ing pressure signal is depicted for a sinusoidal shape pulsation with PR = 0.75
and PR = 0.25, along with the actuated signal for the valve. It can be noted
that pressure pulsations at the nozzle exit have the same sinusoidal shape as the
valve opening signal. Additionally, the amplitude can be modified by adjusting
the PR value.

Fig. 5 shows the influence of the input frequency on the pressure at the nozzle
exit. The frequency is varied from f = 1 Hz to f = 4 Hz. The frequency of
the pressure pulsation can effectively be adjusted by changing the frequency of
the actuated signal. Additionally, it is observed that increasing frequency lowers
the amplitude due to damping effects. This result shows that the pressure
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Fig. 4. Amplitude modulation of pulsated
cold flow. PR = 0.75 (blue) vs. PR = 0.25
(green). Frequency f = 1 Hz. TOP: flow
response, bottom: actuated signal

Fig. 5. Frequency modulation of pulsated
cold flow. f = 1 Hz (blue) vs. f = 4 Hz
(red). PR = 0.80. TOP: flow response,
bottom: actuated signal.

pulsation amplitude achievable with this setup decreases with increasing fre-
quency. At low frequencies, maximum pressure fluctuations of +/- 0.03 bar can
be achieved. The smallest pressure fluctuation that could be recorded was limited
to 1 mbar, which was measured for a frequency of 150 Hz. Thus, the actuation
was applied until the frequency of 150 Hz.

Fig. 6 shows the distribution of the mean radial velocity with and without
pulsation obtained by PIV measurements. The non-pulsated flow is essentially
symmetric around r/d = 0. The pulsated flow is not fully symmetric at the
nozzle exit. This results from the position of the actuator that is mounted per-
pendicular to the recuperator, implying a non-symmetric pulsated flow inside
the recuperator, and hence at the nozzle exit. Without pulsation, the jet starts
its expansion at x/d ≈ 0,60, indicated to the transition to non-zero velocity at
this point, zone 1 in Fig. 6. Coherent structures from Kelvin-Helmholtz instabil-
ities are highlighted in black dashed circles. When pulsation is turned on, the jet
expansion starts closer to the nozzle exit (zone 1’). In the core jet, downstream
of the nozzle exit, a large recirculation zone can be observed (zone 2’), as well as
a strong expansion zone (zone 3’). The existence of these different structures is
the result of the pulsation. When the valve is fully opened, the jet expands and
has a similar behavior as a free jet. However, when the valve starts closing, the
deceleration induces a pressure drop along the centerline and a large amount of
surrounding gases is recirculated in the core region. This phenomenon enhances
the level of turbulence, hence the mixing, without changing the average flow nor
the nozzle diameter. To sum up the PIV measurements show that for cold flow,
the flow is strongly influenced by the pulsation. The radial velocity maps are
completely different showing an important radial mass and momentum transfer
with pulsation. Beside the radial velocity, also the axial velocity was investigated,
but the mean axial velocity is similar for the pulsed and non-pulsed cases.
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Fig. 6. Mean radial velocity for pulsated and non-pulsated flow. Cold flow measure-
ments for the corresponding condition of φ = 0.67

4 Influence of Actuation on MILD Combustion

In the following section the effect of pulsation on MILD combustion is evalu-
ated concerning NOx and CO emissions at stationary conditions. Finally, OH*
chemiluminescence results describe the flame behavior.

4.1 Effect of Pulsation on Emissions

As reference values, the emissions are recorded for the non-pulsated case as a
function of the equivalence ratio φ, see Fig. 7. The experiments are carried out
such that the fuel flow is kept constant (8 nl/min) and the air flow rate is adjusted
to match the required equivalence ratio. The procedure carried out to estimate
the uncertainties is based on the average and the corresponding RMS (σ) of five
experiments, performed at different days. The depicted emissions correspond to
the steady state values - the emissions are averaged over a time interval of 10
minutes. For non-pulsated conditions, the results indicate that for equivalence
ratios higher than φ = 0.6, the NOx emissions (black square dot line) are above
40 ppm. With decreasing equivalence ratio, i.e. low combustion temperature, the
NOx emissions decrease as well, until ultra-low emissions are achieved for lean
conditions with φ < 0.50. Concerning CO emissions (blue triangle dot line), the
opposite trends are observed. For equivalence ratios φ > 0.40, no traces of CO
are found as they are completely oxidized to CO2. However, approaching the
extinction limit at φ < 0.30, a rapid increase of CO emissions is measured. The
two emissions curves indicate a very low NOx and CO emissions region ranging
from φ = 0.30 – 0.50.
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Due to the high temperatures required for better gas turbine efficiencies, high
equivalence ratios (φ > 0.5) are of great interest. However, the NOx emissions
are drastically increased in this region. As a consequence, this work studies the
capability of pulsation to reduce NOx emissions for equivalence ratios ranging
from 0.57 < φ < 0.80.

By using design of experiments (DOE) different types of waveform, namely
sinusoidal, triangle, and pulse, have been tested for the most appropriate actua-
tion. In the preliminary work the triangular waveform (with same slope for rise
and fall) has approved to be well suited. The analysis shows that both pulsations
with pulse and sinus lead to a decrease of NOx emissions, while maintaining low
CO emissions levels, but the reduction is highest for the triangle waveform. This
is in agreement with Vermeulen et al. ([8]), where the waveform of the pulsation
was identified as an important factor for flow control. According to Musculus et
al. ([10]), a decelerating jet would increase the recirculation ratio, and hence, the
mixing process, which could be found for a triangle waveform. Considering this
triangular waveform, experimental investigations are carried out for equivalence
ratios of φ = 0.80, 0.67 and 0.57 with different frequencies and pulsation ratios.
The pressure is set to 1 bar and the inlet temperature is 873 K. Results for
MILD combustion with pulsation are shown in Fig. 7. Under specific conditions
of pulsation, described hereafter, emissions can be lowered up to 55% for the op-
erating point of φ = 0.57. For all investigated operation points the CO emissions
stay below the detection limit (2 ppm). For higher equivalence ratios, φ = 0.80
and φ = 0.67, NOx emissions are decreased by 13% and 28% respectively. When
the pulsating unit is switched on, uncertainty increases up to 7 ppm, which is
higher than that observed for non-pulsated flows.

An important finding from control side of view, is that the optimal actuation
concerning pulsating ratio and frequency is very dependent on the recent oper-
ating point. For the three equivalence ratios (depicted in Fig. 7), the optimal
PR and frequencies are listed in Tab. 1. The corresponding Reynolds numbers
(Re) are provided as well. One can observe the strong nonlinear behavior, es-
pecially in regards to the frequency. An explanation for this operating point
dependency can be found in the Strouhal number, which changes in dependence
of the equivalence ratio and thus also the optimal actuation frequency. For gas
turbine applications, combustion processes occur at high pressure, up to 15-30
bars. For these conditions, the time scale of chemistry is decreased so that the
Damkoehler number increases and get larger than unity. Hence, the regime gets
different from the well-stirred reactor regime. However, as shown in this study,
pulsation can increase the mixing process by decreasing the turbulent time scale.
Hence, we can expect that even at high pressure, MILD combustion can be en-
hanced due to pulsation.

4.2 Effect of Pulsation on Flame Topology

To clarify the effect of the pulsation on flame topology, the results of OH* mea-
surements for one equivalence ratio are presented in Fig. 8. The images are
averaged over 500 single shots and normalized by the maximum intensity. OH*
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Fig. 7. Dependence of NOx and CO emissions on φ at Tin = 873 K, and p = 1 bar,with
and without pulsation

Table 1. Pulsation ratio (PR), Frequency and Reynolds number showing the lowest
emissions with pulsation at different equivalent ratios

Equivalence Ratio PR Frequency (Hz) Re

0.80 0.675 1.90 6001
0.67 0.750 1.07 7200
0.57 0.700 116 8400

images are recorded at the flame position ranging from 6.5 < x/d < 9.0 down-
stream of the nozzle exit. OH* measurements are compared at the same location
for three cases: a) Without pulsation b) with pulsation frequency of f=116 Hz,
where NOx is reduced c) with pulsation frequency of f=4 Hz, where NOx is
increased. According to the OH* measurements, Fig. 8, the flame location is in-
fluenced by the pulsation, which affects the NOx emissions level. Depending on
the pulsation conditions, the effect can increase or decrease the emissions level.
When pulsation leads to a decrease in NOx emissions, the reaction zone is more
homogeneous, which is indicated by a decrease in the reaction intensity. The
flame location moves downstream, which might be caused by an enhanced en-
trainment of burnt gases. In this case, the combustion is closer to a homogeneous
combustor. If the pulsation conditions are chosen such that emissions increase,
the reaction zone is less homogenous and the reaction intensity increases. The
flame location moves upstream, which might be caused by an impaired entrain-
ment of burnt gases.
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Fig. 8. OH* measurements for given conditions

5 Challenges for MILD Combustion Control

The last section has shown that the usage of pulsation can decrease the NOx

emissions in steady state by up to 55% while CO emissions are kept low. In this
section the arising challenges concerning the control algorithm are discussed. For
this reason, different system dynamical properties are investigated.

5.1 Transient Behavior

For investigating the transient behavior a step is applied to the actuated signal.
Starting with no actuation (valve fully open) a step-wise change is applied to-
wards a fixed frequency f = 1.07 Hz and triangle waveform with PR = 0.75.
The step response can be seen in Fig. 9. After activation of the pulsation, an ex-
cessive overshoot in NOx emissions can observed. Afterwards the NOx emissions
decrease in steady state to a level with around 45% less NOx emissions com-
pared to the steady state value without pulsation. Approximately 100 seconds
are necessary for the NOx emissions to reach steady state. The CO emissions
remain constant at a low level during the whole experiment.

The system behavior is comparable to that of a non-minimum phase system.
The reason for this dynamics is that directly after actuation, the equivalence
ratio increases first as the buffer tank pressure has a slower dynamics than
the valve. Afterwards the equivalence ratio and in consequence also the NOx

emissions decrease again.
A comparable transient behavior is present for the case of load variations.

For gas turbines with high demands on the dynamic behavior it is beneficial to
decrease the emissions arising in the transients. This means that the excessive
overshoots have to be avoided and also the steady state should be reached within
less time. A common way to avoid the non-minimum phase behavior is to use
feedforward control. One way to tackle this issue, is to activate the actuation
gradually. As consequence, the time scales of the pressure increase in the buffer
tank and the time scale of the valve opening dynamics are equalized. The re-
sulting behavior can be seen in Fig. 10 for φ = 0.67. As in Fig. 9, the same
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Fig. 9. Transient emissions behavior of MILD combustion when activating pulsation
for φ = 0.67, PR = 0.75, and f = 1.07 Hz. Stepwise activation of pulsation, start of
pulsation is indicated by the vertical dashed line

frequency f = 1.07 Hz and a triangle waveform is used. But now the pulsating
ratio is slowly increased until PR = 0.75 is reached as final value. One can ob-
serve that the excessive NOx emissions are avoided and the time until steady
state is drastically reduced.

5.2 Mode Switching between MILD and Conventional Combustion

For compensation of the non-minimum phase behavior in the transients feed-
forward control can be used. Nonetheless, other process characteristics make
feedback control unavoidable, which is shown in the following. In Fig. 11, an
operating point is chosen (φ = 0.57, PR = 0.75) and the dependence of NOx

emissions on pulsation frequency variations for this specific operating point is
studied. Starting with a frequency f = 115 Hz with NOx emissions of 16 ppm,
the frequency is increased stepwise and the steady state emissions levels are
recorded. The solid line in Fig. 11 is followed until reaching the point of f =
125 Hz, where emissions start to strongly increase. Afterwards, the pulsation
frequency is decreased again, but instead of decreasing again, the emissions are
still increasing. By decreasing the frequency until the starting point of f = 115
Hz, a NOx emissions level of about 34 ppm is reached. This level of emissions is
similar to that observed for the operating point without pulsation. This result
indicates that for a given operating condition and pulsation pattern, at least two
stable modes exist, and lead to two different level of emissions. One corresponds
to the MILD combustion and one to the conventional combustion. Thus, just
actuating with one frequency in a feedforward manner, i.e. depending on the op-
erating point, is not enough for maintaining a stable MILD combustion. Instead,
the way the actuation has been carried out and also disturbance variables have
to be accounted for in the control algorithm. For this reason a closed-loop con-
trol is necessary in order to (in best case) directly avoid the switching into the
conventional combustion mode or if necessary to steer the process to the MILD
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Fig. 10. Transient emissions behavior of MILD combustion with gradual activation of
pulsation for φ = 0.67, PR = 0.75 and, f = 1.07 Hz

combustion. Thus, all in all, feedforward control is not sufficient and instead
closed-loop control is necessary. The control algorithm has to be aware of the
different modes of combustion and needs to be able to perform mode switches.
For this reason it seems reasonable to evaluate model-based predictive control
(MPC) methods, see [17]. For the MILD combustion especially the hybrid MPC
seems promising. In hybrid MPC a model can be incorporated where discrete
switches between different modes can be taken account of. The process model
has to reproduce the mode switch in dependence of the actuation, arising dis-
turbance variables and load transients. The aforementioned compensation of the
transient behavior with non-minimum phase behavior can be taken care of in
the MPC framework as well.

5.3 Incorporation of Different Operating Points

So far, it was shown that closed-loop control is necessary for maintaining stable
MILD combustion. In the following another challenge for the control algorithm
is depicted. Depending on the frequency and pulsation ratio different emissions
levels are present, even in the case of stable MILD combustion. As depicted in
the previous section the most effective pulsation ratio and frequency depend on
the recent operating point. Beside the equivalence ratio also other parameters
as fuel type and wall temperature have an influence on the optimal actuation
parameter. In consequence, the process behavior can be improved, if the control
algorithm actuates with the most effective parameters, depending on the
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Fig. 11. NOx emissions as a function of frequency for φ = 0.57, PR = 0.75

recent surrounding conditions. In consequence the overall optimal control strat-
egy would be capable of maintaining stable MILD combustion and is on top also
capable of maintaining lowest emissions levels, by actuating with effective param-
eters. The latter task can be tackled with extremum seeking control strategies.
The extremum seeking control has to be combined with the stabilizing controller.
A possibility would be to further research on multiscale control algorithms, where
on one time scale the stabilization is achieved and on the other time scale the
extremum seeking.

6 Conclusion and Outlook

In this paper the improvement of MILD combustion for gas turbine applica-
tions concerning the emissions level by means of control is investigated. For the
experiments a reverse flow configuration is used, where a new pulsating unit
is introduced. This pulsating unit offers the possibility to modify the flow rate
conditions at the nozzle exit. The use of the pulsating unit allows for reductions
of the NOx emissions by up to 55% while keeping the CO emissions at a low
level. OH* measurements have been conducted, that show that the pulsation of
the fresh air has an effective influence on the mixing process.

Based on the experiments, to evaluate the potential of emissions reduction
by control of MILD combustion, further investigations have been carried out to
evaluate the open challenges concerning the control algorithm. For this reason
several crucial system dynamical properties are identified. The most important
ones are the switching of modes (MILD combustion vs. conventional combustion)
in transient operation, non-minimum phase behavior and the strong dependence
of the emissions level on the actuation frequency and the surrounding conditions
as the equivalence ratio.

The future work will focus on the research of closed-loop control algorithms
which ensure the stable operation of the MILD combustion and simultaneous
reduction of the emissions by finding the optimal actuation parameters. For
achieving this task a multiscale control approach seems promising. In one time
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scale the stabilization could be achieved by a hybrid model predictive controller
and on another time scale the emissions reduction could be achieved by an
extremum seeking approach.
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Abstract. Due to its huge complexity, progress in understanding and
prediction of turbulent combustion is extremely challenging. In princi-
ple, progress is possible without improved understanding through direct
numerical solution (DNS) of the exact governing equations, but the wide
range of spatial and temporal scales often renders it unaffordable, so
coarse-grained 3D numerical simulations with subgrid parameterization
of the unresolved scales are often used. This is especially problematic for
multi-physics regimes such as reacting flows because much of the com-
plexity is thus relegated to the unresolved small scales. One-Dimensional
Turbulence (ODT) is an alternative stochastic model for turbulent flow
simulation. It operates on a 1D spatial domain via time advancing in-
dividual flow realizations rather than ensemble-averaged quantities. The
lack of spatial and temporal filtering on this 1D domain enables a physi-
cally sound multiscale treatment which is especially useful for combustion
applications where, e.g., sharp interfaces or small chemical time scales
have to be resolved. Lignell et al. recently introduced an efficient ODT
implementation using an adaptive mesh. As all existing ODT versions it
operates in the incompressible regime and thus cannot handle compress-
ibility effects and their interactions with turbulence and chemistry which
complicate the physical picture even further. In this paper we make a
first step toward an extension of the ODT methodology towards an ef-
ficient compressible implementation. The necessary algorithmic changes
are highlighted and preliminary results for a standard non-reactive shock
tube problem as well as for a turbulent reactive case illustrate the po-
tential of the extended approach.

1 Introduction

Predictive methods based on fundamental principles to model the turbulence
chemistry interactions are important in turbulent reacting flow simulations to
improve combustion efficiency and to reduce emissions. The existence of a wide
range of length and time scales in high Reynolds number flows representative of
practical applications, and the number of chemical species involved in combus-
tion of hydrocarbon fuels, makes Direct Numerical Simulations (DNS) compu-
tationally intractable [17].

A key requirement for robust turbulent combustion modeling is that the model
must be able to access a sufficient portion of the chemical-state manifold [18].
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PDF models are advantageous in this regard, but are subject to significant lim-
itations because they do not resolve flame structure. Flamelet models provide
such resolution, but they rely on low-dimensional chemical manifolds. Thus,
neither of these leading approaches to turbulent combustion modeling is fully
satisfactory.

ODT resolves flame structure without compromising chemical-state accessi-
bility, and achieves major cost reduction relative to DNS through reduced spatial
dimensionality. ODT is a fully resolved, unsteady stochastic simulation model
that emulates the Navier-Stokes turbulence. ODT has two key features. First,
the properties of the flow reside on a one-dimensional domain. This 1D formula-
tion allows full resolution of the interaction between large scales and molecular
transport scales within computationally affordable simulations. Second, because
vortical overturns cannot occur on a 1D domain, turbulent advection is rep-
resented using mapping events whose occurrences are governed by a random
process. Unlike the Reynolds-averaged Navier-Stokes (RANS) model and large-
eddy simulation (LES), which model the small scale phenomena and retain the
3D representation of the flow, ODT resolves all the scales of motion but mod-
els 3D turbulence. Hence ODT cannot capture geometrical effects and coherent
flow structures, other than the so-called eddy events of ODT. In ODT, velocity
components are transported and are used to determine the eddy frequency and
eddy-size distribution, thereby providing a phenomenologically sound basis for
driving turbulence.

As a stand-alone model, ODT has been successfully used to simulate homoge-
neous turbulentnon-reacting [12,1,13,25,24,26,26] and reactingflows [3,21,10,9,16].
However, for stand-alone modeling of turbulent flows using ODT, one must define
the dominant direction of mean property variation. For complex flows which may
not have a single dominant direction, ODT has been used as a sub-grid scale model
in both RANS [21,22] and LES [2] to provide closure for reacting scalars in com-
bustion. An alternative multi-dimensional approach called ODTLES is discussed
in [4,7].

To date, ODT has been formulated in most cases for zero Mach number, with
constant pressure assumed, except when hydrostatic equilibrium is invoked in
some applications to buoyant stratified flow. A variant of the existing ODTmodel
in an Eulerian reference frame with compressible formulation was developed by
Punati et al. [19,20] and applied to non-reacting and reacting jets. Differences
between the formulation used in [19,20] and ours will be discussed in detail
elsewhere. The goal of this manuscript is to extend the scope of the Lagrangian
formulation of ODT, especially for reacting flows, by introducing a compressible
formulation here.

This paper is organized as follows. Section 2.1 summarizes the numerical
model, starting from a zero-Mach-number formulation and indicating the changes
needed to introduce finite-Mach-number effects. Section 2.2 gives a short overview
of ODT. For further depth on ODT, the reader is referred to [5,12,14]. Section 2.3
discusses the compressible formulation and section 2.4 introduces the model rep-
resentation of the Darrieus-Landau instability caused by unsteady dilatational
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flow. Section 3 presents non-reacting shock-tube results with a comparison to the
analytic solution and autoignition at constant volume under turbulent conditions
to illustrate the potential of the developed method.

2 Computational Set Up

2.1 Numerical Model

The starting point for compressible ODT is the set of variable density zero-
Mach-number equations in one spatial dimension in a Lagrangian frame work
on an adaptive grid. In all equations, x is the ODT line direction. In what
follows, the terms compressible and incompressible refer to finite-Mach-number
and zero-Mach-number formulations respectively. Owing to constant-pressure di-
latation caused by exothermic chemical reactions, incompressible does not mean
solenoidal in this context.

Following the formulation in [15], we begin by writing the continuity equa-
tion in integral form for a control volume V that encloses the mixture mass.
In Lagrangian formulation, the system boundary moves with the mass-average
velocity so that no mass crosses the control volume boundary. Since there is no
mass source term, the Reynolds transport theorem is written for the continuity
equation as

d

dt

∫

V

ρdV = 0, (1)

where ρ is the density. For uniform properties inside the control volume, and in
1D, the equation reduces to

d

dt
(ρdx) = 0, ⇒ ρdx = constant, (2)

where dx is a Lagrangian interval. This shows, that during a time advancement
of the partial differential equations, the total mass in a given grid cell is constant.
The balance equations for momentum, species mass fractions, and enthalpy are

d

dt
(ui) =

1

ρ

∂

∂x

(
μ
∂ui

∂x

)
, (3)

d

dt
(Ys) =

ω̇s

ρ
− 1

ρ

∂js
∂x

, (4)

d

dt
(h) = −1

ρ

∂q

∂x
+

1

ρ

∂p

∂t
, (5)

with s = 1, ..., ns and ns is the number of different species in the gas mixture.
Here, μ is the dynamic viscosity of the mixture, ui with i ∈ {1, 2, 3} are the three
ODT velocity components, Ys the mass fraction of species s, ω̇s is the chemical
source term of species s, h is the enthalpy of the mixture, and p the pressure. js
is the species diffusive flux given by



200 Z. Jozefik, A.R. Kerstein, and H. Schmidt

js = −ρDs

(
∂Ys

∂x
+

Ys

M

∂M

∂x

)
, (6)

where Ds is the diffusion coefficient of species s and M is the mean molecular
weight. q is the heat flux given by

q = −λ∂T
∂x

+

ns∑
s=1

hsjs, (7)

where hs is the enthalpy of species s including the heats of formation, λ is the
thermal conductivity and T is the temperature. For the equation of state of a
mixture of ideal gases we have

p = ρT
R

M
, (8)

with R denoting the ideal gas constant.
In eq. (5), the pressure may vary in time for a constant volume system but

also in space for the compressible formulation. We first show the formulation
of pressure for the incompressible case, with spatially constant pressure, and
then modify the equation for a spatially varying pressure field. In [15], the for-
mulation for the pressure equation is described in detail. Here we only reca-
pitulate the key parts. We begin by rewriting the equation of state in the form
p = ρRT

∑ns

s=1 Ys/Ms, where Ms is the molecular weight of species s. Taking the
material derivative of this equation, and noting that for Lagrangian formulation
D/Dt = d/dt, we obtain

dp

dt
=

RT

M̄

dρ

dt
+

ρR

M̄

dT

dt
+ ρRT

ns∑
s=1

1

Ms

dYs

dt
. (9)

The material derivatives on the right hand side of eq. (9) are evaluated using
the transport equations for density, species mass fraction and temperature:

dρ

dt
= −ρ∂u

∂x
, (10)

dYs

dt
=

ω̇s

ρ
− 1

ρ

∂js
∂x

, (11)

dT

dt
= − 1

ρcp

∂q

∂x
+

1

ρcp

dp

dt
+

1

ρcp

ns∑
s=1

hs

(
∂js
∂x
− ω̇s

)
. (12)

Plugging in eqs. (10, 11, 12) into eq. (9), and solving for dp/dt yields

dp

dt
= −γp∂u

∂x
+ γpΨ, (13)

where gamma is the ratio of specific heats, γ = cp/cv, and Ψ is given by
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Ψ =
1

ρcpT

(
− ∂q

∂x
+

ns∑
s=1

hs

(
∂js
∂x
− ω̇s

))
− M̄

ρ

ns∑
s=1

1

Ms

(
∂js
∂x
− ω̇s

)
. (14)

Equation (13) can be rewritten in terms of velocity divergence to give

∂u

∂x
= − 1

γp

dp

dt
+ Ψ. (15)

Assuming uniform pressure, eq. (15) can be integrated over each cell to give
the difference between cell face velocities for a given control volume, or it can be
integrated over the entire domain to give the total dilatation. Taking the integral
over the entire domain gives

ux=R − ux=L = −1

p

dp

dt

∫ x=R

x=L

1

γ
dx+

∫ x=R

x=L

Ψdx, (16)

where x = L and x = R denote left and right boundaries of the domain respec-
tively. It follows, that the result for dp/dt for the incompressible formulation
is

dp

dt
=

(
(ux=R − ux=L)−

∫ x=R

x=L

Ψdx

)
−p∫ x=R

x=L
1
γ dx

. (17)

For the compressible case, with nonuniform pressure, we go back to eq. (13) and
perform operation splitting. Here, we first set ∂u

∂x = 0 and perform an integration
over each cell to find the local rise in pressure due to the chemical source and
heat and species flux terms in eq. (14).

dp

dt
=

(
−
∫ x=r

x=l

Ψdx

) −p∫ x=r

x=l
1
γ dx

, (18)

where small l and r denote left and right boundaries of the cell respectively. The
coupling between pressure and velocity is then discussed in section 2.3.

Time advancement of eqs. (3 - 5) is solved numerically using standard first-
order finite-difference discretization and is advanced at a diffusive CFL con-
straint. Spatial discretization is second order on a uniform grid and formaly
first order on the currently used non-uniform grid. The integration of the stiff
set of chemical source terms is performed using the most recent version of the
DAE solver IDA of the SUNDIALS package [11]. Thermodynamic and transport
properties as well as reaction rates are calculated using the C++ interface of the
CANTERA software package [8]. In this study we use the hydrogen combustion
mechanism proposed in [23], that contains 22 reactions and 11 species.

2.2 Turbulence Model

In ODT, the turbulent motions that accelerate mixing are modeled through a
series of stochastic rearrangement events. These events may be interpreted as
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the model analogue of individual turbulent eddies which are referred to as ‘eddy
events’ or simply ‘eddies’. Each eddy event interrupts the time advancement
of other processes and an instantaneous transformation to the property profiles
over some spatial interval (x0, x0 + l) is applied, where x0 represents the eddy
starting location and l is the eddy length.

Eddy Events. The eddy event is central to the ODT modeling approach. It
models the effects of a three-dimensional eddy using a 1D rearrangement. Eddy
events are qualitatively similar to turbulence in that they have the effect of
increasing gradients by redistributing the fluid elements along the 1D domain.
Each eddy event consists of two mathematical operations. One is a triplet map
representing the fluid displacements associated with a notional turbulent eddy
and the other is a kernel transformation. The functional form chosen for the
triplet map is the simplest of a class of mappings that satisfy the physical re-
quirements of measure preservation, continuity, and scale locality over the eddy
interval. The triplet map is conveniently represented by its inverse f(x), such
that the map moves fluid at location f(x) to location x, where f(x) is of the
form [12]

f(x;x0, l) ≡ x0 +

⎧
⎪⎪⎨
⎪⎪⎩

3(x− x0) if x0 ≤ x ≤ x0 +
1
3 l

2l − 3(x− x0) if x0 +
1
3 l ≤ x ≤ x0 +

2
3 l

3(x− x0)− 2l if x0 +
2
3 l ≤ x ≤ x0 + l

x− x0 otherwise

⎫
⎪⎪⎬
⎪⎪⎭

. (19)

This mapping takes a line segment [x0, x0 + l] shrinks it to a third of its original
length, and then places three copies on the original domain. The middle copy is
reversed, which ensures that property fields remain continuous and introduces
the rotational folding effect of turbulent eddy motion. All quantities outside the
[x0, x0 + l] interval are unaffected. The triplet map is augmented by a kernel
transformation to implement pressure-induced energy redistribution among ve-
locity components while obeying energy and momentum conservation laws. This
enables the model to simulate the tendency of turbulent eddies to drive the flow
toward isotropy. The kernel function used is that of the vector formulation of
ODT in [13,1].

Eddy Rate Distribution. The ODT velocity profiles evolve through the spec-
ification of the occurrences of eddy events. Conversely, the velocity profile sup-
plies information that determines the size, location and frequency of these events.
The eddy selection process is stochastic and follows the variable density formu-
lation of Ahsurst and Kerstein [1]. The local rate of an eddy is taken to be
λ(x0, l) = 1/l2τ , and the total rate of all eddies is Λ =

∫ ∫
λ(x0, l)dx0dl. Hence,

the joint PDF of eddy parameters x0 and l is P (x0, l) = λ(x0, l)/Λ. Eddy occur-
rences are sampled from a Poisson distribution with mean rate Λ, with x0 and l
parameters sampled from P (x0, l). Similar to dimensional relationships applied
to fully developed turbulence, for eddy events in ODT, a relationship can be
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formulated between an eddy’s size, it’s associated energy and a time scale. The
eddy time scale τ , is used to specify the eddy acceptance probability, and is
computed as

1

τ
= C

√
2K0

ρ0l3
(Ekin − ZEvp + Epe), (20)

where Ekin is a measure of kinetic energy as in [1], ρ0 =
∫
ρK2(x)dx, and

K0 =
∫
K2(x)dx where K(x) is the kernel function as in [1]. Evp is a viscous

penalty defined using scaling arguments as Evp = 1
2 μ̄

2/ρ̄l, where ρ̄ and μ̄ are the
average density and viscosity in the eddy region and Epe is a potential energy of
the eddy defined in section 2.4. The adjustable model parameter C represents
turbulence intensity and Z represents a viscous penalty factor. The evaluation of
τ depends on the instantaneous flow state, so eddy occurrences are responsive to
unsteadiness resulting from transient forcing or statistical fluctuations inherent
in the eddy-sampling process. The eddy occurrences thus depend on the effects
of prior eddies and affect future eddy occurrences. These dependencies induce
spatio-temporal correlations among eddy events, leading to a physically based
representation of turbulence intermittency.

2.3 Extension to Compressibility

In ODT, equations for enthalpy, species and ODT velocity components u, v
and w are time advanced according to eqs. (3-5). After time advancing these
equations, the extension to compressibility is made by relating pressure, density
and enthalpy to a volume change by using velocity component u to advect cell
faces and then introducing a feedback of the updated pressure to the u velocity.
The relationships we use are based on the assumptions that the gas is an ideal
gas and that the expansion process is reversible and adiabatic.

The complete time advancement follows in two steps. Starting from state n,
enthalpy, species, and velocity are advanced a time step Δt through equations
(3-5) to state n∗. The compressibility extension then follows by first interpolating
cell center velocities u to cell faces on the non-equidistant grid,

un∗
i−1/2 = un∗

i−1 + (xn
i−1/2 − xn

i−1) ·
un∗
i − un∗

i−1

xn
i − xn

i−1

, (21)

where the subscript i − 1/2 and i + 1/2 denote cell face values on the left and
right side of cell center, respectively. Cell face positions are then displaced

xn+1
i−1/2 = xn

i−1/2 + un∗
i−1/2Δt, (22)

and the new cell sizes are calculated as

Δxn+1
i = xn+1

i+1/2 − xn+1
i−1/2. (23)

Note, that un∗
up to this point has not yet seen the pressure effect induced by

chemical energy changes. Density is updated to time n+ 1 through eq. (2) as
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ρn+1
i = ρn

∗
i

Δxn
i

Δxn+1
i

. (24)

Based on the aforementioned assumptions, a relation between pressure and vol-
ume change can be derived and is written as pΔxγ = constant. The update of
the pressure is then solved for as

pn+1
i = pn

∗
i

(
Δxn

i

Δxn+1
i

)γ

. (25)

In the momentum equation, a pressure flux is introduced as a source term and
the new cell face velocities are calculated as

un+1
i−1/2 = un∗

i−1/2 −Δt ·
(
∂p

∂x

)n+1

i−1/2

1

ρn+1
i−1/2

. (26)

Cell face velocities are then interpolated back to cell center velocities un+1
i =

(un+1
i−1/2 + un+1

i+1/2)/2. Next, we want to calculate the change in enthalpy due to

changes in pressure and kinetic energy. The 1st Law of Thermodynamics written
in terms of enthalpy and kinetic energy is

dh =
1

ρ
Δx · dp− 1

2
d(u2). (27)

Using eq. (27) and the equation d(pΔxγ) = 0, a relation for the enthalpy update
can be derived and is written as

hn+1
i = hn∗

i −
pn

∗
i

ρn
∗

i

γ

1− γ

((
ρn

∗
i

ρn+1
i

)1−γ

− 1

)
− (un+1

i )2 − (un∗
i )2

2
, (28)

where the last term is the induced kinetic energy change from expansion and it
is subtracted from the enthalpy.

As stated before, the time advancement is at a diffusive CFL number. How-
ever, the pressure-velocity coupling update has the additional constraint that a
cell compression/expansion can not be larger than a specified factor. This is done
to insure that a cell does not collapse on itself, and also for stability reasons.
Therefore, the pressure-velocity update can occur in several steps, such that in
each step the maximum compression/expansion is limited and then followed by
mesh adaption.

2.4 Darrieus-Landau Instability Model

Planar flames are intrinsically unstable due to acceleration of the variable-density
fluid caused by thermal expansion across the burning front. This is the Darrieus-
Landau instability, analogous to the Rayleigh-Taylor instability that develops
when heavy fluid is above light fluid in a gravitational field. This analogy al-
lows an existing ODT representation of the Rayleigh-Taylor instability [6] to be
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modified in order to incorporate the Darrieus-Landau instability mechanism into
ODT.

Namely, a formal analog of gravitational potential energy is introduced. In
our case, the constant acceleration of the gravity is replaced by the varying time
rate of change of the advecting velocity u and defined as a(x) = ∂u(x)/∂t. The
potential energy is then defined as

Epe =
8

27

∫ x0+l

x0

a(x)K(x)(ρ − ρ̄)dx, (29)

where the factor 8/27 arises due to the variable density formulation and ρ̄ is a
reference density defined as the average density over the interval [x0, x0+ l]. This
potential energy is nonzero only where the density varies, as it is the interaction
of the dilatation-induced pressure gradient and the density gradient that is the
cause of this instability mechanism. Epe is not a potential energy in the same
sense as in a buoyant flow, because it is not based on an external energy source.
For this reason, it is only used to effect the probability of acceptance of an eddy,
but it is not included in the energy redistribution during an eddy event. It is
however, a formal analog to the treatment of energy in the buoyant flow, and
therefore a tunable coefficient is not required.

The Darrieus-Landau instability is not inherently a finite-Mach-number ef-
fect, so a representation of the instability should be incorporated into any ODT
formulation involving unsteady dilatation within the ODT domain, irrespective
of Mach number. It is described here because it has not previously been incor-
porated into ODT.

3 Results

3.1 Sod Shock Tube Problem

A useful problem to test a compressible flow code is the shock tube, in which a
long straight cylinder is divided into two compartments by a central diaphragm.
On the left side of the diaphragm is a gas with density ρ = 1.15 kg/m3 and
pressure p = 1.0 atm, while on the other side the gas has density ρ = 1.7kg/m3

and pressure p = 1.5 atm. The calculation begins by removing the diaphragm
with the gases at rest. The pressure difference in the two gases drives a shock into
the less dense gas, while a rarefaction moves into the denser gas. In Fig. 1 the
pressure, density and velocity profiles are compared with the analytic solution
at time t = 40−3ms. The comparison shows that the methodology is stable and
that shock speed is captured accurately. Additionally, the shock profile is also
well depicted.

3.2 Turbulent HCCI

To demonstrate the potential of the methodology developed, we simulate au-
toignition at constant volume under turbulent conditions. This is a low Mach
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Fig. 1. Comparison of pressure, density and velocity simulation results, solid black
line, with an exact Riemann solver, dotted black line, for the Sod shock tube problem
at 40−3 ms and 300K

number combustion case. A high Mach number combustion case will be reported
in the future. Homogeneous-charge compression-ignition (HCCI) engines have
potentially higher thermal efficiencies and lower NOx and soot emissions than
conventional spark-ignition and Diesel engines, respectively. HCCI engines oper-
ate under lean conditions with fuel and air well mixed before entering the cylin-
der. As such, we choose a lean hydrogen-air mixture with equivalence ratio 0.1,
at initial pressure p0 = 1.0 atm, temperature T0 = 950K and a domain length of
5mm. Temperature and velocity are initially perturbed to create turbulent con-
ditions with a root-mean-square of T ′ = 42K and u′ = v′ = w′ = 0.8m/s respec-
tively. No flux boundary conditions are applied, hence velocity at the boundaries
is zero. ODT viscous penalty parameter Z and eddy frequency parameter C are
set to 0.01 and 1000 respectively. Results for three different cases are compared:
1) a laminar case in which ODT eddy generation is turned off, 2) ODT eddy
generation is turned on but the Darrieus-Landau instability model is excluded
and 3) eddy generation including the Darrieus Landau instability model. All
three cases start from the same perturbed initial condition.

Fig. 2 shows temperature, velocity, pressure, and normalized pressure profiles
at different times for the case with the Darrieus-Landaumodel. From the velocity
plots, we see that this is a low Mach number combustion. At time t = 0.0012ms,
large initial temperature fluctuations induce a series of small eddies that begin to
homogenize the mixture. The velocity profile at the same time step shows large
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Fig. 2. For the HCCI configuration, temperature, velocity, pressure and normalized
pressure profiles at different times with Darrieus-Landau model
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Fig. 3. For the HCCI configuration, heat release rate (top) and spatially averaged
pressure (bottom) over time.

accompanying oscillation. By time t = 0.7ms, the mixture begins to ignite as
seen by the elevated temperature, and it is homogenized as seen by the relatively
flat temperature profile. Velocity oscillations have settle down and by t = 1.5ms,
the reaction has completed and velocity oscillations desist. Two pressure plots
are shown, the non-normalized pressure shows the quasi spatially uniform rise
in pressure as the combustion proceeds, whereas the normalized pressure shows
the spatial fluctuations occurring.

Fig. 3 shows the main influence of turbulent mixing with comparison to au-
toignition for all three cases. Starting from the same initial condition, the devel-
opment of spatially averaged pressure< p > and maximum heat release rate over
time is shown. For our initial condition, a faster burnout of the laminar case can
be seen. In fig. 2, the temperature profile at t = 0.0012ms shows that turbulent
mixing has lowered local peak temperatures. Turbulence has homogenized the
mixture, which then reacts more slowly until it gets hot enough to react quickly.
This can be further seen in fig. 3. The turbulent cases have larger ignition de-
lay times and the pressure gradient during reaction is steeper for the turbulent
cases, indicating a more homogeneous mixture than in the laminar case. In all
cases, at the completion of the reaction, the same final pressure of 1.38 atm is
reached, demonstrating the conversion of chemical energy into pressure rise.

Fig. 4 compares eddy time histories for the two turbulent cases, with and
without the Darrieus-Landau instability mechanism, superimposed on the heat
release rate. The small dashes represent individual eddies implemented at their
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Fig. 4. For the HCCI configuration, heat release rate with superimposed time his-
tory of eddy events without (top) and with (bottom) the Darrieus-Landau instability
mechanism.

depicted times, with vertical placement according to size, and the heat release
rate curves are retaken from fig. 3. A suggested correlation between heat re-
lease rate and eddy acceptance for the Darrieus-Landau model is clearly seen.
There are two large bursts of eddies, first, during the homogenization of the
initial turbulent condition, and second, during high heat release. This indicates
the ability of the model to capture the unstable nature of thermal expansion,
and depicts the wrinkling of the flame surface through the occurrence of eddy
events that increase the wrinkling of 1D property profiles. For the turbulent
case without the Darrieus-Landau model, eddy acceptance is driven solely by
the kinetic energy associated with velocity fluctuations. After the initial pertur-
bation has been homogenized, this kinetic energy, and with it the number of
accepted eddies, dwindle. There is a small second burst of eddies that are asso-
ciated with heat release at approximately 0.5ms. This however, occurs not due
to the Darrieus-Landau model, but due to the induced velocity field from the
heat release through the compressible formulation. Further testing is however
needed to draw definitive conclusions.

4 Conclusions

In summary, an extension of the incompressible ODT methodology towards an
efficient compressible implementation has been presented. Additionally, a mecha-
nism for capturing the instabilities caused by thermal expansion across a burning
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front, the Darrieus-Landau instability, in ODT is developed. First, results for a
standard non-reactive shock tube problem are shown and compared with ana-
lytic calculations. Second, results for autoignition under HCCI-like conditions
are shown.

Results for the shock tube problem show that despite the simple compress-
ible methodology developed, the formulation is capable of capturing pressure
wave propagation. Sharp interfaces are however slightly diffused and exact pro-
file capturing is not achieved. Further numerical testing is planned to isolate the
cause.

Results for the reactive HCCI configuration show comparisons for three cases:
a laminar case with ODT eddy generation turned off, and a turbulent case with
and a turbulent case without the Darrieus-Landau model. In all cases, the same
final elevated pressure is reached demonstrating the transfer of enthalpy change
to pressure change for the closed volume. Results showing the time history of
eddy events superimposed on the heat release rate for the two turbulent cases
indicates that the Darrieus-Landau model is able to capture the unstable nature
of thermal expansion and depict it through the occurrence of eddy events. Eddy
events for the turbulent case without the Darrieus-Landau model are based solely
on kinetic energy considerations and show limited correlation to thermal expan-
sion. The HCCI application is a demonstration of the compressible numerical
method with the Darrieus-Landau model for a low Mach number combustion
case, results for a higher Mach number combustion case will be reported in the
future.
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Abstract. Heat release fluctuations generated by equivalence ratio fluc-
tuations may interact with the acoustics of a gas turbine combustion
chamber leading to unwanted combustion instabilities, which remains a
critical issue in the development of low emission, lean premixed gas tur-
bine combustors. The present article addresses this topic by numerical
investigations of one-dimensional lean premixed methane/air flames sub-
ject to prescribed sinusoidal equivalence ratio fluctuations. Compared to
previous investigations, we focus on turbulent conditions and emission
predictions using the one-dimensional linear-eddy model (LEM) and de-
tailed chemistry. Within the limitations of the one-dimensional LEM
the approach allows to investigate the fully non-linear regime of flame
response to equivalence ratio fluctuations under turbulent conditions.
Results for different forcing amplitudes and turbulence levels indicate a
strongly non-linear behavior for high forcing amplitudes.

1 Introduction

Gas turbines for power generation and propulsion have long been using diffusion
flame combustors for their reliable performance and stable combustion character-
istics. However, diffusion flames usually exhibit high levels of soot and thermal
NOx which are unacceptable under strict regulations for pollutant emissions.
Among the modern combustion concepts for clean and high efficient gas tur-
bines lean premixed combustion is a promising technology for practical systems
which is already in use by the gas turbine manufactures. In lean premixed com-
bustion fuel and oxidizer are premixed upstream of the combustion zone and
burned at lean conditions leading to low temperature levels and therefore low
NOx emissions. A major challenge for operating gas turbine combustors at lean
premixed conditions is their susceptibility to combustion instabilities [11,25,44].
During an instability, heat release fluctuations interact with acoustic pressure
oscillations in a resonant way leading to high amplitude pressure and velocity
oscillations. Heat release fluctuations can be driven by various effects and their
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interaction [11], e.g., acoustic motion in the combustor [34], coherent and vor-
tical flow structures [29,30,31], flame surface variations [34,48], flame extinction
and re-ignition, and equivalence ratio oscillations [9,23,24].

Fluctuations in equivalence ratio may arise either from incomplete mixing
of fuel and air or from fluctuations of fuel and/or air mass flow rates at the
injection point. They have been identified as one of the major sources of heat
release fluctuations. This can be explained by the strong non-linear dependence
of the chemical reaction rate on the equivalence ratio, especially at lean condi-
tions [23,24,44]. Compared to stoichiometric conditions, at lean conditions even
small variations in the equivalence ratio lead to large fluctuations of the heat
release which can interact in a resonant way with the acoustics of the combustion
chamber.

The impact of equivalence ratio fluctuations on the dynamics of premixed
flames have been investigated both experimentally [3,20,40,43] and numerically
or analytically [2,5,9,23,24,35,38,44].

Kim et al. [20] perform an experimental study of the response of swirl-stabilized
lean premixed flames to equivalence ratio fluctuations. They found that the re-
sponse of the flame can be either linear or non-linear depending on the magni-
tude of the equivalence ratio oscillation. The non-linear response becomes more
pronounced as modulation frequencies increase and the mean equivalence ratio
decreases. For large perturbation amplitudes they also observed a non-linear re-
sponse of the heat release with abrupt changes in the waveform. They conclude
that the overall characteristics of the flame response to equivalence ratio fluctua-
tions are similar to the flame response to velocity fluctuations, although the mech-
anisms for non-linearities are different.

Balachandran et al. investigate in [3] the response of lean premixed turbulent
bluff-body stabilized flames to imposed velocity perturbations with forcing fre-
quency 160 Hz via flame transfer function measurements. It was found that the
heat release increased non-linearly for inlet velocity amplitudes exceeding 15%.
For the investigated turbulent flame regimes the authors conjecture in [3] that
flame area modulation is the most important phenomenon affecting the global
heat release fluctuations whereas local fluctuations of strain rate and curvature
have smaller effects. In a more recent study [4], however, they report for com-
pact flames (low frequencies) that the heat release fluctuations mainly depend
on equivalence ratio fluctuations and for higher frequencies it is dominated by
flame-vortex interactions.

The influence of equivalence ratio fluctuations in a frequency range of 20
to 150 Hz on a turbulent premixed methane/air flame in the corrugated/thick
flames combustion regime is investigated in [40]. The authors observe strongly
non-linear behavior of the heat release rate which is attributed to a combined
effect of equivalence ratio oscillations directly influencing heat release rate and
burning velocity and turbulent velocity fluctuations. For high levels of turbulence
only high amplitude and low frequency equivalence ratio forcing amplitudes reach
the flame front and increase the heat release rate fluctuations.
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Richardson et al. present in [35] a computational study of lean methane-air
flame response to spatial and temporal equivalence rate variations in an axisym-
metric laminar counterflow configuration. Investigating stratified steady flames
they showed that under lean conditions back supported flames (with positive
gradients of equivalence ratio) propagate faster, have reduced flame thickness
and enhanced heat release rate than undisturbed flames under similar condi-
tions, while front supported flames showed opposite trends. They also showed
that the propagation speed of premixed flames also depends on unsteady effects
due to strain rate and equivalence ratio fluctuations. Zhou and Hochgreb [50]
showed in a counterflow configuration that the linear relation between the scalar
dissipation rate and the heat release rate under different strain rates is valid
also under stratified conditions. For low strain rates they concluded that flame
structures under lean conditions show insignificant unsteady effects.

In [2] some of the experiments by Balachandran et al. [3] are simulated with
an unsteady Reynolds-averaged Navier-Stokes (URANS) CFD approach using a
modified Bray-Moss-Libby (BML) approach as a turbulent combustion model.
For the frequencies considered the calculated location and distribution of heat
release agree well with experiments and the CFD captures the transition from
linear to non-linear behavior.

König et al. [21] considered the response of laminar stretched premixedmethane-
air counterflow flames at stoichiometric conditions to periodical perturbations of
mixture composition at the inflow. Although the main results are of little impor-
tance for lean premixed flames, they observed that perturbations reach the flame
only under certain conditions. The amplitude of perturbation reaching the flame
decreases with increasing frequency due to diffusive processes and might even be
completely damped before reaching the flame zone.

Equivalence ratio fluctuations have been identified in [6,44] to act via three
different mechanisms on heat release fluctuations: They directly influence the
heat of reaction and the flame speed and indirectly disturb the flame front via
flame speed oscillations leading to a pertubation of the burning area. In [44] it is
also concluded that all three processes can – and usually do in turbulent flames
– interact in a nonlinear way.

The cited references with numerical investigations on the influence of equiv-
alence ratio fluctuations on the dynamics of lean premixed flames do either
investigate laminar flames or use turbulent combustion models which do not
resolve the inner structure of the flames. However, gas turbine combustors usu-
ally operate in the thin reaction zones regime [33]. In this regime the smallest
turbulent eddies may penetrate the preheat zone, thereby modifying the flame
structure. For the simulation and investigation of unsteady flame phenomena in
this regime it might be beneficial to have a model which i) resolves all scales
(spatial and temporal), ii) directly simulates flame turbulence interactions, and
iii) has the potential of being regime independent and can be applied in the
entire parameter space with some confidence. One such model is the linear-eddy
model (LEM) of Kerstein [18,19] which has been, e.g., successfully applied for
premixed flames in the thin reaction zones regimes before [36].
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In the present work we numerically investigate the influence of periodic equiv-
alence ratio oscillations on lean, premixed methane/air flames that are strongly
turbulent using detailed chemistry. We compare the results to laminar flames
under the same conditions and evaluate pollutant formations of NOx and CO
and heat release rate fluctuations. The flame response is determined for a large
range of oscillation frequencies and amplitudes. Compared to previous studies
we focus on one-dimensional, turbulent flames using the LEM approach. The
LEM resolves all relevant physical and chemical length and time scales and is
in principle applicable to the whole range of combustion regimes. Like in direct
numerical simulations (DNS), LEM resolves all scales but on a one-dimensional
domain and is therefore capable of resolving directly the interaction of turbulence
and chemistry at a much lower cost permitting parametric investigations.

Based on the comments made by one of the reviewers it is worth discussing
some limitations of the LEM regarding effects of flame curvature and coherent
flame wrinkling on the dynamics of premixed flames. It has been shown in numer-
ous studies that LEM correctly captures flame surface generation by turbulence
[27,36,49], has shown good validation against DNS [49], and, e.g., exactly obeys
the expected scaling of the turbulent burning velocity in the strong-turbulence
limit [49]. However, perturbations of flame surface area caused by flame propaga-
tion of a curved laminar flame or flame speed variations along the flame surface
(e.g. due to equivalence ratio fluctuations and/or coherent wrinkling [10]) are
not captured by the one-dimensional stand-alone LEM. That implies that flame
dynamics related to such flame surface perturbations are not captured by the
model in its presented form. This includes, e.g., the predictions of acoustic flame-
instabilities. However, as we are focussing here on cases with strong turbulence
we expect flame wrinkling due to turbulence (and its interaction with equiva-
lence ratio perturbations) to be the leading order mechanism. This mechanism
is well represented by the LEM. In a recent work Jozefik et al. [12] have devel-
oped a Darrieus-Landau instability model for the One-Dimensional Turbulence
(ODT) model which can be regarded as a generalisation of the LEM and could
be used in the future to address some of the mentioned limitations.

2 Numerical Method

2.1 Linear-Eddy Model

The linear-eddy mixing model was proposed by Kerstein in [13] for non-reacting
flow and extended to reactive flow in [16]. It has been discussed in detail in the
literature, e.g. [13,14,16,15,17] and, therefore, is only briefly summarized here.
The overall LEM concept for turbulent reactive flow consists of two concur-
rent processes representing the respective influences of dilatation-induced ad-
vection, molecular diffusion, chemical reactions and turbulent transport. The
first process is time advancement of the reactive zero-Mach-number equations
on a one-dimensional domain resolving all spatial and temporal scales. The sec-
ond process, turbulent transport, is implemented using a stochastic sequence of
statistically independent stirring events.
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LEM Diffusion and Chemical Reactions. The balance equations for species
mass fractions Ys and mixture enthalpy h are formulated in a Lagrangian (mass
fixed) formulation and are solved on a one-dimensional domain resolving all
spatial and temporal scales:

ρ
dYs

dt
= −djs

dx
+Ms ω̇s,

ρ
dh

dt
=

dp

dt
− dq

dx
−
∑
s

js
dhs

dx
−
∑
s

hs Ms ω̇s,
(1)

where cp is the heat capacity at constant pressure, p the pressure, q the heat
flux, hs the enthalpy of species s including the heats of formation, and ω̇s the
chemical source term of species s. The equation of state for a mixture of ideal
gases is p = ρT

∑
s YsRm/Ms and the caloric relation is given by hs(T ) =

Δh0
s +

∫ T

T 0 cp,s(t)dT , where Δh0
s is the standard heat of formation of species

s. For the flames considered here we assume a constant pressure in time. The
continuity equation in a Lagrangian formulation is ρΔx = const. and determines
via the equation of state the expansion (or contraction) of each grid cell.

Linear-Eddy Mixing / Turbulent Transport. In the LEM concept, turbu-
lent advection is implemented explicitly by stochastic eddy events. Each eddy
event involves a rearrangement of all scalar quantities using so-called ‘triplet
maps’ which mimics the influence of turbulent vortices. The effect of a triplet
map is a three-fold compression of the scalar fields in a selected spatial interval
whose size is denoted by l, see Figure 1 for an illustration. This map increases
the scalar gradients within the selected interval, analogous to the effect of com-
pressive strain in turbulent flow, without creating discontinuities.

Assuming the Kolmogorov inertial-range scaling the size distribution is given
by [14]

f(l) = (5/3) l−8/3/[η−5/3 − l
−5/3
t ].

Flow

Species B

Species A

Flow

Fig. 1. Qualitative picture of a triplet map in LEM. Left: before mapping, right: after
mapping.
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Using the turbulent Reynolds number

Ret =
u′lt
ν

,

where ν is the kinematic viscosity, and u′, lt are the integral velocity and length
scale, respectively, the Kolmogorov scale η is determined from the inertial scaling

law η = Nη lt Re
−3/4
t . Here, Nη is an empirical constant. The event frequency

per unit length is determined by [14]

λ =
54

5

νRet
Cλl3t

[
(lt/η)

5/3 − 1
]

[
1− (η/lt)4/3

] ,

where Cλ and Nη are model constants. The LEM parametrisation corresponds
to a turbulent diffusivity Dt = u′lt/Cλ.

Three quantities are needed to specify an eddy event: eddy time, eddy size
l and eddy location within the domain. The eddy time is sampled under the
assumption of a Poisson process with a mean eddy occurrence time of Δteddy =
(λL)−1, where L is the size of the domain. The eddy location is randomly
sampled from a uniform distribution, and the eddy size is randomly sampled
assuming Kolmogorov inertial-range scaling, see [13] for details.

The required model constants are adopted from the literature and have been
set to Cλ = 15 and Nη = 10.76 [46].

u′, lt, Ret, and Dt (orχ) are the defining parameters of the linear-eddy model.
In a coupled CFD-LEM simulations they are passed as time-dependent param-
eters from the CFD side to the LEM.

The linear-eddy model has been used both as a stand-alone tool and (mainly
by the group of Suresh Menon at Georgia Tech) as a LES sub-grid model for
the prediction of scalar mixing and turbulent combustion under various flow and
combustion conditions [32,36,37,41,42,47].

It is well known that flame stretch and flame curvature have dominant effects
on laminar and turbulent flames and one might ask if the LEM can somehow
capture these inherently multi dimensional effects on a one-dimensional domain.
One might argue that a triplet map hitting the flame or the reaction zone basi-
cally creates three copies of the flame structures which can be interpreted as a
one-dimensional analog of increasing the flame area, i.e. flame stretch. Although
possible, the potential of explicitly modeling flame stretch and curvature in a
more elaborate way within the LEM model has not been fully explored yet [39].

The governing equations (1) are solved with an adapted code for one-dimensio-
nal turbulence (ODT) from Lignell et al. [26] which is based on a Lagrangian
formulation of the advection and a central discretization of diffusion terms. The
stiff chemical source term and all thermodynamic and transport data are eval-
uated with the software package Cantera [8]. Whereas advection is treated ex-
actly via the Lagrangian formulation, diffusion and chemical source terms are
integrated in time between two eddy events with the second order operating
splitting method of Strang. The stiff chemical source term is integrated with an
implicit BDF method [7].
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2.2 Chemistry Model

Due to the resolution of all spatial and temporal scales in 1D, the LEM is compu-
tationally quite demanding and chemistry acceleration and/or reduced chemical
mechanisms are desirable. The chemistry model used in this study is a reduced
chemical mechanism based on the GRI-3.0 mechanism [45]. The reaction path-
way analysis program Mixmaster of the Cantera [8] software package has been
used to identify relevant reaction rates and reaction pathways for lean fuel-air
mixtures with equivalence ratios ranging from 0.55 to 0.95 and to remove those
species from the mechanism with a minor influence on the optimization param-
eters. The optimization parameters have been mass fractions of major species,
NOx and CO concentrations, and laminar flame speeds under lean conditions.
The reduced mechanism consists of 23 species and 76 reactions. Fig. 2 shows
some comparisons of the reduced mechanism with the original GRI-3.0 mech-
anism. Although the derived mechanism shows good agreement with the full
GRI-3.0 mechanism (and other reduced mechanisms not shown here) for the rel-
evant conditions and parameters in this study, we note that further comparisons

Fig. 2. Comparison between the reduced methane/air with the full GRI-3.0 mechanism
[45] and experimental data of Abu-Orf & Cant [1]: (a) CO mass fractions vs. equiv-
alence ratio, (b) NO mass fractions vs. equivalence ratio, (c) laminar flame speed vs.
equivalence ratio, (d) temperature profiles for different equivalence ratios (solid lines:
GRI-3.0, dashed lines: reduced mechanism).
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under unsteady conditions, e.g. unsteady forcing of laminar flames, should be
performed.

3 Results

In the following paragraphs we present several simulations with parameter vari-
ations of a turbulent lean premixed turbulent methane/air flame using the one-
dimensional LEM. The turbulence parameters are chosen close to measurements
from an atmospheric single burner test rig [22].

3.1 Comparison between Laminar and Turbulent Flame

To demonstrate some features of one-dimensional flame simulations with the
LEM we compare in Fig. 3 the structure and the heat release rate of a laminar
methane/air flame with a turbulent flame obtained with the LEM in the thin
reaction zones regime close to the broken reaction zones regime. The freely prop-
agating flame is kept within the computational domain by constantly adjusting
the inflow velocity to the propagation speed of the flame. The equivalence ratio
has been set to φ = 0.6 and the unburned gas temperature is Tu = 425 K. The
integral length scale, the Kolmogorov length scale, and the turbulent velocity
fluctuation are taken from measurements in a combustion test rig [22] and set
to lt = 2.5e − 2 m, η = 1e − 4 m, and u′ = 10 m/s, respectively. The laminar
flame thickness is approx. 1 mm and the laminar flame speed sl = 0.22 m/s.
The instantaneous temperature profile of the turbulent flames in Fig. 3 shows
characteristic features of a premixed flame in the thin reaction zones regime on a
one-dimensional domain: multiple flame structures with temperatures between
unburnt and burnt temperature as a one-dimensional analog to the increased
flame front area in a turbulent flame and turbulent eddies of various sizes. The
(averaged) turbulent flame or consumption speed, sD, obtained via [28]

sd =
Ms

ρu(Ys,b − Ys,u

∫
ω̇s dx, (2)

Fig. 3. Laminar and turbulent one-dimensional flame structures for a lean premixed
methane/air flame at equivalence ratio φ = 0.6: Temperature profiles (laminar, instan-
taneous and time-averaged turbulent) on the left and heat release rate on the right
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Fig. 4. Time history of the displacement speed evaluated for species CH4 and CO2

where indices s, u, and b denote the species index, the unburnt, and the burnt
state, is 1.7 m/s, i.e. the ratio of the turbulent to the laminar flame speed is
sd/sl = 7.7. The averaged profiles in Fig. 3 show the thickened turbulent flame
structure and an increased heat release rate of the turbulent flame compared to
the laminar flame.

Figure 4 shows a typical time history of the displacement speed, evaluated for
s = CH4,CO2 in eq. (2), obtained with the LEM. For different major species
such as CH4 and CO2 the results should be similar which is confirmed in the
figure.

3.2 Influence of Equivalence Ratio Fluctuations

In this section we present results on the influence of equivalence ratio fluctu-
ations on the dynamics of a turbulent lean premixed methane/air flame. Tur-
bulence parameters, mean equivalence ratio, and unburnt temperature of the
flame are identical with the conditions in the previous section. Equivalence ratio
fluctuations are generated by sinusoidal variations of the fuel mass fraction at
the inflow. The simulations are conducted for forcing frequencies ranging from
20 Hz to 150 Hz with relative amplitudes between 16% and 99%. Due to viscous
and turbulent diffusion, however, the amplitudes reaching the flame front are
much smaller than the imposed amplitudes at the inlet. Table 1 summarized
the relative amplitudes at the flame front at given forcing frequency and ampli-
tude at the inlet for laminar flames. Compared to the amplitudes observed in
[9] at different locations of a laminar slot burner flame we investigate here much
higher amplitudes entering the flame zone. As in [9] we observe strongly decreas-
ing amplitudes at the flame front with increasing forcing frequencies. This can
be explained by the steeper spatial gradients in species mass fractions leading to
increased fuel–air mixing rates and hence, decreasing fluctuations at the flame
front. For the investigated forcing amplitudes and frequencies in this study we
did not encounter local flame quenching. For comparisons with laminar flames
we adjust the flame position such that the amplitudes of the equivalence ratio
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(a) laminar (b) turbulent

Fig. 5. Influence of the equivalence ratio perturbation amplitude on heat release rate
fluctuations for different forcing frequencies

Table 1. Relative amplitudes at the flame
for different frequencies and relative am-
plitudes at the inlet for laminar flames
and periodic forcing

Amplitude f in Hz
at inlet 30 60 90

0.16 0.016 0.0021 4.3·10−4

0.33 0.032 0.0044 8.9·10−4

0.50 0.047 0.0067 0.0014
0.66 0.064 0.0088 0.0018
0.83 0.081 0.011 0.0022
0.99 0.096 0.013 0.0027
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Fig. 6. Phase averaged relative CO con-
centrations 10 cm behind the flame front
for the turbulent case at different forcing
amplitudes with 30 Hz forcing frequency

fluctuations reaching the flame are comparable for the laminar and the turbulent
flame at the same forcing frequency.

Fig. 5 compares the influence of the perturbation amplitude on heat release
rate fluctuations for forcing frequencies of 30, 60, and 90 Hz in the laminar
and the turbulent case. The laminar flames show monotonically increasing heat
release rate fluctuations with increasing perturbation amplitude with a large
difference between 30 and 60 Hz forcing frequency. This can be directly related
to – again – the effective equivalence ratio fluctuation entering the flame front.
As shown in Table 1 the relevant amplitudes of the equivalence ratio fluctuation
reaching the flame front are much higher for low forcing frequencies than for
high forcing frequencies. The results for 60 Hz and 90 Hz indicate that for those
forcing frequencies the response to equivalence ratio fluctuations is almost linear
whereas a weak convex non-linear response can be observed for the low frequency
forcing of 30 Hz. The turbulent flames shows a qualitatively similar behavior for
relative perturbation amplitudes up to 0.5. For perturbation frequencies of 30 Hz
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and 90 Hz we observe decreasing heat release rate fluctuations for amplitudes
higher than 0.66 and 0.83, respectively. Forcing with 60 Hz leads to monotoni-
cally non-linear increasing heat release rate fluctuations as in the laminar case.
The qualitatively different response for increasing forcing amplitudes at different
forcing frequencies can be related to the phase interaction between the spatially
oscillating turbulent flame brush and the prescribed sinusoidal equivalence ra-
tio oscillations at the inlet may lead to an enhanced (or reduced) damping of
the equivalence ratio fluctuations entering the flame zone. As an indicator for
this claim Fig. 6 shows phase averaged relative CO concentration for the tur-
bulent case at different forcing amplitudes with forcing frequency of 30 Hz. The
figure clearly indicates a non-monotonic response of CO to forcing amplitudes.
Compared to the laminar cases, the turbulent flames exhibit substantially larger
relative heat release rate fluctuations. The increased heat release rate fluctua-
tions can be related to the structure of the turbulent flame as shown in Fig. 3:
In the laminar case heat release fluctuations are only due to smooth variations
of equivalence ratio fluctuations entering the flame zone. In the turbulent case
we see a highly disturbed unsteady flame structure leading to high turbulent
fluctuations of the heat release rates.

Fig. 7 (a) shows the influence of equivalence ratio fluctuations with a relative
forcing amplitude of 0.66 on heat release rate fluctuations for the laminar and
the turbulent case as a function of the forcing frequency. Both laminar and
turbulent flames show qualitatively similar results in the sense that the heat
release rate fluctuations decrease for increasing perturbation frequencies up to
60 Hz. Above 60 Hz the heat release fluctuations remain almost constant with
increasing perturbation frequencies. With increasing perturbation frequencies
viscous damping increases and only small equivalence ratio amplitudes enter the
flame zone. As explained above, the turbulent flame features much higher heat
release rate fluctuations than the laminar flame. The almost constant values for
frequencies above 60 Hz indicate that turbulence contributes most to the heat
release rate fluctuations at high forcing frequencies. For all forcing frequencies
the heat release rate fluctuations are in the same order of magnitude as the
mean heat release rate for the turbulent flame. In comparison, the heat release
fluctuations for the laminar flame start at approx. 25% of the mean heat release
rate for 20 Hz and reach lower than 10% at higher frequencies.

Fig. 7 (b) displays the impact of the perturbation amplitude on the mean
heat release rate for different forcing frequencies. The figure shows almost no
influence for the laminar case and decreasing mean heat release rates with in-
creasing perturbation amplitudes for the turbulent case. As the heat release
rate is a linear function of the equivalence ratio for lean mixtures and small
perturbation amplitudes we expect a negligible influence for the laminar case
with sinusoidal equivalence ratio fluctuations entering the flame zone. As ex-
pected the turbulent flames exhibit much higher heat release rates than the
laminar flames. The decreasing heat release rates for increasing pertubation am-
plitudes in our simulations are due to decreasing mass flow rates with increasing
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(a) heat release rate fluctuation (b) heat release rate

Fig. 7. Influence of the equivalence ratio fluctuations on the heat release rate fluctua-
tions and the heat release rate

Fig. 8. Influence of the forcing frequency on NO and CO emissions at a relative forcing
amplitude of 0.66

perturbation amplitudes to keep the turbulent flame brush statistically on a
fixed spatial position.

Some results on the influence of equivalence ratio fluctuations on NO and CO
emissions are summarized in Fig. 8. Both NO and CO equilibrium concentrations
exhibit exponential growth with increasing equivalence ratio under lean condi-
tions. NO reaches its maximum close to stoichiometric conditions and decreases
with increasing equivalence ratios in the rich area due to decreasing tempera-
tures. CO increases further in the rich area and also at very lean conditions due
to quenching effects. CO and NO are both convex functions of the equivalence
ratio under lean conditions. Fig. 8 shows the frequency dependence of NO and
CO for a laminar and a turbulent flame with a relative forcing amplitudes of
0.66. For frequencies higher than 50 Hz NO and CO mass fractions reach a con-
stant level. Compared to CO the NO emissions are lower in the turbulent case
than in the laminar case. For the laminar flame we see increasing NO and CO
values with decreasing frequencies. Due to the convex dependence of NO and CO
on the equivalence ratio under lean conditions, one can expect increased values
when a sinusoidal equivalence ratio fluctuation passes the flame front. For the
turbulent flame we see a sharp peak for both, NO and CO, at a perturbation
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frequency of 30 Hz. This can be explained by the fact that at 30 Hz the equiva-
lence ratio amplitudes observed at the flame front have the highest values. For
higher frequencies we observe increased damping of the amplitudes in front of the
flame. Due to nonlinear interactions of equivalence ratio oscillations and flame
front propagation the amplitudes are smaller again for 20 Hz forcing frequency.
A more detailed investigation of the impact of equivalence ratio fluctuations on
emissions will be presented in an upcoming publication.

4 Summary and Conclusions

In this work we investigate the influence of equivalence ratio fluctuations on the
dynamics of turbulent lean premixed methane/air flames under typical condi-
tions for gas turbine combustors. The simulations are performed with a one-
dimensional model where turbulent mixing is modeled via the LEM. Compared
to previous analytical and numerical investigations, the LEM resolves all spatial
and temporal scales and therefore allows to simulate directly the interaction of
turbulence and chemistry. This is particularly important in situations where local
interactions of turbulent eddies with the flame lead to disturbance or destruc-
tion of flame structures, e.g. in the thin reaction zones or distributed reaction
zones regime of premixed flames, and unsteady effects such as quenching and
re-ignition. Under such highly turbulent conditions flame surface variations due
to curvature effects and coherent wrinkling – which are not included in the LEM
– are likely to be of minor importance relative to flame surface variations due to
turbulence. However, a confirmation of this statement is left for further studies.

The presented results demonstrate the capabilities of the one-dimensional
LEM approach to simulate qualitatively and to some extend quantitatively the
non-linear response of turbulent premixed flames to equivalence ratio fluctu-
ations. The results show partly substantially qualitatively different results for
laminar and turbulent flames for the same forcing frequencies and amplitudes
reaching the flame zone. Almost all results indicate that at high forcing fre-
quencies viscous damping significantly decreases the effective equivalence ratio
fluctuations entering the flame zone and that turbulence dominates the effect of
increased heat release rate fluctuations. However, for low forcing frequencies we
observe a substantial influence of equivalence rate fluctuations on heat release
rate fluctuations.

Further studies with the model will focus on the impact of equivalence ratio
fluctuations on emissions and the coupling with an acoustic model to simulate
equivalence ratio fluctuations driven by the interaction with acoustic modes lead-
ing to flame instabilities. Current work is also focused on using the LEM as a
sub-grid combustion model for large eddy simulations.
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Abstract. If a detonation fails in a tube of a pulsed detonation engine,
special measures are needed to refill this tube with fresh air. To initiate
these measures, misfirings have to be detected reliably. In this contri-
bution, the acoustic effects of burner tubes on a down-stream plenum
are exploited to determine which of multiple tubes did not produce the
expected acoustic signature. This is done with a bank of Kalman filters
in combination with the Bayes’ rule. To develop and test these methods,
a surrogate, non reacting experimental set-up is considered.

Keywords: Failure Detection, Pulse Detonation Engine, Kalman Filter,
Bayes’ Rule.

1 Introduction

Due to the fact that the components of modern gas turbines are well tuned to op-
erate at high efficiency levels, new approaches are necessary if their performance
is to be enhanced further. In current gas turbines the combustion is described
by an isobaric process resulting in a rise of temperature at a constant pressure
level. A higher efficiency could be achieved by using isochoric combustion which
is accompanied by an increase of the pressure level in the combustion chamber
[1]. This can be accomplished, e.g. by changing the combustion type from a de-
flagration to a detonation. Thus, the question arises how to get air, which is
needed for the combustion, from the turbine’s compressor into the combustion
chamber, i.e. from a lower to a higher pressure level. One method to overcome
this challenge is to use the acoustics induced by the detonations itself. For ex-
planation, we first consider a single detonation tube. By igniting a detonation in
the tube an acoustic pressure wave is generated. It is then reflected as a negative
pressure wave when reaching the open end of the tube. This end is coupled to
a plenum. The pressure of the reflected wave is below the mean pressure level
of the combustion chamber, and, even more important, below the pressure level
of the turbine’s compressor. When this wave reaches the closed, upstream, end
of the tube, which is connected to the compressor, it can be refilled with air
from the compressor by opening the closed end at the correct time. A new det-
onation wave can be initiated, and the process is sustained. Hence, the crucial
factor to keep the system running is the acoustic pressure wave generated by
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the detonation. If the detonation fails (e.g. wrong mixture of fuel and oxidizer
for the given conditions in the tube), the tube cannot be refilled because of the
missing negative pressure wave. Therefore, the combustion chamber design is
composed of a circular array of detonation tubes which all fire into a common
plenum. For a restart of a faulty tube, we propose to use the remaining work-
ing ones. This could be achieved by a proper firing synchronisation producing a
pressure minimum in the plenum at the open end of the faulty tube. To initiate
such a firing sequence, it is necessary to first detect the failed detonation. As a
detonation wave generates high temperatures and pressures, the application of
sensors inside or near the detonation zone is delicate. Moreover, for deliberately
rotating the pressure profile inside the plenum in case of a misfiring, pressure
sensor information from the plenum is needed in any case. For this reason only
pressure sensors in the annular plenum are considered here for fault detection.

Since the acoustic waves generated by the detonations excite acoustic modes
in the annular plenum, the tubes can be considered as actuators of a dynamic
system from a control engineering point of view. Misfiring, hence, can be viewed
as an actuator fault. Many different methods have been used in the past for
fault detection of actuators. One particular approach utilises a disturbance ob-
server for the estimation of the actuator inputs [2],[3]. To this end, new states
corresponding to the inputs are introduced into the state observer’s differential
equations. Thus, the actuation inputs are estimated and actuator faults can be
detected. A problem with this approach is that the observability of the system
is quickly lost if multiple inputs are to be estimated. Also, quick changes in
the actuator signals cannot be detected satisfactorily due to measurement noise.
Another way to detect actuator faults is to use so-called unknown input estima-
tors [4],[5]. This way, tracking of fast changing actuation signals is possible, but
the number of observable inputs is strictly constrained to the number of avail-
able sensors. For this reason, this contribution exploits a multiple filter concept
extended by a Bayesian estimation approach to calculate the probability of an
actuator fault having happened [6],[7],[8],[9],[10].

To set up the method, a mathematical model of the acoustics of the annular
plenum is first derived and the model parameters are adjusted with the help of
experimental data in Sect. 2. For simplicity, the experimental set-up to validate
the aforementioned algorithm does not use detonation tubes but loudspeakers,
which generate acoustic waves similar to the signature of a detonation. In Sect. 3,
the statistical methods to detect faults are revisited. Sect. 4 gives experimental
results, before some conclusions are drawn in Sect. 5.

2 Experimental Set-Up, Physical Model and System
Identification

The experimental set-up is described in Sect 2.1. For model-based fault detec-
tion, a model is needed relating actuator signals with pressure readings. Start-
ing from the equations of the homogeneous system without inputs in Sect. 2.2,
transfer functions are formulated combining acoustic particle velocities of the



Model-Based Detection of Misfirings in an Annular Burner Mockup 231

actuators with measured pressures, i.e, describing the inhomogeneous system.
To account for effects not modelled theoretically, model parameters are adapted
in section 2.3.

2.1 Experimental Set-Up

The acoustic system used for the experiments is shown in Fig. 1. The experimen-
tal set-up mainly consists of two concentrically arranged aluminium tubes with
different diameters covered by an aluminium circular ring plate on both sides.
The ring plate on the front side at z = 0 is provided with twelve holes arranged
in a circle for the connection of actuators mimicking the effect of detonation
tubes. Valves connected to pressurized air or loudspeakers can be used for this
purpose. Here, we concentrate on the use of loudspeakers.

ϕ
r z

L

aR

R

Fig. 1. Anular gap with twelve circular holes in the front plate (at z = 0) for the
connection of surrogate firing tubes/actuators. The dimensions of the system are given
by: L = 0.6m, aR = 0.32m, R = 0.4m, a = 0.8.

The block diagram in Fig. 2 shows the interconnection between the essential
elements of the test rig. A digital signal processor (DSP), see Tab. 1, running at
a sampling rate of fs = 104Hz, controls the voltage of the loudspeakers which
results in a movement of their respective membranes. By this, acoustic particle
velocities are generated equal to the velocity of the loudspeaker’s membrane,
exciting the annular duct. To measure the effect, twelve microphones arranged
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in a circle and equally spaced are used. The microphones are calibrated with a
pistonphone, see Tab. 1. The position vectors of the k-th loudspeaker and j-th
microphone are given by

xk =
[
R(a+1)

2 , π
2 (k − 1), 0L

]T
, (1)

xj =
[
R, π

2 (k − 1
2 ),

1.03
6 L

]T
. (2)

Note that a cylindrical coordinate system [r, ϕ, z]T shown in Fig. 1 is used
here. Furthermore, a laser vibrometer is used to measure the velocities of the
loudspeaker membranes, and, thus, the acoustic particle velocity generated by
the associated actuator.

DSP amplifier 12×

laser
vibrometer

12×amplifier

Fig. 2. Experimental set-up with DSP, amplifiers, actuators and sensors

2.2 Physical Model of the Acoustic System

Homogeneous System. As nonlinear acoustic effects cannot be produced in
the experimental set-up, the calculation of the eigenfunctions and eigenfrequen-
cies of the system is based on the solution of the homogeneous linear acoustic
wave equation [11]

1

c2
∂2p

∂t2
−Δp = 0 , (3)

and the linearised Euler equation

ρ0
∂u

∂t
= −∇p . (4)
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Table 1. Measurement equiment

DSP

dSpace DS1006 processor board

dSpace DS2103 DA-board

dSpace DS2004 AD-board

loudspeakers 12× TI-100 8 Ohm Visaton

microphones

12× G.R.A.S. 40BP 1/4” ext. polarized
pressure microphone

12× G.R.A.S. 26AC 1/4” standard
preamplifier

laser vibrometer
Polytec CLV 1000

Polytec CLV 700

pistonphone G.R.A.S. 42AA pistonphon

The vector of velocities is given by u = [ur, uϕ, uz]
T , where all entries as well

as p are fluctuating quantities. The boundary conditions of the system for rigid
walls are

ur(t, r = R,ϕ, z) = 0 , (5)

ur(t, r = aR, ϕ, z) = 0 , (6)

uz(t, r, ϕ, z = 0) = 0 , (7)

uz(t, r, ϕ, z = L) = 0 . (8)

The variables t, c, ρ0, p, u, L, R, a denote time, speed of sound, mean density
of the gas, acoustic pressure, acoustic particle velocity, length, outer radius and
ratio of inner to outer radius of the annular plenum. The solution of such systems
is well known [11].

For the subsequent application of the mathematical model in the experimental
fault detection only a limited number of eigenmodes and eigenfrequencies will be
considered due to limitations in real-time computation. A small annular gap leads
to very high eigenfrequencies for higher radial modes. Since high eigenfrequencies
are considerably damped and thus not much involved in the response of the
system, the radial dependence of the pressure is neglected. If additionally a > 0.7,
the eigenfrequencies of the system are given by [12]

ωlm = c

√(
lπ

L

)2

+

(
2m

R(1 + a)

)2

, l,m ∈ IN0 , (9)

where l and m are the number of the axial and azimuthal mode, respectively. In
combination with the eigenfunctions [12]

Φc,lm = cos
(
lπ
L z
)
cos (mϕ) , (10)

Φs,lm = cos
(
lπ
L z
)
sin (mϕ) , (11)
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where the indices s and c represents the sine and cosine mode, respectively, the
solution of (3) is given by

p(ϕ, z, t) =

∞∑
l=0

∞∑
m=0

(AlmΦc,lm +BlmΦs,lm)eiωlmt , (12)

with Alm and Blm coefficients determined by the initial conditions of the sys-
tem. Note that for m unequal to 0 or a multiple of 6, the eigenfrequencies are
degenerate with an algebraic and geometric multiplicity of two. The eigenfunc-
tions (10) and (11) form an orthogonal basis of the associated two-dimensional
eigenspace.

Inhomogeneous System. Each loudspeaker k ∈ [1, 2, . . . , 12] is modelled as
an ideal point source in the acoustic particle velocity uk = [uk,r, uk,ϕ, uk,z]

T ,
where ||uk||2 = uk,z. Each point source is positioned in the centre of a hole of
the front plate. A linear acoustic system with sources and an additional term for
the dissipation is described by

c2Δp− α
∂p

∂t
− ∂2p

∂t2
− = h , (13)

n · ∇p = −f , (14)

with h,f ,n and α being a source in the volume, a source at the surface, the normal
vector of the volume’s surface at the position of the source and the damping
coefficient, respectively [13]. Equations (13), (14) can be transformed into the
frequency domain and solved using Green’s function which can be composed
of a linear combination of the eigenfunctions (10),(11) used as modes. If flush-
mounted pressure sensors are applied to the plenum wall, a transfer function
Hj,k(ıΩ) =

p̂j

ûk,z
can be derived relating the j-th pressure sensor information in

the frequency domain p̂j to the k-th actuator signal in the frequency domain
ûk,z

Hj,k(ıΩ) = −ıΩρ0c
2A

∞∑
l,m=0

(
Φs,lm(xj)Φs,lm(xk) + Φc,lm(xj)Φc,lm(xk)

Λlm (Ω2 − iΩα− ω2
lm)

)
.

(15)
Here, Ω, ı, ρ0 and A are the frequency, imaginary unit, mean density of the gas
inside the annular gap and the area of the individual holes of the front plate.
The position vectors of the k-th actuator and j-th sensor are given by (1),(2).
Theoretically, the factor Λlm amounts to [13]

Λlm =

L∫

0

2π∫

0

R∫

aR

Φ2
c,lmrdrdϕdz =

LπR2(1 − a2)

(2− δ(l))(2 − δ(m))
, (16)

δ(ξ) =

{
1, ξ = 0

0, ξ �= 0
. (17)
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2.3 Reduced Model and System Identification

Reduced Model. To account for effects seen in the experiment but not de-
scribed by (15), some parameters are identified experimentally. Moreover, due
to the limited computing capacity available for a real-time fault detection the
infinite sum in (15) has to be approximated by a finite one. Thus only summands
corresponding to those eigenfrequencies which are within the range of the fre-
quencies excited by the actuators can be regarded. This will be partly based on
experimental data as well. To this end, the signal of the vibrometer, measuring
the input of the system, is used to identify a transfer function relating it to
the acoustic pressures as output signals. The output is measured with ny = 12
microphones. Aiming for a good match between the analytical model and the
experimental set-up, the system parameters ωlm, Λlm will be adjusted by an
identification algorithm. In addition, the damping factor α in (15) is replaced
by modal damping coefficients αlm, allowing for a different damping factor for
every eigenfrequency. These new parameters αlm will be also adjusted by the
identification algorithm. This way, a better agreement between the experimental
plant and the analytical model is achieved.

The signal of the acoustic particle velocity used to simulate a detonation event
is shown in Fig. 3(a). The important frequency components of this signal are
calculated next. For that purpose, the normalized energy contained in a specific
frequency range from 0Hz to Ω, denoted as Π(Ω), is defined

Π(Ω) =

∫ Ω

0Hz Suu dΩ∫ fs/2

0Hz Suu dΩ
, Ω ≤ fs/2 . (18)

Here, fs/2 is the Nyquist frequency for the given sampling rate and Suu is the
power spectral density calculated from the signal in Fig 3(a). For the signal from
Fig 3(a), 90% of the energy of the signal is contained in a frequency range from

u
[ m

s

]

t [s]
0 0.03 0.06 0.09 1.2

−0.6

−0.3

0

0.3

0.6

(a) Particle velocity at a membrane
measured by a vibrometer during a sim-
ulated detonation event.

0 0.4 1.20.8
Ω [kHz]

Π
(Ω

)

0

0.3

0.6

0.9
1

(b) Normalized integral of the power
spectral density of the signal in Fig.
3(a).

Fig. 3. Time and frequency domain data of a proposed detonation event
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0Hz to 400Hz, i.e.Π(0.4 kHz) ≈ 0.9, see Fig. 3(b). Using (9), the expected eigen-
frequencies for the given geometry (see Fig. 1) are listed in Tab. 2. Combining
these two observations, only the eigenfrequencies written in black are considered
as main contributors to the behaviour of system.

The structure of the system from the k-th actuator to the j-th sensor including
the seven chosen eigenfrequencies is given by a transfer function of order

nx = 5 · 2 · 2︸ ︷︷ ︸
degenerated modes (m �= 0)

+ 2 · 2 · 1︸ ︷︷ ︸
non degenerated modes(m = 0)

= 24. (19)

To determine the unknown parameters of these transfer functions, a state space
representation

˙̃x(t) = Ãx̃(t) + B̃u(t) , (20)

yc(t) = Cx̃(t) , (21)

of the system is used, where u ∈ IRnu , x̃ ∈ IRnx , yc ∈ IRny , Ã ∈ IRnx×nx ,B̃ ∈
IRnx×nu and C ∈ IRny×nx , are the states of the system, the acoustic pressures
measured by the microphones, the system matrix, the input matrix and the
output matrix, respectively. The dimensions for the given system are ny = 12,
nu = 12 and nx = 24. Since a discrete-time state space model is needed in Sect.
3, the corresponding discrete-time system is given by

x(ti+1) = Ax(ti) +Bu(ti) , (22)

y(ti) = Cx(ti) , (23)

ti = i · Ts , i ∈ IN , (24)

with Ts being the sampling time of the DSP.

Identification Experiment. For the identification of the adjustable param-
eters a linear chirp signal from 60 to 500Hz with a peak-to-peak voltage of
10V is used to excite the loudspeakers consecutively. As an example, the non-
parametric frequency response G1 from u1 to y1, identified by using a spectral
analysis [14], is shown in Fig. 4. The bode plot for the same transfer function cal-
culated from the analytical model, denoted by G2, including the aforementioned

Table 2. Eigenfrequencies [Hz] of the annular gap calculated using (9)

m-th mode
0 1 2 3 4 5 6

l-th mode

0 0.00 151.64 303.28 454.92 606.56 758.20 909.84
1 285.83 323.57 416.75 537.26 670.53 810.29 953.68
2 571.67 591.44 647.13 730.58 833.50 949.56 1074.52
3 857.50 870.80 909.55 970.70 1050.34 1144.63 1250.24
4 1143.33 1153.35 1182.87 1230.51 1294.27 1371.89 1461.17
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Fig. 4. Frequency responses of the experimental plant and the analytical model without
parameter adjustment. G1 is the Frequency response from u1 to y1, identified by using
a spectral analysis. G2 is the Frequency response from u1 to y1 caculated using (15)
with α = 60.

7 eigenfrequencies and a damping factor αlm = 60, ∀ l,m without any parame-
ter adjustments is shown in the same figure. Even though non of the parameters
are calibrated, there is already a rather good qualitative match between both
frequency responses. This match will be improved in the next step.

Parameter Identification. For a better match of the analytical model and the
real system, the aforementioned parameters ωlm, Λlm and αlm are calibrated by
the prediction error method (PEM) [14]. To this end, all other parameters in the
time continuous state space representation of the analytical model are fixed. The
tunable ones are initialized with αlm = 60 and with the values calculated by (9)
and (16), respectively. Figure 5 shows the same transfer functions as depicted
in Fig. 4, but now with adjusted parameters resulting from the PEM algorithm.
The transfer function with adjusted parameters is denoted by G3.

Cross-Validation. The last step of the identification is the validation of the
identified model with a cross-validation experiment which was not used for iden-
tification. The actuator signal used for this purpose is the one shown in Fig. 3(a).
A small time frame of the real sensor data y1 and the output of the adjusted
analytical model for this experiment ŷ1 are compared in Fig. 6. An adequate
match of both signals is achieved. The fit value related to the normalised mean
square error for the time frame of the whole experiment and all ny sensors is
given by
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Fig. 5. Frequency responses of the experimental plant and the analytical model with
adjusted parameters. G3 is the frequency response from u1 to y1 caculated using (15)
with adjusted parameters ωlm, Λlm and αlm.

fNMSE =
1

ny

ny∑
k=1

(
1− ||yk − ŷk||22
||yk − ȳk||22

)
= 0.74 , (25)

where yk = [yk(ti), yk(ti+1), yk(ti+2), . . . ] and ŷk =
[ŷk(ti), ŷk(ti+1), ŷk(ti+2), . . . ]. The variable ȳk denotes the mean value of
the time series data of the k-th sensor yk. In comparison, the fit value for the
two signals depicted in Fig 6 amounts to 0.84. Accordingly, the identified system
is expected to describe the behaviour of the experimental plant sufficiently well.
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Fig. 6. Measured and modeled pressure from cross-validation experiment
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3 Fault Detection

To detect whether and which actuator/detonation tube had failed, a set of mod-
els is used in parallel. A nominal model assumes that all actuators perform as
expected. A first fault model describes the effect of a failure of the first actuator.
An additional fault model is based on the occurrence of a second actuator fault,
and so forth. Now, the predictions of all models are compared against measure-
ments obtained in the framework of model-based estimators, i.e. Kalman filters.
A Bayesian probability approach is finally used to decide which model, i.e. which
fault, can describe the measurements best. In the case considered below, a single
fault model has to suffice, due to computational limits. However, by respecting
some restrictions on the ignition sequence, which are explained below, a reliable
and fast fault detection can be implemented this way.

Bayesian Probability Approach for Linear Stochastic Models. Assume
a number of n ∈ IN model hypotheses, where Mk, k ∈ [1, . . . , n] denotes one of
the n possible models. The real model is denoted by M r. Let in addition M r

and Mk, ∀k be linear stochastic models. Define the k-th hypotheses conditional
probability

pk(ti) = p(Mk|Y (ti)) , (26)

as the probability of modelMk, under the condition that Y (ti), the measurement
history until ti, is observed. With these assumptions, pk(ti) can be calculated
with a recursive algorithm by using the Bayesian probability approach

pk(ti) =
p(Y (ti)|Mk,Y (ti−1))pk(ti−1)∑n
j=1 p(Y (ti)|Mj ,Y (ti−1))pj(ti−1)

. (27)

Here, pk(ti−1) and pk(ti) are the a priori and a posteriori probabilities, respec-
tively, and p(Y (ti)|Mk,Y (ti−1)) is the so-called likelihood function. The cal-
culation of the likelihood functions is performed below by means of Kalman
filters [15]. Starting the detection process for t = t0, the first a priori proba-
bilities pk(t0) are typically initialized with a value of 1

n , when n is the number
of considered model alternatives. One important property of this algorithm is
that, if M r �∈ (∪∀kMk), the model with the best match will still get the highest
conditional probability.

Multiple Filter Concept. The idea of the multiple filter concept is depicted in
Fig. 7. A number of Kalman filters (KFs) is running in parallel [6]. All filters are
updated at the sampling instants i · Ts by measurements y(ti), y ∈ IRny . Each
KF belongs to a different type of error that could occur in the real plant. The
filters are tuned to operate well for a specific failure mode. Thus a discrimination
in terms of the “correctness” of each filter’s behaviour can be achieved. This
is done by using the aforementioned Bayesian probability approach as will be
outlined in the following.
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Fig. 7. Multiple filter concept for fault detection

Assume that the k-th system corresponding to the k-th error hypothesis be given
by

xk(ti+1) = Akxk(ti) +Bkuk(ti) +wk(ti) , (28)

yk(ti) = Ckxk(ti) + vk(ti) , (29)

with x ∈ IRnxk , y ∈ IRny Ak ∈ IRnxk
xnxk , Bk ∈ IRnxk

xnuk and Ck ∈ IRnyxnxk .
The variables vk ∈ IRnx and wk ∈ IRny are uncorrelated white noise processes
with wk ∼ N (0,Rk) and vk ∼ N (0,Qk), respectively. Thus, Qk ∈ IRnxk

xnxk

and Rk ∈ IRnyxny are the covariance matrices of the process noise and of the
measurement noise. The error-free system is designated with k = 1. The k-th
KF is given by the equations for the measurement update

Θk(ti+1) = CkP k(ti+1|ti)Ck
T +Rk , (30)

rk(ti+1) = yk(ti+1)−Ckx̂k(ti+1|ti) , (31)

Kk(ti+1) = P k(ti+1|ti)Ck
TΘ−1

k , (32)

x̂k(ti+1|ti+1) = x̂k(ti+1|ti) +Kk(ti+1)rk(ti+1) , (33)

P k(ti+1|ti+1) = P k(ti+1|ti)−Kk(ti+1)CkP k(ti+1|ti) (34)

and the time update

x̂k(ti+1|ti) = Akxk(ti|ti) +Bku(ti) , (35)

P k(ti+1|ti) = AkP k(ti|ti)(Ak)
T +Qk , (36)

where x̂k is the estimated system state and P k ∈ IRnxk
xnxk the covariance

matrices of the estimation error [15]. The variables Θk ∈ IRnyxny and rk ∈ IRny
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describe the innovation or measurement residual and its estimated covariance
matrix, respectively. It can be shown, see for instance [15], that the likelihood
functions p(Y (ti)|Mk,Y (ti−1)) needed in the Bayes’ rule (27) can be calculated
using these innovations rk and covariance matrices Θk by

p(Y (ti)|Mk,Y (ti−1)) =
1

(2π)
ny
2 (detΘk(ti))

1
2

exp

(
−1

2
rk(ti)

TΘ−1
k (ti)rk(ti)

)
.

(37)
This can be interpreted in the following way: If the k-th KF is not working prop-
erly (i.e. wrong failure case, wrong system description) the innovation rk(ti) will
not reflect its estimated covariance matrixΘk(ti). This results in a small value of
the likelihood function. If, on the other hand, the k-th KF describes the plant’s
behaviour well, a higher value for the likelihood function can be expected. There-
fore, by using (27) and (37), the highest values of the corresponding conditional
probabilities pk(ti) will be assigned to the KF most related to the actual be-
haviour of the experimental plant. Thus, the plant’s actual error state can be
determined by selecting the KF with the highest conditional probability.

4 Experimental Results and Discussion

For the application of the multiple filter concept the different types of errors that
could occur have to be determined. It is assumed that the scheduled ignition of
a detonation is synchronised with a sampling instant ti. All model probabilities
are initialized at this time with pk(ti) =

1
n , with n as the number of hypotheses.

For the detection of detonation faults in the k-th tube/actuator, two hypotheses
are formulated:

– the detonation is successfully ignited at time ti, corresponding to a nor-
malised actuation signal of the k-th actuator of uk(ti) = 1,

– the detonation is not ignited at time ti. Now, uk(ti) = 0.

For simplicity, a situation is considered in which only one tube after the other can
produce a detonation. Hence, two KFs are designed to represent both hypothe-
ses, respectively. Both exploit the very same discrete-time state space model
(22),(23). The only difference is the value of the used normalised input uk(ti)
of the k-th actuator/tube. Some time later, say at ti+di , the Bayesian selector
indicates the process state with its output γ, cf. Fig. 7. The time-varying detec-
tion time is di · Ts. The output of the selector is γ = 1 for a successful ignition
and γ = 2 for a fault. A value of γ = 0 indicates that the Bayesian selector
has not made a decision until the current point in time. The Bayesian selec-
tor is initialised with γ = 0 at t = ti. Without any further measures, the KF
representing the wrong hypothesis would produce increasingly inaccurate esti-
mates over time. If some time later this hypothesis becomes the correct one, this
KF would need an unacceptable long (detection) time to correct its states and to
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give a high likelihood for the Bayesian selector. For that reasons, all, i.e. in this
simple case both, KFs and the Bayesian selector itself are initialized whenever
a new tube is ignited. If normal operation (γ = 1) is detected the estimates
of the fault model are initialised with the estimates of the nominal model, i.e.
x̂2(ti) := x̂1(ti). Likewise, x̂1(ti) := x̂2(ti) in the case γ = 2.

The performance of the fault detection algorithm is tested on the experimental
plant. For the test it is assumed that only one actuator/tube fires at the same
time. If more than one actuator/tube should fire at the same time, more KFs are
needed (each one describing a specific combination of successful and misfiring
tubes). Nominally, the 12 actuators/tubes are ignited sequentially (i.e. the first
tube fires first, the second tube fires second, and so forth). The time distance
between two shots of two neighbouring loudspeakers is 0.01 s, resulting in a
firing frequency of 100Hz. For testing the detection algorithm, every second
actuator/tube is assumed to misfire when ignited. The experimental results are
presented for a time window from 0.24 s to 0.36 s relating to the point in time
when the first tube is ignited the first time at t=0 s. Thus, the selected time
window covers a the third full cycle of ignitions, starting with the first tube and
ending with the twelfth. Figure 8 shows in the upper row the output γ of the
Bayesian selector. A value of γ = 1 or γ = 2 is produced whenever the model
probability is above pk(ti) = 0.9. In the left graph of the second row of Fig 8, the
conditional model probabilities of the nominal model is given. As p2 = 1−p1, the
model probability of the fault model can easily be derived from this figure. This
example shows that a very reliable fault detection is obtained. A close-up of the
model probability p1(ti) is given as well in the lower row of Fig. 8 highlighting
the variable detection time di · Ts. This delay results on the one hand from the
Bayes’ rule (27) when all a priori model probabilities are initialised with 1

2 at the
time of a scheduled ignition. Initially, both KF produce reasonable estimates, so
that their respective likelihoods are similar. An additional time delay will be
introduced as every detonation needs a short time to excite the acoustics inside
the the plenum. For the given data the mean time needed to detect a detonation
is 4.2ms. A misfiring is detected in 2.7ms.

A prerequisite for a successful fault detection of the actual version is the ex-
act knowledge of the ignition timing. This can be explained by the outcome
of the likelihood function of a model (37). The value obtained depends on the
innovation (31), i.e. the difference between the model output and the current
measurement data. A difference between the expected and the real ignition tim-
ing results in a phase shift between the related actuation signals. Thus, a phase
shift between the measurement and the expected model output is generated
which leads to a high innovation and hence, to a low probability of the related
model. To overcome this challenge, the time delay between the measurement
and the model outputs could be estimated to compensate for uncertain ignition
timings. The implementation of the suggested improvement will be the next step
for the robustification of the algorithm.
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Fig. 8. Time signals of the hypthesis conditional probabilitie p1 and the γ-value cal-
culated by the Bayesian detector

5 Conclusion

An algorithm for a model-based detection of misfiring in an annular burner
mockup was derived. It was implemented on a DSP resulting in a real-time
detection of misfiring. Thus, a tool providing the information needed for a restart
of faulty tubes has been successfully developed.

The performance of the algorithm depends on a significant difference between
the successful detonation model and the misfiring model. For the considered
annular burner mockup this difference is the actuation signal, i.e. the particle
velocity. Thus, it is crucial to know how the particle velocity, generated by a
successful detonation and a misfiring looks like.
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Abstract. Enhanced mixing and conditioning of a transverse jet in Mach-2 
cross flow was investigated through the application of a staged pulse detonation 
injector. NO planar laser-induced fluorescence and high-frame-rate shadow-
graph imaging provided measurements for comparison to CFD modeling of the 
interaction. The large momentum flux of the pulse detonator led to significant 
redistribution of the plume from an upstream injectant for several milliseconds 
while simultaneously elevating its temperatures. The result was a conditioning 
of the transverse jet plume that could be related to increased reactivity if the up-
stream injectant was fuel. Typical PD exhaust times would enable potential qu-
asi-steady conditioning of the transverse jet plume if pulsation frequencies on 
the order of 100 Hz are used. 

1 Introduction 

One of the more challenging problems in high-speed air-breathing propulsion sys-
tems, such as supersonic combustion ramjets (scramjets), is achieving sufficient mix-
ing of fuel with the supersonic air flow within the confines of the combustor. A lack 
of mixing typically leads to reduced chemical heat release from the fuel and therefore 
significantly reduced thrust and overall efficiency. Mixing aids can be implemented 
by intrusions to the flow, such as by using struts or ramps, in order to distribute fuel to 
the core supersonic flow and create recirculation/mixing regions in their wakes.[1-4] 
Consequently, these intrusions can lead to overall pressure losses and thermal man-
agement issues. Therefore, the pursuit of enhanced mixing techniques is warranted, 
especially when considering larger-scale scramjets where mixing needs to be 
achieved over greater transverse distances in the supersonic flow.     

The most common fuel delivery technique to supersonic cross flows relies upon the 
sonic transverse/oblique jet. This technique has been investigated in significant detail 
using a variety of injection angles, orifice geometries, and pressure ratios and can 
provide the near-field mixing that is necessary in a supersonic combustor.[5-14] A 
                                                           
* Corresponding author.  
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nominal schematic representation of a circular transverse sonic jet in a supersonic 
cross flow is shown in Fig. 1.[15] The underexpanded sonic jet produces a canted 
barrel shock terminating with a Mach disk, an upstream bow shock, and separa-
tion/recirculation regions upstream and downstream of the orifice. This type of jet is 
commonly characterized in terms of the jet momentum flux ratio, which is defined as 
the ratio of the jet momentum flux to the freestream momentum flux. Larger jet mo-
mentum flux ratios lead to more rapid near-field mixing because of the large fluidic 
intrusion to the supersonic cross flow, which in turn produces a large-scale counter-
rotating vortex pair downstream of the jet, as well large eddies near the interface be-
tween the jet and the freestream.[8] While the near-field mixing is enhanced with 
larger jet momentum flux ratios, there are also more stagnation pressure losses. One 
way of mitigating the stagnation pressure losses is to angle the jet to the frees-
tream.[11-14] The oblique injection technique has similar far-field mixing compared 
to normal injection, but the near-field mixing suffers. Therefore, one of the only me-
thods of increasing the overall mixing of a jet in a supersonic cross flow is to enhance 
the near-field mixing characteristics with the introduction of significant inertial com-
ponents, which is typically closely tied to having larger jet momentum flux ratios and 
hence more stagnation pressure losses.  

 

Fig. 1. Perspective view of a mean transverse injection flowfield. Reproduced with permission 
from Gruber et al. (1997). 

In an attempt to mitigate stagnation pressure losses, staged injection or pulsed in-
jection has been investigated. With staged injection, two (or more) jets aligned in the 
streamwise direction benefit from the first jet shielding the second jet to allow for 
increased penetration [16,17] of the second jet, as well as increased near-field mixing, 
[18] all while reducing stagnation pressure losses. Pulsed injection (Hz to kHz) is 
effective in providing a transient plume with varying jet momentum flux ratios to 
increase penetration and large eddy formation for enhanced mixing that would only 
be possible at a constant higher jet momentum flux ratio that would have large overall 
stagnation pressure losses.[19,20] Therefore, staging and transient plumes have the 
potential to increase mixing while minimizing stagnation pressure losses.   
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To take advantage of using large jet momentum flux ratios, but pulsing to minim-
ize overall stagnation pressure losses, the transient pulse from a detonation can be 
utilized to enhance mixing of a wall jet with a supersonic cross flow. By staging a 
pulse detonator (PD) downstream of a jet, the high-pressure and high-velocity detona-
tion plume has the potential to significantly increase penetration and mixing of the 
upstream jet with the supersonic flow. Furthermore, the high-temperature and radical 
rich plume can provide some conditioning of the mixed flow by elevating the temper-
ature for increased reactivity downstream. 

PD’s have recently been applied to a supersonic cross flow to examine the transient 
exhaust plume interaction.[21] The PD plume was shown to penetrate deeply into a 
Mach-2 cross flow (up to 7 PD diameters within 12 PD diameters downstream) with a 
high momentum flux and having a total exhaust time (reaching static tunnel condi-
tions) of 4-5 ms. While the investigation showed what the global interaction would be 
for a staged injection configuration, with a jet upstream of the PD, a detailed investi-
gation of the jet plume interaction with the PD was not performed. Therefore, the 
focus of this paper is on understanding the degree of mixing enhancement and condi-
tioning of an upstream jet with a supersonic cross flow using a PD. The constituents 
of the jet for this mixing study were chosen to be NO mixed in air instead of a fuel in 
order to provide a species that was more easily interrogated with planar laser-induced 
fluorescence (PLIF). High-frame-rate shadowgraph imaging was also applied, and 
collectively the results of the diagnostics were used for comparison to a CFD model 
of the mixing process.  

2 Experimental Set-Up 

Experiments were performed in a supersonic wind tunnel facility capable of operating 
continuously with peak stagnation conditions of 2860 kPa and 922 K at a flow rate as 
high as 15.4 kg/s.[22] For the current experiments a rectangular test section was used 
with a height (z) of 13.0 cm and a width (y) of 15.2 cm. The flow was accelerated 
through a nozzle to a Mach number of 2 with a total pressure of 275.8 kPa (static 
pressure of 35.2 kPa) and a total temperature of 300 K (static temperature of 170 K). 
Large windows were installed in the test section in order to provide optical access for 
non-intrusive diagnostic techniques.  

A picture and schematic of the tunnel test section with pulse detonator (PD) in-
stalled are shown in Fig. 2. Both the jet and PD were injected along the streamwise 
centerline, normal to the supersonic flow from a removable floor block. The jet and 
PD had exit diameters of 4.76 mm and 10.3 mm, respectively, and were separated by 
25.4 mm (the jet was upstream of the PD). For all experiments, the injection pressure 
of the jet was maintained at 345 kPa and consisted of air mixed with NO/N2. 
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section height of 13 cm and approximately 24 cm  in width (see Fig. 2)—and then 
impinged upon a sheet of frosted glass. The shadowgraph on the frosted glass was 
then imaged by a Photron SA5 CMOS (complementary metal oxide semiconductor) 
camera at 50,000 frames per second and a resolution of 512 pixels by 272 pixels, and 
the high framing rate allowed for interrogation of individual PD events.  Note that 
shadowgraphs were normalized with (i.e., divided by) a time-averaged image taken 
under quiescent conditions (no tunnel flow); this improved markedly the quality of 
the images. NO PLIF was used to image the jet and PD plume in the spanwise direc-
tion by taking “slices” at various streamwise coordinates and times in relation to the 
PD being fired. The laser set-up for the NO PLIF system used the second harmonic 
(λ=532 nm) of an injection seeded Nd:YAG (Quanta Ray GCR-170) to pump a dye 
laser (Lumonics HD-300B) to produce 622 nm radiation from Rhodamine 640 dye. 
The third harmonic of the injection seeded Nd:YAG (λ=355 nm) was mixed with the 
622 nm radiation within a β-barium borate (BBO) crystal to produce approximately 4 
mJ/pulse of 226 nm radiation. The dye laser was tuned to the R1(8.5) line of the NO 
A2Σ+←X2Π (v′=0, v″=0) band. The laser sheet that was passed through the tunnel test 
section in the spanwise direction was formed by a plano-concave cylindrical lens (-50 
mm focal length) and a plano-convex spherical lens (1-m focal length) producing a 
sheet of approximately 7.5 cm in height. The resulting fluorescence was imaged off 
axis using a Princeton Instruments SuperBlue PI-MAX 3 intensified charge-coupled-
device camera (ICCD, having a 1024 x 1024 pixel array). To mitigate read noise, the 
pixels were binned 2 x 2 (so that a lower digitization rate could be used). To mitigate 
image blur, the camera and UV lens (45-mm f/1.8 Cerco lens) were mounted to a 
Scheimpflug adapter (Dantec); PLIF images were then corrected for perspective dis-
tortion using the algorithm provided by Burger and Burge [23] within the image 
processing program ImageJ.[24]  

While the shadowgraph only required one trigger before the PD fired in order to 
capture the entire exhaust process, the NO PLIF required accurate timing measure-
ments. To synchronize the NO PLIF with the PD firing, the laser system was used as 
the master clock. The 200-ns intensifier gate pulse (centered in time over the laser 
pulse) was used to trigger the PD, which would then be imaged on the following laser 
pulse. Therefore, to collect 100 fluorescence images, the intensifier was gated 101 
times. To then find the times when the PD began to exhaust in relation to the laser 
firing (and ICCD image acquisition), the ion probes were used. The time was record-
ed between the intensifier trigger signal and the fall in voltage of the last ion probe. 
Since the detonation was at Chapman-Jouguet (C-J) conditions when it reached the 
ion probes (confirmed by the measured wave speed), the transit time remained nearly 
constant between the last ion probe and exhausting into the supersonic flow. There-
fore, the ion probe signal was used as a marker to vary the delay times between the 
PD firing and the NO PLIF image in order to acquire different time slices of the jet 
and PD plume interaction. This enabled averaging of multiple images from the differ-
ent firings at the same time after the PD began to exhaust. For all of the images 
shown, there were 10-20 single-shot images averaged for each time (± 3 µs) to pro-
vide the best comparison to the average plume from the upstream jet. More details of 
the NO PLIF experimental set-up can be found in reference [21]. 
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While PLIF was adopted for imaging cross-sections of the plume, a specific NO 
transition was chosen which rendered relative concentration measurements nearly 
impossible. This was done because of the wide range of temperatures that would be 
present between the cold NO jet and the hot PD plume. Since the focus of this inves-
tigation was on how the cold jet injectant was being influenced by the PD plume, the 
R1(8.5) line of the A-X (0,0) band was chosen because of having a peak population at 
low temperatures with a sharp decay at high temperatures. The order of magnitude 
difference in the expected fluorescence signal between the jet (~200 K) and the  
PD (~3000 K) allowed for significant suppression of NO produced by the PD, and 
therefore a focus on the NO jet plume.  

3 Results 

3.1 Pulse Detonator Exhaust Process 

The PD exhaust process into the supersonic flow is a rapid event, only lasting several 
milliseconds. Initially there is a high-pressure, high-temperature, and high-velocity 
pulse produced from the detonation emerging into the supersonic flow. The detona-
tion is closely followed by a blow-down process with a choked and then unchoked 
exhaust until the tube has reached tunnel static pressure conditions. An example of the 
PD exhaust process is shown in Fig. 3 with snapshots from 50,000 frames per second 
(fps) shadowgraphy. Shadowgraph images were taken at two separate streamwise 
locations (the entire shadowgraph system was mounted on a translation stage that 
could be moved in relation to the tunnel) and were “stitched” together. Since the de-
tonation process was repeatable, two separate firings of the PD could be matched 
easily to produce the images shown in Fig. 3. In order to provide some perspective of 
how intrusive the PD plume was, the images also show the upstream jet whose bow 
and barrel shock can clearly be seen at 0 μs. Since the jet constituents are only room 
temperature air mixed with NO, there were no significant density gradients in the 
plume that could be imaged with shadowgraphy. On the other hand, the elevated tem-
perature plume from the PD could be seen easily. Within 160 μs the PD plume had 
penetrated far into the supersonic cross flow from the initial detonation, immediately 
followed by a slightly weaker high-pressure blow-down process. To better quantify 
the PD exhaust process, the plume height as a function of time at different down-
stream locations is shown in the plot of Fig. 3. The initial PD plume penetration was 
significant, reaching z/dPD=3 within 100 μs at an x/dPD=0. The plume then continued 
to penetrate to z/dPD=5 at an x/dPD=4.93 in the near-field and then started to slow in 
growth when approaching the far-field with z/dPD=6 at an x/dPD=12.32. After the  
detonation, the blow-down process lasted for many milliseconds with the plume at 
z/dPD=2 at an x/dPD=12.32 after 2 ms. 
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two-layer wall function with equilibrium and non-equilibrium blending was employed 
to reduce grid requirements. The turbulent Schmidt and Prandtl numbers were fixed at 
0.7 and 0.9, respectively. There were no chemical reactions simulated since the focus 
of the study was on the flow physics between the PD and the supersonic cross-flow. 
This was reasonable since the majority of the chemical reactions from the PD were 
occurring inside the tube before exhausting into the supersonic cross-flow. 

The computational domain consisted of half the width and the full height of the test 
section with symmetry applied along the streamwise centerline to reduce the required 
computational time. Thus, the PD tube also consisted of a half circular geometry. The 
total number of grid cells in the numerical simulations was approximately 8.5 million 
using a structured topology. The numerical simulations were extended from the ple-
num, upstream of the facility nozzle, to the entrance of the test section to provide the 
appropriate inflow conditions for the test section. This methodology obviates the use 
of ad-hoc profiles at the test section entrance. A no-slip, adiabatic-boundary condition 
was imposed on the solid walls; however, an inviscid wall assumption was imposed 
on the PD tube due to its small diameter. Furthermore, a zero-gradient condition was 
applied at the outflow plane. 

The numerical approach for the PD simulation was divided into two steps. First, a 
steady-state solution was performed for the supersonic wind tunnel without the inte-
raction of the PD tube. Second, the PD flow field was suddenly initiated into the wind 
tunnel floor, similar to a shock tube problem. At that time, the simulation was per-
formed in a time-accurate manner to investigate the flow physics between the PD and 
supersonic flow. The first 3 μs of the detonation-front process was calculated with a 
time step of 10-8 s, and then it was increased to 10-7 s for the remainder of the process. 
The total time simulated was 400 μs. 

The model accurately captured the PD plume as it evolved downstream and there-
fore could be adopted in this study to examine how the NO jet interacted with the PD 
plume. In order to move forward with the CFD model as a reasonable representation 
of the interaction, the NO PLIF images needed to be compared to the model for the 
current experiments. For this, synthetic laser-induced fluorescence (LIF) images were 
calculated from the CFD. The synthetic NO LIF signal, Sf, was calculated in the simu-
lations using a combination of the CFD solution and laser excitation parameters via 
the equation for linear (weak) excitation: 

ܵ = ேைܺܭ ቀ்ቁ (ݒ)݃ ቀ ଵାொቁ ݂. (1) 

All of the flowfield independent parameters are grouped into K and include the detec-
tor gain/efficiency, the solid angle for detection of photons, the probe volume for each 
detector element, the Einstein B coefficient for absorption, the speed of light, the laser 
sheet fluence, the rate at which fluorescence photons are emitted, and the fluorescence 
efficiency factor. The other parameters are a function of the CFD solution, such as the 
NO mole fraction XNO, the pressure, P, and the temperature, T. The term g(νL) is the 
laser overlap integral for laser frequency νL, with  ஶିஶ(ݒ)݃ ݒ݀ = 1, and is a function 

of the linewidths and lineshapes of the laser and the NO transition, as well as line shifts 
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[33] and the USC Mech II [34] chemical kinetic mechanism. While the actual jet mixing 
experiment is by its nature not perfectly premixed, especially near the fuel injector, the 
simulations of ignition delay time for a specific equivalence ratio can provide a relative 
understanding of the role of elevated temperature achieved from mixing with the PD 
plume. Therefore, in the case of C2H4/air for temperatures in excess of 1400 K, which is 
well within values provided by the PD, ignition delay times can be decreased to roughly 
100 µs. This is less than the residence time within a scramjet combustor and is a fraction 
of the residence time within a cavity based flameholder. 

Furthermore, while the conditioning of an individual fuel plume with one pulse 
from one PD can be very effective for mixing and conditioning for enhanced reactivi-
ty, practical implementation would require multiple PD’s to interact with multiple 
fuel injection locations across the span of a flow. Fortunately, a PD can be branched 
or sent through a manifold in the same way that the fuel can before being injected. An 
example of this is shown in Fig. 10 where the same PD used in the supersonic mixing 
enhancement tests was attached to a manifold with a series of small exit holes (2.4 
mm diameter) and fired into a quiescent environment with a static pressure of 101 
kPa. Since the fuel/oxidizer mixture is so reactive and fills the entire manifold before 
detonating (note the reactants emerging from the tube at 0 µs), there are individual 
detonations from each small hole and the subsequent blow-down. Therefore, one PD 
can potentially be used to condition many fuel injection locations. 

 

Fig. 10. Shadowgraph of PD plume when sent through a manifold (static pressure of 101 kPa) 

4 Summary and Conclusions 

Enhanced mixing and conditioning of a transverse wall jet in a Mach-2 cross flow 
was achieved through the application of a streamwise staged pulse detonator (PD).  
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The high momentum flux of a transient PD pulse produced a large barrel shock struc-
ture from the highly under-expanded jet exhaust. The flow of the upstream injectant 
around the fluidic body of the barrel shock and up into the counter-rotating vortex 
allowed for significant distribution into the core supersonic flow with the elevated 
temperature PD plume. Planar laser-induced fluorescence (PLIF) of the NO molecule  
and computational fluid dynamic simulations showed that the cross section of the jet 
plume was increased by up to a factor of six and elevated to temperatures in excess of 
2000 K. The distribution of upstream injectant and the elevation of temperature can 
provide significant conditioning of the flow. In the case of the injectant being a fuel, 
the conditioning would allow for increased reactivity and, therefore, the potential for 
greater control of burning efficiencies within the confines of a combustor. Further-
more, the ability to send the detonation through a manifold would enable conditioning 
of multiple fueling locations with one PD. While only discrete pulses from the PD 
were considered for this mixing study, successive pulsing of the PD could provide a 
more quasi-continuous conditioning of a fuel plume. With typical PD exhaust times 
on the order of 3-10 ms, which depends upon the length/internal volume, as well as 
the gas density inside the tube, pulsation frequencies on the order of 100-300 Hz 
could provide quasi-steady conditioning. Since the fuel conditioning would typically 
be for a short-duration event, such as ignition or operation of a scramjet during an off-
design transition, and since each pulse requires a small quantity of fuel and oxidizer, 
multiple pulsation events would be possible with a fairly compact system. 
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Abstract. Harnessing detonations for energy conversion and transport
applications requires methods for efficient deflagration-to-detonation
transition (DDT) over short distances. The results of three different
experiments, characterizing different types of obstacles for flame accel-
eration and DDT are reported in this work. Flame acceleration by ob-
stacles with identical blockage ratio but different geometric details is
investigated using light-sheet tomography. Small but distinct differences
in propagation speeds are identified, which correspond to the various ob-
stacle geometries. DDT experiments are carried out to investigate these
configurations beyond initial flame acceleration observable with high-
speed imagery. A strong effect of obstacle spacing on DDT success is
observed, indicating an optimal spacing of slightly larger than two tube
diameters. A so-called pseudo-orifice is considered in order to recreate
the flow behind a mechanical orifice with the same blockage ratio consid-
ered in the previous experiments (0.43). The pseudo-orifice injects fluid
perpendicular to the flow, creating a circumferential jet-in-crossflow con-
figuration. Particle image velocimetry is conducted in an acrylic water
test-rig in order to measure the flow field in several planes in the acrylic
combustion chamber model to assess the effect of the pseudo-orifice on
the flow.

Keywords: flame acceleration, deflagration-to-detonation transition,
pulse detonation combustion, fluidic obstacle.

1 Introduction

Pulse detonation engines have been investigated for over fifty years mainly for
unmanned propulsion applications, but only recently have pulse detonation com-
bustors (PDCs) been considered a viable alternative for isobaric combustors
presently used in gas turbines for power generation and aero-engines [1]. This
idea, though it has been under research a great deal in the last decades, is not
new. The use of this cycle was investigated analytically in the mid-twentieth
century by Zel’dovich [2] and later independently by Jacobs [3]. The premise is
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taking advantage of the thermodynamic efficiencies of a non-isobaric combustion
process, in contrast to the constant-pressure process exhibited by the Brayton
cycle in gas turbines (see [4] or [5]).

Due to the high amount of energy required to directly initiate a detonation [6],
obstacles are typically used to introduce turbulence into the flow and accelerate a
deflagratively propagating flame until the heat release rate of the turbulent flame
and its propagation speed are sufficiently high to permit transition to detona-
tion [7,8]. At this point, the SWACER (Shock Wave Amplification by Coherent
Energy Release) mechanism plays a vital role [9]. The SWACER mechanism
requires certain gradients in the induction time of the mixture which result in
coeherent energy release. This can be achieved through turbulence to promote
such gradients in temperature and mixture concentrations. The combination of
the flame propagation speed, heat release rate, and induction time gradients re-
sults in small local explosions. The pressure waves from these small explosive
kernels coalesce into a shock wave which propagates through the gas, causing
autoignition in the unburnt mixture. Thus, a detonation can be obtained by
accelerating a deflagrative flame. This process is called the deflagration to deto-
nation transition (DDT) and requires much less ignition energy with the trade off
of requiring an acceleration section of the PDC operating at suboptimal efficien-
cies. Therefore, shortening of the acceleration section is of utmost importance in
view of fully exploiting the efficiency increase offered by detonative combustion.

The purpose of this work is twofold. First, obstacles of several geometries
were investigated using high-speed laser-sheet tomography to assess their effect
on initial flame acceleration. Additionally, the distance of the obstacles from
the point of ignition as well as the separation distance, in the case of multiple
obstacles, were investigated. Ionization probes were used on a different setup
to capture front propagation at speeds at which high-speed imagery is more
difficult.

The second goal of this work is to investigate the viability of using pseudo-
orifices to replace mechanical orifices as “obstacles” in the flow. Instead of placing
a mechanical obstacle in the flow, additional fluid is injected perpendicularly to
the flow, resulting in a circumferential jet-in-crossflow configuration. Pseudo-
orifices have the advantage of inducing less pressure loss in the high-velocity fill-
ing and purging phases of the detonation chamber, as the flow is not obstructed
if the orifice is not activated during these phases. Another, and arguably more
important, advantage is the fact that, as there is no physical obstacle in the flow,
the thermal loading on vital components is drastically reduced, increasing life
expectancy and reliability. Finally, this option gives the engineer another screw
to turn with the goal of optimization of the DDT process. The more interaction
and control can be exerted, the more such process can be improved based on in-
jection timing, flow rates, etc. A pseudo-orifice was recently proposed and tested
by Knox et al. [10] for hydrogen–air mixtures in a tube with an inner diameter of
roughly 53mm. However, DDT lengths for a single orifice in this configuration
were above 1m at atmospheric pressure. Increasing the initial pressure in the
detonation tube decreased the DDT length to roughly 760mm.
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By investigating the non-reacting flow field inside of the detonation chamber,
it may be determined which geometries and flow rates lead to higher turbulence
intensities and simultaneously reduce DDT length. These geometries can then
be tested on reacting test-rigs for verification.

2 Experimental Setup and Data Processing

In this study, experiments were conducted on three different setups. High-speed
laser sheet tomography was conducted on a setup with a tube made of acrylic
glass. Front propagation speeds were measured on a setup with ionization probes
in a metal tube. Finally, experiments were conducted in a water test-rig in order
to assess the impact of the pseudo-orifice on the flow field in the detonation
chamber.

2.1 Flame Acceleration Setup Using Laser Sheet Tomography

The acrylic tube had an inner diameter of 30mm and was filled with a stoichio-
metric hydrogen–air mixture whose composition was confirmed by two coriolis
mass flowmeters. The mixture was given ten seconds to settle, afterwhich the
contents of the tube were ignited using a sparkplug at the closed end of the tube,
imparting roughly 1.2mJ to the mixture.

The flame propagation was observed using light-sheet tomography. A fine
mist of droplets (mean diameter of 1µm) composed of silicone oil was produced
by sending the combustion air through a seeding generator, introducing a small
amount of oil into the air before it was directed into the flame tube. A laser sheet
from a CW-laser (Quantum Laser Finesse) was aligned along the axis of the tube
with a thickness of 1mm. In light-sheet tomography, the laser illuminates the
oil droplets so that the unburnt gas may be identified from the Mie-scattered
light. As the flame passes through the mixture, the droplets evaporate, and the
combustion products are no longer illuminated. This results in a two-dimensional
view of the interface between burnt and unburnt gases [11]. Due to the light
scattered from the oil particles, it was necessary to reduce the length of the tube
to 350mm in order to retain the required light intensity in the area of interest.
This intensity allowed for images to be taken at 16000 frames per second by
a high-speed camera installed perpendicularly to the laser sheet. Pressure was
not recorded on this setup, and no visible density changes (indicating a pressure
wave) were observed; therefore, interactions between pressure waves and flame
were not considered here. The experimental setup may be seen in Fig. 1.

Several obstacles of various geometries having a blockage ratio of 0.43 were in-
stalled in the tube to increase turbulence, resulting in flame acceleration. These
obstacles were made of hard opaque plastic, in order to allow for ease of produc-
ing complex geometries. The blockage ratio was determined to be ideal for bring-
ing about the deflagration-to-detonation transistion [8,12]. The blockage ratio is
determined as the area of the obstacle divided by the area of the cross-section
of the tube. The geometries used are depicted in Fig. 2. Similar geometries were
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Fig. 1. Experimental setup for flame acceleration using laser sheet tomography

used by Knystautas et al. [13] The rationale behind the chosen obstacles was to
vary the type of flame folding. For instance, the orifice features a flame expanding
upon passing through it and vortices that interact with the wall, while the plates
present an obstacle to the flame tip and produce vortices that interact with one
another downstream. The obstacles were attached to two metal threaded rods
outside of the plane of the laser with a diameter of 2.5mm and held in place by
nuts. This setup produces additional turbulence, but it is assumed that this is
negligible compared to that produced by the obstacles themselves. Despite this
disadvantage, the setup was chosen due to the flexibility of installing the orifices
at arbitrary and easily adjustible positions. Several researchers have investigated
orifices attached in this way (see, for example, [14,15]).

In choosing the geometries, the effect the obstacle would have on the fluctu-
ation length scales was also considered. Plates A–D, for example, all have the
same blockage ratio but have a different number of slits, decreasing the size of
the trailing vortices. Additionally, Orifice Z, Plate Z, and Disc Z are similar to
their geometric counterparts, however, possess serrated edges (blockage ratio is,
nevertheless, held constant). It was envisaged that these edges would function as
vortex generators, increasing the amount of turbulence through the introduction
of streamwise vorticity.

2.2 Setup for DDT Experiments

Ignition was achieved in this setup using the same system as in the experiments
in Sec. 2.1. Here, a steel tube with an inner diameter of 39mm was used. Tube
sections with smaller inner diameters could be inserted into this tube, changing
the effective diameter of the combustion chamber. This resulted in inner diame-
ters of 30mm, 32.8mm, and 39mm. For the two smaller diameters, inserts cut to
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Fig. 2. Obstacle geometries used in experiments for initial flame acceleration. All
obstacles have a blockage ratio of 0.43.

the correct separation lengths were used as spacers between the orifices (see Fig.
3). Up to four orifices with blockage ratios of 0.43 were used in the experiments.
For the largest tube diameter (without inserts), the orifices were installed exactly
as in the experiments with the acrylic tube, with two threaded rods. The steel
tube consisted of a mixing section of 110mm in length and 22.5mm in diameter
followed by the flame acceleration and measurement tube, having a length of
1500mm. Four ionization probes were installed at the far end of the tube at 910,
1110, 1310, and 1510mm from the point of ignition, at the back wall of the mix-
ing section. Ionization probes operate on the principle that combustion fronts
contain ionized species. If an electric potential difference is applied across two
electrodes and a reaction front containing ions is passing the gap between the
electrodes, then a current is induced and the potential difference is equalized.
In other words, the voltage signal falls to zero at the instant the reaction front
reaches the electrodes. By measuring the time of flight between the probes, the
front speed can be determined. At least ten test runs were taken for each para-
metric combination of tube inner diameter, number of orifices, and separation
distance, resulting in a total of roughly 500 test runs.

2.3 Setup for Flow Field Measurements with the Pseudo-orifice

Experiments were conducted in a water test-rig in order to assess the impact of
the pseudo-orifice on the flow field in the detonation chamber. This test-rig was
also constructed out of acrylic glass for optical access. The inner diameter of the
tube representing the detonation chamber was 40mm. A perforated plate was
located at the inlet of the tube (see Fig. 4). This was done to be similar to the
planned fired test-rig. In the fired test-rig, this perforated plate is responsible for
increasing turbulent mixing of the gases as they enter the tube. It also serves to
reduce the chance of flashback into the premix chamber, as the gas is injected
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Fig. 3. DDT setup for multiple tube diameters and orifice separation distances

upstream of this plate. The circular slot is intended to purge the area directly
behind the centerbody (where the spark plug is installed in the PDC). It was
found in previous studies that exhaust gas accumulation in this recirculation
zone frequently led to ignition failure.

A series of orifices was used to increase turbulence in the flow. The blockage
ratio was 0.43, the distance between obstacles 85mm. This was found in the
previously mentioned experiments to be a separation distance at which repro-
ducible detonations could be obtained for stoichiometric hydrogen–air mixtures
(see Sec. 3.2). The thickness of the orifices was 3mm. The first orifice was located
at 55mm downstream of the inlet. A manifold was installed at the location of
the fourth orifice in which either a mechanical orifice or a pseudo-orifice could be
inserted. In this study, the pseudo-orifice investigated was a ring slot measuring
0.3mm. This created, so to say, a ”sheet in crossflow” configuration.

Particle image velocimetry was conducted using a high-speed laser at 750Hz
for each image pair. The system consists of a pulsed pair of Quantronics Darwin
Duo 100 W Nd:YLF lasers and a high-speed CMOS camera (Photron FastCam
SA1.1). The pulse separation between each pair of images was 200µs. The data
processing was done with interrogation windows of 24×24 pixels with 50% over-
lap filtered with a 3×3 pixel median filter and subtraction of the background
image of minimum light intensity. The laser sheet was aligned in a longitudi-
nal plane containing the central axis of the tube. Several measurements were
conducted at three axial locations (see Fig. 5). The test-rig used two separate
circuits both drawing from the same water supply. The water supply was seeded
with silver-coated, hollow glass spheres having a mean particle size of 15µm.
The volume flow of the main circuit was set using a gate valve to a bulk velocity
of 0.7 m/s. The circuit for the pseudo-orifice was controlled with a fast-acting
proportional valve, allowing for unsteady injected volume flows.
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(a) Frontal view (b) Sectional side view

Fig. 4. Perforated plate between mixing chamber and detonation chamber with front
view and sectional side view

Fig. 5. Experimental setup for flow field investigations of a pseudo-orifice using PIV
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3 Results and Discussion

3.1 Flame Acceleration Induced by Obstacles of Different Shapes

Individual obstacles were initially tested at a distance of 50mm from the closed
end of the tube. The locus of the interface between burnt and unburnt gases
determined using laser-sheet tomography is shown in Fig. 6 for various obstacle
geometries. Three experimental realizations for each case are plotted, indicating
the repeatabiliy of the measurements. The locus corresponding to a tube without
obstacles is added for comparison. Flame propagation without obstacles exhibits
the typical “tulip flame” instability [16], accompanied by acoustic oscillations
and a reversal of flame movement (at later times not shown). Mounting any of
the obstacles at 50mm results in suppression of this instability within the tube.
Orifice A as well as Plates A, B, and C result in the highest flame acceleration,
primarily directly after the obstacle, with a maximum propagation speed of
around 120m/s. Orifice A resulted in nearly the same flame propagation as those
from the plates and with a similar final velocity, although just past the orifice,
the flame shortly decelerates more than with the other obstacles. Plates B and
C exhibit a somewhat weaker acceleration but shortly past the obstacles once
again overtake the others, finally reaching the same speed as the other obstacles.
A series of images for Orifice A and Plate A are shown in Fig. 7. Acceleration
in both cases is evident from the superlinear progress of the interface with time.
Although the structure of the reaction front is quite different in the two cases,
the final propagation velocity is very similar.

Fig. 6. Flame propagation for various obstacles and for a tube without obstacles. Axial
location of the unburnt–burnt interface is plotted versus time after ignition. For cases
with obstacles, results from three independent experiments are shown.
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Fig. 7. High-speed images of accelerating flames using a single obstacle (Orifice A, left;
Plate A, right), both having blockage ratios of 0.43. Time between two frames is 3µs.

Plate D and Disc A resulted in flame propagation similar to that of Plates
A–C. However, the propagation exhibited slightly more scatter and, thus, they
are not shown in Fig. 6 for the sake of clarity. The obstacles with serrated edges
proved to show no improvement in flame propagation speed. In fact, Orifice Z
produced a significantly lower propagation speed than Orifice A.

Orifice A was also investigated in more detail, as such orifices are frequently
used in pulse detonation combustors. Since the orifice is in contact with the wall
of the combustor, it allows for heat to be more quickly transferred when cooled
from the wall, decreasing thermal loading. First, the distance of the orifice from
the closed end of the tube was varied from 1D to 3D in increments of 0.5D, D
being the inner diameter of the tube. Highest flame acceleration occurred when
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the orifice was at 2.5D, resulting in a propagation speed of 111m/s. The weak
dependence of initial flame acceleration on the geometric details of the obstacles
may be taken to indicate that the process is mainly affected by the integral
fluctuation scales.

Finally, a series of two to three orifices were investigated and the distance
between them was varied from 1D to 3D. The first orifice was mounted at 50mm.
A series of two orifices produced maximum propagation speeds of 298m/s with
a spacing of 2.5D. When a series of three orifices was mounted in the tube,
the propagation speed increased from 266m/s at 1D to 470m/s at 2D. With
a distance between the three orifices greater than 2D, the propagation velocity
increased so drastically that it was no longer possible to detect it. Experiments
with both two and three orifices suggest that the optimal distance lies somewhat
above 2D, which is consistent with results from literature, indicating that 2D is
an optimum obstacle spacing for flame acceleration [17].

3.2 DDT Results

The experiments in the steel tube were conducted in order to confirm results
seen in the previous experiments, now allowing DDT to occur in a longer tube.
An exemplary result for a test run is shown in Fig. 8. The propagation speed in
this case, calculated from the delay in the arrival times of the reaction front at
the probes, is determined to be 1960m/s. The first orifice was placed at 100mm,
roughly 2.5D for the largest tube, found to be advantageous in experiments in
the acrylic glass tube. Of the three inner diameters, only that of 39mm was
able to consistently sustain a detonation. The tube with a diameter of 32.8mm
resulted in one instance of an overdriven detonation, and the tube of 30mm
produced no detonations whatsoever, although these sizes are much larger than
the expected detonation cell size for stoichiometric hydrogen–air mixtures of
1–1.5 cm (see [18] and [19]).

The results of the tests with the 39mm tube are shown in Fig. 9. Here, it can
be seen that a detonation occurs only after the use of four orifices. With three
orifices, the flame is able to reach the “choking” regime discussed by Guirao
[8]. The test series at 70mm and 90mm are at the boundary of producing a
detonation. For example, ten test runs with 70mm separation distance resulted
in 8 detonations at roughly 2000m/s and two choked cases at 1000m/s, with
no values inbetween. It is interesting that the 80mm separation distance is sud-
dently no longer sufficient to produce a detonation, while a separation distance
of 85mm results in very stable DDT. This sensitive dependence of DDT success
rate underlines the necessity of introducing a means to control and optimize
the effect of the obstacle-induced flow dynamics. One possibility that offers this
additional degree of freedom is the pseudo-orifice.
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Fig. 8. Voltage signals from four ionization probes with a spacing of Δx = 200mm

3.3 Flow Fields of the Pseudo-orifice

The results from the PIV measurements in a longitudinal plane are shown in Fig.
10. A steady-state volume flow of roughly 460L/h (jet velocity of 3.4m/s) was
injected through the pseudo-orifice. Both the mean axial velocity as well as the
turbulence intensity are plotted in the three measurement planes investigated.
The entirety of the tube was not measured. In several areas, this was not possible
due to the obstruction from the mechanical orifices or the manifold containing

Fig. 9. Front propagation speeds with various numbers of orifices and different spacings
in a 39mm tube, determined from time-of-flight measurements using ionization probes.
Error bars indicate the standard deviation of each test series. Blockage ratio for all
orifices is 0.43.
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(a) (b)

Fig. 10. Mean axial velocity (a) and turbulence intensity (b) in the detonation tube.
The right side of each figure corresponds to the case with the mechanical orifice; the
left side represents the case where the fourth mechanical orifice is replaced by the
pseudo-orifice. Areas not recorded are shown in black.
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the last orifice. The turbulence intensity was calculated from the in-plane fluc-
tuation components (axial and radial) only. Since an orifice generates primarily
azimuthal vorticity, it is assumed that the azimuthal fluctuation component is
comparatively small.

All measurements conducted upstream of the fourth orifice were made only
with the pseudo-orifice, while the measurements downstream of the orifice were
taken with both the mechanical orifice as well as the pseudo-orifice in the fourth
position. The mean axial velocity along the centerline is increased by the presence
of the orifices due to the flow restriction. These velocities are on the order of
two times the bulk velocity. The turbulence intensities are around 0.4, mostly
in the shear layers downstream of each orifice. There are two exceptions. The
first is the strong shear layer formed by the slot in the inlet. The second is
behind the fourth orifice. The mechanical orifice creates a turbulent shear layer
similar to the other orifices with slightly higher turbulence intensities, reaching
0.5 and above. The pseudo-orifice creates a similar region of higher turbulence
fluctuations. The noticeable difference lies in the structure of the fluctuation
field. Additionally, the turbulent flow from the pseudo-orifice reaches completely
to the centerline of the tube. This increases the average turbulence intensity
along the entire transverse plane. It achieves this at the expense of a noticeably
shorter zone of higher turbulence stretching in the axial direction.

4 Summary and Conclusions

Laser-sheet tomography was conducted on a propagating flame in a tube with
obstacles. All of the obstacles, with the exception of those with serrated edges,
perform similarly in terms of flame acceleration. In the case of single orifices, the
highest flame acceleration was observed when the orifice was mounted at 2.5D.
In the case of two orifices, the highest flame acceleration occurred at a spacing
of 2.5D. For three or more orifices, drastic flame acceleration was observed for
distances between orifices above 2D, but not at 2D itself. This suggests that
the ideal separation distance, at least for an inner diameter of D = 30mm, lies
somewhere between 2D and 2.5D.

Reliable detonations were only achieved with the 39mm tube with at least
four orifices. The remaining tubes seem to be too small for the detonation to
propagate. In the largest tube, four orifices at a separation distance of 85mm
produced repeatable detonations, while 70mm and 90mm separation distances
resulted in the flames propagating in one of two regimes, that of the “choked”
detonation and that of the CJ detonation. In this particular configuration, the
best repeatibility was found to be around 2.2D, though the somewhat less than
optimal reproducibility of the 70mm, 80mm, and 90mm separation distances
makes it difficult to conclusively infer that this is the best separation distance.

The PIV measurements on the pseudo-orifice illustrate how this device helps
to bring about DDT. Higher levels of turbulence are brought into the center of
the detonation tube, leading to strong concentration and temperature gradients,
supporting the SWACER mechanism. Additionally, the average turbulence in-
tensity is increased in comparison to the mechanical orifice. This indicates that
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pseudo-orifices may be used to produce DDT, especially when considering the
available optimization parameters such as timing, length scales, mass flows, ve-
locities, injection type, and the ability to inject a different mixture, allowing for
stratification of fuel concentration at the point of injection.
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Abstract. Fuel-air mixing is a crucial process in low emission com-
bustion systems. A higher mixing quality leads to lower emissions and
higher combustion efficiencies. Especially for the innovative constant vol-
ume combustion processes ”Shockless Explosion Combustion” (SEC) the
mixing of fuel and air is an important parameter, since the whole com-
bustion process is triggered and controlled via the equivalence ratio. To
enhance the passive scalar mixing, fluidic oscillators are investigated and
compared to the standard jet in crossflow fuel injection configurations.
The mixing quality of the different geometries is assessed in a water
test-rig by making use of planar laser induced fluorescence. After a short
introduction to the SEC-process, the test-rig and the different injection
configurations are introduced. To verify whether the mixing quality is
sufficient for the SEC-process, a numerical investigation using the ex-
perimentally determined unmixedness is conducted. It is not only shown
that the fluidic oscillators are able to enhance the mixing quality and
create an independence of the mixing quality from the jet in crossflow
momentum, but it is also verified in a first numerical calculation that
the achieved mixing quality might be good enough for the Shockless
Explosion Combustion process.

Keywords: mixing, constant volume combustion, Shockless Explosion
Combustion, numerical combustion.

1 Introduction

High quality mixing is one of the most crucial parameters in modern low emis-
sion combustion systems. This becomes even more crucial regarding advanced
homogeneous pulsed (constant volume) combustion approaches such as the ho-
mogeneous charge compression ignition (HCCI) for internal combustion engines

c© Springer International Publishing Switzerland 2015 281
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Fig. 1. Process cycle of the shockless explosion combustor

or the shockless explosion combustion (SEC) process for gas turbine combustion.
Both of these systems rely on the auto-ignition of a homogeneous fuel-air-charge
inside a combustor, thus, the preparation of a perfectly mixed combustion charge
is the most important factor for these systems.

For the SEC-process not only is a perfectly homogeneous fuel-air mixture
needed, but in addition, a stratification of the equivalence ratio in the com-
bustor is necessary. An overview of this process is shown in Fig. 1. Like other
constant volume combustion processes, the shockless explosion combustion pro-
cess is based on a periodic combustion process. A standing pressure wave is
established inside the combustion tube. The moment this pressure wave reduces
the pressure at the tube inlet below the plenum pressure, the tube is filled with
compressor air (left). After filling a volume with pure air, fuel is added to the
combustion air at the inlet position until around 40% of the tube is filled with
a combustible mixture (top). The air volume is needed to separate the hot flue
gases of the previous cycle from the fresh fuel-air mixture. The suction wave is
reflected from the open end of the tube and travels upstream to the inlet (right).
Due to the hot air from the compressor, the mixture undergoes auto-ignition
(bottom). The equivalence ratio inside the combustion chamber is adjusted in
a way that the ignition delay matches the residence time of the mixture in the
tube. Thus, the entire fuel-air volume undergoes homogeneous auto-ignition and
the mixture is burnt instantaneously without any shock waves. In addition, the
ignition delay is adjusted to match the oscillation period. This means that the
combustion of the mixture occurs simultaneously with the pressure wave raising
the pressure at the tube inlet. The pressure wave is amplified and travels to the
end of the combustion tube, where it is reflected as a suction wave and restarts
the process.

This process has by implication very high demands on the mixing quality:

1. The mixing needs to be very fast to avoid regions where the ignition delay
is too short.

2. The mixing must be homogeneous in the radial plane.
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3. The axial stratification of equivalence ratio demands for very low mixing in
the axial direction.

4. The mixing must be independent from the fuel volume flow (i.e., jet in cross-
flow momentum) to have a broad range of possible equivalence ratios for base
load, part load, and idle operation.

To create this type of mixing several different jet in crossflow configurations
are investigated in this work. Namely the tested configurations are round jet,
rectangular jet, slit, and spatially oscillating jet in crossflow. The jet in cross-
flow configuration is the easiest, most robust, and very common way to mix two
fluids. Over the past decades, the round turbulent jet in crossflow was widely
investigated as a steady jet (e.g., [1–4]) or as a modulated/pulsed jet (e.g., [5–7]).
The rectangular jet in crossflow is not as thoroughly described as the round jet,
but recently this configuration was analyzed more extensive as well (see [8, 9]).
The slit injection lies somewhere between these two configurations. It can be
seen as a two-dimensional jet in crossflow with infinite depth. For the spatially
oscillating jet, only a few publications can be found. Nathan et al. [10] exten-
sively investigated jet parameters and their impact on the mixing for an inline
configuration. Several oscillating devices, mechanical and fluidic, were tested. It
was shown that the oscillation enhances the mixing especially close to the fuel
inlet. Arnaud and Paschereit [11] tested the enhancement of scalar mixing due
to a spatial oscillation of a jet in crossflow in a water test-rig. They confirmed
the findings of Nathan et al. [10] and in addition found out that the spatial
oscillation reduces the dependency of the mixing quality on the jet in crossflow
momentum. These advantages make the spatially oscillating jet in crossflow in-
jection very promising for the demands of the shockless explosion combustion
process. To assess and compare the mixing quality of the different configurations
they were investigated in a water test-rig making use of a fluorescent dye.

Known from literature (e.g., [12, 13]), the mixing of water with dye is a good
indicator for the fuel-air mixing in combustion systems. In addition, the results
of the experiments are used in a numerical calculation to see if the mixing quality
is high enough to assure a reliable SEC-process.

The remainder of the paper is organized as follows: First the experimental
setup, measurement technique, and evaluation methods are presented. This is
followed by the experimental results and the numerical investigations.

2 Experimental Setup

To investigate the mixing performance of several geometries, a test-rig was build
employing water as the fluid. The entire geometry is based on the planned SEC
combustion tube. A schematic overview of the rig can be found in Fig. 2. A
more detailed cut through the dye inlet section can be found in Fig. 3. The
test-rig consists of a main combustion tube made of acrylic glass with an inner
diameter of 40mm and a length of 800mm. Upstream of this tube a 25mm valve
is installed to open and close the main mass flow. It is followed by a diffuser which
increases the inner diameter up to the mentioned 40mm of the main tube (see
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Fig. 2. Sketch of the test-rig

Fig. 3). It was assured that the flow is attached to the surface of the diffuser at
all times.

Downstream of the diffuser interchangeable disks represent the fuel, in this
case dye, inlet. The disk is colored yellow for a better visibility in Fig. 3. Pictures
and details of the investigated geometries can be found later in this section. The
flow rate of the dye can be adjusted using an electrically driven proportional
valve, which was installed upstream of the inlet disc plenum.

Two separated water circuits were realized for the injection of the main and
the dye flow. Both circuits are equipped with pressure driven one-way valves in
the circuit to generate the needed pressure upstream of the two main valves.

To investigate the mixing quality and determine the unmixedness parame-
ters of the different injection geometries, Planar Laser Induced Fluorenscence
(PLIF) was employed in three radial planes at different axial positions down-
stream of the dye injection. The images were taken with a high-speed camera
from the downstream side of the tube. A shutter frequency of 500Hz minimizes
the blurring of the image due to long exposure times.
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Fig. 3. Cut through the fuel inlet section of the water test-rig

21 different injection geometries including round, rectangular, and spatially
oscillating (fluidic) jets, as well as slits were investigated. Different cross-section
areas were employed to create a broad range of jet in crossflow momentums for
all injector disks as well as different frequencies for the fluidic oscillators. The
jet in crossflow momentum J is defined as the squared ratio between the jet flow
velocity wj and the main flow velocity w0.

J =

(
wj

w0

)2

(1)

Note that for all four different injector geometries (i.e., round, rectangle, oscil-
lating, slit) different sizes and amounts of injection ports were tested. This was
done to investigate the behavior of these injectors over a wide range of jet in
crossflow momentums. Since the volume flow range for all configurations was
approximately the same, the different sizes result in different ranges of J . This
broad range is needed in the SEC process due to the fact that the fuel mass flow is
changed within each injection cycle, as mentioned in the introduction. Addition-
ally for distinct injection ports two different numbers of ports were investigated.
A summary of the different geometries, including the main flow parameters, can
be found in Tab. 1. The Reynolds number of the main flow was Re = 31280 and
thus, a fully turbulent flow was assured. To give an idea of the different injection
geometries a three-dimensional model of four of the used injector disks is shown
in Fig. 4. For better visibility of the fluidic oscillator, a cut was made through
the material to show the geometry.

The investigated spatially oscillating jets were created using fluidic oscilla-
tors. From literature [11], it is known that these devices can enhance the spatial



286 B.C. Bobusch et al.

Table 1. Investigated injector geometries including the main parameters. All units in
mm or mm2 respectively.

Disk Outlet geom. Outlets Type dh AOutlet Rejet;min Rejet;max J

1 round 13 hole 1.40 20.01 4479 11143 16.7-103.6
2 round 13 hole 1.90 36.86 3542 8371 5.7-34.2
3 round 13 hole 2.40 58.81 3059 7519 2.7-16.0
4 round 7 hole 2.00 21.99 6249 14485 13.2-82.4
5 round 7 hole 2.60 37.17 4916 11361 5.8-31.2
6 round 7 hole 3.30 59.87 3787 9984 2.2-15.0

7 rectangle 13 hole 1.26 16.33 3909 9493 15.8-93.4
8 rectangle 13 hole 1.69 21.99 3359 7138 6.4-32.6
9 rectangle 13 hole 2.00 26.06 2548 5732 2.6-13.4
10 rectangle 7 hole 1.73 12.09 5574 12668 14.1-87.9
11 rectangle 7 hole 2.29 16.06 4183 9983 4.5-31.0
12 rectangle 7 hole 2.71 18.97 3308 8127 2.4-14.7

13 rectangle 13 fluidic osc. 1.31 16.97 3430 8092 11.2-62.5
14 rectangle 13 fluidic osc. 1.78 23.18 2943 7223 4.4-26.7
15 rectangle 13 fluidic osc. 2.17 28.24 1889 5618 1.2-10.9
16 rectangle 7 fluidic osc. 1.79 12.54 4098 11088 8.6-62.6
17 rectangle 7 fluidic osc. 2.40 16.83 3303 9726 3.1-26.7
18 rectangle 7 fluidic osc. 2.87 20.09 2516 7828 1.3-12.2

19 slit 1 — 0.40 50.19 893 2728 8.2-76.3
20 slit 1 — 0.60 75.22 867 2701 3.4-33.3
21 slit 1 — 0.80 100.21 891 2674 2.0-18.4

mixing, especially close to the injection position. The oscillatores used were de-
scribed in detail in [14]. The oscillatory parameters of these devices were deter-
mined by numerical simulations, which were carried out with a validated nu-
merical model [15]. The oscillation frequency was calculated from a time history
plot of the velocity inside the mixing chamber.

For each of these 21 configurations, 8 fuel flow rates were investigated at
the mentioned three axial positions. Recording 1632 snapshots for each of these
tests over 822,000 pictures were taken in total. Each picture was corrected for
background reflections and normalized using a homogeneous picture with the
maximum dye concentration. It was assured that the dye concentration was
low enough to be well within the linear regime of the fluorescence intensity.
From the normalized images containing pixel values between 0 and 1, the two
unmixedness paramters Ux and Ut were calculated, which represent the spatial
and the temporal mixing quality repectively. Based on the work of Danckwerts
[16], the parameters are defined as follows:

Ux =
σ2
x

σ2
0

=
σ2
x

C∗∞ (1− C∗∞)
, (2)
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Fig. 4. Colored CAD-Models of the four different injector types (from left to right):
round holes (red), rectangular holes (green), slit (blue), and fluidic oscillator (yellow)

where σ2
x =

1

Ni − 1

Ni∑
i=1

(
C∗(i)− C∗

∞
)2

, (3)

and σ2
x denotes the mixture variance of the temporally averaged concentration

field C∗(i), which is recorded by the Ni camera pixels and is defined in Eq. 3.
The variance immediately before the start of the mixing process (σ2

0) is calcu-
lated from the dye concentration C∗

∞. The spatial unmixedness parameter Ux

represents the average spatial mixing quality and gives a value between 0 (per-
fectly mixed) and 1 (not mixed at all). To investigate the temporal unmixedness,
the parameter Ut is used, which employs the variance of all the concentration
records. It is defined as:

Ut =
σ2
t

σ2
0

=
σ2
t

C∗∞ (1− C∗∞)
, (4)

where σ2
t =

1

NiNt − 1

Ni∑
i=1

Nt∑
i=1

(C∗(i, t)− C∗
∞)

2
. (5)

Nt is the number of snapshots recorded during one measurement sequence (1632
in this work). According to Eq. 5, Ut captures both spatial and temporal fluc-
tuations in the concentration. These unmixedness parameters can be used as a
first measure to evaluate the mixing quality of a given injector geometry.

For the transfer of the experimental results to the numerical investigations, an
additional analysis method was employed, which is presented in a next section.
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Fig. 5. Averaged, normalized spatial concentration field for disk 13 (upper half) and
disk 1 (lower half)

3 Experimental Results

As a first impression of the results of the experiments, two pictures of the av-
eraged and normalized concentration field C in the first measurement plane are
shown in Fig. 5. For a better visibility, only one half of the pictures is shown
for the two different configurations, whereby one of the two pictures was flipped
upside-down allowing them to be plotted in one figure. The top half of the pic-
ture corresponds to disk 13 (see Tab. 1), an example for a high mixing quality.
The lower half of the picture corresponds to disk 1 which shows a rather poor
mixing quality due to the different injection geometry. This is clearly visible in
the inhomogeneities of the concentration field. In addition to the pictures the
concentration histograms for the two measurements are shown in Fig. 6. It is
visible that the distribution of the pixel counts has a much sharper peak for disk
13 (see Fig. 6a) than for disk 1 (Fig. 6b). The vast amount of data (see Tab. 1)
demands the selection of the injection geometries for further investigations by
making use of the defined umixedness parameters. For the SEC-process, a fast,
reliable and high-quality mixing is necessary in the radial plane, while almost no
mixing is desired in the axial direction. From the steady injection point of view,
the latter is unquantifiable since no changes in the dye volume flow are present
in the current work. Accordingly, the spatial unmixedness parameter Ux is used
to investigate the overall mixing parameters of the different geometries.

The range of the spatial unmixedness parameter for the different injection
geometries is plotted in Fig. 7 for the first measurement plane 50mm down-
stream of the injection point (see Fig. 2). For this plot, all the geometries of the
same type are grouped together to show the overall performance of such a con-
figuration, since the different injection parameters make a plot of the individual
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Fig. 6. Histogram of normalized concentration for (a) disk 13 and (b) disk 1 at x =
50mm

measurements rather unclear. Accordingly, disks 1 − 6 are summed up in the
black range, 7− 12 in the red, 13− 18 in the green, and finally the slits (19− 21)
in the blue range. As one can see in this plot the slits and the round holes give a
lower mixing quality than the rectangular holes and the fluidic oscillators. The
rectangular holes show a better mixing quality (lower unmixedness parameter)
on the lower side of the range than the fluidic oscillators but a worse mixing
quality than the fluidic oscillators for the upper boundary of the range. Even
though the mixing quality is slightly better for the rectangular holes in some
cases, they fail for other injection situations. However, to assure the reliability
of the mixing system over a wide range of equivalence ratios, fuel mixtures, and
power levels, the fluidic oscillators show a more desirable behavior. Due to these
advantages, the fluidic oscillators are chosen to be analyzed in more detail in this
work. To gain a deeper insight into the mixing mechanisms of the oscillating jet,
two different sizes of fluidic oscillators (disks 13 − 15 and disks 16 − 18) have
been designed. Since the range of flow rates is defined by the dye pump, the two
different oscillators were manufactured with 3 different aspect ratios each. From
literature, it is known that the frequency of these oscillators scales linearly with
the volumetric flow rate [14, 17]. Accordingly, the dependency of the frequency
on the jet in crossflow momentum ratio J is of quadratic nature. To show the
frequency ranges, J is plotted against the frequency in Fig. 8. It is clearly visible
that even though the jet in crossflow momentum J is in the same range for both
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Fig. 8. Frequency of the fluidic oscillators for the different geometries and different
values of J

sizes, the oscillation frequency is different. Disks 16− 18, which consist of seven
larger fluidic devices give a lower frequency range than disks 13− 15.

Keeping this in mind, the mixing performances of disks 13 and 16 were com-
pared. For the same J and, thus, the same volume flow, Reynolds number, and jet
penetration, they create different frequencies. To see the impact of this change
in injection geometry, the spatial unmixedness is plotted against J in Fig. 9.
Two main conclusions can be made from these results. First, the mixing quality
of the smaller oscillators with a higher frequency is better close to the point
of injection. This might also be affected by the fact that for the smaller fluidic
oscillators, 13 oscillating jets are present, while only 7 were employed for disk 16.
However, it can be stated that a higher oscillation frequency may be favorable
for a faster mixing process. The second observation from Fig. 9 is that the mixing
quality of both configurations converge as the mixture is convected downstream.
This confirms the findings of Lacarelle et al. [11] that the mixing enhancement
of the fluidic oscillators is most pronounced close to the injection plane.
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Now, knowing the influence of the oscillating frequency, the influence of the
jet in crossflow momentum can be analyzed. To do so the spatial unmixedness
parameters of disks 1, 7, and 13 are plotted with respect to J in Fig. 10. These
disks have been selected because they have a similar hydraulic diameter and rep-
resent three different injection geometries. As already mentioned, the injection
geometry for the SEC-process needs to be as independent from the jet in cross-
flow momentum as possible. From Fig. 10, it can be deduced that this desired
characteristic is best represented by the fluidic oscillators (disk 13). Even though
the rectangular holes (disk 7) have a higher mixing quality for some values of J ,
they show a very pronounced dependency on the jet in crossflow momentum. An
even stronger dependency can be seen for the circular holes of disk 1. Keeping in
mind that the frequency increases with J and that a higher frequency leads to
better mixing, the independence of the fluidic injection from J is likely to stem
from the increase in the oscillating frequency. These findings again confirm the
results from Lacarelle et al. [11], who stated that fluidic oscillators may not only
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enhance the passive scalar mixing between two fluids but also make that mixing
quality less dependent from the jet in crossflow momentum.

Following these observations, disk 13 is the best injection configuration of
the investigated geometries. In addition to the mixing quality of the different
geometries, the mixing parameters of the best configuration were included in a
numerical model of the SEC process to investigate if the mixing quality of the
given setup is good enough to assure a reliable Shockless Explosion Combustion.

The data of most promising configuration (injection disk 13) was selected to
be investigated by the numerical simulations. Since the most upstream auto-
ignition location (i.e., location of the combustible mixture) in the combustion
tube is at least located a distinct distance downstream of the injection point,
the data in the third measurement plane (x = 200mm) was analyzed. From
the temporally averaged picture, the spatial variance was calculated according
toEq. 3. Since no data was available in the axial direction, except the individually
taken radial planes, the Taylor hypothesis was employed to gain an insight into
the size of the axial mixing structures of the flow.

To use the Taylor hypothesis, defined as

∂C

∂t
= −u∂C

∂x

∣∣∣∣∣
x=x0

, (6)

which states that spatial fluctuations in an homogeneously turbulent field, where
the streamwise turbulent fluctuations are low (u′ � u), can be calculated from
temporal fluctuations at a given coordinate, using the mean streamwise velocity
u. To assure the homogeneous character of the fluctuations in the scalar mixing
field, the temporal and spatial correlations where compared. Since all of the
correlation curves are reasonably close to each other (see Fig. 11), the use of
the Taylor hypothesis is justified. Accordingly, from the individual snapshots of
concentration at different times in the measurement plane, an integral length
scale of the mixing fluctuations was calculated as
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Λ =

Δx∗∫

0

R(Δx)d(Δx), (7)

whereΔx∗ is defined as the first intersection ofR(Δx) and the x-axis. This length
scale of 9.7mm was then used together with the spatial variance to create an
equivalence ratio stratification where the worst possible mixing deviations were
imposed. This stratification was then used in the numerical simulation to assess
the reliability of the SEC-process.

4 Numerical Investigation

The effect of Gaussian noise with the observed standard deviation from the
experiment, σ = 2.424 ·10−3, on the homogeneous ignition of a stratified mixture
has been numerically investigated by the simulation of the dynamics of a mixture
with perturbed equivalence ratios.

The exact numerical setup is based on the internal state of a pipe in which
the SEC process is about to enter the combustion stage; prior to this state, gas
flowed from the pipe’s inlet at x = 0 to a position x in a time τflow that is
assumed to be given via a constant inflow velocity u0. This, in turn, is given
by the geometry of the pipe and fuel properties or can be arbitrarily chosen for
single shot ignitions, respectively. Here, it is chosen such that the gas can flow
40 cm within the range of the ignition delay times. Since the ignition shall occur
homogeneously, the ignition delay time of the gas that ends up at position x
must be chosen to be τ0+ τflow, such that the remaining ignition delay time τ at
the beginning of the simulation is τ0 everywhere. This choice is done by altering
the equivalence ratio Φ between stoichiometric (1.0) and lean (0.5) values. In the
numerical setup, perfect advection without diffusion is assumed, such that the
initial values can be calculated by selecting Φ such that τ = τ0 + τflow and then
solving the mixture in an isochoric 0D reactor for τflow + ητ0, where η is some
fraction smaller than unity and chosen such that the assumption that the fluid
is only advected is not violated due to the pressure rise of the reaction. For this
simulation, η = 0.7 was chosen.

For the chemical kinetics, the latest fuel suggestion and associated reaction
mechanism for a 3 bar test rig, which will also be presented at AFCC 2014 [18],
namely a composition of

CH3OCH3 + 1.1H2 + 0.8CH4 (8)

in air, has been used. The initial temperature was chosen to be 787.5K.
Within the setup described above, the choices of Φ were perturbed with differ-

ent noise levels on equidistant points with 9.7mm spacing and linear interpola-
tion in between. The resulting stratification was then placed into a 1D domain as
initial conditions for a fluid dynamic simulation that solves the Euler equations
with a thermally perfect equation of state and the above reaction mechanism.
The in-house code is based on a second-order MUSCL extension of the HLL
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Fig. 12. Ignitions for the different simulations. The heatmaps show pressure evolution,
the other plot shows the temperature as a function of time overlain for each of the
computational cells.

approximate Riemann solver [19] and uses Strang splitting to couple with an
isochoric 0D kinetics code. Reflecting wall boundary conditions have been em-
ployed for the left boundary, and a fixed pressure plenum at 3 bar for the right
one.

If the full range of equivalence ratios is used and an extremal (deterministic)
noise of alternating 3σ and −3σ is applied, the different sensitivities at the
extremal Φ values are too high and a detonation develops near Φ = 1, traveling
towards the Φ = 0.5 boundary. The current quality of mixing is, therefore,
insufficient and requires improvement. To assess the possibilities with the current
mixing and estimate the required variation to allow usage of the full Φ range,
further simulations were conducted. They show two possible ways to achieve
homogeneous combustion:
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By limiting the choice of Φ to either 0.5 – 0.75 or 0.75 – 1.0, the sensitivity is
sufficiently reduced to ensure homogeneous combustion. Test case 1 in Fig. 12
shows the simulation results for the upper range. From the ignition delay plot,
one can observe that the ignition takes place throughout the domain in a 0.1ms
window. In the heat map, the transition from blue to yellow/orange is the com-
bustion. The steeper lines are pressure waves in the burnt gas. The results for
the lower range of Φ values are slightly better, with the ignition time varying by
only half the upper range’s value, but otherwise similar.

Reducing the variance by a factor of 2
3 is mathematically equivalent to a

reduction of the confidence interval to a 2σ environment. A simulation with
reduced variance can, therefore, be equivalently interpreted as being an improved
mixing quality or accepting 5% non-SEC ignitions. In both cases, the combustion
is almost completely homogeneous, as can be seen in test case 2 of Fig. 12.

5 Conclusion

The innovative constant volume combuston process SEC has very high and spe-
cific demands on the fuel-air mixing. In order to create the desired levels of
mixing quality, several geometries were investigated in a water test-rig. They
were analyzed employing planar laser induced fluorescence and evaluated by the
unmixedness parameter Ux.

It was shown that spatially oscillating jets in crossflow created by fluidic os-
cillators are able to get close to the needed mixing characteristics. In contrast to
a slit injection, the round, or the rectangular jet in crossflow, fluidic oscillators
allow the creation of a very high mixing quality already close to the fuel injection
plane. In addition, the mixing quality is independent from the jet in crossflow
momentum for these types of injectors. The results indicate that this is likely to
stem from the increasing oscillation frequency of the fluidic oscillators. A higher
jet in crossflow momentum leads to a higher volumetric flow in the oscillator
and, thus, a higher oscillating frequency. By comparing two different sizes of
fluidic oscillators, it was possible to show that higher frequencies are favorable
for the mixing process. However, since higher frequencies lead to smaller geome-
tries for the fluidic oscillators the pressure loss of the fuel injection system will
increase and might contradict the advantages of a higher mixing quality. Hence,
the optimal oscillating frequency must to be identified for every new injection
configuration.

In order to validate the achieved mixing quality in the highly demanding SEC-
process, a numerical simulation was conducted. Based on these calculations it
was possible to show that for an ideal filling charge of the SEC-combustor,
the identified perturbations in the equivalence ratio are likely low enough to
assure a reliable homogeneous auto-ignition. The experimental verification of
these findings and the further investigation of the injection and ignition process
will be the scope of future work. However, the presented work gives confidence
that the proposed SEC-process can be achieved reliably and efficiently.
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Abstract. Shockless isochoric explosion has been proposed as an al-
ternative to conventional constant-pressure combustion in gas turbines
to improve the thermal efficiency. Fully homogeneous auto-ignition and
fast burnout facilitate quasi-isochoric combustion, but the ignition de-
lay times depend on local temperatures and mixture composition. This
implies that homogeneous auto-ignition is difficult to achieve in the pres-
ence of local inhomogeneities. Therefore, in this study, the ignition delay
time, its temperature dependence and the excitation time of the poten-
tial fuels are investigated. An automatic optimization technique is used
to tailor fuels such that the temperature dependence of ignition delay
times is minimized to realize homogeneous isochoric auto-ignition in re-
alistic systems even in the presence of inhomogeneities and also to avoid
the formation of detonation waves by considering the kinetic properties.
Reaction kinetic mechanisms are developed for the chemical modeling of
the relevant fuel species and tailor-made compositions of the fuel mix-
tures are determined by means of simulation.

Keywords: shockless explosion combustor, tailor-made fuel mixture,
excitation time, chemical kinetics.

1 Introduction

In the Brayton-cycle used in gas turbines, constant-pressure combustion takes
place after an adiabatic compression, and it is followed by an adiabatic expan-
sion. Nowadays, the efficiency of gas turbines comes to around 40%, limited by
achievable turbine inlet temperatures and the combustion process at constant
pressure. To increase the efficiency of gas turbines by more than 10%, constant-
volume combustion can be seen as an alternative. Principally, detonations can be
used for nearly constant volume combustion in open systems, as for instance ap-
plied in pulse detonation engines (PDE). However, this comes at the expense of
extreme thermal and mechanical loads on engine components due to strong shock
waves. A shockless explosion combustor (SEC) could be another potential alter-
native [1]. Through controlled homogeneous auto-ignition of the appropriately
stratified fuel/air mixture, a more efficient isochoric thermodynamic process can
be achieved without the occurrence of detonation. In an ideal situation, the fully
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homogeneous auto-ignition and the fast burnout facilitate isochoric combustion
locally. In addition, the deflagration/detonation transition found in PDEs van-
ishes in shockless explosion engines, leading to improved efficiency.

The backbone of the SEC concept is a quasi homogeneous isochoric auto-
ignition process. Since a reliable homogeneous auto-ignition process in an SEC
combustor is not easy to achieve and has a very high and specific demand on
fuel-air mixing quality [1], details of chemical kinetics of fuels can play a central
role in achieving this combustion mode.

In addition, these kinetic details are also of particular importance to avoid
the formation of detonation. Detonation develops due to an acoustic resonance
between the reaction wave velocity and the speed of sound [2]. As analyzed by
Bradley et al. [3] and Peters et al. [4], the wave velocity is defined as the inverse
of the temperature derivative of the ignition delay time coupled locally with
a negative spatial temperature gradient in direction of the front propagation.
Therefore, the establishment of the resonance depends strongly on the fuel ki-
netics. This again calls for the investigation of the reaction kinetics. The relevant
kinetic parameters for SEC engines are introduced here.

Ignition delay times. The most important kinetic parameter for isochoric ho-
mogeneous combustion is the ignition delay time. It indicates the required time
for fuel/air mixtures to reach auto-ignition during the combustion process. Af-
ter this induction period, the reactants deplete rapidly and the chemical heat
is released within a very short time span that is several orders of magnitude
smaller than the ignition delay time. Therefore, the ignition delay time denotes
approximately the time period of the chemical conversion of the fuel/air mix-
ture. As demonstrated by Bradley et al. [3], for the prevention of a detonation,
the induction of fuel/air mixtures is desired to take place in a time interval
which is shorter than the characteristic time of sound wave propagation in the
combustion chamber. For a chamber length of 1 meter, ignition delay times are
required to be smaller than 1 ms. However, regarding the mixing process, a long
ignition delay time is expected to ensure a more homogeneous mixing of fuel and
air. Therefore, a chemical induction time of 1 ms represents the optimal ignition
delay time.

Temperature dependence of ignition delay times. The fully homogeneous auto-
ignition enables the infinitely fast reaction wave velocity. As the wave velocity
is much larger than the sound speed, the possibility of developing a detona-
tion is minimized. However, the local inhomogeneities and the fluctuations of
the mixture temperatures are unavoidable due to the charge cycle, the residual
exhaust gas and the heat transfer through the combustor wall. All these issues
make it difficult to yield the homogeneous auto-ignition, if ignition delay times
are sensitive to local temperatures, which will then increase the propensity for
auto-ignition. Therefore, the ignition delay times should ideally be independent
on the initial temperature of the fuel/air mixtures in the SEC chamber.
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Excitation time. The excitation time is defined by Meyer et al. [5] as the period
from the beginning of energy release to the point of maximum power. It indicates
the rate of chemical energy release and follows the induction of fuel ignition [6].
Once the fuel auto-ignites, the exothermic elementary reactions are accelerated,
leading to significant chemical energy release, which ends with the depletion
of the primary reactants. When the fuel/air mixture is inhomogeneously dis-
tributed in the combustion chamber, auto-ignition can first take place at several
“hot spots” and the resulting pressure increase initiates sound waves. These
sound waves may couple with the reaction wave along a negative temperature
gradient. Once the propagation length of the sound wave during the excitation
time is smaller than the length over which the temperature gradient is constant,
a resonance can be established and thus the detonation wave can form [2,3,4].
Therefore, in the framework of CRC 1029, a long excitation time is desired in
shockless explosion combustors to avoid the detonation waves.

In this study, the goal is to enable a quasi-homogeneous isochoric ignition
process in the novel shockless explosion combustor by taking advantage of the
fuel chemical kinetics. The above described kinetic properties are investigated.
As numerous studies [7,8,9,10] have reported the strong temperature dependence
of ignition delay times of a wide variety of fuels, for a pure fuel, it is difficult
to meet the requirements on the kinetics of the potential SEC fuel. The current
study therefore focuses on the development of fuel mixtures, whose tempera-
ture dependence of ignition delay times is eliminated or adjusted to promote
the homogeneous isochoric combustion by taking advantage of the negative tem-
perature coefficient (NTC) behavior of several fuels. Through the blend of fuels
with NTC and without NTC behavior, temperature sensitivity is eliminated,
such that the resulting mixtures when used in the SEC, are expected to ignite
simultaneously everywhere in the volume, regardless of the temperature fluctu-
ations in the combustion chamber. Moreover, the fuel mixtures are supposed to
provide the desired ignition delay times at the relevant conditions. An optimiza-
tion framework is developed in this work to automatically tailor the blending
ratio of mixtures. Reaction mechanisms are developed for the chemical modeling
of the relevant fuels.

The presentation of this paper is organized as follows. The first part provides
details of the mechanism development. In the second part, the investigation of
the important kinetic parameters and the fuel tailoring are described in detail.

2 Mechanism Development

Both liquid and gaseous fuel mixtures are suggested to reduce the temperature
dependence of ignition delay times to enable homogeneous isochoric combustion.
While a large variety of fuel species, e. g. n-heptane, n-dodecane, iso-octane and
toluene, are available to compose the liquid mixture, the choice of the component
of the gaseous mixtures is limited to hydrogen, methane, ethane and dimethyl
ether (DME). In this section, a kinetic mechanism is developed to include the
oxidation chemistry of a large number of species, which are the potential mixture
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components for SEC. The chemical model should on the one hand predict the
oxidation of individual components accurately and is on the other hand supposed
to reflect the combustion properties of surrogate mixtures correctly.

A well-validated kinetic mechanism for hydrocarbon fuels has been developed
in a series of recent studies. Blanquart et al. [11] developed a chemical mechanism
to describe combustion of fuels spanning from C1 to C8 hydrocarbon species.
The detailed chemistry of the substituted aromatic species, e. g. toluene, xylene,
styrene and 1-methylnaphthalene was then added by Narayanaswamy et al. [12]
into that mechanism [11]. Recently, the model was further extended to include
the reaction pathways of the short chain alkane n-pentane. [13], the long chain
n-dodecane [14] and the gasoline surrogate components, n-heptane, iso-octane
and ethanol [15]. The model has been extensively and successfully validated
against experimental data measured in shock tubes, rapid compression machines,
combustion vessels, perfectly stirred reactors and flow reactors. This mechanism
is taken as the base mechanism in this study, as the interesting species for SEC
are included, except for dimethyl ether.

The oxidation chemistry of DME is adopted from the published mechanism
by Fischer et al. [16] and built as additional module that is combined with the
above described base model. To reduce the computational effort, the detailed
mechanism of DME [16] was reduced to a skeletal level using a multi-stage re-
duction strategy developed by Pepiot-Desjardins and Pitsch [17]. The reduction
procedure involved the elimination of species and reactions. The database used
to perform the reduction includes the conditions where experimental data have
been reported [9]. This reduction process eliminated the species and reactions
with negligible effect on reaction kinetics at the relevant temperature and pres-
sure range. Numerical results using the mechanism of Fischer et al. [16] and the
reduced mechanism are compared and shown in Fig. 1. Over the entire domain
of interest, the reduced mechanism is found to produce negligible changes in
results.

The inclusion of the DME chemistry into the base mechanism was accom-
plished using the interactive tool from Ref. [18]. This interactive tool automat-
ically identifies common species and reactions from the different mechanisms.
Rate conflicts detected during the mechanism combination are always resolved
in favor of the rigorously validated base mechanism, therefore leaving that part
of the mechanism virtually unchanged. The numerical ignition delay times using
the proposed combined mechanism are compared with those computed using the
detailed mechanism [16] and the experimental data from Ref. [9] in Fig. 2. It
is clearly seen that the present model is in close agreement with the detailed
model. The present model demonstrates the capability to predict autoignition
of DME over a variety of conditions. For the sake of brevity, the validation of
individual relevant species is not shown here, so the reader is directed to our
previous studies [11,12,13,14,15].
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Fig. 1. Ignition delay times of stoichiometric DME/air mixture at 13 and 40 bar. Solid
symbols denote the experimental data by Pfahl et al. [9]. Solid and dashed lines show
the numerical results with the reduced and the detailed mechanism [16], respectively.
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3 Fuel Tailoring

In this section, the critical kinetic parameters for SEC are numerically investi-
gated. Fuel mixtures are tailored to fill the requirements on the ignition delay
times, their temperature dependence and the excitation times.

3.1 Computational Details and Relevant Conditions

The computational details and the relevant boundary conditions for SEC opera-
tion are explained first. The ignition delay times of the SEC fuels are computed in
a homogeneous constant-volume configuration. The typical operation conditions
of gas turbines are generally also relevant for the shockless explosion combustor.
Typical conditions include the initial temperatures of fuel/air mixtures from 800
to 1000 K, equivalence ratios from 0.5 to 1.0, and a high pressure of 30 bar. In
order to realize and demonstrate the shockless explosion at ambient pressure,
the auto-ignition process at atmospheric pressure is also considered.

Numerical calculations are performed using the zero-dimensional configu-
ration of an isochoric homogeneous reactor in the open source FlameMaster
code [19]. Adiabatic premixed combustion is assumed to take place and the
species and energy equations are solved. The ignition delay time is defined as
the time to reach the maximum temperature change.

3.2 Ignition Delay Times and Their Temperature Dependence

Negative Temperature Coefficient (NTC) Behavior. One of the major
purposes in this study is to eliminate the temperature dependence of ignition
delay times by blending different fuels. This will be achieved by taking advantage
of the NTC behavior of several fuels. As revealed in Fig. 1, the fuel ignition is
retarded with a decrease in the initial temperatures at high and low tempera-
tures. However, in the temperature range of approximately 750-1000 K, it can
be observed that the ignition processes are accelerated when the initial temper-
atures decrease. This regime is hence called the NTC regime. The reason for this
behavior lies on the competition between the low temperature chain branching
and the high temperature chain breaking channels. For the species with NTC
behavior, the well-known low temperature chain branching pathway is dominant
at low temperatures. The addition of molecular oxygen to the fuel radical yields
a peroxy-radical. Through the following isomerization and the second oxygen ad-
dition, a peroxy-hydroperoxide radical is produced. The peroxy-hydroperoxide
radical isomerizes rapidly and then decomposes to give an OH radical and a
keto-hydroperoixde. The important intermediate species, keto-hydroperoxide,
can further decompose to form the second OH radical, which completes the
low temperature chain branching process. At increased initial temperatures, the
decomposition channel of the fuel radical is activated and competes with its ox-
idation pathway. As the chain branching channel is thus inhibited, the ignition
delay time increases. The NTC behavior has been observed for a large number of
species, e. g. n-heptane [22], iso-octane [23], di-n-butyl ether [10] and 2-methyl
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heptane [24]. In general, the low temperature chain branching channel is active
and thus the NTC behavior can be obtained, when the molecule structure of
species enables the isomerization reactions of peroxy and peroxy-hydroperoxide
radicals involving 5-, 6-, 7- and 8-member transition state rings. In this sense,
the short chain species, e. g. hydrogen, methane, ethane and ethanol do not show
NTC behavior. As aromatic rings are difficult to open and the aromaticity causes
a strong C-H bond dissociation energy of the carbon atoms in the ring, aromatic
species with a short side chain also do not show the NTC behavior.

Automatic Composition Optimization. The fuels with NTC and without
NTC behavior are blended to eliminate the temperature dependence of ignition
delay times of SEC fuel. With the tailored blending ratio, the temperature de-
pendence of ignition delay times is supposed to vanish in the temperature range
800-900 K. An automatic framework is developed here to optimize the blend-
ing ratio aiming at the temperature-independent auto-ignition with the desired
ignition delay times.

The optimization framework is based on the solution mapping method orig-
inally developed by Frenklach [20,21]. For this study, the compositions of each
component in the fuel mixture are chosen as the optimization objects that will
be calibrated. They are normalized as

xk = ln

(
Xk

Xk,0

)
/ ln fk, (1)

where Xk is the composition of the kth fuel species in the fuel mixture and Xk,0

is set to 1/number of species here, which means the fuel components are initially
mixed with a blending ratio of one. The normalized parameters are treated
as uniformly distributed and bounded to the interval {−1, 1}. fk indicates the
adjustable range of the compositions

Xk/fk ≤ Xk ≤ Xkfk. (2)

Here, fk is set to four.
In the optimization approach, the normalized compositions are fitted by min-

imization of the least-squares difference between the model predictions τig,r(x)
and the desired ignition delays τreqig,r. This is expressed as the minimization of
the following objective function

Φ(x∗) = min
x

n∑
r=1

(
τig,r(x) − τreqig,r

σreq
r

)2

, (3)

where x∗ is the set of the optimized normalized compositions and n is the number
of conditions. For the rth condition, the value of the target τreqig,r and its prescribed
uncertainty σreq

r have to be provided. In the optimization function, the ignition
delay time τig,r(x) is calculated through the so-called response surface technique,
which relates here the species compositions to the optimization targets in form
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Fig. 3. Ignition delay times of stoichiometric n-heptane/iso-octane/toluene/air mixture
at 30 bar. Solid lines show the numerical results.

of a second order polynomial. The composition optimization is performed here
by minimizing Φ(x∗) in Eq. (3). At each considered condition, the target τreqig,r is
set to 1 ms and the uncertainty σreq

r is 0.05 ms. The feasibility of the automatic
optimization is demonstrated here using a liquid mixture of n-heptane, iso-octane
and toluene.

The liquid mixture is subjected to the optimization process. The initial mo-
lar blending ratio of n-heptane, iso-octane and toluene is 0.33/0.33/0.33. The
numerical ignition delay times of the initial blend are shown in Fig. 3 for the
temperature range from 800 to 850 K and found to be weakly sensitive to the
mixture temperatures. However, the ignition delay times are twice as high as
those desired. The automatic optimization framework is thus used to calibrate
the blending ratio between the three components for an ignition delay time of
τig = 1 ms. Six conditions between 800 and 850 K with an increment of 10 K
are considered in the optimization process and the ignition delay times at these
conditions are targeted with an absolute value of 1 ms. The calibrated blending
ratio is determined as 0.60/0.12/0.28 and the ignition delay times of the tai-
lored mixture are denoted in Fig. 3 by the red solid line. For all six conditions,
the tailored mixture gives a satisfactory ignition delay time of 1 ms and the
temperature-independent self-ignition remains unchanged.

The ignition delay times of the initial mixture in an extended temperature
regime (800-900 K) are depicted in Fig. 4. With an increase in initial temper-
atures, the auto-ignition process decelerates slightly. In order to eliminate this
temperature dependence, the automatic framework is again employed to tailor
the mixture composition. Five conditions between 800 and 900 K with an incre-
ment of 25 K are considered in the calibration with an absolute ignition delay
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time of 1 ms as target. The results of the tailored mixture are shown in Fig. 4.
While the tailored mixture ignites with an induction time of around 1 ms, the
ignition delays of the tailored mixture are strongly affected by mixture temper-
atures. This indicates the difficulty to give satisfactory ignition behavior in all
respects over a very wide temperature range by using n-heptane, iso-octane and
toluene as the fuel mixture. Instead of adding a new fuel component, an alter-
native is to optimize the equivalence ratio of the fuel blend/air mixture. By tak-
ing the equivalence ratio as an additional calibration object into the automatic
framework, a rich oxidation with an equivalence ratio of 2.26 is proposed from
the optimization process. The blending ratio is determined as 0.26/0.63/0.11
and the computed ignition delay times of the mixture are shown in Fig. 4. The
ignition delay times are equal to 1 ms at all conditions and as expected, the
initial mixture temperatures are of minor importance for ignition delays. The
rich oxidation leads to an acceleration of the auto-ignition and the fitted blend-
ing ratio eliminates the temperature dependence of ignition delay times. Overall,
the examples shown here demonstrate the capability of the automatic framework
to optimize the composition of fuel mixtures by taking account of the relevant
kinetic properties.
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Fig. 4. Ignition delay times of stoichiometric n-heptane/iso-octane/toluene/air mixture
at 30 bar. Solid lines show the numerical results.

Simulations for a gaseous mixture of H2, CH4 and DME with the blending
ratio of 0.33/0.33/0.33 show ignition with an induction time of 1 ms over the
temperature range of 800-900 K at 30 bar and φ = 1.0 (Fig. 5). Therefore, its
blending ratio is not further optimized.

Prediction Accuracy. Since the compositions of the fuel mixtures are deter-
mined and optimized by means of simulation, the model prediction accuracy
of ignition delay times is of particular importance. The proposed model has
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Fig. 5. Ignition delay times of stoichiometric hydrogen/methane/DME/air mixture at
30 bar. Solid lines show the numerical results.

been validated for the individual fuel species in section 2 and in earlier pub-
lications [11,12,13,14,15]. Here, the validation is performed for auto-ignition of
mixtures. A liquid mixture composed of n-heptane, iso-octane and ethanol has
been experimentally investigated by Fikri et al. [26]. The reported experimental
data are compared with numerical results in Fig. 6. As found in the literature,
the ignition delay times of these three fuels are strongly influenced by the initial
temperatures of the fuel/air mixtures [22,23,25]. While n-heptane and iso-octane
show a distinct NTC behavior, the ignition delay times of ethanol grow with the
decrease in temperature in the entire temperature range. Here, n-heptane, iso-
octane and ethanol are blended in a volume ratio of 0.18/0.62/0.20. As shown in
Fig. 6, the mixture gives almost identical ignition delay times in the temperature
range of 750-850 K at 10 and 30 bar, which is of particular interest for shock-
less explosion combustors. These data again indicate the possibility of using a
fuel mixture to eliminate the temperature dependence of ignition delay times.
More importantly, the numerical ignition delay times of the mixture are in close
agreement with the experimental data by Fikri et al. [26], which confirms the
good prediction accuracy of the proposed model.

Ignition Acceleration. The shockless explosion concept is designed for gas
turbine relevant high pressures as well as for atmospheric pressure. Here, the
ignition delay times of the n-heptane/iso-octane/ethanol/air mixture are cal-
culated for a variety of pressures. The results are presented in Fig. 7. At a
pressure of 3 bar, a weakly temperature-dependent auto-ignition is observed.
With a further decrease in pressure, the ternary mixtures fail to ignite homoge-
neously regardless of the initial mixture temperatures, even though they give a
satisfactory temperature dependence of ignition delay times at higher pressures.
Mixtures with modified composition or additional components are required for
ambient pressure.
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Fig. 6. Ignition delay times of stoichiometric n-heptane/iso-octane/ethanol/air mix-
ture at 10 and 30 bar. Symbols denote the experimental data by Fikri et al. [26]. Solid
lines show the numerical results using the proposed model.

Another critical issue shown in Fig. 7 is the absolute value of the ignition
delay time. As described above, an ignition delay time of 1 ms is required to
avoid the formation of detonation waves at different pressures. Several species,
e. g. alkyl nitrates have been successfully added into petroleum fuels to improve
the ignition propensity. These species can also be added into fuel mixtures for
SEC and their effects on ignition delay times can be experimentally investigated.
However, numerical calculations cannot be performed presently, because neither
detailed chemical mechanisms nor validation data are available for these species.

A practical method to accelerate ignition is the manipulation of the oxy-
gen/nitrogen ratio of the oxidizer. The numerical ignition delay times of the
liquid n-heptane/iso-octane/ethanol mixtures with various O2/N2 ratios are il-
lustrated in Fig. 8. It can be immediately seen that the ignition delays decrease
with increasing oxygen ratio. The temperature independence of the induction
times remains favorable. Overall, in order to obtain the required ignition delay
times, the oxygen concentration in air might be optimized. Such an optimization
can also be performed in the automatic framework proposed in this work.

3.3 Excitation Time

The excitation time indicates the rate of chemical energy release during the
strong temperature rise period of auto-ignition and plays an important role in
the formation of detonation waves. As reported in Ref. [6], the excitation times of
hydrogen, methane, acetylene, ethylene, and ethane are generally two and three
orders of magnitude shorter than the ignition delay times and not sensitive to
temperature.
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In this study, the excitation time is further evaluated by means of the nu-
merical calculation. The excitation time is defined as the time period from 1%
up to the maximum heat release. The study by Lutz et al. [6] reported that
the excitation time of stoichiometric fuel/air mixtures is a stronger function of
pressure than temperature at pressures up to 10 bar. The excitation times and
the ignition delay times of DME at higher pressures are shown in Fig. 9. Consis-
tent with the observation from Lutz et al. [6], the excitation times are strongly
influenced by the pressure at conditions with higher pressures as well. While the
excitation times are always around two orders of magnitude shorter than the
ignition delay times at various pressures, the absolute excitation times decrease
with the acceleration of homogeneous auto-ignition.
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Fig. 9. Ignition delay times and excitation times of stoichiometric DME/air mixture
at 10, 30 and 50 bar

The effects of equivalence ratio on the excitation time are highlighted in
Fig. 10, again using the oxidation of DME as an example. In Fig. 10, the lean
DME/air mixtures show longer ignition delay times and an improved reactivity
is observed for rich DME/air mixtures. The ignition delays of DME/air mix-
tures are continuously increased by decreasing the equivalence ratio. However,
this is not the case for the excitation time. While the excitation times of the
lean DME/air increase significantly, the chemical energy release of rich mixtures
is also found to take place in an extended time interval. It is also interesting to
note that the relative changes in the excitation times are much larger than those
of the induction times for lean mixtures. As depicted in Fig. 10, rich mixtures
present the desired ratio between the characteristic time scales of the ignition
and the burnout of fuel mixtures. The ignition accelerates, but the heat release
is prolonged. This behavior of rich mixtures could be utilized to demonstrate
the feasibility of the shockless explosion combustion. However, it is meaningless
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Fig. 10. Ignition delay times (solid lines) and excitation times (dashed lines) of
DME/air mixture at 30 bar and φ = 0.5, 1.0 and 2.0.

for the practical application in gas turbines, as modern combustion devices are
typically operated at lean or stoichiometric conditions for good fuel efficiency
and emission reduction. Another potential operation condition demonstrated in
Fig. 10 is the lean combustion at 800 K. While the ignition delay times of lean,
stoichiometric and rich mixtures are similar, the excitation time of the lean mix-
ture is distinctly larger than those of other cases.

The induction times and the excitation times are numerically calculated for
various potential fuel components and compared in Fig. 11. At the conditions
numerically investigated, the ignition delay times of DME, n-heptane, ethanol
and toluene are distinctly different, especially at lower temperatures. DME and
n-heptane show NTC behavior, while the ignition delay times of toluene and
ethanol increase continuously with temperature. Particularly interesting here
is the fact that the excitation times of the four fuels are very similar despite
the pronounced differences in ignition delay times. The computed excitation
times depend on the rate of exothermic chemical reactions including mainly the
oxidation of formaldehydes and carbon monoxides. As the specific kinetics of
DME, n-heptane, ethanol and toluene are built upon the same base chemistry
in this study, the same reaction rate for formaldehyde and carbon monoxide
oxidation are employed. This leads to similar time scales of energy release even
for different fuel components.

Overall, the excitation time is not sensitive to temperature, while it is a func-
tion of pressure and equivalence ratio. It is difficult to extend the heat release
interval and to improve the ignition delay at the same time.
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4 Conclusion

In the current study, the chemical kinetics of the potential SEC fuels are inves-
tigated. In the novel shockless explosion combustor, a quasi-homogeneous iso-
choric auto-ignition of stratified fuel/air mixture is supposed to take place, which
should lead to pressure-rise combustion and improve combustion efficiency. In
order to realize the concept and also to avoid the formation of detonation waves,
the ignition delay time, its temperature dependence and the excitation time are
considered as optimization targets in the development of appropriate fuel blends.
By appropriately blending the fuels, the temperature dependence of ignition de-
lay times can be eliminated at the operating conditions of interest. The desired
ignition delay times can be obtained by increasing the oxygen concentration in
the oxidizer. However, the excitation times, which indicate the rate of the energy
release, are found to be difficult to control by fuel blending, because they depend
only weakly on the fuel structure.
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Abstract. A correct description of unsteady, transient combustion processes 
controlled by chemical kinetics requires knowledge of the detailed chemical 
reaction mechanisms for reproducing combustion parameters in a wide range of 
pressures and temperatures. While models with fairly simplified gas-dynamics 
and a one-step Arrhenius kinetics in many cases makes possible to solve the 
problem in question in explicit analytical form, many important features of 
combustion can not be explained without account of the reactions chain nature, 
describing qualitatively a few major properties of the phenomena in question 
with some poor accuracy if any, often rendering misinterpretation of a verity of 
combustion phenomena. However, for modeling real three-dimensional and 
turbulent flows we have to use reduced chemical kinetic schemes, since the use 
of detailed reaction mechanisms consisting up to several hundreds species and 
thousands reactions is difficult or practically impossible to implement. In this 
lecture we consider the option of a reliable reduced chemical kinetic model for 
the proper understanding and interpretation of the unsteady combustion 
processes using hydrogen-oxygen combustion as a quintessential example of 
chain mechanisms in chemical kinetics. Specific topics covered several of the 
most fundamental unsteady combustion phenomena including: the regimes of 
combustion wave initiated by initial temperature non-uniformity; ignition of 
combustion regimes by the localized transient energy deposition; the 
spontaneous flame acceleration in tubes with no-slip walls; and the transition 
from slow combustion to detonation.  

1 Introduction 

Significant insights have been obtained during the past decades by a long series of 
theoretical and numerical studies in our understanding and interpretation of 
combustion fundamentals, yet many questions still remain unresolved or poorly 
understood. A one-step Arrhenius kinetics model, used for the theoretical combustion 
studies, in many cases makes possible to solve the problem in question in explicit 
analytical form. However, many important features of combustion can not be 
explained without account of the reactions chain nature. The range of validity of 
simplified schemes is necessary very limited and their applicability to the 
understanding and modeling of combustion phenomena must be examine with great 
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care. Furthermore, it became clear that the use of a one-step Arrhenius model has not 
always been interpreted properly, rendering misinterpretation of a verity of 
combustion phenomena. A one-step model does not reproduce even two distinct 
stages of the combustion reaction: the induction stage and exothermal one. Another 
fundamental difference between a one-step Arrhenius model and the chain-branching 
reaction is an avalanche multiplication of intermediate species, atoms and radicals, 
and their repetitive reactions constituting reaction chains.  

Knowledge of the detailed reaction mechanisms is of special importance for 
understanding unsteady combustion processes, which are controlled by chemical 
kinetics, such as ignition and self-ignition processes (e.g. engine knock), flame 
acceleration, and the deflagration-to-detonation transition (DDT), and it is absolutely 
necessary for a correct description of kinetically controlled pollutant formation. 
Development and exploitation of reliable detailed chemical kinetic models, 
identification of the important kinetic pathways and accurate kinetic–transport models 
remain among the major challenges in combustion science and technology being 
essential for the design of efficient and reliable engines and for controlling emissions. 
The availability of such models is essential for gaining scientific insight into the most 
fundamental combustion phenomena. If, however, real three-dimensional and often 
turbulent flows with a large temperature and density gradients are considered, we 
have to use reduced chemical schemes, since the use of the detailed reaction 
mechanisms involves massive computing times which can be impossible to 
implement. Even in the combustion of simple hydrocarbons, the chemical kinetics is 
reproduced by relatively large reaction mechanisms, and for complex hydrocarbons 
the number of chemical species and elementary reactions can be up to several 
hundreds and up to several thousands. In principle, the detailed reaction mechanisms 
were developed for different combustible mixtures and today are available and can be 
used in the simulation of spatially homogeneous reaction systems. If, however, real 
three-dimensional and often turbulent flows are considered, we have to use reduced 
chemical schemes, since the use of detailed reaction mechanisms involves massive 
computing times which can be difficult and even impossible to implement. Even in 
the combustion of simple hydrocarbons, the chemical kinetics is reproduced by 
relatively large reaction mechanisms, and for complex hydrocarbons the number of 
chemical species can be up to several hundreds and the number of elementary 
reactions up to several thousands. It is known [1, 2] that in many cases both 
quantitative and qualitative features of the studying processes essentially depend on 
the choice of chemical kinetics model. Therefore, there is great interest in reduced 
reliable chemical reaction schemes consisting of not too large number of elementary 
reactions.  

A quintessential example of chain mechanisms in chemical kinetics and 
combustion science is the H2/O2 mechanism, which has been a major topic of research 
for many decades. The number of available mechanisms are significant, yet there are 
uncertainties related to the elementary reactions involved [3] and available for 
validation experimental data is scarce, especially for low-temperature kinetics 
(T<1000K). Usually the verification of the reduced kinetic schemes covers the data on 
induction periods, equilibrium composition, temperature of the products, and the 
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normal laminar flame velocity. The later are pure thermodynamic characteristics and 
are more or less in a good agreement with experimental data at normal pressure. To 
study unsteady combustion processes, such as e.g. flame acceleration, ignition, etc., 
which are accompanied by compression and shock waves, it is necessary to take into 
account parameters such as the induction period and the period of exothermal 
reaction, which determine the chemical time scales competing with the transport time 
scales in establishing the zone of energy release, which in turn determines the 
evolution of the flame. Even more important for a correct description of transient 
processes is the pressure dependence of flame parameters. It is also important to get 
the solution of basic problems using a model, which validation is similar to that used 
in the simulation of multidimensional unsteady problems.   

2 Reduced Kinetic Models for Hydrogen-Oxygen Gaseous 
Mixture 

We consider several widely used chemical kinetic schemes for gaseous H2/O2 and H2-
airmixtures [1, 3-9] using the full gas-dynamic transport model [10] for calculation of 
a laminar flame characteristics and taking into account the correlations between 
evolutionary and gas-dynamics parameters at different initial pressures. A widely 
accepted standard numerical procedures for verification of the chemical schemes are 
based on the solution of 0D problem and 1D eigenvalue problem, which is 
distinguished mathematically from the computational gas-dynamics setup used for the 
simulation of the unsteady combustion processes. The method of eigenvalue problem 
often used for verification of the chemical schemes is far distinct also from 
experimental setups of the ignition and combustion and in some cases it may cause 
considerable differences between experimental and numerically obtained data.  

The governing equations used for the verification of chemical kinetic schemes are 
the one-dimensional version of the multidimensional time-dependent, reactive Navier-
Stokes equations including the effects of compressibility, molecular diffusion, thermal 
conduction, viscosity and chemical kinetics for the reactive species with subsequent 
chain branching, production of radicals and energy release, which will be used for 
modeling of unsteady combustion problems.  
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Concentrations i iY /= ρ ρ  of the species (H2, H, O2, O, H2O, OH, HO2, H2O2, M 

(N, N2, NO, NO2, Ar), are defined by the equations of chemical kinetics, which is 
solved with the aid of Gear method [11].  

i
i 1 2 N

dY
F (Y , Y ,...Y ,T), i 1, 2,...N

dt
= = .   (8) 

The number of the reactions in Eq. (8) can be from 19 to 37 depending on the 
chemical scheme, where the right hand parts of Eq. (8) contain the rates of chemical 
reactions, which depend on temperature according to the Arrhenius law in a standard 
form [6]. Here we used standard notations: P, ρ, u, are pressure, mass density, and 

flow velocity, 2E u / 2= ε +  is the total energy density, ε  is  the inner energy 
density, BR  - is the universal gas constant, im  - the molar mass of i-species, 

i B iR R / m= , n  is the molar density, ijσ  is the viscous stress tensor, v vi ic c Y=   

is the constant volume specific heat, vic  - the constant volume specific heat of i-

species, ih  - the enthalpy of formation of i-species, (T)κ  and (T)μ  are the 

coefficients of thermal conductivity and viscosity, iD (T)  - is the diffusion 

coefficients of i-species. The equations of state for the reactive mixture and for the 
combustion products are taken with the temperature dependence of the specific heats 
and enthalpies of each species borrowed from the JANAF tables and interpolated by 
the fifth-order polynomials [12]. The viscosity, thermal conductivity and diffusivity 
coefficients of the mixture are calculated from the gas kinetic theory using the 
Lennard-Jones potential [10]. The system of gas dynamics equations is solved using 
Lagrange-Euler method (Coarse-particle method) [13], which was modified and 
improved (see e.g. [14]).  
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The calculated induction periods and exothermal stage durations dependencies on 
initial temperature for stoichiometric hydrogen-oxygen and hydrogen-air mixture at 
1atm, using chemical schemes [3-9], are shown in Figs.1 a) and b) together with 
available experimental data [15-23]. 

   

Fig. 1. (a) Induction periods and exothermal stage durations dependencies on initial 
temperature of stoichiometric H2/O2 at 1atm; (b) the same for H2-air mixture at 1atm.  

Almost linear curves intersecting the induction period dependencies represent an 
exothermal stage duration which determines the time scale of energy release inside 
the reaction zone. Despite the differences in the low temperature region, T 1100K< , 
all the kinetic schemes reproduce rather close values of the induction periods at 
normal conditions, within (10-15)% values for thermodynamic parameters and 
induction times. The differences in the induction time at low temperatures can be not 
essential if the endothermic induction time is larger than characteristic gas-dynamics 
time of the problem.   

 

Fig. 2. Laminar flame speed calculated for the different fraction of H2 in H2-air mixture 
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The calculated for four kinetic schemes laminar flame speeds fU  at normal 

pressure and depending on the volume fraction of H2 are presented in Fig. 2. It is seen 
that at normal pressure there is a satisfactory agreement with the experimental data. 
On the contrary, the differences in the induction time given by different schemes at 
low temperatures cause more essential difference for induction time calculated at 
elevated pressures shown in Fig. 3(a,b,c), where considerable difference from the 
experimental values for the induction period emerges in the low temperature region at 
pressure greater then 2.5atm, when three-body collisions become essential. 

 

Fig. 3. Induction periods and exothermal stage durations dependencies on initial temperature of 
stoichiometric hydrogen-air mixture at (a): 2.5atm, (b): 5.0atm; (c): 8.8atm.  

Only a little or uncertain and scarce experimental data, especially for hydrogen-
oxygen are available for validation of the elementary reactions and the laminar flame 
speed at elevated pressures [20, 21]. Correspondingly, there are uncertainties in the 
chemical mechanism for low-temperatures and high pressures to be selected as a 
reliable one. The velocity-pressure dependence calculated for different kinetic 
schemes and experimental data are shown in Fig. 4. The calculations for some 
schemes are quite distinct from experimental data and the distinctions rise with the 
pressure increase. Nevertheless, experimental data and calculated values of the 
velocity-pressure dependence shown in Fig. 4 for hydrogen-oxygen can be 
approximated as (n 2)/ 2

fU P −∝  for overall reaction order 2.74 (dotted line), which 

satisfactory well agrees with the usual theoretical concept [25]. On the contrary, in 
hydrogen-air mixture the overall reaction order changes with the pressure and the 
difference increases with the nitrogen dilution.  

Thus, further improvement and the development of low-temperature kinetics 
(T<1000K) is particularly significant for the understanding of the ignition and self-
ignition processes. Since only a scarce experimental data available for the high 
pressures range and at low temperatures, the problem of question is challenging. 
While speed of sound and therefore characteristic hydrodynamic time scales do not 
depend on pressure, the induction time, especially at the temperature range 
(1000÷1200)K is considerably sensitive to pressure. This and the different pressure 
dependencies given by different reduced schemes must be taken into account with a 
great care while modeling unsteady combustion processes. 
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Fig. 4. Speed-pressure dependence of laminar flame for H2/O2 

3 Combustion Regimes Initiated by Initial Temperature 
Gradient  

In the most practical cases ignition arises from a small area of combustible mixture, 
which is locally heated by means of electric spark, hot wire, focused laser light and 
the like. Such local energy release results in formation of the initial nonuniform 
distribution of temperature and concentration of reagents which determines further 
evolution of the reaction wave depending on the mixture reactivity and the initial 
pressure. For the first time regimes of propagating chemical reaction wave ignited by 
the initial temperature gradient have been studied by Ya. B. Zeldovich, who 
introduced also the concept of spontaneous reaction wave [26]. The basic idea was 

that the reaction is ignited at the point of minimum induction time 
ind

T xτ ( ( ))  and 

correspondingly the maximum temperature and then spreads along the temperature 

gradient at neighboring locations where 
ind

τ  is larger with velocity  

( ) ( ) ( )1 1 1
sp ind indU d / dx / T T / x

− − −= τ = ∂τ ∂ ∂ ∂ .   (9) 

For a one-step chemical reaction model the induction time, 
ind

τ , is defined as a 

time-scale of the maximum reaction rate. In the case of real chain branching 
chemistry this is the time scale for the stage of endothermic chain initiation and 
branching reactions. The value of spU  depends only on the gradient steepness and 

does not depend on thermal conduction or sound speed. The Zeldovich’s concept of 
the spontaneous reaction wave opened an avenue to study scenario of the reaction 
ignition and the evolution of spontaneous wave initiated by the initial non-uniformity 
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in temperature or reactivity in different regimes of combustion wave and therefore of 
great fundamental and practical importance.  

In the subsequent studies researchers have employed a one-step Arrhenius model, 
and their studies have been focused mainly on the regime of direct ignition of a 
detonation by the initial temperature gradient discovered by Zeldovich and co-authors 
[27]. All the same the models with a simplified one-step chemical kinetics may lead 
only to only poor accuracy if any, sometime giving even qualitatively incorrect 
interpretation. Subsequently it was shown using two-step and three-step models, 
which to some extent mimic the chain-branching kinetics with a simplified notional 
reaction scheme between a set of pseudo-species, that the one-step chemical model 
does not properly describe systems governed by chain-branching reaction, and the 
one-step model is not appropriate for simulating detonation initiation in systems 
governed by chain-branching reactions.  

We consider regimes of chemical reaction wave in hydrogen-oxygen initiated be 
the initial temperature gradient depending on the steepness of the gradient and using a 
detailed chemical kinetic model [28, 29]. The initial conditions as quiescent and 
uniform mixture apart from a linear gradient in temperature (and hence density), with 
the left boundary at x 0=  being a solid reflecting wall, where u(0, t) 0= :  

0T(x,0) T* (T* T )(x / L)= − − ,  0 x L≤ ≤ ,   (10) 

0P(x,0) P= , u(x,0) 0= .      (11) 

The initial temperature gradient is characterized by the maximum temperature 
T(0,0) T *=  at the top left edge, by the background mixture temperature 

0T(x L,0) T> =  outside the temperature gradient, and by the gradient steepness (T*-

T0)/L. Here L is the “gradient scale”, which characterizes the gradient steepness for 
the fixed value of (T*-T0) and can be viewed as the size of the area where the initial 
temperature gradient was created by the energy input or the like. The governing 
equations (1-8) are solved with the boundary conditions (10-11).  

In what follows we consider the temperature gradients of different steepness at the 
initial pressure 1atm with T*=1500K, T0=300K. Fig. 5(a) and Fig. 6(a) show 
evolution of the reaction and pressure waves velocities for the case of the gentle, 
L 8cm= , and for the steeper, L=7cm, temperature gradients. The corresponding 
evolution of the temperature and the pressure profiles are shown in Fig. 5(b) and Fig. 
6(b). The velocity of spontaneous wave initiated by the initial temperature gradient 
decreases as the wave propagates along the gradient. It reaches the minimum value at 
the point close to the cross-over temperature. The pressure waves generated during 
the exothermic stage of reaction can couple and evolve into a self-sustained 
detonation wave, or produce a flame and a decoupled shock depending on the 
gradient steepness. In the case of the gradient in Fig. 5(a) the spontaneous wave 
transforms into combustion wave and the pressure wave steepens into the shock wave. 
For a shallow gradient, such that the minimum speed of spontaneous wave is of the 
order of the sound speed a a(T*)∗ =  at the top of the gradient, the intensity of the 

shock wave formed ahead of the reaction wave is sufficient to accelerate the reaction 
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in the flow formed behind the shock. The pressure peak formed at the reaction front 
grows at the expense of energy released in the reaction and the result of the positive 
feedback is a detonation wave shown in Fig. 6(a). On the contrary, for a steeper initial 
temperature gradient (L=7cm) the velocity of spontaneous wave in the minimum 
point, where the pressure wave overtakes the reaction wave, is not sufficient to sustain 
synchronous amplification of the pressure pulse in the flow behind the shock. As a 
result, the pressure wave runs ahead of the reaction wave, the velocity of the reaction 
wave decreases, and the resulting regime is deflagration, Fig.6(b).  

 

   

Fig. 5. (a): velocities of the spontaneous wave (solid lines) and pressure wave (dash-dotted 
lines) computed for the temperature gradient L=8cm, T*=1500K in H2/O2 mixture; P0=1atm; 
(b): evolution of the temperature (dashed lines) and pressure (solid lines) profiles (intervals 
2μs) during the detonation formation. 

    

Fig. 6. (a): velocities of the spontaneous wave (solid lines) and pressure wave (dash-dotted 
lines) computed for the temperature gradient L=7cm, T*=1500K in H2/O2 mixture; P0=1atm; 
(b): evolution of the temperature (dashed lines) and pressure (solid lines) profiles (intervals 
2μs). 
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Possible regimes of the combustion wave inspired by the spontaneous wave 
initiated by the temperature gradient depending on the gradient steepness and were 
studied in [28, 29] using a detailed chemical scheme for H2/O2. The regimes depend 
on the gradient steepness and on the ratio between the speed of spontaneous wave at 
the point where the spontaneous wave velocity reaches minimum and the 
characteristic velocities of the problem: the normal laminar flame speed, fU , the 

sound speeds 0 0a a(T )=  and a* a(T*)= , the Neumann, Na , and the Chapman-

Jouguet, CJU , velocities. The obvious limiting case T 0∇ → , spU → ∞  corresponds 

to the adiabatic explosion. Another limiting case of a very steep gradient igniting the 
deflagration is bounded from below by the minimum size of the hot region, for which 
the rate of heat removal from the "hot wall" is less than the normal flame velocity. 
Diagram in Fig.7 shows possible regimes depending on the gradient steepness and, 
correspondingly, on the ratio between the velocity of spontaneous wave at the 
minimum point and the characteristic velocities of the problem.  

 

 

Fig. 7. Regimes of the reaction waves initiated by temperature gradients of different steepness 
in H2/O2 

If sp f sU U a< <<  (domain 0), the rate of the heat transfer by thermal conduction 

is greater than the spontaneous wave velocity, and the resulting regime is a 
deflagration wave propagating due to thermal conduction with the normal flame 
velocity fU 10m / s≈ . For f sp 0U U a< <  the pressure wave overtakes the 

deflagration wave, and the fast deflagration wave propagates at nearly constant 
pressure (domain 1). If 0 spa U a *< < , then pressure wave overtakes the reaction 

wave to form a weak shock wave that compresses and heats the gas further speeding 
up the deflagration wave (domain 2). If a*<min{Usp}<aN<aCJ the reaction wave 
accelerates behind the shock and the transition to detonation occurs due to the 
formation and amplification of the pressure peak at the front of the reaction wave 
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(domain 3). If aN<min{Usp}<aCJ then a quasi-stationary structure consisting of a shock 
wave and reaction zone is formed, which transforms into a detonation propagating 
down the temperature gradient. If aCJ<min{Usp}, then the intersection of the pressure 
wave and the spontaneous reaction wave creates a classical structure of a detonation 
wave with the leading shock wave initiating the reaction (domain 4).  

The scale (steepness) of the temperature gradients capable to ignite one or another 
combustion regime for the detailed chemical model and a single-step model are 
considerably different. First, the reaction for a one-step model is exothermic for all 
temperatures, while chain branching reactions begins with neutral or endothermic 
induction stage and therefore, the gas-dynamics is effectively “switched-off” during the 
induction stage. On the contrary for a one-step model the spontaneous wave is 
considerably affected by the gas-dynamics from the very beginning, so that it is always 
the determining factor. The induction time for a single-step Arrhenius model is several 
orders of magnitude shorter than the real one, therefore velocity of spontaneous wave 
produced by the same temperature gradient is much smaller during the early stage for 
the chain-branching reaction. To match the induction time with experimental data for a 
one-step model some unrealistically high activation energy should be taken. As a result, 
the temperature gradient for initiating all possible combustion regimes is much steeper 
for a one-step model compared to that for a detailed chemical kinetics. Fig. 8(a) and Fig. 
8(b) show scales of the temperature gradients calculated for the detailed chemical model 
for H2/O2 and for a one-step model.  

    

Fig. 8. Scales of the temperature gradient corresponding to the boundaries between regimes 1, 
2, 3, 4: (a) for the detailed chemical model for H2/O2; (b): for a one-step model, H2/O2 

The induction time increases if a combustible mixture is diluted by neutral gas and 
for lower reactive mixtures. For example, in a stoichiometric hydrogen-air mixture, 
which can be viewed as H2-O2 diluted by nitrogen not involving in the chain-
branching reaction, the induction time increases by 2-3 times in a wide temperature 
range compared to a stoichiometric hydrogen-oxygen mixture. At the same time the 
main features of the induction time dependence versus temperature and pressure 
remains nearly the same. So that the main difference between hydrogen-air compared 
to hydrogen-oxygen is the reduced velocity of spontaneous waves for the same 
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temperature gradients. As a result, the temperature gradient required for realization 
various combustion regimes in the hydrogen-air mixture is significantly shallower 
than in the hydrogen-oxygen mixture. This is illustrated in figure 9, which shows the 
temperature gradient scales depending on T* calculated for the detailed chemical 
model for H2-air mixture, and depicting the domains of the gradient steepness 
required for initiation of the regimes 1, 2, 3, 4 at initial pressure P0=1atm. 

 

Fig. 9. Scales of the temperature gradient in H2-air corresponding to the boundaries between 
regimes 1, 2, 3, 4 for a detailed chemical model 

4 Combustion Regimes Initiated by Transient Energy 
Deposition 

Transient thermal energy deposition into a reactive gas provides a source for ignition 
of either deflagration or detonation. Sufficiently fast and large energy addition can 
facilitate direct initiation of detonation. However the particular mechanisms of the 
direct initiation of detonation or deflagration can be different. In most practical cases 
ignition arises from a small volume of combustible mixture which is locally heated by 
energy input by means of an electric spark (e.g. a spark-plug in an engine combustor), 
hot wire, focused laser light and other related external sources. Such a transient 
energy addition process can generate a wide range of gas expansion processes 
depending on the amount and the rate of energy actually added and may result in the 
formation of the initial non-uniform distribution of temperature.  

We consider classification of the propagation regimes of chemical reaction wave 
initiated by the transient energy deposition in gaseous mixtures using high resolution 
numerical simulations of reactive Navier-Stokes equations, including a multispecies 
transport model, the effects of viscosity, thermal conduction, molecular diffusion and 
a detailed chemical reaction mechanism for hydrogen-oxygen mixture [30]. Such a 
level of modeling allows clear understanding of the feedback between gasdynamics 
and chemistry which is the principal point when studying unsteady process of ignition 
and practically cannot be captured using a simplified gas-dynamical and chemical 
models. We assume uniform initial conditions and a transient external source of 
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energy localized on the scale of the "hot spot" 0 x L≤ ≤ . Combustion regime 
initiated by the energy deposition depends on the interrelationship between the 
characteristic times of the problem: time of the hot spot transient heating QtΔ ; 

acoustic time at L / a(T)= , which defines the concomitant motion setup in the 

mixture, where a(T)  is the speed of sound; characteristic time of heat propagation, 
2

Tt L / χ , where χ is the thermal conductivity coefficient; and the ignition time 

ignt , which characterizes length of the endothermic chain initiation and branching 

reaction stage after or during the transient energy deposition, ign indt t (T,P)= .   

For a very fast energy deposition, such that Q at tΔ << , local heat addition occurs 

as a nearly constant volume process and the temperature elevation within the hot spot 
is accompanied by a concomitant pressure rise. Subsequent expansion of the hot spot 
driven by the large pressure gradient between the hot spot and the surrounding gas 
causes compression and shock waves propagating outside in the surrounding gas. If 

Q at tΔ >>  the acoustic waves have enough time for pressure equalization and the 

local heat addition occurs at nearly constant pressure. It should be noted that if the 
reaction has started, further heating does not influence the developed combustion 
regime. For a very short time of energy addition, Q ign at t tΔ < << , the mixture in the 

hot spot can be heated to any temperature and the ignition itself will be determined by 
the induction time at that temperature and pressure. For longer energy deposition, the 
ignited regime depends on the size of the hot spot and correspondingly on the relation 

between QtΔ  and at .  

Here we restrict ourselves by several examples demonstrating role of gasdynamics 
in the formation of different combustion regimes. We consider 1D model so that the 
governing equations are (1-8) with the initial conditions of constant pressure, the 
initial temperature, 0T(t 0) T= = , and zero velocity of the unburned mixture. A solid 

reflecting wall are taken at x=0.  
If Q ign at ~ 0.1 s t tΔ μ < << , the time scales of the hot spot heating is shorter then 

acoustic time, and the heating causes almost uniformly fast elevation of pressure and 
temperature resulting in the volume explosion. The reaction starts after the end of the 
energy deposition. It should be noted that depending on the value of deposited energy 
the mixture of the hot spot achieves some temperature and pressure at which the 
reaction starts and the combustion regime then develops by the volumetric explosion 
at these conditions. If the power is large enough, subsequent events represent the 
decay of the initial discontinuity consisting of a compression wave propagating out of 
the hot spot, which steepens into the shock wave and the rarefaction wave 
propagating inside from the boundary of hot spot with the velocity equal to the local 
sound speed. The scenario is similar to a strong point explosion [31] and it results in 
the direct triggering of a detonation wave if a concomitant shock wave at the right 
boundary is strong enough (e.g. for L=1cm, 2Q 3.0kJ/m= ). In case of the rapid but 

relatively small energy deposition ( 2Q 3.0kJ/m< ) the resulting regime is a fast 
deflagration wave with runaway shock wave.  



330 M.A. Liberman 

 

 

Fig. 10. Evolution of temperature and pressure profiles and a detonation formation in the 

energy release region ( L 1cm= , Qt 5 sΔ = μ , t 0.5 sΔ = μ ). 

A detonation can be also initiated through the Zeldovich gradient mechanism due 
to the shallow gradient formed by the rarefaction wave at the increased pressures in 
the hot spot region. Such scenario is shown in Fig.10. Here a relatively weak shock 
wave propagates out of the hot spot, and the rarefaction wave, which propagates to 
the left during the energy deposition, creates a shallow temperature and pressure 
gradients on the scale of about the hot spot size. Such temperature gradient cannot 

trigger detonation at the initial pressure 0P 1atm= . However, since the pressure of 

the heated mixture increased during the heating up to about 4atm, this temperature 
gradient can produce a detonation through the Zeldovich gradient mechanism. The 
calculated temperature and pressure profiles, shown in Fig. 10, demonstrate the 
emergence of the spontaneous reaction wave, its coupling with the pressure wave 
leading to the detonation initiation.  

The rapid energy deposition such that the heating time, QtΔ , is less or comparable 

to the acoustic time scale of the volume, always results in the shock waves 
propagating away from the hot spot. A particular scenario of the resulting combustion 
regime depends on the size of the hot spot, though the basic physics appears to be 
similar to that described above. Different possible scenarios include either direct 
initiation of detonation through a constant volume explosion by a strong enough 
shock wave in the context of a thermal explosion, or through the Zeldovich gradient 
mechanism due to the shallow gradient formed by the rarefaction wave at the 
increased pressures in the hot spot region, or the shock waves propagating away from 
the hot spot producing ignition of the fast deflagration propagating behind the shock 
waves (regime 3 according to the classification of combustion regimes in previous 
section).  

The scenario of thermal energy addition over a longer period of time is different. If 
the acoustic time is much less than the energy deposition time, a Q ignt t t<< Δ ≤ , then 

there is enough time for pressure to be spatially homogenized by acoustic waves. In 
this case there are no strong compression waves emitted from the hot spot and the 
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initiated combustion regimes depend essentially on the steepness of the temperature 
gradient, which is formed by the thermal wave and gas expansion in the vicinity of 
the hot spot. During the time of energy deposition the thermal wave propagates away 

from the hot spot at the distance 1/2
T Qx ( t )≈ χΔ , and the expelled mass together with 

the thermal wave give rise to the temperature gradient in the surrounding mixture 
behind the boundary of the hot spot.  

           

Fig. 11. a): Evolution of temperature profiles in the hot spot during energy deposition (solid 
lines) and during the deflagration wave formation (dashed lines); b) Evolution and formation of 
deflagration: H2O concentration (dashed lines) and H-radical concentration (solid lines) profiles 
(L=1mm, ΔtQ=1000μs, P0=1atm, Δt=5μs).   

Fig. 11 shows the calculated temperature gradient formed at the end of the energy 
deposition. The thermal wave and the gas expansion are too slow to expand 
temperature and to form a shallow enough temperature gradient compatible with the 
detonation formation at atmospheric pressure. Long before the thermal wave moves 
away at a sufficiently long distance the temperature of the mixture rises to ignite the 
reaction, so that either a deflagration or a fast deflagration wave will be formed. 
However, since the coefficient of thermal conductivity does not depend on pressure, 
and the steepness of the temperature gradient for direct detonation initiation through 
the Zeldovich gradient mechanism decreases considerably with the increase in 
pressure, the temperature gradient created by the thermal wave can trigger detonation 
if the initial pressure is high enough (about 10atm). 

5 Deflagration-to-Detonation Transition 

It is known for a long time that a flame ignited near the closed end of a tube and 
propagating to the open end may spontaneously accelerate until a sudden abrupt 
increase of the flame velocity, which ends up with triggering a detonation. This 
phenomenon is known as the transition from a slow combustion (deflagration) to 
detonation or deflagration-to-detonation transition (DDT). Over the years 
deflagration-to-detonation transition has been one of the least understood process and 
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was considered as one of the major challenges of combustion theory. Since the 
discovery of detonation and the first experimental study of the transition from 
deflagration to detonation by famous French scientists Mallard and Le Chatelier in 
1883, significant efforts have been devoted to understanding the nature of the flame 
acceleration and the mechanism of DDT. A large number of experimental, theoretical 
and numerical studies had been taken in attempt to understand nature of the 
detonation formation because of its important applications ranging from industrial 
safety, nuclear power plants safety, potential application for micro-scale propulsion 
and power devices, and to deciphering of scenario of white dwarf thermonuclear 
explosion in Supernovae events. Yet many questions still remain unresolved or poorly 
understood. Significant insights have been obtained during the last decades by a long 
series of experimental, theoretical and numerical studies by different groups of 
authors.  

Without a doubt one of the main difficulties for modeling and understanding of the 
mechanism of DDT is the necessity to use a detailed chemical reaction model. Most 
of the theoretical and numerical works have been made in attempt to understand DDT 
using a one-step kinetics model. Different answers have been given to the principle 
problem, including turbulent mixing, boundary layers, hydraulic resistance, etc. The 
widely popular conclusion obtained on the basis of simulations using a one-step 
kinetics model was that ignition centers (hot spots) are formed ahead of the flame 
front in the nearby unreacted material, that cause the development of detonation 
through the Zeldovich gradient mechanism ([32] and references within). However the 
experiments [33] and high resolution 2D [34-36] and 3D [37] simulations with 
detailed chemical reaction models have shown that temperature ahead of the flame 
front, in hot spots, is too low to ignite exothermic reaction on the time scales of the 
whole process duration. Moreover, the spatial scale of the temperature non-uniformity 
formed in the hot spots is at least by the order of magnitude smaller than that capable 
to ignite detonation via the Zeldovich gradient mechanism. Therefore the results of 
simulations, which are based on a one-step chemical kinetics, should be treated as an 
artificial as such models allow ignition at any low temperatures not consistent with 
practical combustible mixtures.  

5.1 Flame Acceleration in Tube with No-Slip Walls: Mechanism of DDT 

From the very beginning of DDT studies the very fact of the flame acceleration in 
tubes has been considered as an important factor that influences the DDT process. 
The flame acceleration and the transition to detonation have been studied using the 
one-dimensional and multi-dimensional analyses taking into account that the 
acceleration rate can be enhanced by external turbulence or intrinsic flame 
instabilities. The classical formulation of the problem in question and an experimental 
set-up is an initially planar laminar flame, which is ignited near the closed end and 
propagates to an open end of the tube. At the beginning, expansion of the combustion 
products causes the flow ahead of the flame front, which remains almost uniform in 
the bulk of the channel with the longitudinal flow velocity fu ( -1)U= Θ , which drops 
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to zero within the boundary layer. Here u b/Θ = ρ ρ  is the density ratio of the 

unburned uρ  and burned bρ  gases, respectively and fU  is the normal flame velocity.  

The upstream flow in a channel acquires a non-uniform velocity profile due to the 
non-slip boundary conditions at the wall. For a smooth non-slip walls the upstream 
flow remains almost uniform in the bulk of the channel with the longitudinal flow 
velocity, which drops to zero within a thin boundary layer. The velocity profile for a 
steady motion in a tube with non-slip walls is the Poiseuille flow with parabolic 
velocity profile. However, for a non-stationary flow a certain time is required for 
establishing the Poiseuille parabolic velocity profile. The time needed for the 
development of the Poiseuille parabolic velocity profile in the flow ahead of the flame 
can be estimated using the Blasius solution for the boundary layer (H. Blasius, L. 
Prandtl) and taking into account that the Poiseuille flow is established when thickness 
of the boundary layer became of the order of the channel width [34]. For a laminar 

boundary layer of thickness 2 95 L u L Reδ ≈ ν ≈. / / , where L is the 

characteristic length of the flow, and Re is the Reynolds number, we obtain time, 

which is required for establishing the Poiseuille flow: 2
Pt D 36≈ ν/ . This time is 

much longer than duration of the whole process for typical experimental conditions. 
For example, Pt 2≈ s for the channel of width 5cm, while duration of the whole 

process is about 1 ms. 
Since the flame velocity at each point of the flame front is the sum of the normal 

flame velocity relative to the moving gas ahead and the velocity of the upstream flow 
ahead of the flame, the shape of the flame front reproduces according to Huygen’s 
principle the velocity profile in the upstream flow. The flame skirt stretched backward 
within the boundary layer results in the increase of the flame front surface and, 
correspondingly, in the increase of the burning rate, which is proportional to the 
relative increase of the flame surface. With accuracy / D 1δ << , the flame velocity is:  

{ }fL f fU U exp U t / D= Θ ⋅ α ,     (12) 

where α is numerical factor of the order of unity. The accelerating flame acts as a 
piston producing compression waves in the flow ahead. The time and the coordinate 
where the compression wave steepens into a shock wave are determined by the 
condition that the Riemann solution for a compression wave becomes a multi-valued 
function. During the initial stage of the exponential increase of the flame velocity, the 
shock waves are formed at the coordinate shx X=  far ahead of the flame front 

(located at fx X= ) at the distance about sh fX X (5 7)D− ≈ ÷  from the flame front 

[34, 35]. Then, thickness of the boundary layer can be estimated as 

l sh f~ (X X ) / Reδ − , where f fRe ( 1)U D / U D /= Θ − ν Θ ν  is the Reynolds 

number in the upstream flow. Theoretical estimate for the boundary layer thickness 
gives (0.3 0.4) mmδ ≈ ÷ . From the numerical calculations [35, 36] the boundary layer 

thickness is about 0.4mm for D=10mm.  
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As the edge of the flame front is stretched along the wall within a boundary layer, a 
narrow fold is formed between the edge of the flame front skirt and the wall. As the 
fold becomes deeper, the angle at the fold’s tip became smaller, some part of the 
flame front near the fold’s tip, approaching the wall, is quenched due to the heat loss 
at the wall. Simple geometric consideration [34] shows that the corresponding time of 
the flame skirts quenching is 2 f ft D / 2 L U≈ δ Θ . This reduces the total surface of the 

flame front area and thus decreases the rate of the flame acceleration. During the first 
stage, within the time interval t2 , the flame acceleration is constant with accuracy of 
the first order terms of series expansion in fL / D 1<< , which means that during the 

next stage, 2t t> , the flame velocity-time dependence can be approximated as  

n
fL f fU U 1 (t / ) Θ + β τ  , 0 n 1< <    (13) 

It can be shown [34] that for a piston moving with the velocity-time dependence 
(13) the Riemann solution for a simple travelling wave is multi-valued everywhere for 
any values of 0<n<1. Therefore, during the second stage, 2t t> , the compression 

wave produced by the flame steepens into the shock directly on the surface of the 
flame front. The specific value of the exponent in (12) does not matter since we are 
interested only in the location where the shock wave is formed.  

Contrary to a stationary flame, the flow with the accelerating flame is not isobaric. 
In the latter case pressure is growing at about the same rate as the flame velocity. 
From the time when the compression waves steepen into the shock close to the flame 
front, the unreacted mixture of considerably higher density compressed and heated in 
the shock starts entering the flame front and produces a narrow pressure peak on the 
scale of the flame width. While during the first stage the flame acceleration is related 
to the stretching of the flame front within a boundary layer, during the second stage 
subsequent acceleration of the flame is due to its coupling with the shock wave 
formed at the flame front. Consequently, there are two feedback mechanisms leading 
to the increase of the flame speed. One is driven by the increased temperature, and 
hence reactivity, of the mixture due to the shock, and the other by the increased 
density and hence amount of reacting fuel entering the flame front. A higher flame 
speed creates a higher gas velocity ahead of the flame. After the flame was 
accelerated up to the local sound speed the shocks and the pressure peaks do not run 
away from the reaction zone, where they were formed, and the pressure peak is 
localized directly in the reaction zone. Consequently, the amplitude of the pressure 
peaks at the flame front continues growing due to the combustion of larger amount of 
unburned mixture entering the reaction zone during this stage. Eventually, the 
pressure peak becomes strong enough to affect the reaction rate. The increase of 
pressure enhances reaction rate and the increased heat release in the reaction zone 
creates a positive feedback coupling between the pressure pulse and the heat released 
in the reaction. It results in more violent increase of the pressure peak, which finally 
steepens into the shock strong enough for formation of a detonation wave. Duration of 
the last stage of actual transition to detonation can be estimated as f sL / a 6 s≈ μ , 

which is consistent with the results of numerical simulations.  
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5.2 Numerical Simulation of Flame Acceleration and DDT 

Direct numerical simulations of the flame propagating in channels with non-slip walls 
filled with the stoichiometric hydrogen-oxygen mixture at initial temperature 
T0=298K and initial pressure P0=1atm were performed for 2D channels of different 
widths from 1mm to 10mm [34-36] and for 3D rectangular channel with cress section 
10⊗10mm [37] with the minimum computational cell size 0.005mmΔ = , which 

ensure high resolution of the flame front, which width is 0.26mm, and convergence of 
the solutions. Qualitatively results of 2D simulations and 3D simulations are similar. 
The grid system in the 3D simulations was built out from 50 million up to 400 million 
grid points with the minimum computational cell size 0 021mmΔ ≈ . , which resolves 
flame front using 12 computational cells. A laminar planar flame was initiated near 
the left closed end and propagates to the right open end of the channel. The 
computations solved the multidimensional, time-dependent, reactive Navier-Stokes 
equations including the effects of compressible gas convection, molecular diffusion, 
thermal conduction, viscosity and different detailed chemical kinetics schemes for the 
reactive species H2, O2, H, O, OH, H2O, H2O2, and HO2.  

Figure 12 shows the overall picture of the 3D flow, the flame front evolution and 
the transition to detonation. Cross sections of the 3D images in the plane (x, y, 
z=5mm) and the streamlines are shown at the right part of Fig. 12. To analyze the 
influence of flame surface topology, the additional small perturbations were imposed 
in the beginning of the flame propagation. They cause formation of the flame brush, 
which shortly develops in many well pronounced bulged tips. The compression waves 
produced by the accelerating flame are seen as slightly corrugated surfaces ahead the 
flame front. They steepened into the shock waves far ahead of the flame not shown in 
the frames. It is seen that the flow ahead of the flame remains almost uniform in the 
bulk of the channel. The boundary layer is seen as lighter white strip on the bottom 
and back walls of the channel. It should be emphasized that the 2D images 
representing by the cross sections in the plane (x, y) do not resemble the experimental 
schlieren photographs, but rather similar to those obtained in 2D simulations. The 
shape of the flame propagating in the channel depends on the small perturbations 
imposed in the beginning of the process.  

Shortly before the transition to detonation the shock waves are formed close to the 
leading bulged tip of the flame and practically "sits" at the flame tip (frame t=487μs). 
Then, after 8μs the flame turns in a detonation wave. The pre-detonation time 
estimated as time when the pressure reaches its maximum, and when the strong shock 
arises on the flame tip, overcomes the sonic barrier and forms a detonation behind its 
front, is 0.55 ms for the 3D channel and 1.35ms for the 2D channel. It should be noted 
also, that temperature ahead of the flame front does not exceed 500-600 K all the time 
till the moment of the actual transition to detonation, so that the rates of chemical 
reactions ahead of the flame are negligibly small, and temperature non-uniformities if 
any ahead of the flame can not produce a detonation through the Zeldovich gradient 
mechanism.  
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Fig. 12. The flame structure and compression (shock) waves (green surfaces) at sequential 
times 100, 200, 487 and 495μs (left) and the corresponding 2D cross sections of 3D images in 
the plane (x, y, z=5mm) at the right part.  

The temporal evolution of the flame speed and the pressure peak at the leading 
flame tip throughout the process of the flame acceleration and DDT computed for 3D 
channel is shown in Fig. 13(a). The exponential increase of the flame velocities is 
shown by dashed lines for 2D and 3D channels in Fig. 13(b), while subsequent 

velocity time dependence can be approximated as n
fL f 0 fU U 1 (t / ) ≈ Θ + β τ   with 

0 n 1< < . The computations confirmed the theoretical prediction: after the end of the 
exponential stage, a larger amount of the fresh fuel starts entering the flame front, 
which results in the development of a narrow pressure peak on the scale of the flame 
width, which are shown in Fig. 14(a, b) for 2D and 3D channels. Consequently, the 
amplitude of the pressure peaks at the flame front continues growing due to the 
combustion of larger amount of compressed mixture entering the reaction zone during 
this stage.   
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For both 2D and 3D cases the velocity-time dependence plots demonstrate the 
same feature of several distinctive stages of the flame acceleration: initial stage of 
flame expansion out from the ignition zone; the stage of exponential increase of the 
flame velocity; the stage when the rate of the flame acceleration decreases compared 
with the previous exponential stage; the final stage of sharp increase of the flame 
velocity and actual transition to detonation. For 3D case the run-up distance and 
duration of the flame propagating before the transition to detonation are about three 
times shorter compared to 2D channel of the same width. The pre-detonation time 
estimated as time when the pressure reaches its maximum, and when the strong shock 
arises on the flame tip, overcomes the sonic barrier and forms a detonation behind its 
front, is 0.55 ms for the 3D channel and 1.35ms for the 2D channel. 

 

    

Fig. 13. a) Flame velocity (solid lines) and the pressure peak (dash-dotted lines) time 
dependences computed for 3D channel; b) The initial stage computed for 3D and 2D channels 
of width D=10mm (right).  

   

Fig. 14. Temperature (dashed lines) and pressure (solid lines) profiles corresponding to leading 
point of the flame front represent the flame structure and the pressure peak formation from 
t0=50μs, Δt=50μs, tf=500μs.  
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To capture the features of flame acceleration and the origins of detonation one 
needs accurately resolve both time and space scales, which are far beyond the limits 
of the nowadays temporary resolution of the cameras used in DDT experiments. In 
most cases one can recognize DDT using only two sequential snapshots. The first one 
shows the flow pattern in the vicinity of the flame front, and the second one shows 
already the detonation wave propagating at the background of the previous flow 
pattern. On the contrary, the available time and space resolution of the process using 
computer modeling is much higher and can bring more detailed information about the 
DDT origin. Besides, 3D computer simulations provide us with 3D images of the 
process not available with the schlieren technique, which in any case provides us only 
with 2D projection of the three dimensional flow, until holographic photos are not 
available for combustion experimental technique. As an example, Fig. 15(a) shows 
computed shadow photos for the last stage of the transition to detonation shown in 
Fig.12. The frames (a, b, c) corresponding to time instants 487μs, 492μs and 495μs 
show the detonation formation. The frames (d, e) represent the same phase of the 
process obtained experimentally [33] with the time resolution t 100 sΔ = μ . The frame 

(d) corresponds to the frame (a), while the frame (e) shows already developed 
detonation wave as in the frame (c). The information about how the flame was 
transformed into the detonation is lost and cannot be obtained at the experimental 
shadowgraphs. On the other hand the qualitative similarity of the flow patterns 
confirms that the process in natural experiment evolves via the mechanism similar to 
the described above.   

  

Fig. 15. a) Computational shadow photos for the last stage of DDT at: a) 487µs, b) 492µs, c) 
495µs. Frames d) and e) are the experimental shadow photos with time resolution ∆t=100µs 
[33]; b) (a) and ((b) are numerically obtained shadow photos in the XY and XZ cross sections 
at t=487µs, (c) – experimental photo [33].  
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Fig. 15b shows numerically obtained shadow photos using 3D simulations in the 
XY and XZ cross sections on the frames (a) and (b) correspondingly at 487µs, the 
frame (c) is an experimentally obtained shadow photo [33]. The shadowgraphs look 
like a turbulent one which is usually named “turbulent flame brush”. However, as it 
can be observed from the 3D images of Fig. 12 either flame or flow are not turbulent 
until the detonation formation. The “turbulent” pattern here is a result of interference 
of light beams refracted on the different pieces of cellular flame surface. This issue 
shows us that the cellular laminar flame can be visualized and interpreted as a 
turbulent and it may cause misinterpretation of the studying phenomena. 

6 Conclusion 

This lecture aimed to communicate two messages regarding fundamentals of unsteady 
combustion processes. First, it should be noted that the understanding of combustion 
phenomena related to unsteady processes obtained on the basis of a one-step chemical 
model can be incorrect even qualitatively and therefore may require revision on the 
basis of a detailed chemical model. The second is the complex nature of chemical 
reaction mechanisms and its response to the various pressure-dependent chain 
mechanisms. Consequently efforts towards combustion modeling using detailed 
reaction mechanisms should be conducted with caution, especially in the case of 
unsteady processes, when wide variations in pressure, temperature, and composition are 
embedded in the phenomena under study. It is further noted that although most of the 
illustrations presented herein were based on hydrogen-oxygen, the same concepts carry 
over to hydrocarbon oxidation because their mechanisms are similarly affected by chain 
reactions, and because they must necessarily contain the hydrogen oxidation mechanism 
as a key component. Finally, it should be noted that the difference in induction time 
given by different chemical schemes for the low temperature region has little effect on 
the calculated flame speed at the normal or low pressures. However, at high pressures, 
when three body collisions become important, the induction time is shifted to lower 
temperatures and more reliable schemes are those which give closer to the experimental 
values of the induction time at low temperatures.   
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Abstract. The Richtmyer-Meshkov instability (RMI) arises from the
interaction of a shock wave with a density gradient in a fluid. The den-
sity gradient can be caused by temperature and/or species concentration.
The RMI leads to strong mixing and in the case of reactive flows an ex-
isting flame will be accelerated. Such acceleration processes can lead to a
transition to detonation. This work presents first results in the simulation
of these instabilities driven by a shock induced acceleration. It examines
the case of single-mode interface perturbations and compares its growth
and behaviour for reactive and non-reactive flows. The chemistry is de-
scribed by a multiple-species one-step Arrhenius based kinetics model.
The skew-symmetric finite difference formulation of the Navier-Stokes
equations is used to simulate the flow. Ideal gases of stoichiometric pre-
mixed methane-air, i.e. CH4+2O2+7.52N2, are considered. The starting
point is the validation of the physical model. Subsequently the role of the
RMI in the transition to detonation is analysed by testing the influence
of the shock Mach number on the onset of detonations.

Keywords: Richtmyer-Meshkov instability, Deflagration-to-detonation
transition, Methane-air, One-step kinetics model.

1 Introduction

The interface between two fluids or fluid states is a highly ordered and unstable
structure. Any infinitesimal perturbation on the interface will be amplified in
case of an external force or acceleration. The initial perturbation undergoes
a linear growth followed by a highly non-linear one before developing into a
turbulent regime. Due to this growth, shear layers develop and multiple Kelvin-
Helmholtz instabilities (KHI) appear as secondary instabilities. The non-linear
effects start to dominate the evolution and finally a strong turbulent mixing
results [10].

The density gradient, which initially drives the instability, can be produced
by a temperature gradient and/or from different species mixture. Such a density
gradient is inherent to reactive flows, where the reaction strongly heats the fluid
and changes its composition.
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The acceleration can be generated by sound or shock waves. This momentarily
very strong acceleration triggers the RMI. Body forces like gravity induce a con-
tinuous acceleration on the density interface and are classified as Rayleig-Taylor
instabilities (RTI). The strength of the acceleration scales with the strength of
the shock waves, therefore for strong shocks, strong mixing is expected. The
different speeds of sound between the different phases give rise to further shock
reflection and refraction, which further influences the sensitive reaction process.

Depending on the initial conditions, the propagation of reactive zones can be
fundamentally different. Roughly, two important states are distinguished: de-
flagration and detonation. In the isobaric combustion (deflagration) a reactive
fluid is preheated in the preheating-zone by an existing flame through heat fluxes.
Through the increase in temperature the reaction starts in a typically small reac-
tion zone with a strong heat release. The completed reaction sets the temperature
at the adiabatic flame temperature, which in turn supports the preheating-zone.
The flame speed is small in laminar flames and might be accelerated by an in-
creased mixing rate due to turbulent mixing. The flame acceleration results from
the fact that more volume per unit time reaches the reaction temperature. The
pressure gradient over the flame is small compared with the change in internal
energy, the reaction is isobaric [15]. The detonation in contrast is a shock wave,
which is followed by the reaction zone. The shock wave heats the fresh gases so
that the reaction is initiated, and in turn the gas expansion due to combustion
sustains the shock wave. The combustion process is close to isochoric [14].

The transition from deflagration to detonation (DDT) is a complex process.
Usually the flame itself is not transformed into a detonation wave, but the flame
acceleration, shock waves and local turbulent mixing set the conditions which
are suitable to create a detonation [12].

The final aim of this research is to create a DDT in controlled and reproducible
manner for the use in Pulse Detonation Engines (PDE) and the RMI is a generic
configuration to create DDT [12]. The RMI can lead to a detonation either
by a strong mixing process, which results into a flame acceleration, or by the
influence of a shock wave. Strong shocks are needed to create a DDT in such
a configuration, which are not expected in PDEs, nevertheless it will help to
understand the process and to examine model assumptions.

1.1 The Richtmyer-Meshkov Instability

A shock wave crossing through a perturbed density interface generates a RMI.
The initial perturbations on the interface will be enhanced by the refraction-
reflection effects of the wave, forming a wide varity of fluid motions. The left
side of Figure 1 shows a basic schematic of the initial equilibrium conditions,
where the three initial states are marked with the roman numbers I, II, III. After
the refraction of the shock wave a distorted shock wave is transmitted into fluid
III, a rarefaction wave is reflected in fluid I and a contact discontinuity moving
slower in the transmitted shock direction is formed. Note that this early post-
shock state mimics the shock tube problem [6]. As a result a counterclockwise

vorticity−→ω =
−→∇×−→v on one side of the perturbation and a clockwise on the other



Richtmyer Meshkov Instability (RMI) 345

are generated. This unstable vortex pair leads the interface to its subsequent
deformation. The dominating misalignment of pressure and density gradients,
i.e. flat shock wave and density perturbation, is responsible for the baroclinic

term
−→∇ρ×−→∇p

ρ2 of the vorticity equation for the underlying mechanism of vorticity

generation [7, 10]. In the RMI case the alternating vorticity sign mechanism
according to the perturbation shape interface is depicted on the right side of
Figure 1.

For early times and low initial amplitudes, the growth of the perturbation
on the interface is a rapid-linear compressible regime. The created curls first
invert the concave-convex initial perturbation. For later times and as the ampli-
tude increases the system develops into a highly non-linear and approximately
incompressible regime. The crest and trough start to evolve asymetrically, cre-
ating a funnel. At a certain point, the smaller scales become important, causing
the roll-up of the funnel, and the characteristic jellyfish-like shape of the RMI
materializes [10].

Fig. 1. Initial conditions (left) and mechanism (right) of a sinusoidally-perturbed RMI
with amplitude A and wave number k = 2π/L [6]

Another physical viewpoint can be used to explain the instability evolution.
The transmitted waves in the center-crest region are slightly diverging while
the reflected waves tend to converge. For the lateral-trough region the reverse
situation takes place. Therefore following the refraction of the incident shock
wave, there exists in fluid II a positive pressure disturbance near the crest and
a negative pressure disturbance near the trough, while in fluid III the opposite
pressure disturbance sets in. This pressure distribution localized on the interface
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ensures the continuous increase of the density perturbation after the incident
shock wave has passed [10].

The dynamic flows associated with a RMI are important in many physical
enviroments. In astrophysics this kind of instability is related to supernova 1987A
and to Type Ia explosions [9, 12] and it is also important in inertial confinement
fusion (ICF) [9, 10]. In combustion systems the mixture relation between fuel
and oxidizer can be improved with the use of a RMI [10]. Shock wave and
flame interaction takes place in many combustion engines, either enhancing its
performance or driving it to accidental explosions [11, 12], as engine knock [8, 12]
or DDT [11].

This work is a preliminar study and investigates the application of a conser-
vative, skew-symmetric finite difference scheme on the RMI. Further tests are
therefore necessary.

This report is organized as follows: Section 2 outlines the physical model
and parameters used in this study. The details of the numerical approach are
described in Section 2.2. In Section 3 we describe the numerical results for the
validation case of the steady laminar flame followed by the non-reactive and
reactive RMI. The effects of the Mach number on the transition to detonation
are included in this section as well. Finally, Section 4 presents the conclusions.

2 Physical Model

The compressible Navier-Stokes equations are used to describe the mass, mo-
mentum and energy conservation of the flow. This set of equations is comple-
mented with N transport equations for the mass fraction of the N species, with
k = 1, ..., N . Additional terms for the changes in mass fractions and internal
energy need to be included in the transport and energy equations. These are re-
spectively ω̇k, the mass reaction rate for the k-th species and ω̇T the heat release
due to combustion. The energy equation is not presented in conservative form
but in skew-symmetric form. The advantage of this form is the correct treatment
of the kinetic energy, the full scheme is conservative although the equation is not
in divergence form [1].
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√
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∂t
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1

2

∂ρui

∂xi
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∂
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∂
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∂xi
=

∂

∂xi
(ρDk

∂Yk

∂xi
) + ω̇k, (4)
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where ρ is the density and ui is the i-th velocity component. The internal energy
of the ideal gas e = p/(ρ(γ − 1)) is used, with the further assumption of a
constant adiabatic exponent γ. This neglects the mixture and the temperature
dependence of the heat capacities. The first approximation is motivated by the
dominance of nitrogen in air. The second is a more severe approximation, as the
considered temperature range is large, however it is a frequent assumption in
many theoretical procedures [11–13, 15]. This first study adopt them since these
assumptions reduce the computational effort. In general the pressure p has to
be determined numerically from the internal energy. Yk is the mass fraction for
the k-th species. The diffusion is described by Fick’s law, with Dk as the mass
diffusion coefficient for the k-th species. The friction and heat conduction are

τij = μ(
∂ui

∂xj
+

∂uj

∂xi
) + δij(μd − 2

3
μ)

∂ur

∂xr
(5)

Φi = −λ ∂T

∂xi
(6)

μ represents the shear viscosity and μd the bulk viscosity, δij is the Kronecker
symbol.

To implement the viscosity temperature dependence in gases the shear viscos-
ity μ is calculated with the Sutherland law [18]. The bulk viscosity is considered
to be negligible. The Lewis number is equal to one in this model as in [11–13].
The mass diffusion coefficient Dk for the k-th species is calculated by

Dk =
μ

ρPrLe
(7)

with a constant Prandtl number Pr =
μCp

λ . The thermal conduction coefficient λ
is calculated from the set of parameters Le, Pr, μ and the specific heat capacity at
constant pressureCp =

γRspec

γ−1 . The specific gas constant is defined asRspec =
R
W ,

with the gas constant R and the molar mass of the gas mixture W .
The unusual form of the momentum equation and the non-standard choice of

the variable
√
ρ is the so called skew-symmetric form, [1–3]. It allows to have not

only perfect conservation of mass, momentum and total energy (included chemi-
cal) in a high-order finite difference code but also to avoid numerical dissipation
by the scheme. Dissipation is introduced only by the friction terms and by an
explicitly added dissipation due to an adaptive high-order shock-capturing filter.
The filter proposed in [5] is used for this purpose.

2.1 Reaction Mechanism

The global reaction

CH4 + 2O2 + 7.52N2 → CO2 + 2H2O + 7.52N2 (8)

is modelled by a one-step irreversible reaction. The change rates for the mass
fractions are
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ω̇k = WkνkKf

N∏
l=1

(ρYl

Wl

)ν′
l

(9)

where Wk is the molar mass of species k, νk = ν
′′
k − ν

′
k where ν

′′
k and ν

′
k are the

molar stoichiometric coefficients of species k. The reaction rate Kf is described
by the Arrhenius law of the form

Kf = AfT
βe−

Ta
T , [15] (10)

The heat release by the reaction is

ω̇T = −
N∑

k=1

Δh0
f,kω̇k = −Qω̇fuel = −Qω̇CH4, (11)

where Δh0
f,k is the mass enthalpy of formation of species k at the reference

temperature and Q the heat release per unit mass of fuel [15, 16]. The exponents
ν

′
k of (9) correspond to the reaction orders [8]. These are assumed to be equal to
one for all k species, since nonunity reaction orders add numerical stiffness to the
computation [16]. The preexponential factor Af and the activation temperature
Ta are set to match the laminar flame speed and thickness of the methane-
air combustion to those reported in [13, 15, 16]. The leading temperature T β

dependence is weak compared with the exponential. For this reason, β = 0 is
considered in the following.

It is important to note that the chosen chemical reaction model needs to
reproduce the chemical kinetics accurately enough while still allowing the com-
putationally of the experiment.

2.2 Numerical Approach

Equations (1-4) are implemented as a finite differences code by discretizing all
derivatives by explicit central differences of 6-th order. At the boundaries, dis-
cretisations with the Summation By Parts (SBP) property of [19] are used, see
[1] for details. The implentation is in Fortran with MPI parallelisation by using
a layer decomposition approach for the derivatives [4].

In x-direction, the inflow and outflow boundary conditions are set to non-
reflecting. The reference state at the inflow is prescribed for every time step,
while at the outflow it is taken from the next inner point. The boundaries in y-
and z-direction are both periodic.

The time integration is performed with the 4-th order explicit Runge-Kutta
method (RK4). For perfect conservation an implicit time integration needs to
be used [2, 3]. The RK4 method is used in order to save computational time.

Three computations were executed, namely in 1−D, 2−D and 3−D spaces.
These correspond to the adiabatic premixed steady and unsteady flame valida-
tion, the effects of a higher Mach number on the transition to detonation and
the reactive and non-reactive RMI, respectively. The details of the computations
are listed in Table 1.
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Table 1. Numerical parameters

1−D 2−D 3−D

x, y, z length 0.01 0.01, 0.01 0.03, 0.01, 0.01 m

nx, ny , nz 1024 2048 x 2048 512 x 512 x 128 points

CFL-number 0.3 0.5 0.9 dimensionless

dt 9.84 · 10−10 1.53 · 10−9 1.8 · 10−8 s

Filter frequency ∞ 1 15 time steps

Time integration method Gauss 2-th Runge-Kutta 4-th Runge-Kutta 4-th

Iteration tolerance 10−10 - -

Note that for the 1 −D case an implicit time method is used, which assures
perfect conservation. The iteration tolerance in Table 1 corresponds to the termi-
nal condition of the iterative solver, i.e. residual ≤ 10−10. This value was chosen
based on the simulations reported in [3]. With this residual value the machine
accuracy of the conserved quantities is reached, see [3]. On the other hand, in
the 2−D and 3−D simulations no iterative solver is used, since an explicit time
method is applied.

3 Numerical Results

This section presents the results of the three numerical investigations carried out
in this study.

3.1 Laminar Premixed Flame

The laminar premixed flame is used as a basic test for the code. The reference
steady solution is obtained by a shooting method and taken as initial condition
for this case, see e.g. [13, 15] for a description. No filter was used.

Figure 2 shows the reference solution delivered by the shooting method and
the result of the Navier-Stokes equations after 5.6 ms. The simulation and the
steady state solution are in very good agreement. Note that the pressure presents
a slightly deviation from the initial condition, due to the high sensitivity from the
flame to pressure variations (isobaric flame). The adiabatic flame temperature
is 2250 K, the laminar flame speed 0.4 m/s and the flame thickness 3 · 10−4 m.
These results coincide with those reported in [13, 15, 16]. On the other hand,
Figure 3 depicts the laminar unsteady flame after 2.8 ms and 5.6 ms together
with the initial steady state. In contrary to the steady flame simulation, in this
case the coordinate system is fixed. The structure of the unsteady flame and its
physical properties agree with the results obtained for the steady flame.
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Fig. 2. Laminar steady flame results of the full Navier-Stokes equations after 5.6 ms
(solid line). Initial steady state by the shooting method (dotted line).

Figure 4 depicts the change from temporal step n to n + 1 of the mass,
momentum and total energy in the form:

∫
x(ρ

n+1 − ρn)dx,
∫
x(ρu

n+1 − ρun)dx
and

∫
x
(pn+1 − pn)dx respectively. This figure proves the conservation of the

scheme for the 1−D laminar steady and unsteady flames. The fluctuations till
approximately 2 · 106 time steps are caused by the non-perfect initial solution.

A detailed list of the parameters applied in this approach is provided in Table
2, Appendix C.

3.2 Richtmyer-Meshkov Instability

The results delivered by the shooting method in the 1 − D laminar flame are
set as initial conditions in the density interface for the reactive RMI. For the
non-reactive case the initial density discontinuity matches the reactive case. This
was achieved by holding the pressure constant and increasing the temperature.
A single-sinusoidal perturbation is applied at the density interface.

The incoming shock is characterized by the Rankine-Hugoniot condition, see
[17], with a shock Mach number Ms with respect to state II equal to 1.5. The
shock has velocity s in the positive x-direction and the density interface velocity
is set to −s + 0.45s into the negative x-direction. The coordinate system then
moves with velocity 0.45s into the positive x-direction following the instability,
in order to save computational domain.
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Fig. 3. Laminar unsteady flame results of the full Navier-Stokes equations after 2.8
ms (dashed line) and 5.6 ms (solid line). Initial steady state by the shooting method
(dotted line).

The evolution of the RMI is represented in the Figures 7, 8, 9 and 10 in
Appendix A. These figures show temperature, density, vorticity, heat release
and fuel mass fraction YCH4 on the slice z = 0.005 m. The time steps from 0 to
9000 with 1000 steps spacing are depicted.

The pressure-density misalignment triggers the vorticity mechanism, two big
vortices arise and enhance the mixing process. Besides the two dominant and
very stable vortices, no secondary instabilities are seen due to the low Reynolds
number. The physical size of the system was chosen small to resolve the flame
front accurately and the viscosity was adjusted intentionally to air viscosity since
the flow is roughly composed by this material. This results in a diffusive regime
and no small structures are observed.

The non-reactive and reactive RMI are analogous until the formation of the
funnel. The non-reactive case presents a pure mixing process, whereas in the
reactive case the fresh gas burns as it mixes. The latter case shows a more sym-
metric shape since its contours thin down. The combustion stabilizes the RMI
while the flame surface and the heat release increases. The heat release was in-
tegrated over the whole domain and its relative change over time is depicted in
Figure 5. In this figure one can observe a rise at the first part of the simula-
tion, up to a point where it stays almost constant. It can be extracted that the
temperature rise caused by the shock is not sufficient to reach the detonation
threshold.
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Fig. 4. Conservation magnitudes after 5.6 ms (5.6 · 106 time steps). Upper row corre-
sponds to the steady flame case, lower row to the unsteady flame case.

3.3 Effect of the Mach Number

This current section presents the results for the interaction of a higher shock
Mach number Ms = 2.75 with the deflagration front described in Section 3.2.
The study is restricted to short initial times and to local effects between shock
and flame, thus the domain can be reduced. Making use of the periodicity, the
initial perturbation is displaced π in y-direction.

In Figure 11, Appendix B, the temperature, pressure and heat release are
plotted. In this figure one sees the outcome of secondary reflected waves due the
interaction of the incoming shock with the flame front. The two reflected pressure
waves converge at the center of the domain, where the pressure waves focus. The
increase in the heat release is extremly high at the moment of the addition, as
Figure 6 shows. This fact might indicate the initiation of a detonation, although
the simulation could not be kept stable for further times due to the incapacity
of the adaptive filter to handle the jump discontinuity. This point needs further
investigation.
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Fig. 5. Relative change of the heat release over time, ∂ω̇T
∂t

Fig. 6. Relative change of heat release over time ∂ω̇T
∂t
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4 Conclusions

A detailed validation of the used model is important to create trustworthy sim-
ulations. In our case, the validation results are in very good agreement with
the deflagration of methane-air reported in the literature. Qualitative results of
the dynamics and the mixing process of the RMI are presented for reactive and
non-reactive flows. The impact on the deflagration of the increase of the Mach
number, which might potentially lead to a detonation was shown.
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A Appendix

Fig. 7. Temperature for non-reactive (left) and reactive (right) case. Time steps 0,
1000, 2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000 from top to bottom.
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Fig. 8. Density for non-reactive (left) and reactive (right) case. Time steps 0, 1000,
2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000 from top to bottom.
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Fig. 9. Vorticity for non-reactive (left) and reactive (right) case. Time steps 0, 1000,
2000, 3000, 4000, 5000, 6000, 7000, 8000, 9000 from top to bottom.
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Fig. 10. Heat release (left) and fuel CH4 (right) case. Time steps 0, 1000, 2000, 3000,
4000, 5000, 6000, 7000, 8000, 9000 from top to bottom.
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B Appendix

Fig. 11. Temperature (left), pressure (center) and heat release (right). Time steps 0,
3000, 6210 from top to bottom.
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C Appendix

Table 2. Physical parameters for the laminar flame

Re 7.713107822005537 - Reynolds number

Pr 0.71 - Prandtl number

Le 1 - Lewis number

γ 1.2552405 - adiabatic index

M 0.001220384245504415 - Mach number

T0 298.15 [K] Reference temperature

p0 101330 [Pa] Reference pressure

R 8.3144621 [ J
molK

] Gas constant

W 0.0289647 [ Kg
mol

] Air molar mass [20]

ρ0 1.18396293233776 [Kg
m3 ] Reference density

Cp 1411.70021160307 [ J
kgK

] Specific heat capacity

μ0 1.842 ·10−5 [Pa · s] Reference viscosity in Sutherland’s law

WCH4 0.0160425 [kg/mol] CH4 molar mass [21]

WO2 0.0319988 [kg/mol] O2 molar mass [21]

WN2 0.0280134 [kg/mol] N2 molar mass [21]

WCO2 0.0440095 [kg/mol] CO2 molar mass [21]

WH2O 0.0180153 [kg/mol] H2O molare mass [21]

Af 1242379500 [ m3

mol·s ] Prexponential factor

Ta 15900 [K] Activation temperature [16]

Q 50100 ·103 [ J
Kg

] Mass heat release [15, 16]

φ 1 - Equivalence ratio

s 4 - Mass stoichiometric ratio [15]

Y st
CH4

0.055 - CH4 stoichiometric mass fraction [15]

Y st
O2

0.22 - O2 stoichiometric mass fraction

Y st
N2

0.725 - N2 stoichiometric mass fraction

Y st
CO2

0.152 - CO2 stoichiometric mass fraction

Y st
H2O

0.123 - H2O stoichiometric mass fraction
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Abstract. Recent theoretical and simulation results have shown that
Riccati based feedback can stabilize flows at moderate Reynolds num-
bers. We extend this established control setup by the method of LQG-
balanced truncation. In view of practical implementation, we introduce
a controller that bases only on outputs rather than on the full state of
the system. Also, we provide a very low dimensional observer so that the
control actuation can be computed in an online fashion.

Keywords: Navier-Stokes equation, model order reduction, stabiliza-
tion, output feedback.

1 Introduction

The control of flows is of high interest in practical applications and a field of
ongoing research [15,16]. We consider the particular aspect of stabilizing a flow
so that it remains close to a desired state. This is of practical importance in
systems where a flow regime is but one component and where stable quasi-
stationary working conditions are required as, e.g., in pipelines [22] or in bubble
column reactors [12].

We consider the generic control setup consisting of a plant, a controller that
can act on the plant, and a measurement or observation unit that delivers infor-
mation on the current state of the plant. In the realm of flow control, the plant
may be modelled by semi-discrete Navier-Stokes equations for the evolution of
the velocity v(t) and the pressure p(t) for time t > 0 in an incompressible flow:

Mv̇ = −N(v)v − 1

Re
Lv + JT p+ f, (1)

0 = Jv − g, (2)

v(0) = α. (3)

We assume that the controller can act on the system by changing certain
components of the inhomogeneity f ← f +Bu in (1) and that the observations
y are in a linear relation with v. The assumption that u appears in the right hand
side of (1) is justified for so called distributed control setups that are of limited
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practical relevance, see [10] for an application example. Recent analytical [21]
and numerical results [3] show, however, that mathematical models with controls
of distributed type can be used to determine feedback relations for boundary
control.

The well-understood approach of open-loop control [11] does not apply well for
stabilization since it cannot react to perturbations. One rather resorts to closed-
loop control where the controller decides based on the current state information.
Recent publications [3,5] have reported successful applications of static state-
feedback boundary control for the stabilization of flows at moderate Reynolds
numbers in simulations. The presented approach employs low-rank Newton-ADI
iterations [4] to solve for Riccati-based feedback gains and, thus, despite its
generality, it is feasible for high-dimensional systems.

The novelties we propose are of practical impact. In view of a generic con-
trol setup, where the full state is generally not available, we consider a Kalman
observer that determines the feedback control from a few measurements. Com-
bined with the LQG-balanced truncation model reduction technique, we design
a reduced controller of very low dimension that can be evaluated in a negligible
amount of time and, thus, is suitable for online feedback control.

To derive the low-order controller, we extend the method of LQG-balanced
truncation [20] to the case of linearized Navier-Stokes equations. We will con-
sider the linearization about a steady-state solution. This linearization is com-
monly used in the linear stability analysis of Navier-Stokes equations [13]. The
DAE structure of the state equations (1)–(2) will be treated implicitly, as it was
derived for the Lyapunov equations used in balanced truncation in [9] and as it
was exploited for the solution of Riccati equations in [2,3]. Furthermore, since
the controller acts only in the differential equation in (1), and since, though im-
plicitly, we only consider the system that is projected onto the differential part,
we do not need to account for an improper component of the system’s transfer
function as it was laid out in [7,23]. For the same reasons, the relation of our
work to [19] is only marginal.

The paper is structured as follows. In Section 2, we introduce the method of
LQG-balanced truncation. In view of implementation, we formulate the equations
with the presence of a mass matrix. In Section 3, we extend the theory and
the equations to the case of the linearized Navier-Stokes equations. To show
applicability, we present a numerical example in Section 4. We conclude the
paper by summarizing remarks on the potential impact and on the shortcomings
of the presented results.

2 LQG-Balanced Truncation for Low-Order Controller
Design

We start with a review of known results for reduced-order controller synthesis by
LQG-balanced truncation. For further reference, we illustrate basic system the-
oretic concepts and the derivation of a balanced system, cf. [26], by an example
problem.
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Consider the linear time-invariant system

Mv̇ = Av +Bu, (4)

v(0) = 0, (5)

y = Cv, (6)

with matrices A, M ∈ IRnv ,nv , B ∈ IRnv ,nu , and C ∈ IRny,nv , a state x(t) ∈ IRnv ,
an input u(t) ∈ IRnu , and an output y(t) ∈ IRny . The mass matrix M is assumed
to be symmetric and positive definite.

We will call (4)–(6) a state space system that realizes a transfer function
G:U → Y, where U and Y denote the spaces of inputs and outputs, respectively.
We will frequently write G = (M,A,B,C,D).

By LQG regulator we denote the input u that minimizes the LQG costs, given
as the expected value of

lim
tf→∞

1

2tf

∫ tf

−tf

y(t)T y(t) + u(t)Tu(t)dt, (7)

subject to (4)–(6) with inputs and outputs corrupted by additive Gaussian white
noise with zero mean and the spectrum being the identity. We refer the reader to
standard textbooks such as [17] for a thorough introduction on the LQG control
problem or [20] for an overview directed to the LQG-balanced truncation setup.

We recall that a transfer function has infinitely many realizations, see, e.g., the
textbook [26]. Particularly, for invertible transformation matrices W ∈ IRnv,nv

and V ∈ IRnv,nv one has that

G = (M,A,B,C,D) equals G̃ = (WTMV ,WTAV ,WTB,CV), (8)

in the sense that G and G̃ map the same inputs u onto the same outputs y.
Among the realizations, minimal realizations are those for which the state v has
minimal dimension. For a minimal realization, one has the following character-
istic properties:

Proposition 1 (cf. [20], Prop. 3.3). Let G = (M,A,B,C) be minimal. Then
there exists a unique symmetric positive definite stabilizing solution Xc ∈ IRnv,nv

to the control algebraic Riccati equation (CARE)

ATXcM +MXcA−MXcBBTXcM + CTC = 0 (9)

and there exists a unique symmetric positive definite stabilizing solution Xo ∈
IRnv ,nv to the filter algebraic Riccati equation (FARE)

AXoM +MXoA
T −MXoC

TCXoM +BBT = 0. (10)

Then the LQG regulator is given via the control law

u = −BTMXcx̂, (11)

where x̂ is the state of the Kalman observer

M ˙̂x = (A−XoMCTC −BBTXcM)x̂+XoMCT y. (12)
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Equations (9)–(12) are derived from the standard case with M = I through
a scaling of (4) by M−1 and by redefining Xc ← M−1XcM

−1 and Xo ←
M−1XoM

−1.
In the pioneering work [14] it was found that for minimal realizations the

eigenvalues of the product of the solutions of the CARE and FARE are invariant
under equivalence transformations of the system. Then, as in the case of bal-
anced truncation, cf. [1], balanced realizations can be defined, interpreted, and
truncated. We adapt the results and arguments given in [20] to the case with a
mass matrix M .

Proposition 2 (cf. [20], Prop. 3.4). Let G = (M,A,B,C) be minimal and
let Xc and Xo be the unique symmetric positive definite stabilizing solution to
the CARE and FARE, respectively. Consider transformations as in (8) with
invertible matrices W and V satisfying WTMV = I. Then,

– the unique symmetric positive definite stabilizing solutions X̃c and X̃o to the
CARE (9) and FARE (10) associated with the transformed system G̃ fulfill

X̃c = VTMXcMV and X̃o =WTMXoMW (13)

– and XcMXo and X̃cX̃o have the same eigenvalues.

Remark 1. Because of I = WTMV , the relations in (13) are the same as the
commonly used relations

X̃c =W−1XcW−T and X̃o =WTMXoMW , (14)

cf., e.g., [1, Ch. 4.3] for the balanced truncation case with M = I. In view of
model reduction, for which we will apply non-square transformations W and V ,
we will use the formulation (13).

From the positive definiteness of the matrices M , Xc, and Xo, it follows
that the eigenvalues {μ2

i }nv

i=1 of XcMXo are real and positive. Because of their
invariance properties they are called LQG-characteristic values [20].

Furthermore, there exist transformation matrices W , V , with WTMV = I
such that for the solutions of X̃c and X̃o of the CARE and FARE associated
with the transformed G̃ = (I,WTAV ,WTB,CV), it holds that

X̃c = X̃o = S, (15)

where S is the diagonal matrix of the LQG-characteristic values {μi}nv

i=1 in
descending order. In line with the notion for balanced truncation, this realization
of G is called LQG-balanced realization.

If one has factored the matrices Xc = UUT and Xo = LLT of any minimal
realization, then one can compute the transformations W and V , that realize
(15), as follows:
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Algorithm 1

1. From the factors U and L compute the auxiliary matrix UTML and a Sin-
gular Value Decomposition: UTML = ZSY T , where Z are Y orthonormal
matrices containing the left and right singular vectors and S is the diagonal
matrix of the singular values UTML.

2. Set W := UZS−1/2 and V = LY S−1/2.

With W and V chosen by Algorithm 1 we directly confirm that

WTMV = S−1/2ZTUTMLY S−1/2 = S−1/2ZTZSY TY S−1/2 = I (16)

and with (15) that

X̃c = VTMXcMV = S−1/2Y TLTMUUTMLY S−1/2 = S (17)

and
X̃o =WTMXoMW = S−1/2ZTUTMLLTMUZS−1/2 = S. (18)

Thus, the singular values in S from Algorithm 1 are the LQG-characteristic
values, cf. (15). Following [14], we interpret small values in S as associated with
states in the LQG-balanced realization that are both difficult to control and to
observe.

Consequently, if in Algorithm 1 we set

W =Wk := LYkS
−1/2
k and V = Vk = UZkS

−1/2
k , (19)

where Sk is the diagonal matrix of the nk largest singular values and where Zk

and Y T
k contain the left and right singular vectors that correspond to the nk

largest singular values, we can define a truncated system as

G̃k = (WT
k MVk,WT

k AVk,WT
k B,CVk) =: (Ik, Ak, Bk, Ck). (20)

With similar arguments as in (17) and (18), one confirms that

X̃ck := VT
k MXcMVk = Sk and X̃ok =WT

k MXoMWk = Sk. (21)

Also, one can prove that X̃ck and X̃ok are the unique stabilizing solutions of
the CARE and FARE for the truncated system G̃k [20, Rem. 3.7].

Finally, we define a truncation of the controller defined in (11) and (12) via

u = −BT
k X̃ckx̂k, (22)

and the reduced observer

˙̂xk = (Ak − X̃okC
T
k Ck −BkB

T
k X̃ck)x̂k + X̃okC

T
k yk, (23)

which is the Kalman observer of the system G̃k, cf. [20].
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Remark 2. The presented analysis requires that the considered realization is
minimal. In theory this is not a restriction, since one can remove the unobservable
and uncontrollable states from the system [26]. We will only require that the
formally stated CARE (9) and FARE (10) uniquely define positive (semi-)definite
solutions, which is sufficient to compute truncated balanced realizations as for
the stable linear case [25]. Furthermore, we apply the LQG-balanced truncation
(LQGBT) method to large-scale systems, where one rather computes low rank
factors Uk and Lk that approximateXc ≈ UkU

T
k andXo ≈ LkL

T
k . For such cases,

Algorithm 1 readily provides truncating transformation matrices Wk and Vk.

3 LQGBT for Stabilization of Flows

We consider semi-discrete Navier-Stokes equations modeling the evolution of the
velocity v and the pressure p in an incompressible flow,

Mv̇ = −N(v)v − 1

Re
Lv + JT p+Bu+ f (24)

0 = Jv − g (25)

v(0) = α (26)

y = Cv (27)

starting from an initial state α.
Systems as (24)–(27) arise, e.g., in a finite element discretization of a flow

problem with distributed control and observation. Here M is the symmetric
positive mass matrix, L is the matrix associated with the discretized diffusion
operator, and N(v) accounts for the convection that is linear in v. The discrete
divergence operator is given by the matrix J and the discrete gradient by JT .
The control and the observation are modeled with the matrices B and C. The
boundary conditions are resolved in the definition of the discrete operators and
appear in the source terms f and g.

We assume that J is of full rank, which possibly requires pinning the pressure
p to a certain level, e.g. by setting one component to zero. Also we assume that
f and g in (24) and (25) only contain stationary boundary conditions and, thus,
are constant in time.

The presented theoretical results hold for any spatial discretization method
that meet the assumptions onM and J . In particular, stable mixed finite element
schemes, cf. [6], are a suitable choice.

Assume that α is a steady state solution to (24)–(26) and write the unsteady
solution as v = α + vδ with a deviation vδ that we assume to be small. Then,
neglecting the quadratic term in vδ, from Equations (24)–(27) we derive a linear
model for the deviation in the output caused by the actuation Bu:
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Mv̇δ = Avδ + JT p+Bu (28)

0 = Jvδ (29)

vδ(0) = 0 (30)

yδ = Cvδ, (31)

where Avδ := −N(vδ)α−N(α)vδ − 1
ReLvδ.

Equations (28)–(30) are used in linear stability analysis of flows as they de-
scribe the propagation of small disturbances of a given flow [13]. We will design a
controller that damps the output of System (33)–(31) to prevent small deviations
in a solution to the flow equations from evolving.

Because of the constraint Jvδ = 0, the framework of Section 2 does not simply
apply. Therefore, we reformulate System (28)–(31) in terms of the underlying
ODE that describes the motion of the parts of vδ that are not seen by the
constraint. We point out that the following algebraic manipulations are purely for
extending the LQG-balanced truncation framework to the projected equations.
Once we have arrived at the CARE (9) and FARE (10), we give references
to a solution approach that avoids the numerically unfeasible computation of
projectors.

Recall that M is symmetric positive definite and that J is of full rank. Thus,
we can define the projector

P := I −M−1J(JTM−1J)−1J (32)

that comes with the following properties, cf., e.g., [9]:

Proposition 3. Consider System (28)–(31), let vδ be a solution to it, and let
P be defined as in (32). Then,

(a) vδ(t) = Pvδ(t),
(b) PTJT p(t) = 0, for all time t > 0, and
(c) PTM = MP.

Using the relations of Proposition 3, we can state that vδ is a solution to
(28)–(31) if, and only if, it solves

Mv̇δ = PTAvδ + PTBu (33)

vδ(0) = 0 (34)

yδ = Cvδ. (35)

For System (33)–(35), the CARE (9) and the FARE (10) can be written as

ATPTXcM +MXcPA−MXcPBBTPTXcM + CTC = 0 (36)
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and
PAXoM +MXoA

TPT −MXoC
TCXoM + PBBTPT = 0. (37)

Low-rank factors approximating the solutions to Equations (36) and (37) can
be obtained efficiently by combining low-rank Newton-ADI iterations [4] with
the ideas of [9] that realize the application of P in an implicit fashion. See,
in particular, the references [2,3,5], where Equation (36) is solved to define a
stabilizing feedback for flow problems.

Remark 3. By construction, cf. [9], the resulting transformation matrix Wk ful-
fills Wk =WkPT . Thus, a reduced system to (28)–(31),

G̃k = (Ik, Ak, Bk, Ck) := (WT
k MVk,WT

k AVk,WT
k B,CVk),

can be obtained without resorting to the reformulation (33)–(35).

4 Numerical Example

Motivated by theoretical results [21], in recent numerical investigations, LQ reg-
ulators for a linearization of the flow equations about a stationary solution were
considered [2,3]. It was shown that the linear feedback law can be successfully
applied in the nonlinear equations to keep the flow quasi-stationary.

To illustrate the applicability of LQG-balanced truncation based low-order
controllers in the stabilization of unsteady flows, we consider the two-dimensional
cylinder wake with distributed control and observation, as depicted in Figure 1.
As the computational domain we consider the rectangle [0, 2.2]× [0, 0.41] with
the cylinder of radius 0.05 centered at (0.2, 0.2), The spatial coordinates we
denote by x1 and x2. The results presented are for Reynolds number Re = 133,
calculated with the peak inflow velocity and the cylinder diameter.

As boundary conditions for the velocities, we impose a parabolic inflow profile
at the left boundary and no-slip conditions on the top and the bottom wall. At
the outflow, we employ do-nothing conditions.

The implementation was done in Python [8]. For the spatial discretization we
used the Python interface dolfin to FeNiCS [18].

Fig. 1. Setup of the 2D cylinder wake with control distributed in Ωc and observation
distributed in Ωo
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The spatial discretization was realized with a nonuniform triangulation of
the computational domain and Taylor-Hood finite elements [24]. The considered
discretization resulted in nv = 9356 and np = 1288.

For nu ∈ IN, we set the input space U := C(0, T ;U × U), where U is spanned
by nu linear hat functions equally distributed on the unit interval [0, 1].

We define the domain of control to be Ωc = [0.27, 0.32]×[0.15, 0.25], cf. Figure
1, and the input operator B:U → C(0, T ; C(Ω; IR2)) via

B1u(t;x1, x2) =

{
[
u1(t; θ(x1))
u2(t, θ(x1))

]
, if (x1, x2) ∈ Ωc,

0, elsewhere,

(38)

with the affine linear function θc mapping [0.27, 0.32] onto [0, 1].
For ny, we define the output space Y similar to U . As the domain of ob-

servation, we use Ωo = [0.6, 0.7] × [0.15, 0.25], cf. Figure 1, and for a v ∈
C(0, T ; C(Ω; IR2)), we define the observation operator C: v → y ∈ Y via

Cv(t)(η) =

[
yx1(t; η)
yx2(t; η)

]
=

∫ 0.7

0.6

PY

[
v1(t;x1, θo(η))
v2(t;x1, θo(η))

]
dx1, (39)

where θo is an affine linear mapping adjusting [0, 1] to [0.15, 0.25] and where the
projector to the finite dimensional subspace PY : [L2(0, 1)]2 → Y × Y is chosen
as the orthogonal L2 projection.

By definition, C is defined such that it measures the velocity v(t) in Ωo aver-
aged in x1 direction. The x2-dependence is approximated by ny basis functions
of Y . The input operator B maps the input into Ωc such that it is constant in
x1 direction and space-varying in x2.

In the semi-discrete setting v is typically assumed in a finite dimensional space
of piecewise polynomial functions over Ω. By standard results, for continuous
inputs, a solution v of the ordinary differential equation (33-34) and, thus, of
(24-26) is continuous in time on its interval of existence. Thus, the choice of the
input and output spaces and operators are justified.

In the presented examples we have chosen nu = ny = 3, meaning that the x1

and x2 components of both input and output signal are described by 3 nodal
values each.

We set α to be the steady-state solution and consider the linearized system as
in (28-31). Then we compute low-rank factors Uk and Lk that approximate the
solutions to the projected CARE (36) and the projected FARE (37), Xc ≈ UkU

T
k

and Xo ≈ LkL
T
k , using the methodology described in [2]. As stabilizing initial

guesses, we used solutions for lower Reynolds numbers. From the factors Uk and
Lk, we compute Wk and Vk as defined in Equation (19) and the reduced system
as G̃k = (Ik, Ak, Bk, Ck), cf. Remark 3.

For varying thresholds κ, we cut off all LQG-characteristic values μi < κ, to
get reduced systems of various size, see Table 1.

The reduced systems G̃k give good approximations to the linearized equations
(28-31) both in in frequency (Figure 3) and time domain (Figure 2). Clearly, the
reduced (linear) system cannot reproduce the nonlinear dynamics (Figure 2(e)).
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Table 1. Dimension nk of the reduced system for varying thresholds κ and the inte-
grated deviation from the target output dk :=

∫ 12

0
‖yk(t)− yα‖2dt

κ nk dk

10−4 42 0.01803696
10−3 22 0.01803715
10−2 13 0.01804118
10−1 4 0.01818847
10−0 2 3.16595044
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Fig. 2. Outputs and output differences of a step function in one input component for
t ∈ [0, 5] for (a) the nonlinear system (24-27), for (b) the linearized system (28-31) with
nv = 9356, and for (c) the reduced linearized system with nk = 13. Here, yα is the
output of the linearization point. The (unstable) linearized system is well approximated
(d), unlike the nonlinear system (e). The blue lines depict the x1-components of the
output signals and the red lines correspond to the x2-components.
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Fig. 3. The error in the frequency response for varying thresholds κ measured in the
Frobenius norm with i denoting the imaginary unit and the transfer functions in fre-
quency domain as defined, e.g., in [9].

However, the reduced controller, as defined via Equations (20), (22), and (23),
successfully stabilizes the closed-loop system:

Mv̇ = −N(v)v − 1

Re
Lv + JT p−BBT

k X̃ckx̂k + f, (40)

0 = Jv − g, (41)

v(0) = α, (42)

yk = Cv, (43)
˙̂xk = (Ak − X̃okC

T
k Ck −BkB

T
k X̃ck)x̂k + X̃okC

T
k (yk − yα), (44)

x̂k(0) = 0, (45)

where α is the steady-state solution and yα := Cα.
For numerical testing, we integrated the nonlinear closed-loop system starting

from v(0) = α + ε, where ε := 10−3Pe and e ∈ IRnv is the vector of ones.
The perturbation ε was introduced to trigger the instabilities. We considered
the time interval (0, T ] discretized by a constant time step of length 0.005. As
the numerical integration scheme for the state equations (40-41) we used the
trapezoidal rule with an explicit treatment of the nonlinear part. The observer
equation (44-45) was numerically integrated using the implicit Euler scheme. The
control was lagged by one time-step, so that the current input was computed
from the measurements of the previous states.

As can be seen from Figure 4(b), plotting the measurement signal y(t) versus
the time, the uncontrolled system is unstable and soon attains a state of periodic
fluctuations. This is characteristic for the cylinder wake at moderate Reynolds
numbers. If the loop is closed, then the system stays in a quasi stationary state
(Figure 4(a)). Also, see Figure 5 for a plot of the deviation of the output from
the starting value for different orders of reduction. We want to point out that
the flow field was indeed stabilized, see Figure 6 for snapshots of the stabilized
and the uncontrolled velocity fields.
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Fig. 4. The measured signal yk over time t ∈ [0, 12] of the closed loop system (a) with a
reduced controller of dimension nk = 13, compared to the response of the uncontrolled
system (b). The blue lines depict the x1-components of y(t) and the red lines correspond
to the x2-components of y(t).
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Fig. 5. The deviation of the measured output yk from the steady-state output yα for
varying thresholds κ. For smaller κ the outputs become visually indistinguishable.
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(a)

(b)

(c)

(d)

Fig. 6. Snapshots at t = 12 of the x1 and x2 components of the velocity in case
uncontrolled case (a) and (c) and in the closed-loop case (b) and (d) with κ = 10−2,
respectively.
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Remark 4. Note that the feedback control is defined only by the current output.
Furthermore, the estimated state x̂k(t) is obtained via the solution of an ob-
server system of reduced dimension. In the presented example, a reduced system
of order nk = 4 has been enough for stabilization, cf. Table 1 and Figure 5.
Recalling that the observer (44-45) is a linear time-invariant system, for a con-
stant time-step length, all factors for the chosen numerical integration scheme
can be precomputed. Thus, the effort for the update of x̂k reduces to two small
matrix-vector multiplications.

5 Conclusion

We have provided a generalization of LQG-balanced truncation to the setup
of flow equations with distributed control. We have shown that recent results
on projected low-rank Newton-ADI iterations can also be applied here, which
makes the approach feasible for very general large-scale problems. This pre-
sented numerical example illustrates the potential of LQG-balanced truncation
for stabilization of flows. Particularly, we could stabilize the cylinder wake by a
very low-order controller that only considers a low-dimensional output. We have
argued that this controller is capable of online-control in physical setups.

A shortcoming of the presented theory is the assumption that the control acts
distributed in space, which is difficult to realize in a control setup. One task for
future work will be to adapt the results of [3,5], that stabilize the cylinder via
boundary control, to the reduced controller setup.
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Abstract. Direct numerical simulation of dynamical systems is of fun-
damental importance in studying a wide range of complex physical phe-
nomena. However, the ever-increasing need for accuracy leads to
extremely large-scale dynamical systems whose simulations impose huge
computational demands. Model reduction offers one remedy to this prob-
lem by producing simpler reduced models that are both easier to analyze
and faster to simulate while accurately replicating the original behavior.
Interpolatory model reduction methods have emerged as effective candi-
dates for very large-scale problems due to their ability to produce high-
fidelity (optimal in some cases) reduced models for linear and bilinear
dynamical systems with modest computational cost. In this paper, we
will briefly review the interpolation framework for model reduction and
describe a well studied flow control problem that requires model reduc-
tion of a large scale system of differential algebraic equations. We show
that interpolatory model reduction produces a feedback control strat-
egy that matches the structure of much more expensive control design
methodologies.

1 Introduction

Direct numerical simulation of dynamical systems has been one of the few avail-
able means for studying many complex systems of scientific and industrial value
as dynamical systems are the basic framework for modeling, optimization, and
control of these complex systems. Examples include chemically reacting flows,
fluid dynamics, and signal propagation and interference in electric circuits. How-
ever, the ever increasing complexity and need for improved accuracy lead to
the inclusion of greater detail in the model, and inevitably finer discretizations.
Combined with the potential coupling to other complex systems, this results in
extremely large-scale dynamical systems with millions of degrees of freedom to
simulate. The simulations in these settings can be overwhelming; which is the
main motivation for model reduction. The goal is to construct reduced models
with significantly lower number of degrees of freedom that are easier to analyze
and faster to simulate yet accurately approximate the important features in the
underlying full-order large-scale simulations.
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There is a tremendous amount of literature on model reduction. Here we only
include a partial list of various applications settings where model reduction has
been applied with great success: In fluid flow [25, 32, 38, 48, 49, 65] and design of
feedback control systems [9,11,34,42,52,53,63], in optimization [4,5,8,12,26,43,
75], in nonlinear inverse problems [21,24,26,30,45,71], in optimal design [3,46,47],
in the analysis of structural mechanics [18,33,51,64,68], in circuit theory [10,13,
14, 19, 23, 27, 28, 55, 62], and in structural mechanics, such as [18, 33, 51, 64, 68].
For a detailed discussion of several model reduction topics, see [6, 14, 15, 41, 54].

The active flow control application we consider in this paper is a well studied
flow control problem of stabilizing the von Kármán vortex shedding behind a
circular cylinder by controlling the rotational velocity of the cylinder. Upon
linearizing the Navier-Stokes equations about a desired steady-state solution,
the resulting large-scale linear systems of differential algebraic equations (DAE)
is reduced by the interpolatory model reduction framework recently developed
in [35]. We use this reduced model to design the feedback control strategy and
compare these results to other feedback control laws found in the literature.

2 Description of the Flow Control Problem

Suppression of the vortex shedding behind a bluff body is a classical flow control
problem with numerous applications ranging from minimizing drag to reduc-
ing the cross-stream lift-induced fatigue cycling. A number of experimental and
computational studies have shown the effectiveness of cylinder surface suction
and zero-mass actuation to completely suppress the von Kármán vortex street
at modest Reynolds numbers that are slightly higher than the critical Reynolds
number (bifurcation parameter) Rec ≈ 47, cf. [37, 58], based on the cylinder
diameter and inflow velocity.

An alternate strategy capitalizes on the Magnus effect produced by cylinder
rotation [60]. In a sequence of experiments in [69], the authors showed that
a rotationally oscillating cylinder using carefully selected choices of frequency,
amplitude, and phase angle could effectively eliminate the wake for moderate
flows of Re ≈ 61 and Re ≈ 110. At higher values of the Reynolds number,
it was not possible to eliminate the wake, but using good choices of frequency
and amplitude made it possible to achieve nearly 20% drag reduction. Other
experimental studies [29, 56, 70] suggest that matching the oscillation frequency
to the vortex shedding frequency maximizes the impact on the flow (at this range
of Re). This was confirmed numerically in [57].

A number of active feedback control approaches for the rotating/oscillating
cylinder have appeared in the literature over the past fifteen years, including
[1, 17, 20, 39, 59, 61, 66, 73, 74].

In the remainder of this section we describe our feedback control strategy
based on linearizing the Navier-Stokes equations about a steady-state flow and
controlling the discrepancy between the actual flow and the steady-state flow
(cf. [22]), discretizing the associated linear state space model and then setting
up the discrete flow control problem.
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The fluid flow about a rotating circular cylinder can be described using the
Navier-Stokes equations

∂v

∂t
+ v · ∇v = −∇p+ 1

Re
∇ · τ(v) + Bu,

∇ · v = 0,

where v is the fluid velocity, p is the pressure, τ(v) = ∇v +∇vT is the viscous
stress tensor, and Bu is the prescription of the Dirichlet boundary conditions on
the cylinder surface with u(t) representing the instantaneous tangential velocity
component. Our strategy is to linearize these equations about a desired flow
profile, then use this linearized model to regulate the discrepancy between the
actual flow and the desired flow. For this study, we selected the steady-state
solution atRe = 60 created from a uniform free-stream velocity profile. Although
the steady-state solution (v̄, p̄) exists at this low Reynolds number, it is an
unstable equilibrium solution of the Navier-Stokes equations, solving

v̄ · ∇v̄ = −∇p̄+ 1

Re
∇ · τ(v̄),

∇ · v̄ = 0,

computed with uniform inflow velocity v̄ = (1, 0) and zero velocity on the cylin-
der surface v̄ = ūt̂ = (0, 0). For computational purposes, we consider the finite
flow domain Ω consisting of the unit diameter cylinder centered at the origin
embedded in a rectangular flow domain (−7, 15) × (−7, 7). For boundary con-
ditions, we specify the uniform inflow velocity at the ξ = −7 boundary and
stress-free outflow boundary conditions on the η = −7, ξ = 7, and η = 7 edges.

If we write v = v̄+v′ and p = p̄+p′, then the flow fluctuations (v′, p′) satisfy
the equations

∂v′

∂t
= −v′ · ∇v̄ − v̄ · ∇v′ −∇p′ + 1

Re
∇ · τ(v′) + Bu+ F(v′) (1)

0 = ∇ · v′, (2)

where F(v′) satisfies ‖F(v′)‖ = O(‖v′‖2). The velocity fluctuation satisfies ho-
mogeneous boundary conditions at ξ = −7 and stress-free boundary conditions
on the remaining exterior boundaries. Using Bu(·) to drive v′ → 0 is equiva-
lent to using Bu(·) to control the flow (v, p) to (v̄, p̄). We seek to achieve this
using linear control theory. Note that ignoring the nonlinear term F(v′) in (1)
produces the Oseen equations and often arises when developing linear feedback
flow control strategies for the Navier-Stokes equations, cf. [22].

At this point, we follow the standard strategy for calculating the linear feed-
back control laws for this problem (known as the reduce-then-control approach).
We first develop a suitable discretization for equations (1)–(2) which results in
a large system of DAEs and formulate the associated linear control problem for
this approximate model. The solution to the resulting control problem is chal-
lenging and typically requires the use of suitable model reduction methods. The
presentation of a new model reduction strategy for this class of problems will
then be provided in Section 3.2.
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2.1 Finite Element Discretization and the DAE Control Problem

We use a standard Taylor-Hood (P2-P1) finite element pair to find approxima-
tions to both (v̄, p̄) and (v′, p′), cf. [36]. The nodal values of the fluctuating
velocity components are denoted by x1(t) while those for the pressure are de-
noted by x2(t). We considered several choices for the controlled output variable
y, but for the computations below, we define

y[2i−1,2i](t) =
1

|Ωi|
∫

Ωi

v′(t, ξ) dξ dη, t > 0, (3)

for six different patches downstream of the cylinder, located at Ω1 = [1, 2.5]×
[0, 2], Ω2 = [2.5, 4]× [0, 2], Ω3 = [4, 5.5]× [0, 2], and three more reflected about
the ξ axis. For each patch, we recover two components of the average fluctuating
velocity. This is discretized as

y(t) = C1x1(t) (and generally y(t) = Cx+Du),

and leads to p = 12 controlled output variables.
We now describe the flow control problem as well as the discretized version,

the DAE control problem. The ultimate objective is to minimize the average
fluctuation of the velocity from the smooth steady-state flow by optimally pre-
scribing the rotational motion of the cylinder. For well-posedness, we place a
penalty on activating the control. Thus, the control problem is

min
u

∫ ∞

0

{
yT (t)y(t) + uT (t)Ru(t)

}
dt,

where R > 0 is a preselected constant (taken as 10 in this study), and subject
to the constraint that the flow satisfies (1)–(2) from some initial perturbed flow
state.

Upon discretization, the problem becomes: Find a control u(·) that solves

min
u

∫ ∞

0

{
xT
1 (t)C

T
1 C1x1(t) + uT (t)Ru(t)

}
dt, (4)

subject to
[
E11 0
0 0

] [
ẋ1(t)
ẋ2(t)

]
=

[
A11 AT

21

A21 0

] [
x1(t)
x2(t)

]
+

[
B1

0

]
u(t), (5)

where E11 ∈ IRn1×n1 is the mass matrix for the velocity fluctuation variables
and has full rank. The matrix A11 ∈ IRn1×n1 , A21 ∈ IRn2×n1 , and B1 ∈ IRn1×m

(note that we use the Dirichlet map, cf. [44], and m = 1 for this problem). Since
we consider stress-free outflow conditions, A21 has full rank and A21E

−1
11 A

T
21 is

nonsingular. Additionally, since the tangential velocity control doesn’t add mass
to the domain, the term B2 does not appear above.

To capture the von Kármán vortex street, as well as to resolve the influence
of cylinder rotations on the flow for this modest Reynolds number of 60, we
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use a mesh with about 5,400 elements. However, in most flow control problems,
typical dimensions of n1 and n2 prohibit the straight-forward application of
linear control methods to the problem above. Therefore, we investigate the use
of interpolatory model reduction methods to create modest size problems from
which we can develop suitable feedback control laws.

3 Interpolatory Projections

In this section, we describe the details of the interpolatory model reduction
methodology we employ. We will explain the interpolation techniques for both
the general DAE framework and the index-2 Oseen model arising in our appli-
cation as explained in Section 2.

3.1 Interpolatory Model Reduction of DAEs

Consider the following system of differential algebraic equations (DAEs) given
in the state-space form:

E ẋ(t) = Ax(t) +Bu(t),
y(t) = Cx(t) +Du(t),

(6)

where x(t) ∈ R
n represent the internal variables, u(t) ∈ R

m are the inputs
(excitation) and y(t) ∈ R

p are the outputs (observation) of the underlying dy-
namical system. In (6), E ∈ R

n×n is a singular matrix, thus leading to a DAE
system, A ∈ R

n×n, B ∈ R
n×m, C ∈ R

p×n, and D ∈ R
p×m. The model reduction

framework for linear dynamical systems, especially for the interpolatory meth-
ods, is best understood in the frequency domain. Towards this goal, let û(s) and
ŷ(s) denote the Laplace transforms of u(t) and y(t), respectively, and take the
Laplace transformation of (6) to obtain

ŷ(s) = G(s)û(s), where G(s) = C(sE−A)−1B+D. (7)

In (7), G(s) is called the transfer function of (6). We will denote both the
underlying dynamical system and its transfer function by G.

In this setting of model reduction, the goal is to construct a reduced model
of the form

Ẽ ˙̃x(t) = Ãx̃(t) + B̃u(t),

ỹ(t) = C̃x̃(t) + D̃u(t),
(8)

where Ẽ, Ã ∈ R
r×r, B̃ ∈ R

r×m, C̃ ∈ R
p×r, and D̃ ∈ R

p×m with r � n such
that the reduced model output ỹ(t) approximates the original output y(t) for a
wide range of input selections u(t) with bounded energy. As for the full model,
we obtain the transfer function of the reduced model by taking the Laplace
transform of (8):

G̃(s) = C̃(sẼ− Ã)−1B̃+ D̃. (9)
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Thus, in the frequency domain, we can view the model reduction problem as a
rational approximation problem in which we search for a reduced order rational
function G̃(s) to approximate the full order one G(s).

We will employ the commonly used Petrov-Galerkin projection framework
to obtain the reduced model. We will construct two model reduction bases V ∈
R

n×r and W ∈ R
n×r, approximate the full-order state x(t) byVx̃(t), and obtain

the reduced-order model in (8) using

Ẽ = WTEV, Ã = WTAV, B̃ = WTB, and C̃ = CV. (10)

The feedthrough term D̃ will be chosen appropriately to enforce matching around
s = ∞. For the case of ordinary differential equations (ODEs) where E is non-

singular, the generic choice is D̃ = D. However, for DAEs due to the eigenvalue
of the matrix pencil λE−A at infinity, special care is needed in choosing D̃.

3.2 Model Reduction by Rational Tangential Interpolation

In model reduction by tangential interpolation, the goal is to construct a reduced
transfer function G̃(s) that interpolates G(s) at selected points in the complex
plane along selected directions. The interpolation data consists of the interpola-
tion points {σi}ri=1 ∈ C together with the left tangential directions {ci}ri=1 ∈ C

p

and the right tangential directions {bi}ri=1 ∈ C
m. The usage of the terms “left”

and “right” will be clarified once we define the interpolation problem: GivenG(s)

and the interpolation data, find a reduced model G̃(s) = C̃(sẼ − Ã)−1B̃ + D̃
that satisfies, for j = 1, . . . , r,

cTi G(σj) = cTi G̃(σj),

G(σj)bj = G̃(σj)bj , and

cTi G
′(σj)bj = cTi G̃

′(σj)bj .

(11)

In other words, we require the reduced rational function G̃(s) (the reduced
model) to be a bitangential Hermite interpolant the original rational function
G(s) (the full model). One might require interpolating higher-order derivatives
of G(s) as well. Moreover, one might also choose different sets of interpolation
points (i.e. the right and left interpolation points) along with the left and right
tangential direction vectors. For brevity of the paper, we will consider only up to
Hermite interpolation and choose one set of interpolation points. For the details
of the general case, we refer the reader to [7, 31, 35].

The fundamental difference between model reduction of DAEs and ODEs is
that due to the eigenvalue at infinity, the transfer function of a DAE system
might contain a polynomial part. The reduced transfer function is required to
exactly match the polynomial part of G(s); otherwise the error around s = ∞
can grow unbounded leading to unbounded model reduction error. Therefore,
model reduction methods for DAEs aims to enforce matching of polynomial
parts; see, e.g., [2, 16, 35, 40, 50, 67] and the references therein.
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Towards this goal, let G(s) be additively decomposed as

G(s) = Gsp(s) +P(s), (12)

where Gsp(s) is the strictly proper rational part, i.e., lims→∞ G(s) = 0 and
P(s) is the polynomial part of G(s). We will require that the reduced transfer

function G̃(s) have exactly the same polynomial part as G(s), i.e.,

G̃(s) = G̃sp(s) + P̃(s), where P̃(s) = P(s),

and G̃sp(s) is the strictly proper rational part. This will guarantee that the
error transfer function does not contain a polynomial part and is simply given
by Gerr(s) = G(s)−G̃(s) = Gsp(s)−G̃sp(s). For model reduction by tangential
interpolation, [35, 72] showed how to construct the model reduction bases V
and W so that the reduced-model of (10) satisfies the interpolation conditions

(11) in addition to guaranteeing P̃(s) = P(s). As expected, the left and right
deflating subspaces of the pencil λE−A corresponding to the finite and infinite
eigenvalues will play a fundamental role in achieving this goal. The next result
is a special case of Theorem 3.1 in [35] simplified to Hermite interpolation.

Theorem 1. Given G(s) = C(sE−A)−1B+D, let Pl and Pr be the spectral
projectors onto the left and right deflating subspaces of the pencil λE −A cor-
responding to the finite eigenvalues. Let the columns of W∞ and V∞ span the
left and right deflating subspaces of λE −A corresponding to the eigenvalue at
infinity. Let σi ∈ C, for i = 1, . . . , r be interpolation points such that σiE −A
and σiẼ−Ã are nonsingular. Also let bi ∈ C

m and ci ∈ C
p be the corresponding

tangential direction vectors for i = 1, . . . , r. Construct Vf and Wf such that

(σiE−A)−1PlBbi ∈ Im(Vf ) for i = 1, . . . , r, (13)

and (σiE−A)−TPT
r C

T ci ∈ Im(Wf) for i = 1, . . . , r. (14)

Then with the choice of W = [Wf , W∞ ], V = [Vf , V∞ ], and D̃ = D, the

reduced-order model G̃(s) = C̃(sẼ − Ã)−1B̃ + D̃ obtained via projection as in
(10) satisfies the bitangential Hermite interpolation conditions (11) as well as

P̃(s) = P(s).

Even though Theorem 1 resolves the tangential interpolation problem for DAEs,
it comes with a numerical caveat that it explicitly uses the spectral projectors
Pr and Pl in the model reduction step. For large-scale DAEs, computing Pr and
Pl is, at best, very costly if not infeasible. Therefore, it is important to construct
the model reduction bases without forming Pr and Pl explicitly. Fortunately,
for the Stokes-type descriptor systems of index 2, [35, 72] recently showed how
to apply interpolatory projections without forming Pr and Pl explicitly. This is
what we consider next.
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3.3 Interpolation Theorem for Stokes-type DAEs of Index 2

Recall the linearized DAE in (5), together with the output equation, appearing
as the constraint for the optimal control problem:

[
E11 0
0 0

] [
ẋ1(t)
ẋ2(t)

]
=

[
A11 AT

21

A21 0

] [
x1(t)
x2(t)

]
+

[
B1

B2

]
u(t), (15)

y(t) = C1x1(t) +C2x2(t) +Du(t), (16)

where E11 is nonsingular, B2 = 0, A21 has full rank and A21E
−1
11 A

T
21 is nonsin-

gular. In this case, system (15) is of index 2. The next theorem from [35] will
show how to construct a reduced model for (15) without requiring the deflating
projectors. For details of the derivations, we refer the reader to [35]. Also, for
balanced-truncation based model reduction of (15), see [40].

Theorem 2. Given are the full-order DAE in (15), and the interpolation points
σi ∈ C together with the tangential direction vectors bi ∈ C

m and ci ∈ C
p

i = 1, . . . , r. Let vi and wi solve

[
σiE11 −A11 AT

21

A21 0

] [
vi

z

]
=

[
B1bi
0

]
, (17)

and [
σiE

T
11 −AT

11 AT
21

A21 0

] [
wi

q

]
=

[
CT ci
0

]
. (18)

for i = 1, . . . , r. Construct

V = [v1, . . . ,vr] , and W = [w1, . . . ,wr] . (19)

Define

D̃ = D−C2(A21E
−1
11 A

T
21)

−1A21E
−1
11 B1.

Then the reduced model

G̃(s) = CV(sWTE11V −WTA11V)−1WTB1 + D̃. (20)

satisfies the bitangential Hermite interpolation conditions (11) as well as P̃(s) =
P(s).

Note that the expensive spectral projector computations are completely avoided;
the only numerical cost is the need to solve 2r (sparse) linear systems arising in
(17) and (18).

We also note that Theorem 2 can be directly extended to the case where the
algebraic equation in (15) has the form 0 = A21x1(t) + B2u(t) with B2 	= 0.
The numerical cost stays the same; see [35, 40] for details.
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4 Numerical Results

We now apply the interpolatory model reduction algorithm described in Section
3.3 to the flow control problem described in Section 2.1. A relatively coarse
mesh containing 5378 triangular elements was used to discretize flow solutions
in the domain Ω = (−7, 15)× (−7, 7)\c where c is the cylinder centered at the
origin with unit diameter. The steady-state flow corresponding to Re = 60 was
computed on this mesh and the resulting (v̄, p̄) was used to compute the discrete
model for the flow fluctuations where n1 = 21, 390 and n2 = 2, 777. Plots of v̄
components appear in Fig. 1.

Fig. 1. Steady-state velocity contours (horizontal-left, vertical-right)

As mentioned in Section 3.3, the linearization around the steady-state solution
at Re = 60 leads an unstable model; i.e the full-model DAE in (15) is unstable.
There are two unstable poles are at 5.2480×10−2± ı7.6720×10−1. We note that
the model reduction framework we use does not require computing these unstable
poles; we include them for comparison to the reduced model. The flexibility of the
interpolatory model reduction is that even though the original model is unstable,
Theorem 2 can still be applied as long as the interpolation points are not chosen
as one of the poles. We have simply chosen 33 complex conjugate pairs (overall
66 points) on the imaginary axis as the interpolation points. The imaginary
parts of the interpolation points varied from 10−3 to 103. Then, using Theorem
2, we have constructed our model reduction space V ∈ R

21390×66. To preserve
the symmetry in E11, we have simply set W = V. Thus, the reduced transfer
function is a Lagrange interpolant in this case, not a Hermite interpolant. Due
to the complex conjugate-pairs, construction of V required only 33 sparse linear
solves. Then, using a short-SVD (a relatively minor computational task due
to the small number of columns in V), we have removed the linear dependent
columns from V, and reduced the dimension to r = 60; thus having a final
reduced model of order r = 60.

An important requirement of the reduced model in this optimal control setting
is that the reduced model should capture the unstable poles of the original model
so that the controller design based on the reduced model can work effectively on
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the full-model. As for the full-order model, our reduced model has exactly two
unstable poles. The unstable poles of G(s) and G̃(s) are listed below:

λunstable(G(s)) : 5.248019596820730× 10−2 ± ı 7.672028760928972× 10−1

λunstable(G̃(s)) : 5.248030491505502× 10−2 ± ı 7.672029050490372× 10−1

As these numbers show, the unstable poles of G(s) are captured to a great
accuracy as desired. To further illustrate the quality of the reduced model, in
Fig. 2, we depict the singular values plots of frequency responses of G(s) and

G̃(s), i.e. ‖G(ıω)‖ and ‖G̃(ıω)‖ vs ω ∈ R. As the figure shows, G̃(s) replicates
G(s) almost exactly.

Singular Value Plot of G (s) and G̃(s)

Fig. 2. The singular value plots of the full-model G(s) and the reduced model G̃(s)

We use the reduced-order model (20) to compute an approximate solution to

the LQR problem (4). Therefore, since D̃ = 0 in our example, we consider the
solution to the problem

min
u

∫ ∞

0

x̃T
1 (t)C̃

T
1 C̃1x̃1(t) + uT (t)Ru(t) dt (21)

subject to x̃1(·) solving (8). The solution can be computed by solving the alge-
braic Riccati equation (using the care function in Matlab)

ÃT
11PẼ11 + ẼT

11PÃ11 − ẼT
11PB̃1R

−1B̃T
1 PẼ11 + C̃T

1 C̃1 = 0
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for the positive definite, symmetric solution P, then computing

K̃ = R−1B̃T
1 PẼ11.

The solution to (21) is then u = −K̃x̃1. To find the representation of the control
law in the original (full-order, discrete) variables, we can use

u = − K̃VT︸ ︷︷ ︸
K

Vx̃1︸︷︷︸
≈x1

.

Finally, we can consider the computation of u as an approximation of the infinite
dimensional control problem where v = (vξ, vη) for spatial variables (ξ, η)

u(t) = −
∫

Ω

hvξ(ξ, η)(vξ(ξ, η, t)− v̄ξ(ξ, η))+hvη (ξ, η)(vη(ξ, η, t)− v̄η(ξ, η)) dξ dη.

The finite element representations of the gains hvξ and hvη corresponding,
respectively, to the horizontal and vertical components of the velocity fluctua-
tions are plotted in Fig. 3. These compare well to those calculated for the same

Fig. 3. Functional gains (horizontal hvξ -left, vertical hvη -right)
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Fig. 4. Control Input: Tangential Cylinder Velocity
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problem (with a different C operator and slightly higher Reynolds number of
100) appearing in Fig. 4 of [1]. Considering that the gains computed in this
study were computed with dramatically less computational cost emphasizes the
feasibility of this approach.

To verify that this control law stabilizes the flow, we simulated the von
Kármán vortex street for 60 seconds, then applied the full-state feedback con-
trol. The control was able to nearly return the flow to the steady-state flow in
50 seconds of simulation. The control input is plotted in Fig. 4.

5 Conclusions and Future Work

We have shown that with modest cost, using interpolatory model reduction we
can produce accurate reduced models for index-2 DAEs arising from flow con-
trol problems. Using this model reduction framework within a control setting
led to qualitatively similar functional gains as computed using more expensive
control algorithms. We will apply this approach to study more complicated set-
tings including flow control problems with higher Reynolds numbers and finer
discretization. We will also investigate the practical problem of building effec-
tive state estimators and reduced-order compensators, as well as the effect of
different controlled output operators on the quality of the feedback control.
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Abstract. Interpolation based model reduction is applied to a reactive
process. A zero-dimensional, perfectly stirred, constant pressure reactor
with complex chemistry, modeled by the GRI3.0 scheme, is considered.
The aim of this work is to analyze how interpolatory model reduction
performs for combustion processes, where the solution is very sensitive
to the choice of input parameters. In this study the initial temperature
is chosen as varying parameter.

Keywords: reactive flow, interpolatory model reduction, reduced order
model, singular value decomposition.

1 Introduction

Model reduction (MR) has developed to a vital tool in the area of fluid mechanics.
It allows to determine, from calculated or measured data, a model describing
quantities of interest with lower computational cost. Reduced models can be
used to speed up a design process or to perform real time calculations feeding a
control mechanism.

MR techniques very often build on modes, which are used to approximate a
desired solution. The cost and the quality of such a reduced order model (ROM)
depend on the number of modes, their properties and on the family of solutions
which is to be reduced. Typically smooth solutions, which are slowly varying or
periodic functions of the input parameters can be described by a few modes.
However, discontinuities or steep gradients are common in systems of practical
interest and pose a challenge. For example, these can be shocks in compressible
and fast temperature changes in reactive flows.

We will study an interpolation based technique [3], where the reduced order
model is created from modes spanning the solution space. Here the modes in-
clude the time dependence revealing the system dynamics. It makes no use of
a specified structure of the original system model, which makes it a suitable
candidate for the reduction of flows with discontinuities or steep gradients.

The main idea of the method is to enrich an interpolation based reduced order
model (ROM) with a parameter-dependent confidence measure. A set of system
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states is obtained for a number of parameter values si, i = 1, . . . , S, for example,
by solving the governing partial differential equations (PDE) and combined to a
so-called training matrix. The singular value decomposition (SVD) of this matrix
is performed to extract important features of the parameter dependent model.
Each column of the matrix contains the full spatial-temporal solution for a given
parameter, which results in a matrix of very large dimension. Fortunately, the
generation of the training matrix and the computation of the SVD are paralleliz-
able and thus feasible in practical applications. The left singular vectors depend
on space and time, whereas the right singular vectors reveal the parameter de-
pendence. In [3] the authors noticed a direct relation between the higher order
modes and the right singular vectors. Namely, the latter become oscillatory in
the range of parameters for which the PDE solution is very sensitive even for
small parameter perturbations. This allows to select several smooth right sin-
gular vectors and use them within the interpolation based MR. Moreover, the
quality of the ROM, its sensitivity, can be easily estimated with a provided error
estimator.

We have investigated how well this approach performs near discontinuities
present in a model problem of a homogeneous (0D) reactor with a methane
air mixture. If the temperature is sufficiently high, autoignition occurs, and
the temperature rapidly increases after a certain time, until the combustible
is consumed. The ignition time [1] strongly depends on the initial temperature
T0. We found that the method introduced in [3] does not handle this problem
satisfactorily and we propose a modification, which takes additional physical
information into account. We illustrate that the modified approach gives good
results.

2 Governing Equations of the Model Problem

For the simulation of a zero-dimensional (0D), perfectly stirred, constant pressure
reactor the following set of equations can be used:

∂�Yk

∂t
= ω̇k (1a)

�Cp
∂T

∂t
= ω̇′

T , (1b)

where � denotes the density, Yk the mass fraction of species k = 1, . . . ,K, T the
temperature and Cp = Cp(T ) the isobaric specific heat capacity. The nomencla-
ture closely follows [18]. The heat release ω̇′

T is given by

ω̇′
T = −

K∑
k=1

hkω̇k = −
K∑

k=1

hs,kω̇k −
K∑

k=1

Δh0
f,kω̇k, (2)

with the sensible enthalpies hs,k and mass formation enthalpies Δho
f,k at a certain

reference temperature T0. The rate ω̇k is defined as

ω̇k =
K∑
j=1

ω̇kj , (3)
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with the reaction rates ω̇kj

ω̇kj = QjWkνkj , for all reactions j = 1, . . . , J. (4)

Here, Wk denotes the molecular weight and νkj = ν′′kj − ν′kj the molar stoichio-
metric coefficients of species k in reaction j.

The progress rates Qj are defined by:

Qj = Kforward,j

K∏
k=1

[Xk]
ν′
kj −Kreverse,j

K∏
k=1

[Xk]
ν′′
kj , (5)

with [Xk] being the molar concentration of species k. The set of equations is
closed with the law of ideal gas:

p = �
R

W
T, (6)

with R being the ideal gas constant and W the mean molecular weight.

1

W
=

K∑
k=1

Yk

Wk
. (7)

The temperature dependence of the specific heat capacity is captured by use of
corresponding NASA polynomials [2,15].

2.1 Arrhenius Approach

The rate coefficients Kforward,j and Kreverse,j are modeled by an Arrhenius ap-
proach [17,18,23]:

Kforward,j = AfjT
βj exp

(−Ea,j

RT

)
, (8)

where Afj corresponds to the so-called pre-exponential or frequency factor and
Ea,j to the activation energy. βj reflects an additional temperature dependence.
The reverse rate is given by:

Kreverse,j =
Kforward,j

C exp
(

ΔG0
j

RT

) , (9)

following from the equilibrium with ΔG0
j as Gibbs free energy [23]. The term C

is defined as:

C =
(patm
RT

)∑N
k=1 νkj

(10)

and acts as a unit correction, with the atmospheric pressure patm.
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2.2 Reaction Mechanism

The coefficients Af , β and Ea are obtained from model reaction schemes, which
provide a reduced description of the full reaction kinetics. Except for certain
reactions, the coefficients are determined experimentally and often optimized
toward a certain application, e.g. pure oxygen [13] or natural gas flames [19].

Within this work we will use the well known GRI3.0 [7] reaction scheme. It is
designed to model natural gas combustion under atmospheric conditions, which
enables it to cover a large variety of applications. The GRI3.0 scheme includes
325 reactions and K = 53 species consisting of 5 elements, i.e., O,H,C,N,Ar.
It contains hydrocarbons as well as nitrogen oxides.

We will now follow the notation of [5]. The GRI3.0 reaction mechanism in-
volves three-body, Lindemann and Troe falloff reaction types. For the three-body
reaction A+B +M � AB +M the progress rates are weighted by:

[M ] =

K∑
k=1

εk[Xk], (11)

with reaction scheme-dependent efficiencies εk and possible collision partners M .
The Lindemann form of the falloff reactions [14] is implemented by

Kforward,j =
K0,j [M ]

1 +
K0,j [M ]
K∞,j

, (12)

where K0,j defines the low- and K∞,j the high pressure limit. The corresponding
kinetic parameters are given within the reaction scheme. The approach can be
generalized by defining a reduced pressure pred

pred,j =
K0,j [M ]

K∞,j
, (13)

and
Kforward,j = K∞,j

(
pred,j

1 + pred,j

)
Ffalloff(T, pred,j), (14)

with the so-called falloff function Ffalloff . For Troe type falloff reactions [4] a four
parameter function is used. Again, all the values are given within the reaction
scheme.

2.3 Numerical Validation

We have performed all our simulations with a serial Matlab (8.1.0.604) im-
plementation of the equations (1a) – (1b). Since these equations are stiff, the
integrated solver ode15s is used. Also other integration methods can be applied.
However, additional attention has to be paid to the size of time steps. If the step
size is too large the reaction of the mixture maybe missed in the simulation.

In order to validate our implementation, a comparison with the open-source
chemical kinetics software Cantera [5] is carried out. Two cases are analyzed:
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Fig. 1. Case (a): Temperature history
of a hydrogen combustion obtained with
Cantera (solid) and our implementation
(dashed).

Fig. 2. Case (a): Mass fractions for H2 and
H2O obtained with Cantera (solid) and
our implementation (dashed).

the combustion of (a) hydrogen and (b) methane. For (a) the initial mixture
is given by YH2 = 0.025, YO2 = 0.2 and YN2 = 0.775. For (b) YCH4 = 0.05,
YO2 = 0.2 and YN2 = 0.75 is chosen. In both cases the initial temperature is
T0 = 1000 K.

As we may observe in Figs. 1 and 2 and Figs. 3 and 4, both codes match well,
albeit using two different time stepping schemes. The reaction process over time
is well described. Only a small delay in temperature increase may be observed.
It should be noted that, without any limitations, also Cantera can be directly
used for below model reduction process. However, since a goal of our future work
is to introduce an adjoint based model reduction approach, we implemented our
own solver. It has been shown in [11,12], that incorporating adjoint equations
offers several further options within the framework of reactive compressible flows.

3 Model Reduction

Reduced order models are often determined by a decomposition of a full system
into modes. These modes can be derived from different principles such as the
proper orthogonal decomposition (POD) [9,10,22], balanced truncation [16,8] or
dynamic mode decomposition (DMD) [20,21]. Since the model reduction tech-
niques, dedicated only to the spatial modes, are computationally still expensive
(the reduced system dynamics have to be solved), they are inappropriate for
reducing huge systems, e.g. direct numerical simulations of reactive flows con-
taining shocks.

Therefore we focus on interpolation based methods building on modes of the
full spatial-temporal space, where the system dynamics are captured by the
interpolation. We investigate the combustion in a homogeneous (0D) reactor
described by (1a)–(1b). By this, we restrict ourselves to study only the time
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Fig. 3. Case (b): Temperature history
of a methane combustion obtained with
Cantera (solid) and our implementation
(dashed)

Fig. 4. Case (b): Mass fractions for CH4

and H2O obtained with Cantera (solid)
and our implementation (dashed)

evolution. No transport effects are considered. However, a main feature of re-
active flows is captured: the sudden inset of the reaction resulting in as steep
increase of the temperature. The corresponding time strongly depends on the
initial temperature T0 and therefore, we use this initial temperature as a free
parameter in our model reduction.

The task of the MR is to predict the behavior of the system for an arbitrarily
chosen initial temperature. Our main goal is to investigate how well the proposed
method deals with the suddenly and strongly varying behavior in temperature
and mass fractions. This example partly mimics difficulties of more complex
processes, like deflagration-to-detonation transition (DDT). The crucial point
is, how well the reaction process can be predicted from a few training runs at
given (but different) parameters.

In order to set up an interpolatory ROM which can be used to investigate the
considered system in dependence of the initial temperature T0, we simulated our
model problem with different values T0, see Fig. 5.
We applied the method proposed in [3] to observe how a global interpolatory

approach can handle the nearly discontinuous behavior. The method includes a
strategy to improve the interpolation by neglecting higher modes in a (heuristic)
controlled manner and provides a heuristic error estimator. Since the underlying
SVD can be also calculated for very large systems, it can be applied to our
future target: full complex simulations with billions of points. However, in spite
of the initial hopes, the results are not satisfactory, as described in the following
Sect. 3.1. As a result, we suggest a modification of the method by enriching
it with additional physical information, here provided by interpolated values of
the ignition time. This strongly improves the original model reduction approach.
The extended framework and the results are presented in Sect. 3.2.
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3.1 Basic MR Method: MRa

Following [3] let us define the so-called training matrix F containing the solutions
f(t, (Yk, T ), T

s
0 ) (training runs) of our model problem for S different values of

the initial temperature T0

F =
[
f
(
[tn, k], T

(1)
0

)
, . . . , f

(
[tn, k], T

(s)
0

)
. . . , f

(
[tn, k], T

(S)
0

)]
. (15)

Therein f corresponds to a column vector of the length (K + 1) ·N containing
the spatial-temporal solution for the initial temperature T

(s)
0 . N corresponds to

the number of used time steps. K + 1 is the number of degrees of freedom for
every time step tn, i.e. the number of species and the temperature. Time and
species index form a combined index. This super-index is marked by brackets
[·, ·].

By computing the skinny (thin) SVD [6, Sect. 2.4.3] we get the following
decomposition of F :

F = UΣV T , with Σ =

⎡
⎢⎣
σ1

. . .
σS

⎤
⎥⎦ (16)
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and

U =
[
u1([t

n, k]), . . . , uS([t
n, k])

] ∈ C
(K+1)·N×S, (17)

V =

⎡
⎢⎢⎢⎣

v1

(
T

(1)
0

)
. . . vS

(
T

(1)
0

)

...
. . .

...
v1

(
T

(S)
0

)
. . . vS

(
T

(S)
0

)

⎤
⎥⎥⎥⎦ ∈ C

S×S (18)

with orthonormal columns. The training runs are decomposed into the modes
U with the weights Σ and V . The training matrix can be approximated by the
modes corresponding to the largest singular values.

To interpolate a solution for a different arbitrary initial temperature T0 the
weights V instead of the solution can be interpolated. Here, a linear interpolation
is used, but also higher interpolation schemes are also possible. Selecting the R
largest singular values yields

f(tn, k, T0) ≈ f̃(tn, k, T0) =

R∑
r=1

σrur(t
n, k)ṽr(T0),

with

ṽr(T0) = vr

(
T

(s)
0

)
+

vr

(
T

(s+1)
0

)
− vr

(
T

(s)
0

)

T
(s+1)
0 − T

(s)
0

(
T0 − T

(s)
0

)
(19)

for T
(s)
0 ≤ T0 ≤ T

(s+1)
0 .

Since the full solution for all time steps is obtained by interpolation, no differ-
ential equations have to be solved in addition to capture the system dynamics.

In order to assess the ROM, we compare it with the solution of the homoge-
neous reactor implementation, introduced in Sect. 2.3, for an initial temperature
of T0 = 1050K. We use our ROM with the training set T0 = 1020, 1040, 1060,
1080K, see Fig. 5. As in the validation case (b), the initial mass fraction dis-
tribution is given by YCH4 = 0.05, YO2 = 0.2 and YN2 = 0.75. We notice that
the obtained ROM does not describe the combustion process correctly. Several
jumps in temperature, which correspond directly to ignition times of the training
set, are visible, see Fig. 6. As for the temperature, also the mass fractions are
not correct, see Fig. 7.

As suggested by the authors of [3], reducing the number of right singular
vectors should improve the results due to an oscillatory behavior of v(T0). For
the presented examples R = 3 is used. Despite finding the expected oscillatory
behavior of our modes, reducing their number worsened the results. Consequently
the method does not work as initially hoped.

This may be caused by selecting too few training data sets. However, the
determination of these is in general very expensive and should be avoided es-
pecially for high-dimensional problems. Since the algorithm is unable to han-
dle the occurring strong variations correctly, it does not qualify for our pur-
poses. Fortunately, a slight modification of the method resulted in a much better
approach.
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Fig. 6. Temperature T for homogeneous (0D) reactor solution with T0 = 1050 K
obtained by the full simulation (dashed) and the ROM(MRa) (solid)

3.2 Modified MR Method: MRb

The main idea to improve the ROM discussed in the previous Sect. is to incor-
porate additional physical information, such that the discontinuities or sharp
gradients, or at least their effects, will be removed within the MR framework.

One may find that the discontinuities in the mentioned case are defined by
the strong temperature increase. Since the physical process is independent of the
initial time it is possible to change the time frame. Therefore, the values of the
solutions f(t, (Yk, T ), T

s
0 ) are time-shifted, such that their maximum tempera-

ture gradients match in time. No interpolation is involved during the shifting
procedure, thus the shift accuracy is limited to the resolution of the time grid.
Outside the simulated time interval a constant extrapolation is used. To deter-
mine the time shift we use an interpolation by cubic polynomials with respect
to the varying parameter T0, see Fig. 8. For larger ranges of T0 the shift may
be approximated by a logarithmic approach. The shifted values are now used
as an input training set for the procedure described in the previous Sect. The
number of the temperature dependent modes is chosen again as R = 3. Now
the ignition event is represented properly, see Fig. 9 and Fig. 10. Moreover, even
small species fractions, like NO are well described.

So far the presented method can be viewed as an interpolation of a PDE
solution using training data in an orthonormal basis obtained by means of a
singular value decomposition. A simple interpolation of the solution directly
from the (shifted) training data will provide a similar result. But, also the storage
requirement will be similar, if the number of modes is not much smaller than
the number of training runs, as every column of ur(k, t

n) = U([k, tn], r) is as big
as a full training solution.
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Fig. 7. Mass fractions Y for C2H6, CH4, CO,H2O,NO,OH obtained by the full sim-
ulation (dashed) and the ROM(MRa) (solid)
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Fig. 8. Shown is the ignition time shift Δitf (time index) with respect to the ini-
tial temperature deviation ΔT0. The filled circles correspond to the training set
T0 = 1020, 1040, 1060, 1080K and the line to a cubic function based on these val-
ues. The dotted line represents the target initial temperature T0 = 1050K. The crosses
correspond to benchmark simulations. The shifts are well approximated by a cubic
polynomial in the considered range.
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Fig. 9. Temperature values T for homogeneous (0D) reactor solution with T0 = 1050K
obtained by the full simulation (dashed) and the ROM(MRb) (solid)
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Fig. 10. Mass fractions Y for C2H6, CH4, CO,H2O,NO,OH obtained by the full sim-
ulation (dashed) and the ROM(MRb) (solid)
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Fig. 11. First 100 singular values σ̂q defined in (21). For the reconstruction of the
modes U the modes û1, . . . , û7 are used. The dashed part of the curve corresponds to
the neglected singular values.
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Fig. 12. Temperature values T for homogeneous (0D) reactor solution with T0 = 1050K
obtained by the full simulation (dashed) and the ROM(MRb + additional decomposi-
tion of U) (solid)



410 M. Lemke et al.

0 0.5 1 1.5
−5

0

5

10

15

20x 10
−4 C2H6

t [s]

Y
 [1

]

(a)

0 0.5 1 1.5
−0.02

0

0.02

0.04

0.06
CH4

t [s]
Y

 [1
]

(b)

0 0.5 1 1.5
−0.02

0

0.02

0.04

0.06
CO

t [s]

Y
 [1

]

(c)

0 0.5 1 1.5
0

0.05

0.1

0.15

0.2
H2O

t [s]

Y
 [1

]

(d)

0 0.5 1 1.5
−2

0

2

4

6x 10
−3 NO

t [s]

Y
 [1

]

(e)

0 0.5 1 1.5
−2

0

2

4

6

8x 10
−3 OH

t [s]

Y
 [1

]

(f)

Fig. 13. Mass fractions Y for C2H6, CH4, CO,H2O,NO,OH obtained by the full sim-
ulation (dashed) and the ROM(MRb + additional decomposition of U) (solid)
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The advantage of the proposed method is the possibility to reduce its storage
requirements. The basic idea is an additional SVD decomposition of the obtained
modes U given by U = ÛΣ̂V̂ . Technically the first R modes are reshaped, such
that the first index contains only the time

U(tn, [k, r]) = , (20)

and

U(tn, [k, r]) =

(K+1)R∑
q=1

ûq(t
n)σ̂q v̂

r
q(k)

T (21)

holds. The distribution of the singular values σ̂q is shown in Fig. 11.
If only the first Q � (K + 1)R modes corresponding to the largest singular

values are taken into account, the full reduction can be summarized as

f(tn, k, T0) ≈ f̃(tn, k, T0) =

R∑
r=1

Q∑
q=1

σr ûq(t
n)σ̂q v̂

r
q(k)ṽr(T0). (22)

The resulting formula (22) is cheap to evaluate, no dynamics has to be simu-
lated and the storage requirements are strongly reduced compared with a simple
interpolation approach.

We found, that the interpolation data set can be reduced, while maintain a
suitable interpolation. For the considered case with R = 3 the decomposition
of U with Q = 7 lead to a reduction of the required data to about 14% of one
training set. The results are shown in Figs. 12 and 13.

4 Conclusions

In this paper, we have extended a well-recognized interpolation based model re-
duction technique by incorporating additional physical information within the
interpolation procedure. Preliminary numerical investigations on a homogeneous
(0D) reactor with detailed chemistry allowed to construct a proper ROM. The
generalization to more complex systems is non-trivial and subject of current
research. Our next aim is to investigate the quality of the method when ap-
plied to more complex systems including transport and involving more than one
discontinuity.
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