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Preface

This is the second part of a 2-year course of abstract algebra for students beginning
a professional study of higher mathematics.! This textbook is based on courses
given at the Independent University of Moscow and at the Faculty of Mathematics
at the National Research University Higher School of Economics. In particular, it
contains a large number of exercises that were discussed in class, some of which are
provided with commentary and hints, as well as problems for independent solution
that were assigned as homework. Working out the exercises is of crucial importance
in understanding the subject matter of this book.

Moscow, Russia Alexey L. Gorodentsev

IThroughout this book, the first volume will be referred to as Algebra I.
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Hom¢ (X, Y)

End(X), Enda (U), etc.

Aut(X), Auts (U), etc.
AQ®B

URrW

Sns Ap < Sy,

(81,82, ---.8n) € Su
liv, iy oo s im) € Sy

A AL £

A(8), A(N), A(a), A(T)

The integer, positive integer, rational, real, and
complex numbers

The finite field of ¢ elements

The cardinality of a finite set M

The identity map X = X

n divides m

The multiplicative groups of the nonzero elements
in a field IF' and the invertible elements in a ring K
The equivalence class of an element a modulo
some equivalence relation, e.g., modulo a subgroup
U or a prime number p

The set of homomorphisms X — Y

The set of maps U — W commuting with a set of
operators A acting on U and W

The set of morphisms X — Y in a category C

The same for the endomorphisms X — X

The same for the groups of invertible morphisms
X=X

The tensor product of commutative rings or mod-
ules over the same commutative ring

The tensor product of a right R-module U and a left
R-module W

The symmetric group Aut{l, 2, ..., n} and its
normal subgroup of even permutations

The permutation g : k — gi

The cyclic permutation i} > iy > -+ > iy > i)
A Young diagram A = (X1, A,, ..., A,), its weight
[A] =Y, A, and its length £(A) = m

The cyclic types of a permutation g € Sy or a
nilpotent linear endomorphism N € End(V) and
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covector & € V*
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The affine and projective spaces associated with a
vector space V

The coordinate affine and projective spaces of
dimension n

The groups of linear, orthogonal, and unitary trans-
formations of a vector space V

The group of linear projective transformations of a
projective space IP(V)

The subgroups of the previous groups formed by
the linear transformations of determinant 1

The groups of n x n matrices obtained from the
previous groups for V = k"

The nth tensor, symmetric, and exterior powers of
a vector space V

The tensor, symmetric, and exterior (Grassman-
nian) algebras of a vector space V
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tensors
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Chapter 1
Tensor Products

1.1 Multilinear Maps

Let K be a commutative ring, and let V|, V5, ..., V, and W be K-modules. A map
o:VixVox oo xV, > W (1.1)

is called multilinear or n-linear if ¢ is linear in each argument while all the other
arguments are fixed, i.e.,

(..., W+, . )=de(..., v, . )+ pe(.... v, ...)

for all A,u € K, v',v" € V;, 1 < i < n. For example, the 1-linear maps
V. — V are the ordinary linear endomorphisms of V, and the 2-linear maps
V x V — K are the bilinear forms on V. The multilinear maps (1.1) form a
K-module with the usual addition and multiplication by constants defined for maps
taking values in a K-module. We denote the K-module of multilinear maps (1.1) by
Hom(Vy, Vs, ..., V,; W), orby Homg (Vy, V2, ..., V,; W) when explicit reference to
the ground ring is required.

1.1.1 Multilinear Maps Between Free Modules

Let Vi, V,,...,V, and W be free modules of finite ranks dy,d,,...,d, and d

respectively. Then the module of multilinear maps (1.1) is also free of rank
) ) (v)

d-dy-dy---d, To see this, choose a basis e ', e, N in every V, and a
basis ej, e, ...,e4 in W. Every map (1.1) is uniquely determined by its values on
© Springer International Publishing AG 2017 1
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2 1 Tensor Products

all collections of the basis vectors

1 2
e e . el )ew (1.2)
because for an arbitrary collection of vectors vy, vo, ..., v,, where each v, € V,, is

linearly expressed through the basis as

dy
w=2 e 13)

Jv=1

it follows from the multilinearity of ¢ that

1 2 1 2
oo = 30 a0 g (6067 ) a4

J1j2 - jn

Every vector (1.2) is uniquely expanded as

d
(CY )] n\ _
% (ejl 2 €y s s € ) = Zaijljzmjn - e.
i=1

Thus, the multilinear maps (1.1) are in bijection with the (n + 1)-dimensional
matrices

A = (ayy, ..j,)

of size d X di X dy X --+ X d,, with elements a;;,j, ., € K. Forn = 1, such a
matrix is the usual 2-dimensional d x d; matrix (aij) of a linear map V — W, where
dy =dimV,d = dim W. For n = 2, a bilinear map V; x V, — W is encoded by the
three-dimensional matrix of size d x d; x d, formed by the constants (aijl jz), etc. A
map ¢ is recovered from its matrix by the formula

1 2
@(U],Uz,.. Un)—zam]z Jn ](1) ](2) . I(:) e;. (15)

The addition and multiplication by constants in Hom(Vy, V,, ..., V,; W) has the
effect on matrices (ay,j, .. j”) of componentwise addition and multiplication by
constants. Therefore, Hom(Vy, V5, ..., V,; W) is isomorphic to the K-module of
(n + 1)-dimensional matrices of size d X dy X d; x -+ X d,, with elements from
K. The latter module is free with a basis formed by the matrices Ej;,;, . j, having
1 in the position (ijj, ... j,) and 0 everywhere else. The corresponding basis of

Hom(Vy, Va, ..., V,; W) consists of the multilinear maps
8;1]2....\/ VixVox oo xV, > W,
(1) ) (n) e; ifk, =j, forallv, (1.6)
(ekl €y s ees €y ) .
0 otherwise.




1.1 Multilinear Maps 3

An arbitrary collection of vectors (1.3) is mapped to

i 1 2
8ivjrin P V1,02, 0y) x](.l) 'x](.z) . -x](.:l) -e;. (1.7)
In particular, if K = kis a field and Vy, V>, ..., V,, W are finite-dimensional vector

spaces over k, then dim Hom(Vy, Va, ..., V,; W) = dim W - [], dim V.

1.1.2  Universal Multilinear Map

Given a multilinear map of K-modules
T VixVyx - xV,—->U (1.8)

and an arbitrary K-module W, composing t with the linear maps F : U — W
assigns the map

Hom(U, W) - Hom(Vy, V,,...,V,;; W), Fi+> Fort, (1.9

which is obviously linear in F.

Definition 1.1 A multilinear map (1.8) is called universal if for every K-module
W, the linear map (1.9) is an isomorphism of K-modules. In the expanded form, this
means that for every K-module W and multilinear map ¢ : Vi x Vo x -+- xV,, — W,
there exists a unique K-linear map F : U — W such that ¢ = F o 7, i.e., the two
solid multilinear arrows in the diagram

U
\
\
\
. I F
\
\
@ Y
w

are uniquely completed to a commutative triangle by the dashed linear arrow.

Lemma 1.1 For every two universal multilinear maps
T VixVox oo xV,->U;, 5 :VixVpyx .- xV,—> U,

there exists a unique linear isomorphism 1 : Uy = U, such that ©, = t1).
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Proof By the universal properties of tj, 75, there exists a unique pair of linear maps
F21 . U1 — U2 and F12 : Uz — U1

that fit in the commutative diagram

U, U,
N 7 o s
AN s
F h ’ F
21 \ - o ¥ 12

Idy, Uz -~ V[XVzX---XV,, E—— U] 1dy,
Fo 7
7
7/
» T
U,

Since the factorizations 77 = ¢ o t; and ©, = ¥ o 1, are unique and hold for
Q= IdUl, Y= IdUz, we conclude that F F, = IdU2 and FpF> = IdUl- O

1.2 Tensor Product of Modules

The universal multilinear map (1.8) is denoted by

T:VixWVx - XV, > Vi@V,® - QV,,
(1.10)
(W1,02, ..., ) PV QUK -+ ® Uy,

and called fensor multiplication. The target module V| ® V, ® -+ ® V, is
called the tensor product of K-modules Vi,V,,...,V,, and its elements are
called fensors. The image of tensor multiplication consists of the tensor products
vV ® 1 @ -+ ® vy, called tensor monomials or decomposable tensors. The
decomposable tensors do not form a vector space, because the map (1.10) is not
linear but multilinear.! We will see soon that the decomposable tensors form a quite
thin set within Vi ® V>, ® - - - ® V,,. Over an infinite ground ring K, a random tensor is
most likely an indecomposable linear combination of monomials v @V, ® -+ @ v,.

Exercise 1.1 Deduce from the universal property of the tensor product that
Vi@ Va® -+ ® V, is linearly generated by the tensor monomials.

'The formula (1.5) shows that an n-linear map is described in coordinates by means of nth-degree
polynomials.
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1.2.1 Existence of Tensor Product

Although Lemma 1.1 states that the tensor product is unique up to a unique
isomorphism commuting with the tensor multiplication, Definition 1.1 does
not vouch for the existence of the tensor product. In this section we construct
VieV,® --- ® V, in terms of generators and relations. Then this description will
be clarified in Theorems 1.1 and 1.2.

Given a collection of K-modules Vi, V>, ..., V,, write V for the free K-module
with a basis formed by all n-literal words [vyv; ... v,], where the ith letter is an
arbitrary vector v; € V;. Let R C V be the submodule generated by all linear
combinations

[ QuApw) ] = A u-]— [ wee-], (1.11)

where the left and right dotted fragments remain unchanged in all three words. We
put

VigVo® - @V, £V/R,

def

(1.12)
VRV - ®u, = [vivs ... v,] (mod R).

Thus, the K-module V; ® V, ® --- ® V, consists of all finite K-linear combinations
of tensor monomials v} ® v, ® --- ® v,, where v; € V,, satisfying the distributivity
relations

e QAUF W R =4 (- QU )= (- QWR ---).  (1.13)
Lemma 1.2 The map
T:VixX - xV, > V/R,(v1,...,0,) > [v1...0,] (mod R),

is the universal multilinear map.

Proof The multilinearity of t is expressed exactly by the relations (1.13), which
hold by definition. Let us check the universal property. For every map of sets

@ VixVox oo xV, > W,
there exists a unique linear map F : ¥ — W acting on the basis by the rule
[Viva ... V] = @(V1, 02, ..., ).

This map is correctly factorized through the quotient map ¥V — V/R if and only if
R C kerF. Since F is linear and ¢ is multilinear, for every linear generator (1.11)
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of R, the equalities

F(l..Qu+pw) .. ]=AL.cu..]—pl..w..])
:F([...()Lu—l—,uw)...])—AF([...u...])—pLF([...w...])
=¢(.., Au+puw), ...)=Ao(..,u, ...)—pe(...,w,...)=0
hold. Therefore, the prescription v; @ V2 ® -+ ® v, > @(v1, v2,...,v,) actually
assigns a well-defined linear map V/R — W. O

Theorem 1.1 (Tensor Product of Free Modules) Let modules V; be free with a
(not necessarily finite) basis E;. Then the tensor product Vi @ V, ® --- Q V,, is free
with a basis formed by the tensor products of basis vectors

e1R®er® - Ve, wheree; € E;. (1.14)

In particular, if all V; are of finite rank, thentkViQ Vo, ® -+ ® V,, = ]_[ rk V;.

Proof Let us temporarily consider the symbols (1.14) just as formal records, and
write W for the free module with a basis formed by all these records. By Sect. 1.1.1,

there exists a unique multilinear map 7 : V; x V5 x --- x V, — W such that
t(er,e2,...,6n) = €1 Rer ® -+ ® e,. It is universal, because for every multilinear
map ¢ : Vi x Vo x -+ xV, — W, the condition ¢ = F o 7 on a linear map

F : W — W forces F to act on the basis of W by the rule
Fle1®ex® - Qen) = gler,e2,...,€n),

and this prescription actually assigns the well-defined linear map F : W — W. By
Lemma 1.1, there exists a unique K-linear isomorphism W = V; @ V, ® --- ® V,
that maps the formal records (1.14) to the actual tensor products of the basis vectors
erRen® - e, € Vi®Vy,® -+ ®V,. Therefore, these tensor products also
form a basis. O

Example 1.1 (Polynomial Rings) The tensor product of n copies of the K-module
of polynomials K[x], i.e., the nth tensor power K[x]®" = K[x] ® K[x] ® --- ® K[x],
is isomorphic to the module of polynomials in n variables K[x|, x,, ..., x,] via the

map X" @ X" @ -+ @ x™ > x| x5 xn,

Example 1.2 (Segre Varieties) Let Vi, V,,...,V, be finite-dimensional vector
spaces over an arbitrary field k. It follows from Theorem 1.1 that the tensor
product Vi ® V2 ® --- ® V, is linearly generated by the decomposable tensors
V1V - - - ®v,,. Considered up to proportionality,” the collection of decomposable
tensors in the projective space P (Vi ® Vo ® --- ® V,) is called a Segre variety.

2Note that all the tensors proportional to a given decomposable tensor are decomposable, because
A ®u® - Qu,=Av) QU ® -+ Qv,.
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We will see in Example 2.8 on p. 50 that this Segre variety actually is algebraic and
can be described by a system of homogeneous quadratic equations, necessary and
sufficient for the complete decomposability of atensort € Vi @ V, ® -+ ® V,, in
a tensor product of n vectors. On the other hand, the Segre variety can be described
parametrically as the image of the Segre embedding s : Py, x --- x P, — P,,
mapping the product of projective spaces IP,,, = IP(V;) to the projectivization of the
tensor product of the underlying vector spaces P,, = P(Vi @ V, ® --- @ V,)). It
sends a collection of 1-dimensional subspaces spanned by nonzero vectors v; € V;
to the 1-dimensional subspace spanned by the decomposable tensor

VRO - R, eViIVL,® --- ®V,.

Exercise 1.2 Verify that the map s is well defined and injective.

Note that the expected dimension of the Segre variety equals Y m;=—n+Y_dimV;
and is much less than dimP (V; ® V, ® --- ® V,,) = []dim V; — 1. However, the
Segre variety does not lie in a hyperplane and linearly spans the whole ambient
space. Also note that by construction, the Segre variety is ruled by n families of
projective spaces of dimensions m, my, . .., m,.

1.2.2 Linear Maps as Tensors

For two vector spaces U, W there exists a bilinear map
W x U* — Hom(U, V) (1.15)
that sends a pair (w,§) € W x U* to the linear map
wE:U—->W, ur—w-&@u. (1.16)

If the vector w and covector & are both nonzero, then tkw ® & = 1. In this case, the
image of the linear map (1.16) has dimension 1 and is spanned by the vectorw € W,
and the kernel ker(w ® £) = Ann(§) C U has codimension 1.

Exercise 1.3 Convince yourself that every linear operator ' : U — W of rank 1
is of the form (1.16) for appropriate nonzero covector § € U* and vector w € W
uniquely up to proportionality determined by F.

By the universal property of tensor product, the bilinear map (1.15) produces the
unique linear map

W ® U* — Hom(U, W) (1.17)

sending a decomposable tensor § @ w € W ® U* to the linear map (1.16). If both
vector spaces U, W are finite-dimensional, then the map (1.17) is an isomorphism
of vector spaces. To check this, we fix some bases w = (uy,us,...,u,) in U and
w = (Wi,wa,...,wy) in W, and write u* = (u},u5,...,u;) for the basis in U*
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dual to u. Then the mn tensors w; ® u]* form a basis in W ® U* by Lemma 1.2. The
corresponding linear maps (1.16) act on the basis of U as

w; fork =j,
wi ® u,* TS )
’ 0 otherwise.

Thus, the matrix of the operator w; ® u]* in the bases u, w is exactly the standard
basis matrix Ej;; € Mat,x, (k). So the basis of U* ® V built from the bases u, w
via Theorem 1.1 goes to the standard basis of Hom(U, W) associated with the bases
u,w.

In the language of projective geometry, the rank-one operators U — W,
considered up to proportionality, form the Segre variety S C IP(Hom(U, W)), the
image of the Segre embedding

s: Py xP,—y = P(W) x P(U*) — PHom(U, W)) = IP,,,—i.

For points w € P, = P(W), & € P,_; = P(U*) with the homogeneous
coordinates

x=(x:x:-:x;) and y=(01:y2: - 1)

in the bases w and u* respectively, the map s takes the pair (w, §) to the linear
operator whose matrix in the bases u, w is x' -y = (x,-yj). The set of all rank-1
matrices A = (a,;j) € Mat,x, (k) considered up to proportionality is described in
P,n—1 = P (Mat,,x,(k)) by a system of homogeneous quadratic equations

@ a
det( v o ) = ajan — axag; =0
agj Ak ‘

foralll < i <{ <m 1 <j <k < n These equations certify the vanishing
of all 2 x 2 minors in A. Their solution set, the Segre variety S C P,,,—, is
bijectively parameterized by P, x IP,—; as a; = x;y;. This parameterization
takes two families of “coordinate planes” {x x IP,_i}xep,,_, and {P,,—1 X y}yep,_,
on P,_; x P,_; to two families of projective spaces ruling the Segre variety S.
They consist of all rank-1 matrices with prescribed ratios either between the rows
or between the columns. Note that dimS = dim(P,—; x P,—;) = m+n—2is
much less than dim IP,,,,—; = mn — 1 for m,n > 0. However, S does not lie in any
hyperplane of IP,,,,—;.

Example 1.3 (The Segre Quadric in IP3) For dimU = dimW = 2, the Segre
embedding P} x P; < P3 = P (Mat,(k)) assigns the bijection between IP; x IP;
and the determinantal Segre quadric

S:{(‘C’Z) & Mats(k) : ad — be = 0}
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considered in Example 17.6 of Algebra I. A pair of points
w = ()C() le) [S W,S = (yo:yl) EIP(U*)

is mapped to the matrix

X0 X0Y0o XoY1
. = . 1.18
(xl) (yo y1) (xlyo lel) ( )

The two families of “coordinate lines” {w x P1},epw), {IP1 X £}zep ) go to the
two families of lines ruling the Segre quadric and formed by the rank-one matrices
with prescribed ratios

([top row] : [bottom row]) = (xp : x1),

([left column] : [right column]) = (yo : y1).

Every line lying on the Segre quadric belongs to exactly one of these two ruling
families. All the lines in each family have no intersections, whereas every two lines
from different families intersect, and every point on S is the intersection point of
two lines from different families.

Exercise 1.4 Prove all these claims.

1.2.3 Tensor Products of Abelian Groups

The description of the tensor product Vi ® V, ® --- ® V,, given in Sect. 1.2 is not so
explicit as one could want. For nonfree modules V;, it may not be easy to understand
from that description even whether the tensor product is zero.

As an example, let us describe the tensor products of finitely generated
Z-modules, i.e., the abelian groups. First, we claim that Z/(m) ® Z/(n) = 0
for all coprime m,n € 7. Indeed, the class [n] = n(mod m) is invertible in the
residue ring 7Z/(m) in this case, and therefore, every element @ € Z/(m) can be
written as a = n-a’ with @’ = [n]~'a € Z/(m). On the other hand, nb = 0 in Z/ (n)
for all b € Z/(n). Hence, for all decomposable tensors a @ b € Z/(m) @ Z/(n),

a®b = (n-d)®b = n-(d’'®b) = d' @(n-b) = 'R0 = o’ ®(0-0) = 0-(a’R0) = 0.
Since the decomposable tensors span Z/ (m) @7/ (n) over Z, this is the zero module.

Now we compute Z/(p") ® Z/(p™) for a prime p and all n < m. Consider the
multiplication map

1 Z/ (" X )P = 2", ([, [Bly) = [ably = ab- 1], (1.19)
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It is certainly well defined and Z-bilinear. Let us verify that it is universal.
Since for every bilinear map ¢ : Z/(p") x Z/(p™) — W, the equality
e([aly, [blym) = ab - ¢ ([l]pn, [l]pm) holds, a linear map F : Z/(p") — W such
that ¢ = F o u has to send the generator [1],» of the module Z/(p") to the vector
[0 ([l]pn, [l]pm). Therefore, such a linear map F is unique if it exists. It indeed exists
by Proposition 14.1 of Algebra I, because the basis linear relation p” - [1],» = 0 on
the generator [1],» of Z/(p") holds for the vector ¢ ([l]pn, [l]pm) in W as well:

pe ([l]p”v [l]p’”) =9 (pn [, [l]p’”) =9 (0, [l]p’”) =@ (O -0, [l]p’")
=0-9¢ (0, [l]pm) =0.

Since the multiplication map (1.19) is the universal bilinear map, then

Z)(p") ® Z](p") ~ T/ (p"™) .

Finally, Z ® A =~ A for every Z-module A, because the multiplication map
W7 xA — A, (n,a) — na, is obviously the universal bilinear map too, because
for every bilinear map ¢ : Z x A — W, alinearmap F : A — Wsuchthat Fu = ¢
should be and actually is defined by the prescription a — ¢(1, a). Computation of
the tensor product of two arbitrary abelian groups

Z Z Z
®D--P and B=ZSEB ®D---P

7
o) © T o) @ C T ()

is reduced to the three particular cases considered above by means of the canonical
isomorphisms stating the distributivity of the tensor product with respect to direct
sums, and the commutativity and associativity of the tensor product. We establish
these isomorphisms in the next section.

A=7"&

Exercise 1.5 Prove that for every module V over an arbitrary commutative ring K,
the multiplication K ® V — V, A ® v > Av, is a well-defined linear isomorphism
of K-modules.

1.3 Commutativity, Associativity, and Distributivity
Isomorphisms

In this section we consider arbitrary modules over a commutative ring K. It is often
convenient to define linear maps

Vi - QV, > W (1.20)
by indicating the values of f on the decomposable tensors, that is, by the prescription

VRV -+ @u, = f(V1,v2,...,0y,). (1.21)
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Since the decomposable tensors linearly generate V, @ V, ® --- ® V,, over K, we
know from Proposition 14.1 of Algebra I that there exists at most one linear map
(1.20) acting on the decomposable tensors by the rule (1.21), and it exists if and only
if all the linear relations between the decomposable tensorsin Vi@V, ® - - - ® V,, hold
between the vectors f (v, va, . .., v,) in W as well. Since the linear relations between
the decomposable tensors are linearly generated by the multilinearity relations from
formula (1.13) on p. 5, we get the following useful criterion.

Lemma 1.3 If the vectors f(vi, Vs, ..., v,) in (1.21) depend multilinearly® on the
vectors Vi, Va, ..., Uy, then there exists a unique linear map (1.20) acting on the
decomposable tensors by the rule (1.21). O

Proposition 1.1 (Commutativity Isomorphism) The map
URQWsWRU,u®QwrwQ u,

is a well-defined linear isomorphism.

Proof Since the prescription u @ w — w @ u is bilinear in u, w, it assigns the well-
defined homomorphism of K-modules U® W — W @ U. For the same reason, there
exists the well-defined K-linearmap WQ U — UQ@ W, w® u — u @ w. These two
maps are inverse to each other, because both of their compositions act identically on
the decomposable tensors spanning U @ W and W ® U over K. O

Proposition 1.2 (Associativity Isomorphism) The maps
VOUW)«VeUW=2 (VU)W

taking v @ u @ w, respectively, to v @ (u @ w) and (v ® u) ® w are well-defined
linear isomorphisms.

Proof Thetensor v® (u®@w) € V® (U® W) depends 3-linearly on (v, u, w). Hence,
by Lemma 1.3, there exists the well-defined linear map VU W — VQ (UQ W),
V®u@wW v ® (1 ® w). The inverse map is constructed in two steps as follows.
For all v € V, the tensor v ® u ® w depends bilinearly on u, w. Therefore, there
exists the linearmap 7, : U@ W - VU W, u®w — v ® u ® w. Since
this map depends linearly on v, the tensor t,(f) = v ® ¢ is bilinear in v € V and
t € U® W.By Lemma 1.3, there exists the linearmap V® (URW) - VQUW,
v® (u®@w) = v ®u ® w, which is certainly inverse to the map

VURIW—->VRURW), "Quwr1v® (u®w).

The arguments establishing the isomorphism V@ U® W = (V@ U) @ W are
similar. O

3That is, are linear in each v; while all the other v; are fixed.
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Proposition 1.3 (Distributivity Isomorphisms) For every K-module V and fam-
ily of K-modules Uy, x € X, the maps

ve (@u) = PVeu). 18w e &) (1.22)
x€X x€X

(Pu)ev=Puey. @aev-weg. (123
x€X x€X

are well-defined isomorphisms of K-modules.

Proof 1t is enough to prove only (1.22). Then (1.23) follows by the commutativity
isomorphism from Proposition 1.1. The map (1.22) is well defined, because the
family (v ® u,),ex depends bilinearly on the vector v € V and the family

(“X)XEX € @ Us.

x€X

The inverse map is constructed as follows. For every x € X there exists a well-
defined linear map ¢, : VO Uy, - V & @xex U, sendingv ®u € V® U, to
v ® (W), cx, Where the family (wy),cx € €D,cx Ux has wy = u and w, = 0 for all
other v # x. The sum of the maps ¢, over all x € X gives the map

0 PVRU)>VIPU. ®uex Y o(v:®u). (1.24)

xeX x€X x€X

It is well defined, because vy ® u, = O for all but finitely many x € X by the
definition of direct sum P,y (V ® U,), and therefore, the rightmost sum in (1.24)
is finite.

Exercise 1.6 Show that for every set of K-module homomorphisms ¢, : Uy — W, a
well-defined linear map ) ¢, : @, cx Ur — W is given by the rule

() rex P Z @r () -

x€X

Write v ® uy, € P,y (V ® Uy) for the family (w,),cx in which
wy=0vQu, €V U,

and w,, = 0 for all other v # x. The vectors v ® u, forv € V, u, € U,, x € X span
P.cx (V Uy). Since Yo (v Q@ uy) = v ® uy, we conclude that y¢ = Id. Now
write u, € @,y Uy for the family (w,),ex in which w, = u, and w, = 0 for all
other v # x. The tensors v ® u, with v € V, u, € Uy, x € X span the tensor product

V® (@xex Ux). Since ¢ (v ® u,) = v ® u,, we conclude that gy = Id. O
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1.4 Tensor Product of Linear Maps

For a finite collection of K-linear maps f; : U; — W, between modules over a
commutative ring K, the tensor

) @Hu) ® -+ Qfp(un) EW @Wa® --- @ W,

depends multilinearly on the vectors (uy, uz, ...,u,) € Uy x Uy x --- x U,. Hence,
there exists the linear map

A®LHR QL U1 QUL Q- QU, > Wi QW ® --- @ W,
suchthatu; Q us ® -+ Q uy > fi(w1) @ fo(u2) @ +++ @ fu(uy).

It is called the tensor product of maps f; : U; — W;.

Example 1.4 (Kronecker Matrix Product) Consider two vector spaces U, W with
bases uj, u,...,u, and wy, wy,...,w, respectively, and let the linear operators
f:U— U,g: W — W have matrices F = (¢;) and G = (yx) in these bases. By
Theorem 1.1 on p. 6, the tensors u; ® wy form a basis in U @ W. The matrix of the
operator f ® g in this basis has size (mn) x (mn), and its entry at the intersection of
the (i, k)th row with the (j, £)th column equals ¢;;yx¢, because

f®g(u®w) Zuwy (Z WiYke) = Z@ij)’kl'ui & Wi.
k ik

This matrix is called the Kronecker product of matrices F, G. If the basis in U @ W
is ordered lexicographically,

UL Q Wi, ooy UL @ Wi, Up @ W, oo, Ud @ Wy oo Uy @ W, oy Uy @ Wy,
then the Kronecker product turns into the block matrix

o11G 012G -+ 01,G
021G 902G -+ ©2,G

FRG=(p)ew)=| . . . . |
@an @nZG o @nnG
which consists of n? blocks of size m x m, each proportional to the matrix G.

Lemma 1.4 For every epimorphism of K-modules f : U — W and every K-module
V,themapldy  f : VQ U — V ® W is surjective.
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Proof All decomposable tensors v®@w € V® W certainly lie in the image of f ®Idy.
0

Lemma 1.5 For every monomorphism of K-modules f : U — W and every free
K-module F, the map ldrp @ f : F @ U — F ® W is injective.

Proof If F ~ K has rank one, then the multiplication maps

KQU=>»U, AQutr Au,
KQW=W, un@wk— uw,

are bijective by Exercise 1.5, and they transform the map Idr, ®f : KQU — KQ W
into the map f : U — W. Thus, Idr ® f is injective as soon as f is injective. An
arbitrary free module F with a basis E is the direct sum F ~ P, Ke of rank-
one modules Ke, numbered by the basis vectors e € E. By Proposition 1.3 and
Exercise 1.5,

FRU~PKes U) ~ P U..
e€E e€E

(1.25)
FRW~P(Ke® W) ~ P W..

e€E e¢€E

where U, = U, W, = W are just the copies of U, W marked by e € E to indicate
the summands Ke ® U >~ U, Ke ® W ~ W from which these copies come. The
isomorphisms (1.25) identify the map Idr ® f with the map

@ Ue - @ Uev (ue)eGE = (f(ue))eEE’

e€E e€E

which is injective as soon as the map f is injective. O
Caution 1.1 For a nonfree module F, the map Idp Q f : F @ U — F ® W may be
noninjective even if the both the modules U, W in the monomorphismf : U <— W
are free. For example, the tensor product of the Z-module monomorphism

[ Z—7, zw 2z

with the identity endomorphism of Z/(2) is the zero map

S ®1dzy@) : 2/(2) = Z/(2), [1]2 = [0]2.
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1.5 Tensor Product of Modules Presented by Generators
and Relations

Recall* that a K-module V generated by some vectors vy, vz,...,U, can be
presented as the quotient module V = K"/R,, where R, C K" consists of all
(x1,x2,...,%,) € K" such that x;v; + xv3 +---+x,v, = 0in V. Let V| >~ F| /R,
V, >~ F,/R; be two K-modules presented in this way. We are going to describe the
tensor product V; ® V, as the quotient of the free module F; ® F, by some relation
submodule. To describe the generating relations, write ¢ : Ry < Fi, (3 : Ry — F
for the inclusions of the relation submodules R;, R, for V;, V; in the corresponding
free modules. By Lemma 1.5, the monomorphisms ¢; @ Idr, : R| ® F — F; @ F3,
Idp, ® 12 : F1 ® Ry < F; ® F, allow us to consider the tensor products R; ® F,
F| ® R, as the submodules of the free module FF ® G. Write

RIQF,+FI®R, CFIQF,

for their linear span.

Theorem 1.2 For every commutative ring K, free K-modules Fy, F,, and relation
submodules Ry C Fy, R, C F», one has

(F1/R) ® (F1/R) ~ (F1®F2) /(Ri®F2+ F1 ®Ry).
Proof Let V| = Fl/Rl, Vy, = F2/R2,S =RI®F,+F R, C F{ ® F». For all
fi € F1,f» € Fap, the class [fi ® /s = fi ® > (modS) € (F; ® F,) /S depends only
on the classes
[filz, =fi (modRy) € Vi and [K]r, =f2 (modRy) € V2,
because
i+t ®(ha+nrn) =L+ (N&AL+IRr+r ®rn)=/fi®f(modsS)

for all r; € Ry, r; € R,. Hence, there exists the well-defined bilinear map

T Vix Vo= (F1®F) /S, ([filz,[2lr,) = [fi ®fals, (1.26)

“See Sect. 14.1.2 of Algebra 1.
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that fits in the commutative diagram

Fi xF, - Fi®F,

T X7 i i e

T
VixVy —= (F1®F) /S (1.27)

where ) 1 F1 —> Vi, my : F) = Vo, m: F1QF, — (F1 ®F,)/S are the quotient
maps and t : F; x F, — F; ® F; is the universal bilinear map. We have to show
that the bilinear map (1.26) is universal. For every bilinear map ¢ : V| x Vo, — W,
the composition

pe(mxm):FixF,—> W, (fi.2) ¢ (filr.[2]r,)
is bilinear. Hence, there exists a unique linear map ¥ : F; ® F, — W such that
Vot =geo(m xm)ie, V(i @) = ¢ ([filr.[2lr,) forall fi € Fi, f> € Fa.

Therefore, ¥ annihilates both submodules R} ® F», F| ® R, C F| ® F, spanning S,
and is factorized through the linear map

Vv (Fi®F)/S—>W
such that ¢ o w o T = ¢ o (71; X 77). Hence,
YoTo(m Xm) =Yoemoetr =go (1 Xm).
Since m; X m; is surjective, we conclude that ¢ = y o t. It remains to show that such
a factorization of ¢ through 7 is unique. Let a linear map n : (F; ® F,) /S — W
also satisfy n e v = ¢. Then

NemeT=1NeTo(M XM) =@e (T XM)=1Yemeort.

Therefore n e 1 = ¥ o mw by the universal property of t. Since  is surjective,
n=1uvy. O
Example 1.5 (Tensor Products of Abelian Groups Revisited) Theorem 1.2 brings all
the computations made in Sect. 1.2.3 into one line:

VmneZ 7Z/(m)QZ/(n) >~ 7Z/(m,n) ~ 7/ (GCD(m,n)).



1.5 Tensor Product of Modules Presented by Generators and Relations 17

Problems for Independent Solution to Chapter 1

Problem 1.1 For arbitrary modules L, M, N over a commutative ring K with unit,
construct the canonical isomorphisms (a) Hom(L & M,N) ~ Hom(L,M) &
Hom(M, N), (b) Hom(L,M & N) ~ Hom(L,M) & Hom(L,N), (c) Hom(L ®
M,N) ~ Hom(L, Hom(M, N)).

Problem 1.2 Write the canonical decomposition of the Z-module
Z/(270) ® 7Z/(360) as the direct sum of indecomposable modules Z/ (p™).

Problem 1.3 Write the canonical decompositions as the direct sum of indecom-
posable modules for the following Z-modules: (a) Homy (Z/(270), Z/(360)),
(b) Homy, (Z/(360), Z/(270)), (¢) Homg,(Z/(m), Z/(n)) for coprime m, n € Z,
(d) Homy, (Z/(p™), Z/ (p")) for prime p € N.

Problem 1.4 Describe the following groups> of Z-linear automorphisms of Z-mod-
ules: (a) Aut(Z/(p”)) for prime p € N, (b) Aut(Z/(BO)), (c) Aut(Z/(Z)EBZ).

Problem 1.5 Describe the tensor product of k[x]-modules

kix]/(f) ® klx]/(g)

for an arbitrary field k and f, g € k[x].
All the remaining problems are about finite-dimensional vector spaces over
an arbitrary field k.

Problem 1.6 Show that a collection of vectors (v, va,...,V0,) € Vi XV X -+ XV,
is annihilated by all multilinear maps ¢ : V| x V, x -+ x V,, — W if and only if
some v; is equal to 0.

Problem 1.7 Use the isomorphism V ® U* ~ Hom(U, V) to write linear maps
A:U—-VandB:V—>WasA=) a,®a,B=) b, ®p, witha, €V,
a, € U*, b, € W,and 8, € V*. Using only these vectors and covectors, write in
the same way the composition BA € Hom(U, W) >~ U* @ W.

Problem 1.8 Let vectors ¢; € V and covectors x; € V* form a pair of dual bases.
Describe the linear endomorphism of V corresponding to the Casimir tensor
> e; ®x; € V® V* under the isomorphism V ® V* = End V. Does the Casimir
tensor depend on the choice of dual bases?

Problem 1.9 Check that there is a well-defined linear map

T:End(V) 2 V®V* - (V® V"* ~ End(V)*

SWhere the group operation is the composition of automorphisms.
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sending a decomposable tensor v ® £ to the linear form v’ ® £ +— £(v')- &' (v). It
provides the vector space End(V) with a correlation.® Describe the bilinear form
on End(V) corresponding to this correlation. Is it symmetric? Is it degenerate?
Write an explicit formula for the quadratic form =(f) = (f,7f) in terms of the
matrix F of an endomorphism f in an arbitrary basis of V.

Problem 1.10 Construct the canonical’ isomorphisms

End(Hom(U, W)) ~ Hom(U ® Hom(U, W), W)
~ Hom(U, Hom(U, W)* ® W).

Describe the endomorphism of the vector space Hom(U, W) corresponding to the
linear map ¢ : U @ Hom(U, W) — W, u ® f + f(u). Prove that the linear map
¢: U — Hom(U, W)* ® W corresponding to ¢ is injective for W # 0.

Problem 1.11 Construct the canonical isomorphism
End(U ® V ® W) = Hom(Hom(U, V) ® Hom(V, W), Hom(U, W))

and describe the linear map Hom(U, V) ® Hom(V, W) — Hom(U, W) corre-
sponding to the identity endomorphismof U® V & W.

Problem 1.12Let f : k" — k" and g : k™ — k™ be two diagonalizable
linear operators with eigenvalues A1, A5, ..., A, and uq, o, ..., y. Describe the
eigenvalues of f ® g.

Problem 1.13 For a nilpotent operator € End V of cyclic type A(n), describe the
cyclic type of the operator n ®n € End(V®?). To begin with, let the diagram A be
(a) (4,2) = HHZD, (b) (n) = LTI, (¢) (n,n) = HHHH, (d) (m, n) with
m > n.

Problem 1.14 Construct the canonical isomorphisms between the vector space of
n-linear forms V x V x ... x V — k and

(a) (V*)®n — p* ® V* R ® V*,

*

b (V) =(VeVe - o V)"

Which of them remain valid for infinite-dimensional V?

Problem 1.15 Find the dimension of the space of all bilinear forms ¢ : V x V — k
such that (a) ¢(v,v) = 0forallv € V, (b) ¢(u, w) = @(w,u) forallu,w € V.

®Recall that a correlation on a vector space W is a linear map 8 : W — W*. The correlations

are in bijection with the bilinear forms 8 : W X W — k, B(u,w) = (uﬁw) (see Sect. 16.1 of
Algebra I).

"That is, independent of any extra data on U and W, such as the choice of bases.
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Problem 1.16 Find the dimension of the space of 3-linear forms ¢ : VXV xV — k
such that for all u, v, w € V:

@) o, u,u) =0,

) o(u,v,w) = (v, u,w),

©) o, v,w) = @(v,w,u),

d o(u,v,w) =, u,w) = @(u,w,v),
€ o,v,v) = o(u,u,v) =0,

(8 ¢, v,w) =@,u,w) = pu,w,w).



Chapter 2
Tensor Algebras

2.1 Free Associative Algebra of a Vector Space

Let V be a vector space over an arbitrary field k. We write V"€V QV® --- ® V
for the tensor product of n copies of V and call it the nth tensor power of V. We also
put V&0 € [c and V®!' € V. The infinite direct sum

TVE g Ve

n=0

is called the fensor algebra of V. The multiplication in TV is provided by the tensor
multiplication of vectors V& x V&®" . y@&tm (1 1 )5 1, ®t,,. For every basis
E of V over k, all the tensor monomials ¢; ® e, ® - -- ® ey with e; € E form a basis
of V®?, These monomials are multiplied just by writing them sequentially with the
sign ® between them:

(eiy @ e, @ - ®eik)'(ej1 Qe ® - ®ejm)
=€ ®e, Q- Qe ®ej ®e, ® - Ve,

Thus, TV is an associative but not commutative k-algebra. It can be thought of
as the algebra of polynomials in noncommuting variables e € E with coefficients
in k. From this point of view, the subspace V®¢ C TV consists of all homogeneous
polynomials of degree d.

Another name for TV is the free associative k-algebra with unit spanned by
the vector space V. This name emphasizes the following universal property of the
k-linear map ¢ : V < TV embedding V into TV as the subspace V®! of linear
homogeneous polynomials.

Proposition 2.1 (Universal Property of Free Associative Algebras) For every
associative k-algebra A with unit and k-linear map f : V. — A, there exists a unique
homomorphism of k-algebras f : TV — A such that f = f o 1. Thus, for every

© Springer International Publishing AG 2017 21
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k-algebra A, the homomorphisms of k-algebras TV — A are in bijection with the
linear maps V — A.

Exercise 2.1 Let ¢/ : V — T’, where T’ is an associative k-algebra with unit, be
another linear map satisfying the universal property from Proposition 2.1. Show that
there exists a unique isomorphism of k-algebras ¥ : TV = T’ such that ¥t = /.

Proof (of Proposition 2.1) A homomorphism of Ik-algebras? : TV — A such that
f = 7 o ¢ maps every decomposable tensor v; ® V2 ® -+ ® v, to the product
f1) - f(v2)---f(vy) in A, and therefore?is unique, because the decomposable
tensors span TV. Since the product f(v;)-f(vz2) - - - f(v,) is multilinear in v;, for each
n € N there exists the linear map

HiVVE® - ®V—-A vi®u®: - ®u, f(v)-f(v2)--f(vn).

Weputfy:k — A, 1~ 1, and deﬁne?: TV — A to be the sum of all the f,:

FPve—A D e e €A

n=0 n=0 n=0

Since every tensor polynomial r = )_ 7, € TV has a finite number of nonzero homo-
geneous components £, € V®", the map f is a well-defined algebra homomorphism.
0

2.2 Contractions

2.2.1 Complete Contraction

For dual vector spaces V, V* and two decomposable tensors of equal degree
=0 Q@1® - QU eV I =£RE6E® - ®E € V*® the product

(. 9) @ [[&@) =] (v &) €k 2.1
i=1 i=1
is called the complete contraction of t with . For a fixed

P=5ER6H® - ®E €V,

the constant (v ® V2 ® -+ @ v,, V) € k depends multilinearly on the vectors
vy, V2,...,V, € V. Hence, there exists a unique linear form

oV Sk QU QU (VRLE - QU V).
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Since the covector ¢y € yen* depends multilinearly on &1, &, ..., §,, there exists a
unique linear map

VA L v 9 s oy (2.2)

In other words, the complete contraction assigns a well-defined pairing' between
the vector spaces V®”" and V* ®",

VO X VT Sk, (1,0) > (1, D). (2.3)

Proposition 2.2 For a finite-dimensional vector space V, the pairing (2.3) is
perfect, i.e., the linear map (2.2) is an isomorphism.

Proof Choose dual bases ey, e3,...,¢, € Vandxy, xz,...,x, € V*. Then the tensor
monomials ¢;; ® ¢;, ® --- ®e;, and x;;, ® xj, ® --- & x; form bases in Ve " and
V*®" dual to each other with respect to the full contraction pairing (2.1). O

Corollary 2.1 For every finite-dimensional vector space V, there is a canonical
isomorphism

(V*)®" = Hom(V, ...,V k) 2.4)

mapping the decomposable tensor 9 = £ @ & ® --- ® &, € V*®" 10 the n-linear
form

VXVx - xV—k, (vl,vz,...,vn)HHSi(vi).

i=1
Proof The universal property of tensor product V®" asserts that the dual space
(V®")", that is, the space of linear maps V& — k, is isomorphic to the space
of n-linear forms V x V x .-+ x V — k. It remains to compose this isomorphism
with the isomorphism (2.2). O
2.2.2 Partial Contractions

Given a pair of injective but not necessarily order-preserving maps

(L2, o2, om (1,2, g,

'See Sect. 7.2 of Algebra L
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we write I = (i, iy, ..., i) and J = (j1,j2, .. .,Jn) for the sequences of their values
iy = 1(v), j, = J(v). The partial contraction in the indices [, J is the linear map

ch v @ v YT g y@lamm) (2.5)

sending a decomposable tensor §; ® £, ® - @ QU @ 12 ® --+ ® v, to the
product

m

[T{vi &) (@& @ (R v). (2.6)

v=1 i¢l JEJ

obtained by contracting the i,th tensor factor of V* ® with the j,th tensor factor
of V®4 forv =1,2, ..., mand leaving all the other tensor factors in their initial
order. Note that the different choices of injective maps /, J lead to different partial
contraction maps (2.5) even if the maps have equal images and differ only in the
order of sequences iy, iz, ...,y and ji,j2, ..., jm-

Exercise 2.2 Verify that the linear map (2.5) is well defined by its values (2.6) on
the decomposable tensors.

Example 2.1 (Inner Product of Vector and Multilinear Form) Consider an n-linear
formg : VxVx --- xV — k as a tensor from V*®" by means of the isomorphism
from Corollary 2.1, and contract this tensor with a vector v € V at the first tensor
factor. The result of such a contraction is called the inner product of the n-linear
form ¢ with the vector v, and is denoted by vL¢ € v*®@=D This tensor can be
viewed as the (n — 1)-linear form on V obtained from the form ¢ by setting the first
argument equal to v. In other words,

vL@(ui, uz, ... up—1) = @ (U, Ur, Uz, ..., Up—1)

for all uy, us, ..., u,—; € V. Indeed, since both sides of the equality are linear in ¢,
it is enough to verify it only for the n-linear forms ¢ coming from the decomposable
tensors

§R6H® - ®E, € Ve
because the latter span V* ®" For such ¢, we have

VRUI QUr @ +-- ®Mn_1,§1®%‘2® ®§n)
v, E1) - (ur, &) - (u2, &) -+ (up—1, &)

o, up, up, . uy—y) =
(
(M @U@+ ®uty—1, (v, 61) 5@ - ®E,)
(u
v

UWRUWR U1, (| (VRERER® - ®E,))

Lo (1, Uz, ..., Up—1).
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Exercise 2.3 Verify that for every pair of vector subspaces U, W C V, one has
U® N we = (U N W) in V&,

2.2.3 Linear Support and Rank of a Tensor

It follows from Exercise 2.3 that for every tensor t € V®", the intersection of
all vector subspaces U C V such that t+ € U®" is the minimal subspace of
V with respect to inclusions whose nth tensor power contains ¢. It is called the
linear support of t and denoted by Supp(r) C V. Its dimension is denoted by
rkt & dim Supp(#) and called the rank of the tensor ¢. Tensors ¢ with rk¢ < dim V
are called degenerate. If we think of tensors as polynomials in noncommutative
variables, then the degeneracy of a tensor ¢ means that ¢ depends on fewer than
dim V variables for an appropriate choice of basis in V. For example, every tensor
t € V® of rank 1 can be writtenas 1 - ¢®" = - e ® ¢ ® - -+ ® e for some nonzero
vector e € Supp(f) and A € k. For a practical choice of such special coordinates and
the computation of rk 7, we need a more effective description of Supp().

Let t € V®" be an arbitrary tensor. For every sequence J = jijs ... j,—1 of n — 1
distinct but not necessarily increasing indices 1 < j, < n, write

c{ 7l A NN v £ cjlljzj(::l)(s ®1) 2.7

for the contraction map that pairs all (n — 1) factors of V¥~ with the n—1)
factors of # chosen in the order determined by J, that is, the vth factor of y*®0=D 4q
contracted with the j,th factor of t foreach v = 1, 2, ..., n — 1. The result of such
a contraction is a linear combination of vectors that appear in monomials of ¢ at the
position not represented in J. This linear combination certainly belongs to Supp(?).

Theorem 2.1 For every t € V®", the subspace Supp(t) C V is spanned by the
images of the n! contraction maps (2.7) corresponding to all possible choices of J.

Proof Let Supp(t) = W C V. We have to show that every linear form § € V*
annihilating all the subspaces im (c/) C W has to annihilate all of W as well.
Assume the contrary. Let § € V* be a linear form having nonzero restriction on the
subspace W and annihilating all the subspaces c{ (V*®(”_l) ) Write &1, &,, ..., &, for
a basis in V* such that & = £ and the restrictions of &, &, ..., & to W form a basis
in W*. Let wy, wa, ..., w be the dual basis of W. Expand ¢ as a linear combination
of tensor monomials built out of the w;. Then

S(C{(Evl ®E,Q - ® g\ln—l))

is equal to the complete contraction of ¢ with the monomial £, ® £, ® -+ ® &,
whose indices @1, U2, . . ., i, form the permutation of the indices 1, vi,va, ..., v,—
uniquely determined by J. The result of this contraction equals the coefficient of the
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monomial w,, ®w,, ® - - - ®w,,, in the expansion of ¢. Varying J and vy, va, ..., V-
allows us to obtain every monomial wy,, ® wy,, ® -+ ® w,, containing wi. Our
assumption on § = & forces the coefficients of all these monomials in 7 to vanish.
Therefore, w; ¢ Supp(7). Contradiction. O

2.3 Quotient Algebras of a Tensor Algebra

There are three kinds of ideals in a noncommutative ring R. A subring I C R is
called a left ideal if xa € I for all a € I, x € R. Symmetrically, / is called a right
ideal if ax € [ forall a € I, x € R. If I C R is both a left and right ideal, then I is
called a two-sided ideal or simply an ideal of R. The two-sided ideals are exactly the
kernels of ring homomorphisms, because for a homomorphism of rings ¢ : R — S
and a € R such that ¢(a) = 0, the equality ¢(xay) = ¢(x)@(a)e(y) = 0 holds for
all x,y € R. Conversely, if an additive abelian subgroup I C R is a two-sided ideal,
then the quotient group® R/I inherits the well-defined multiplication by the usual
rule [a][b] ¥ [ab].

Exercise 2.4 Check this.

Therefore, the quotient map R —> R/I is a homomorphism of rings with kernel 7. It
follows from the factorization theorem for a homomorphism of abelian groups® that
an arbitrary homomorphism of rings ¢ : R — § is factorized into a composition of
the surjective quotient map R — R/ ker¢ =~ im ¢ followed by the monomorphism
R/kerp ~imgp — S.

The algebra of polynomials on a vector space V introduced in Sect.11.2.1 of
Algebral and the algebra of Grassmannian polynomials from Sect. 9.4 of Algebra I
can be described uniformly as the quotient algebras of the free associative algebra by
appropriate two-sided ideals spanned by the commutativity and skew-commutativity
relations. The details follow in the next four sections.

2.3.1 Symmetric Algebra of a Vector Space

Let V be a vector space over an arbitrary field k. Write Iy, C TV for the two-sided
ideal generated by the k-linear span of all the differences

URW—wRueVRV. (2.8)

The ideal iy, consists of finite linear combinations of the tensors obtained from
the differences (2.8) by taking left and right products with arbitrary elements of TV.

2See Sect. 6.6.1 of Algebra 1.
3See Proposition 2.1 of Algebra I.
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Therefore, the intersection Zyy, N V" is linearly spanned by the differences
(- QUAWR - )— (- QWRV® ---), 2.9)

where the right dotted fragments in both decomposable tensors are the same, as are
the left dotted fragments as well. The whole ideal Iy, is the direct sum of these
homogeneous components:

Zsym = neZBO (lsym N V®n) .

def

The quotient algebra SV = TV/ L, is called the symmetric algebra of the vector
space V. The multiplication in SV is induced by the tensor multiplication in TV and
denoted by the dot sign -, which is, however, usually omitted. The relations (2.8)
force all vectors u,w € V to commute in SV. As a vector space, the symmetric
algebra splits into the direct sum of homogeneous components

SV =P sV, where "V E VO /(L N VE").

n=0

The space S"V is called the nth symmetric power of V. Note that S°V = k and
S'V = V. The inclusion ¢ : V < SV, which maps V to S'V, has the following
universal property.

Exercise 2.5 (Universal Property of Free Commutative Algebras) Show that for
every commutative k-algebra A and linear map f : V — A, there exists a unique
homomorphism of k-algebras f : SV — A such that f = @ o . Also show that for
every linear map ¢’ : V — §’ to a commutative algebra S’ that possesses the same
universal property, there exists a unique isomorphism of algebras ¥ : §' = SV such
that Yt/ = «.

For this reason, the symmetric algebra SV is also called the free commutative k-
algebra with unit spanned by V. For every basis e, ey, . . . , ¢4 of V, the commutative
monomials e} €5 - - - ¢/* of total degree ), m; = n form a basis in $"V, as we have
seen in Proposition 11.2 of Algebra I. Thus, the choice of basis in V assigns the
isomorphism of k-algebras SV >~ klej, ez, .. ., e4].

Exercise 2.6 Calculate dim S"V fordimV = d.

2.3.2 Symmetric Multilinear Maps

An n-linear map ¢ : VxVx --- xV — Uis called symmetric if p(vg,, Vg,, ..., Vg,) =
@(v1, vy, ..., v,) for all permutations g € S,,. The symmetric multilinear maps form
a subspace of the vector space Hom(V, ..., V; U) of all n-linear maps. We denote
this subspace by Sym”"(V, U) C Hom(V,...,V;U).
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Given a symmetric n-linearmap ¢ : VXV x --- x V — U, then for every vector
space W, the right composition of linear maps F' : U — W with ¢ assigns the linear
map

0, : Hom(U, W) — Sym"(V, W), Fi> Fooq.

A symmetric multilinear map ¢ is called universal if g, is an isomorphism for
all W. The universal symmetric n-linear map is also called the n-ary commutative
multiplication of vectors.

Exercise 2.7 Verify that the target spaces of any two universal symmetric n-
linear maps are isomorphic by means of the unique linear map commuting with
the commutative multiplication.

Proposition 2.3 The universal symmetric n-linear map
0, VXVxX.- XV —>U

is provided by tensor multiplication followed by factorization through the commu-
tativity relations, i.e.,

T

O 1 VXV X oo XV —— > VO = S (V).

Proof By the universal property of tensor multiplication 7 : VxVx -+ xV — V&,
every n-linear map ¢ : V. x V x --- x V — W is uniquely factorized as ¢ = Fot
for some linear map F : V® — W.If the multilinear map ¢ is symmetric, then the
linear map F annihilates the commutativity relations (2.8):

f(( QUAWE ) — (- QWRV® ))
:f( RQURIWRX )_f( QWRUVR )
=¢(...,o,w, ...)—¢(...,w,v, ...)=0.

Hence, there exists a linear map F : S"V — W such that

F(vivy ... vy) = @(v1,v2,...,0,)

and F = Fr, where 77 : V& —» §"V is the factorization by the symmetry relation.
Therefore, ¢ = F ot = Frt = Fo. Given another linear map F’ : "V — W such
that ¢ = F'o = F'mt, the universal property of T forces F/7r = Fm. Since 7 is
surjective, this leads to F/ = F. ]

Corollary 2.2 For an arbitrary (not necessarily finite-dimensional) vector space
V, the nth symmetric power S"V and the space Sym"(V, k) of symmetric n-linear
forms VxV x .-+ xV — k are canonically dual to each other.
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Proof Right composition with the commutative multiplication
0, VXVX .o xV—=>S"V,

which takes a covector £ : $"V — k to the symmetric n-linear form
£00,: VXVX e xV ok,

establishes an isomorphism (S"V)* = Sym"(V, k) by the universal property of o,,.
O

2.3.3 The Exterior Algebra of a Vector Space

Write Tgew C TV for the two-sided ideal generated by the k-linear span of all
propersquaresv @ v e VQ V,v e V.

Exercise 2.8 Convince yourself that the k-linear span of all proper squares
v ®v € V® V contains all the sums u ® w + w ® u with u, w € V and is linearly
generated by these sums if chark # 2.

As in the commutative case, the ideal Iy splits into the direct sum of homoge-
neous components

Ligew = @ (Iskew N V®n) >

n=0

where the degree-n component Zye, N V" is linearly generated over k by the
decomposable tensors -+ ® v @ v @ ---, containing a pair of equal sequential
factors. By Exercise 2.8, all the sums

(- QUAIW® )+ (- QWRVR --+). (2.10)

also belong to Tgey N V. The quotient algebra AV ¥ TV/ I, is called the
exterior or Grassmannian algebra of the vector space V. The multiplicationin AV is
induced by the tensor multiplication in TV. It is called the exterior or Grassmannian
multiplication and is denoted by the wedge sign A. The skew-symmetry relations
imply that all the vectors from V anticommute and have zero squares in AV, i.e.,
unw=—wAuanduAu = 0 forall u,w € V. A permutation of factors in any
monomial multiplies the monomial by the sign of the permutation,

Vg, AUgy A =os AVg =8gN(g) VI AV A -+ AU VgES
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The algebras possessing this property are commonly called skew commutative in
mathematics and supercommutative in physics. We will shorten both names to
s-commutativity.

As a vector space over k, the Grassmannian algebra splits into the direct sum of
homogeneous components

AV =P A"V, where A"V = V" (Lyew N VE").

n=0

The vector space A"V is called the nth exterior power of V. Note that A°V = k
and A'V = V. As in the symmetric case, the inclusion ¢ : V <> AV, mapping V to
A'V, has a universal property.

Exercise 2.9 (Universal Property of Free s-Commutative Algebras) Show that
for every s-commutative k-algebra L and linear map f : V — L, there exists a unique
homomorphism of k-algebras?: AV — L such that f = 70 t. Also show that for
every linear map ¢/ : V — A’ to an s-commutative algebra A’ possessing the same
universal property, there exists a unique isomorphism of algebras ¥ : A’ = AV
such that Y/ = ¢.

For this reason, the algebra AV is also called the free s-commutative k-algebra

spanned by V.

2.3.4 Alternating Multilinear Maps

Ann-linearmap ¢ : VXV x --- x V — U is called alternating if

@(Vgy, gy, - -5 Vg,) = sg0(g) - @(V1, V2, ..., V)

for all permutations g € S,. We write Alt"(V,U) C Hom(V,...,V;U) for the
subspace of alternating n-linear maps.

Associated with every alternating n-linearmap ¢ : VxV x --- xV — U and
vector space W is the linear map

Hom(U, W) — Alt"(V,W), F+> Fog. (2.11)

The map ¢ is called the universal alternating n-linear map or the n-ary
s-commutative multiplication of vectors if the linear map (2.11) is an isomorphism
for all vector spaces W.

Exercise 2.10 Prove that the universal alternating n-linear map

o, VXVX-ee xV—>U
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is provided by tensor multiplication followed by factorization by the skew-commu-

T
tativity relations, i.e., @ : V X ... XV === V& —s= A"(V) and verify that
the target spaces of every two universal symmetric n-linear maps are isomorphic by
means of the unique linear map commuting with the s-commutative multiplication.

Corollary 2.3 For an arbitrary (not necessarily finite-dimensional) vector space V,
the nth exterior power A"V and the space Alt"(V, k) of alternating n-linear forms

VX Vx-.- xV — kare canonically dual to each other.
Proof The same as for Corollary 2.2 on p. 28. O
Proposition 2.4 For every basis e, ey, . .. ,eq of V, a basis in AV is formed by the

Grassmannian monomials
def
e;éeil/\eiz/\--- N e, (2.12)

numbered by all I = (i1, ip,..., i) with1 < i) <ip < --- <, < d. In particular,
dim A"V = (%) and dim AV = 2%,

Proof Write U for the vector space of dimension (j) with the basis {#;} numbered
by the same multi-indices I as the Grassmannian monomials (2.12). We know from
Sect. 1.1.1 on p. 1 that every n-linear map o : V x V x .- x V — U is uniquely
determined by its values on all the collections of basis vectors a(ej,, ej,, ..., ¢;,),
and these values may be arbitrary. Let us put a(ej,ej,,...,¢;,) = 0 if some
arguments coincide, and «e(ej,, ej,, . . ., €j,) = sgn(g)-uy, where I = (jg,,jor» - - -+ Jg,)
is the strictly increasing permutation of the indices ji, jz, . . . , j, if all the indices are
distinct. The resulting n-linear map « : V x V x .- x V — U is alternating and
universal, because for every n-linear alternatingmap ¢ : VXV x --- XV — W,
there exists a unique linear operator F' : U — W such that ¢ = F o o, namely, the
operator acting on the basis of U as F (u;) = ¢(e;;, e, - .., ¢;,). By Exercise 2.10,
there exists a linear isomorphism U = A"V sending the basis vectors u; to the
s-symmetric products e;, Ae;, A -+ Ae;, = e;. This forces the latter to form a basis

in A"V. O
Corollary 2.4 For every basis ej,es,...,eq of V, the exterior algebra AV is
isomorphic to the Grassmannian polynomial algebra k<{ei,es, ..., e ) defined in
Sect. 9.4 of Algebra I. O

2.4 Symmetric and Alternating Tensors

Starting from this point, we will always assume by default that chark = 0. For
every n € N, the symmetric group S, acts on V®" by permutations of factors in the
decomposable tensors:

SUI®V® - V) =V, @V, @ -+ QU,, VgES,. (2.13)
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Since vg, @ Vg, ® -+ ® Vg, is multilinear in vy, vy, . . ., vy, there exists a well-defined
linear operator g : V®" — V®” acting on decomposable tensors by formula (2.13).
The subspaces of S,,-invariant and sign-alternating tensors are denoted by

Sym" V€ {rev® |VgeS, g =1}, (2.14)

Al VE e V® |VgeS, g(t) =sgn(g)- 1} (2.15)

and called, respectively, the spaces of symmetric and alternating tensors of degree
nonV.

2.4.1 Symmetrization and Alternation

If chark = O, then for all n > 2, the tensor power V®" is projected onto
the subspaces of symmetric and alternating tensors, respectively, by means of the
symmetrization and alternation maps

1
sym, : VO = Sym" V.t Y g(h), (2.16)
n!
gES,
1
alt, : VO > A"V, 1> Y sgn(g) - g(1). (2.17)
n! 5
8ESH

Exercise 2.11 Forall t € V®" s € Sym"V,a € A"V, and n = 2, prove that
(a) sym,,(s) = s, (b) alt,(a) = a, (¢) sym,(a) = alt,(s) =0, (d) sym,,(f) € Sym" V,
(e) alt,(r) € Alt" V.

Therefore, the symmetrization and alternation maps satisfy the relations

sym,zl = sym,, altﬁ =alt,, sym, calt, = alt, e sym, = 0. (2.18)

Example 2.2 (Tensor Square Decomposition) For n = 2, the symmetrization and
alternation maps form a pair of complementary projectors,* that is,

sym, + alt, = (Id + s12)/2 + (Id — s12)/2 = 1d,

where 515 € S5 is a transposition. Therefore, there exists the direct sum decomposi-
tion

V®2 = Sym*V @ Al V. (2.19)

“4See Example 15.3 in Algebra L.
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If we interpret V®2 as the space of bilinear forms on V*, then the decomposition
(2.19) turns out to be the decomposition of the space of bilinear forms into the direct
sum of subspaces of symmetric and alternating forms considered in Sect. 16.1.6 of
Algebral.

Example 2.3 (Tensor Cube Decomposition) For n = 3, the direct sum
Sym3 V @ Alt® V does not exhaust all of V&3,

Exercise 2.12 Find codim (Sym® V & Alt’ V) in V®3.

To find the complement to Sym® V @ Alt® V in V®3, write T = |123) € S; for the
cyclic permutation and consider the difference

p=1Id—sym;s —alt; = Id— (Id + T + 7%) /3. (2.20)
Exercise 2.13 Verify thatp?> = pand p e alt; = altz o p = p o sym; = sym; o p = 0.
Since sym; + alt3 + p = Idy®s, there exists the direct sum decomposition
Vv® = sym’ V@ AIP V @ im(p),

where im(p) = {t € V®3 | t+Tt+T?t = 0} consists of all cubic tensors annihilated
by averaging over the action of a 3-cycle. An example of such a tensor is provided

by [u, [v, w]], where [a,b] € a ® b — b ® a means the commutator in the tensor
algebra.

Exercise 2.14 (Jacobi Identity) Verify that [u, [v, w]] + [v, [w, u]] + [w, [u, v]] =0
in V®3 forall u,v,w e V.

If we think of V®3 as the space of 3-linear forms on V*, then im(p) consists of all
3-linear forms 7 : V* x V* x V* — k satisfying the Jacobi identity:

1. n0.0) +1(n.8.§) +1(5.§5.m) =0
forall £,n,¢ € V*.
For larger n, the decomposition of V®" by the “symmetry types” of tensors

becomes more complicated. It is the subject of the representation theory of the
symmetric group, which will be discussed in Chap. 7 below.

2.4.2 Standard Bases

Let us fix a basis ey, e, ..., e in V and break the basis monomials

¢, ®e, ® - Ve, €V®n
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into a disjoint union of S,-orbits. Since the monomials of every S,-orbit appear in
the expansion of every symmetric tensor ¢t € Sym” V with equal coefficients, a basis
in Sym" V is formed by the monomial symmetric tensors

wr sum of all tensor monomials formed by

e}

€imy my.....mq] — ‘ ‘ (2.21)
m, factors ey, m, factors e,, .. ., my factors ey

numbered by the sequences (m;, ma, ..., my) of nonnegative integers satisfying the

condition
my+my+---+mg =n.

It follows from the orbit length formula® that the sum on the right-hand side of (2.21)

consists of n!/(m!m,! --- my!) summands, because the stabilizer of each summand

is formed by m; ! my! - - - my! independent permutations of equal tensor factors.
Similarly, a basis in Alt" V is formed by the monomial alternating tensors

def

€1 = €iir,.in) — Z sgn(g) - ei,yy ® €y ® 0+ ® ey, (2.22)

8ESy
numbered by strictly increasing sequences of positive integers
I=(i,iz,...,0n), 1<ii<ihb<---<i,<d.

Remark 2.1 (Bases (2.21) and (2.22) for Infinite-Dimensional V) We do not
actually need to assume that d = dimV < oo in both formulas (2.21), (2.22).
They make sense for an arbitrary, not necessarily finite, basis E in V under the
following agreement on notation. Let us fix some total ordering on the set E and
number once and for all the elements of every finite subset X C E in increasing order
by integer indices 1, 2, ..., |X|. Then a basis in $"V is formed by the monomial
tensors (2.21), where d, my,m»,...,my € N are any positive integers such that
my +my + -+ myg =n,and ey, ez, ..., e4 run through the (numbered) subsets of
cardinality d in E. Similarly, a basis in Alt" V is formed by the monomials (2.22),
where ¢;,, ¢;,, ..., ¢;, run through the (numbered) subsets of cardinality n in E.

Proposition 2.5 [fchar(k) = 0, then the restriction of the quotient map
Ve — s"v
to the subspace Sym™ C V®" and the restriction of the quotient map

Ve — A"V

3See Proposition 12.2 of Algebra L.
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to the subspace Alt" C V®" establish the isomorphisms of vector spaces
Teoym - Sym" V = S"V  and  wy : Alt"V = A"V,

These isomorphisms act on the basis monomial tensors (2.21) and (2.22) by the
rules

n! m m m,

d
| | '-ellezz---ed , (2.23)
mpi-mp: -+ Mmgy.

Cliin,.ig) P> 1l ey Nep A-e- Ney,. (2.24)

Proof The projection sy, maps each of the n!/(m;!m! - - -my!) summands in (2.21)

to the commutative monomial e} €? ... ¢//*. Similarly, the projection 7g sends
each of the n! summands in (2.22) to the Grassmannian monomial ¢;, Aej, A -+ Ae;,.
O

Caution 2.1 In spite of Proposition 2.5, the subspaces Sym" V, Alt*V C V®"
should not be confused with the quotient spaces §"V and A"V of the tensor power
V@1 If chark = p > 0, then many symmetric tensors and all the alternating
tensors of degree larger than p are annihilated by projections V®" —» S"V and
V®" —» A"V. Even if chark = 0, the isomorphisms from Proposition 2.5 do not
identify the monomial bases of tensor spaces directly with the standard monomials
in the polynomial rings. Both isomorphisms contain some combinatorial factors,
which should be taken into account whenever we need either to pull back the
multiplication from the polynomial (respectively exterior) algebra to the space of
symmetric (respectively alternating) tensors or push forward the contractions of
tensors into the polynomial algebras.

2.5 Polarization of Polynomials

It follows from Proposition 2.5 that for every homogeneous polynomial f € S"V*,
there exists a unique symmetric tensor f € Sym” V* mapped to f under the
factorization by the commutativity relations (V)®" — §"V* on p. 23 allows us
to treat f as the symmetric n-linear form

7‘: VxVx...xV—=lk, ?(vl,vz,...,vn)déf (v1 QU ® -+ ®vn,7)-
This form is called the complete polarization of the polynomial f. For n = 2, the

polarization?of a quadratic form f € S>V* coincides with that defined in Chap. 17
of Algebra I by the equality

2f (u,w) = fu+w) —fu) — fF(w).
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For arbitrary n, the complete polarization of every monomial x| x5 - - - xj* of degree

n = m;+my+---+myis given by the first formula from Proposition 2.5 and equals

mi!my! - myg!
* Xmymy....mq] - (2.25)

n!
The complete polarization of an arbitrary polynomial can be computed using (2.25)
and the linearity of the polarization map NS_YIln D S"VF > Sym" V* f +— f. By
Remark 2.1 on p. 34, this works for every (not necessarily finite) basis in V* as
well.

2.5.1 Evaluation of Polynomials on Vectors

Associated with every polynomial f € S"V* is the polynomial function
fiVok vef)Yf(v,v,.... ). (2.26)

Note that the value of f on v is well defined even for infinite-dimensional vector
spaces and does not depend on any extra data on V, such as the choice of basis. Now

assume that dim V < oo, fix dual bases e, es,...,eq € V,x1,%2,...,x4 € V*, and
identify the symmetric algebra SV* with the polynomial algebra k[x;, xa, . .., x4].
Then the value of a polynomial f(x;,x;,...,x,) at a vector v = > we; € V

coincides with the result of the substitution x; = ¢; in f:

f) =f(ay,0a,...,0q). (2.27)

Indeed, for every monomial f = x|"x?---x/, the complete contraction of v®"

with

= ml! 'I’IZQ! md!
f= nl Xlmy ms....,mq)
is the sum of n!/(m;! - my! --- my!) equal products
m1! -mz! md!
n! cx (V)™ - x (V)™ - xg (v)™
m1!~m2! md' m_mo my
= . al az oo ad .
n!
It coincides with the result of the substitution (xi, x2, ..., x,) = (1, 02,...,®,) in
the monomial
n!
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We conclude that the evaluation of a polynomial f € kfxi,xz,...,x4] at the
coordinates of a vector v € V depends only on f € §"V* and v € V but not on
the choice of dual bases in V, V*.

2.5.2 Combinatorial Formula for Complete Polarization

Since the value of a symmetric n-linear form does not depend on the order of
arguments, let us write

?(v;"‘,v;'lz, ey vZ’k)

for the value of? at m; vectors vy, my Vectors vj,...,ny vectors v; with ZV
m, = n.

Exercise 2.15 Show that for every polynomial f € S§"V* and all vectors
V1, V2,..., U €V, one has

Fi+va4-F ) =F (01 +v2+ -+ )"

n! ~
= > T v, o),

mi 'mz' s mk!
(2.28)

mymy ... my

where the summation is over all integers m;, my, . .., my such that
m +m+---+m=n

and 0 < m, < nforall v.

Proposition 2.6 Let V be a vector space, not necessarily finite-dimensional, over a
field k of characteristic zero. Then for every homogeneous polynomial f € S"V*,

n! ']7(1)1, V2,...,Up) = Z (—l)mf(Z v,-), (2.29)

IS{1...n} i¢l

where the left summation is over all subsets I < {1, 2, ..., n}including I = @, for
which |@| = 0. For example, for f € S3V*, one has

6, v, w) = fu+v+w) = (u+v) =f(u+w) = (v +w) +f @) +f(©) +f (),

Proof Consider the expansion (2.28) from Exercise 2.15 for k = n = degf. Its
right-hand side contains the unique term depending on all the vectors vy, va, ..., Uy,
namely n! -?(vl,vz, ...,Vy). For every proper subset I < {1, 2, ..., n}, the
summands of (2.28) that do not contain vectors v; with i € I appear in (2.28) with

the same coefficients as they do in the expansion of f (Z il vi), because the latter is
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obtained from f(v; + v, +- - -4 v,) by setting v; = 0 forall i € I. Therefore, all terms
that do not depend on some of the v; can be removed from (2.28) by the standard
combinatorial inclusion—exclusion procedure. This leads to the required formula

n! -?(vl,vz,...,vn)
:f(zvv)_Zf(Zvv) + Zf(z Uv) - Zf( Z Uu) + -
v {i} Vi {ij}  v#ig {ijk}  v#ijk

2.5.3 Duality

Assume that chark = 0 and dim V < oo. The complete contraction between V&
and V*®" provides the spaces $”V and §”V* with the perfect pairing® that couples
polynomials f € $"V and g € S"V* to a complete contraction of their complete
polarizations f € V®" andg € V*®".

Exercise 2.16 Verify that for every pair of dual bases
€1,62,...,64 €V, X1,X2,...,X5 € V*,
all the nonzero couplings between the basis monomials are exhausted by

M1!MQ! md!
my mp mqg _mp _mp mg\ __
(el ey ey Xy xy )— ol . (2.30)

Note that the monomials constructed from the dual basis vectors become the dual
bases of the polynomial rings only after rescaling by the same combinatorial factors
as in Proposition 2.5.

2.5.4 Derivative of a Polynomial Along a Vector

Associated with every vector v € V is the linear map
iyt V¥ S @D e, (2.31)

provided by the inner multiplication’ of n-linear forms on V by v, which takes an
n-linear form ¢ € V*®" to the (n — 1)-linear form

VL@(V1, V2, ..., Up—1) = @(V, V1, V2, ..., Vye1).

6See Sect. 7.1.4 of Algebra L.
7See Example 2.1 on p. 24.
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The map (2.31) preceded by the complete polarization map
S"V* = Sym" V* c v*&"
and followed by the quotient map yr®0=h _y gn-lyx gives the linear map
pl, : S"V* — §"T'VE f(x) > plf(x) €F (v, x, x, ..., ), (2.32)

which depends linearly on v € V. This map fits in the commutative diagram

v
V*®n 3 Symn V* V*®(Vl*1)

Tsym J/ 0 £ Tsym

pl,
SVIV* Sn—l V* (233)

The polynomial pl,,f (x)f(v, x,...x) € " 1(V*)is called the polar of v with respect
to f. For n = 2, the polar of a vector v with respect to a quadratic form f € S?V* is
the linear form w |—>]7(v, w) considered® in Sect. 17.4.3 of Algebra 1.

In terms of dual bases e, e, ...,eq € V, x1,x2,...,x4 € V*, the contraction
of the first tensor factor in V*®" with the basis vector ¢; € V maps the complete
symmetric tensor Xj, m,....m, €ither to the complete symmetric tensor containing
the (m; — 1) factors x; or to zero for m; = 0. By formula (2.23) from Proposition 2.5,

Mi mi—y mi—1_mi41 mq

m mz..._xmd— Xy beeex X X cee X = B P I
d n 1 i—1 i i+1 d - L2 d -

ple,"xl 'x2

Since pl,f is linear in both v and f, we conclude that for every v = Y o;e;, the polar
polynomial of v with respect to f is nothing but the derivative of the polynomial f
along the vector v divided by degf, i.e.,

1 I BN,
P = gea) T = dea(r) 22 ey

Note that this forces the right-hand side of the formula to be independent of the
choice of dual bases in V and V*. It follows from the definition of polar map that
the derivatives along vectors commute, d,d,, = 9,,0,, and satisfy the following

8Recall that the zero set of this form in P(V) is the hyperplane intersecting the quadric
Z(f) C P(V) along its apparent contour viewed from v.
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remarkable relation:
an —_ an—m
m! f(w):n!f(u,u,...,u,w,w, cow) = (n—m)! f(u), (2.34)
u™ ~ m—— = = - own—m

m n

which holds forallu,w € V,f € §"V*,and 0 < m < n.
Exercise 2.17 Prove the Leibniz rule 0,(f - g) = 0,(f) - g +f - 9,(g)-

Exercise 2.18 Show that

7 1
fur, vz, 0,) = n|3U13U2 s 0y f
for every polynomial f € §"V* and all vectors v, va,...,v, € V.

Example 2.4 (Taylor Expansion) For k = 2, the expansion (2.28) from Exer-
cise 2.15 turns into the identity

flu+w) :T(u +w,ut+w, ..., ut+w = Z (:1) .f(um’wn—m)

m=0

where n = degf, which holds for every polynomial f € S"V* and all vectors
u,w € V. The relations (2.34) allow us to rewrite this identity as the Taylor expansion
for f at u:

degf 1
fu+w) =Y 1 Df ). (2.35)
m=0

Note that this is an exact equality in the polynomial ring SV*, and its right-hand side
actually is completely symmetric in u, w, because of the same relations in (2.34).

2.5.5 Polars and Tangents of Projective Hypersurfaces

Let S = Z(F) C IP(V) be a projective hypersurface defined by a homogeneous
polynomial equation F(x) = O of degree n. For every line { = (pg) C P(V), the
intersection £ N S consists of all points Ap + g € £ such that (A : p) satisfies
the homogeneous equation f(A, ) = 0 obtained from the equation F(x) = 0 via
the substitution x < Ap + pg. Over an algebraically closed field k, the binary form
f(A, 1) € k[A, p] either is zero or is completely factorized into a product of n forms
linear in A, u:

FOu ) = [J@h — oy = [ det (i Z;-/) , (2.36)

l
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where a; = () : @) are distinct points on P; = P(k?) and }_; s; = n. In the first
case, the line £ lies on S. In the second case, the intersection £ N S consists of points
a; = ajp + o'q. The exponent s; of the linear form o’ — /A in the factorization
(2.36) is called the intersection multiplicity of the hypersurface S and the line £ at
the point a;, and is denoted by (S, £),,. If (S,£), = 1, then q; is called a simple (or
transversal) intersection point. Otherwise, the intersection of £ and S at a; is called
multiple. Note that the total number of intersections counted with their multiplicities
equals the degree of S.

Letp € S. Then a line £ = (p, q) is called tangent to the hypersurface S = Z(F)
at p if either £ C Sor (S, £), = 2. In other words, the line £ is tangent to S at p if the
polynomial F(p + tgq) € k[{] either is the zero polynomial or has a multiple root at
zero. It follows from formulas (2.35), (2.34) that the Taylor expansion of F(p + tg)
at p starts with

F(p+1q) =t ([11) Fp' ' q) + 7 (;l) Fp"2,¢%) + .

Therefore, £ = (p, g) is tangent to S at p if and only if f@"‘l, q) = 0. Thisis a
straightforward generalization of Lemma 17.4 from Algebra I.

If F(p"~',x) does not vanish identically as a linear form in x, then the linear
equation F(p"~!,x) = 0 on x € V defines a hyperplane in IP(V) filled by the lines
(pg) tangent to S at p. This hyperplane is called the fangent space to S at p and is
denoted by

T, = {xe P(V) | F(p" ', x) = 0}.

In this case, the point p is called a smooth point of S. The hypersurface S C P(V) is
called smooth if every point p € S is smooth.

If F(p"~', x) is the zero linear form in x, the hypersurface S is called singular at
p, and the point p is called a singular point of S.

By formulas (2.34), the coefficients of the polynomial F(p"~!,x) = 0.F(p),
considered as a linear form in x, are equal to the partial derivatives of F evaluated at
the point p. Therefore, the singularity of a point p € S = Z(F) is expressed by the
equations

oF
(»p) =0 foralli,
8x,~
in which case every line £ passing through p has (S, £), = 2, i.e., is tangent to S at p.

Thus, the tangent lines to S at p fill the whole ambient space IP(V) in this case.
If g is either a smooth point on S or a point outside S, then the polar polynomial

pl,F(x) = F(g.x"™")
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does not vanish identically as a homogeneous polynomial of degree n — 1 in x,
because otherwise, all partial derivatives of pl F(x) = F (g, x"™") in x would also
vanish, and in particular,

- an—Z
F(g" '\ x) = pl,F(x) =0
aqn—Z q

identically in x, meaning that ¢ would be a singular point of S, in contradiction to
our choice of g. The zero set of the polar polynomial pl F' € §"~1V* is denoted by

pl,SLZ (pl,F) = {x e P(V) | F(g.x""") = 0} (2.37)

and called the polar hypersurface of the point g with respect to S. If S is a quadric,
then pl, S is exactly the polar hyperplane of ¢ considered in Sect. 17.4.3 of Algebra .
As in that case, for a hypersurface S of arbitrary degree, the intersection S N pl S
coincides with the apparent contour of S viewed from the point ¢, that is, with the
locus of all points p € S such that the line (pg) is tangent to S at p.

More generally, for an arbitrary point g € IP(V), the locus of points

pIirSE {x e P(V) | F(g"".x') =0}

is called the rth-degree polar of the point g with respect to S or the rth-degree
polar of S at g for g € S. If the polynomial f(q”_’,x’) vanishes identically in x,
we say that the rth-degree polar is degenerate. Otherwise, the rth-degree polar is a
projective hypersurface of degree r. The linear’ polar of S at a smooth point g € S
is simply the tangent hyperplane to S at g,

7,8 =pl;~'s.

The quadratic polar plg_zS is the quadric passing through g and having the same

tangent hyperplane at g as S. The cubic polar plg_?’S is the cubic hypersurface
passing through g and having the same quadratic polar at g as S, etc. The rth-degree
polar pl’;_zS at a smooth point ¢ € S passes through ¢ and has pl(’]_kpl’;_’S = pl’;_kS
forall 1 <k <r—1,because

pl;_kplz_’F(x) — pl‘ni?rF (qr—k, xk) — 7;7 (qn—r, qr—k, xk) — 7;7 (qn—k, xk)
= pli ™ F(x).

9That is, of first degree.
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2.5.6 Linear Support of a Homogeneous Polynomial

Let V be a finite-dimensional vector space and f € S"V* a polynomial. We write
Suppf for the minimal'® vector subspace W C V* such that f € §"W, and call this
subspace the linear support of f. For chark = 0, the linear support of a polynomial
f coincides with the linear support of the symmetric tensor!! 7 € Sym" V*, the
complete polarization of f. By Theorem 2.1, it is linearly generated by the images
of the (n — 1)-tuple contraction maps

v v s cjl”zzd(r:”(t 7).
coupling all the (n — 1) factors of V&~ with some n — 1 factors of 7 € V*®" in
the order indicated by the sequence J = (j1./2, . . ., ja—1). For the symmetric tensor
f, such a contraction does not depend on J and maps every decomposable tensor
V] ® V3 ® -+ ® vU,—; to the linear form on V proportional to the (n — 1)-tuple
derivative 0y, 0y, - -+ 0y,_,f € V*.
Therefore, Supp(f) is linearly generated by all (n — 1)-tuple partial derivatives

aml amz amd

mj my T my .
oxy" ox; ox;

f(x). where Y “m, =n—1. (2.38)

The coefficient of x; in the linear form (2.38) depends only on the coefficients of the
monomial

my mi—1 mi+1_mit] mg
XX X X Ay

in f. Writing the polynomial f in the form

n! vy v v,
d
f= E ool | vy, ...vg x11x22 ceeXy (2.39)
ViVl = Vg:
vitetvg=n

turns the linear form (2.38) into

d
Y Gy nt O Xi (2.40)

i=1
Altogether, we get (”j;fl_z) such linear forms, which are in bijection with the non-
negative integer solutions mj, ms, . .., my of the equation m; +my+ - - - +my=n—1.

10With respect to inclusions.
See Sect.2.2.3 on p. 25.
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Proposition 2.7 Let k be a field of characteristic zero, V a finite-dimensional vector
space over k, and f € S"V* a polynomial written in the form (2.39) in some basis
of V¥. If f = ¢" is the proper nth power of some linear form ¢ € V*, then the
d x ("'x?z) matrix built from the coefficients of linear forms (2.40) has rank 1.
In this case, there are at most n linear forms ¢ € V* such that ¢" = f, and they
differ from one another by multiplication by the nth roots of unity lying in k. Over an
algebraically closed field k, the converse is true as well: if all the linear forms (2.40)

are proportional, then f = ¢" for some linear form @, which is also proportional to
the forms (2.40).

Proof The equality f = ¢" means that Supp(f) C V* is the 1-dimensional subspace
spanned by ¢. In this case, all linear forms (2.40) are proportional to ¢. Such a form
¥ = A has ¥" = f if and only if A" = 1 in k. Conversely, let all the linear forms
(2.40) be proportional, and let ¢ # 0 be one of them. Then Supp(f) = k- ¢ is
the 1-dimensional subspace spanned by 1. Hence f = Ay" for some A € k, and
therefore, f = ¢" for'2 ¢ = VA - . O

Example 2.5 (Binary Forms of Rank 1) We know from Example 11.6 of Algebra I
that a homogeneous binary form of degree n,

f(xo,x1) = Zak‘ (Z) -xp A

k

is the proper nth power of some linear form oxy 4+ «1x; if and only if the ratio of
sequential coefficients a; : a;+1 = o : @) does not depend on i. This is equivalent

to the condition
ag ady ... Ay—
rk(O 1 n 1):1’
ay day ... dp

which is expanded to a system of homogeneous quadratic equations a;a;+1 = a;414;
in the coefficients of f. Proposition 2.7 leads to the same result, because the columns
of the above matrix are exactly the coefficients of linear forms (2.40) divided by n!.

Corollary 2.5 The proper nth powers of linear forms ¢ € V* form the projective
algebraic variety

Vo€ {@" | o € V¥ C P(S"V¥) (2.41)

in the space of all degree-n hypersurfaces' in P(V). This variety is described by
the system of quadratic equations representing the vanishing of all 2 x 2 minors in

the d x ("jﬁ?z) matrix built from the coefficients of linear forms (2.40). O

2Here we use that k is algebraically closed.
13See Sect. 11.3.3 of Algebra .
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Definition 2.1 (Veronese Variety) The projective algebraic variety (2.41) is called
the Veronese variety.

Exercise 2.19 (Veronese Embedding) Verify that the prescription ¢ +— ¢" gives
the well-defined injective map IP(V*) — P(§"V*) whose image coincides with the
Veronese variety (2.41).

2.6 Polarization of Grassmannian Polynomials

It follows from Proposition 2.5 on p. 34 that for every Grassmannian polynomial
® € A"V* over a field of characteristic zero, there exists a unique alternating
tensor @ € Alt" V* C V*®" mapped to @ under the factorization by the skew-
commutativity relations 7y : V* ®" _» A"V*. It can be viewed as the alternating
n-linear form

D:VXxVXx o xV—ok @0,L,....00) %8 (V@WK - Qu,, @),

called the complete polarization of the Grassmannian polynomial w € A"V*. If
the covectors x; form a basis of V*, then by formula (2.24) on p. 35, the complete
polarization of the Grassmannian monomial x;, A x;, A -+ A Xx;, equals

1
! Xiirsinnin) = alty (Xi, X, @ -+ @ x;,) . (2.42)

The polarization of an arbitrary Grassmannian polynomial can be computed using
this formula and the linearity of the polarization map

il ATVE S ANV, 0o @. (2.43)

By Remark 2.1 on p. 34, this procedure is also well defined for infinite-dimensional
vector spaces.

2.6.1 Duality

Similarly to the symmetric case, for a finite-dimensional vector space V over a field
of characteristic zero, there exists a perfect pairing between the spaces A"V and
A"V* coupling polynomials T € A"V and w € A"V* to the complete contraction
of their complete polarizations T € V®" and @ € V*®".

Exercise 2.20 Convince yourself that the nonzero couplings between the basis
monomials ¢; € A"V and x; € A"V* are exhausted by

(er, x;) = 1/nl. (2.44)
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2.6.2 Partial Derivatives in an Exterior Algebra
By analogy with Sect. 2.5.4, the derivative of a Grassmannian polynomial w € A"V*

along a vector v € V is defined by the formula

d,0 ¥ degw - plw,

where the polarization map pl,, : A"V* — A" 'V* o > 7y (vL®), is composed
of the inner multiplication (2.31) preceded by the complete polarization (2.43) and
followed by the quotient map gy : y*®0=h . An=ly* Thus, pl, fits in the
commutative diagram

L
V*®n S Al V* v V*®(n—|)

Trsk i ¢ Trsk

pl,
ATV — An—l V* (245)

which is similar to the diagram from formula (2.33) on p. 39. Since pl,® is linear in
v, it follows that

0y = Zai d,, for v= Zaiei‘

If @ does not depend on x;, then certainly d,,0 = 0. Therefore, a nonzero
contribution to d,x; is given only by the derivations d,, with i € /. Formula (2.42)
implies that

eiy Xiy A Xiy A v+ AXjy = Xiy AXig A =o+ A X,

for every collection of indices iy, iz, . . . , iy, N0t necessarily increasing. Hence,
_ k—1
aeikxil AN Xipg N\ oo ANXj, = aeik(—l) Xip NXip A\ s AN X, /\)CikJrl s X,
k—1
= (=D ey Xig AXig A e AXiy Ayt X,
—(_1)k_1x. A cor AX; A Xi e X
- O Tk—1 Ik+1 In*

In other words, the derivation along the basis vector that is dual to the kth variable
from the left in the monomial behaves as (—1)*"! .7 | where the Grassmannian
Tk

partial derivative ai- takes x; to 1 and annihilates all x; with j # i, exactly as in

the symmetric case. However, the sign (—1)* in the previous formula forces the
Grassmannian partial derivatives to satisfy the Grassmannian Leibniz rule, which
differs from the usual one by an extra sign.
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Exercise 2.21 (Grassmannian Leibniz Rule) Prove that for every homogeneous
Grassmannian polynomial w, T € AV* and vector v € V, one has

(@ AT) = 0y(@) AT+ (=1)*% A 3, (7). (2.46)

Since the Grassmannian polynomials are linear in each variable, it follows that
>0 = O forall v € V, w € AV. The relation 32 = 0 forces the Grassmannian
derivatives to be skew commutative, i.e.,

0,0, = —0,0, YuwelV.

2.6.3 Linear Support of a Homogeneous Grassmannian
Polynomial

Let V be a finite-dimensional vector space over a field k of characteristic zero. For
the needs of further applications, in this section we switch between V* and V and
consider w € A"V. The linear support Supp w is defined to be the minimal (with
respect to inclusions) vector subspace W C V such that w € A"W. It coincides with
the linear support of the complete polarization @ € Alt" V, and is linearly generated
by all (n — 1)-tuple partial derivatives'*

a 0 0
w = w,

0,0 =9 Oy, =+ O, 3. 9 P

X1
1 “€ Cin—1

where J = jj, ... j,—1 runs through all sequences of n — 1 distinct indices from the
set{l, 2, ..., d},d = dimV. Up to asign, the order of indices in J is not essential,
and we will not assume the indices to be increasing, because this simplifies the

notation in what follows. Let us expand @ as a sum of basis monomials
w = E aje; = E Ui iy ..iy€ip N\ iy, N\ === Ne, (247)
1 i1y ... 0y

where I = ijiy ... i, also runs through the n-tuples of distinct but not necessarily
increasing indices, and the coefficients o;,;, ;, € k are alternating in iis ... iy.
Nonzero contributions to d;w are given only by the monomials aje; with I D J.
Therefore, up to a common sign,

djw = =+ Z“jm wodnti €i- (2.48)
it

14Compare with Sect.2.5.6 on p.43.
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Proposition 2.8 The following conditions on a Grassmannian polynomial we A"V
written in the form (2.47) are equivalent:

l.w=u Auy A -+ A uy, for some uy,uy, ..., u, €V.

2. u Ao = 0forallu € Supp(w).

3. for any two collections iiiy ... im+1 and jija ... jm—1 consisting of n + 1 and
n — 1 distinct indices, the following Pliicker relation holds:

m—+1
v—1 —
2D ia, 2, =0, (2.49)
v=1
where the hat in a, . . means that the index i, should be omitted.

ey endiy

Proof Condition 1 holds if and only if @ belongs to the top homogeneous
component of its linear span, € A%mSUPP(@) Syupp(w). Condition 2 means the
same because of the following exercise.

Exercise 2.22 Show that @ € AU is homogeneous of degree dim U if and only if
unw=0foruecU.

The Pliicker relation (2.49) asserts the vanishing of the coefficient of
eiy N €jy N\ -+ /\e,-m+l

in the product (len ,jmfla)) A . In other words, (2.49) is the coordinate form of
condition 2 written for the vector u = 9;, _j,_,w from the formula (2.48). Since these
vectors linearly generate the subspace Supp(w), the whole set of Pliicker relations
is equivalent to condition 2. O

Example 2.6 (The Pliicker Quadric) Letn = 2,dimV = 4, and let ey, e, €3, es
be a basis of V. Then the expansion (2.47) forw € A2V looks like w = Zi.j ajeiNe;,
where the coefficients a; form a skew-symmetric 4 x 4 matrix. The Pliicker relation
corresponding to (i1, iz, i3) = (2,3,4) andj; = 1 is

a12a34 — a13az4 + ajsaz; = 0. (2.50)

All other choices of (i1, i», i3) and j; & {i1, iz, i3} lead to exactly the same relation.
Exercise 2.23 Check this.

For j; € {i1, i, i3}, we get the trivial equality 0 = 0. Thus for dimV = 4, the set
of decomposable Grassmannian quadratic forms w € A%V is described by just one
quadratic equation, (2.50).

Exercise 2.24 Convince yourself that the Eq.(2.50) in 0 = ), jaiei N ej is
equivalent to the condition'> w A @ = 0.

15Compare with Problem 17.20 of Algebra 1.
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2.6.4 Grassmannian Varieties and the Pliicker Embedding

Given a vector space V of dimension d, the set of all vector subspaces U C V
of dimension m is denoted by Gr(m, V) and called the Grassmannian. When the
origin of V is not essential or V = k“, we write Gr(m, d) instead of Gr(m, V). Thus,
Gr(1,V) = P(V), Gr(dimV — 1,V) = P(V*). The Grassmannian Gr(m, V) is
embedded into the projective space IP(A™V) by means of the Pliicker map

pm: Gr(m, V) — P(A™V), U A™U C A™V, 2.51)

sending every m-dimensional subspace U C V to its highest exterior power A" U,
which is a 1-dimensional vector subspace in A™V. If U is spanned by vectors
Uy, Uy, ..., Uy, then p,,(U) = u; Auy A --+ A uy, up to proportionality.

Exercise 2.25 Check that the Pliicker map is injective.

The image of the map (2.51) consists of all Grassmannian polynomials ® € A™V
completely factorizable into a product of m vectors. Such polynomials are called

decomposable. By Proposition 2.8, they form a projective algebraic variety given
by the system of quadratic Eq. (2.49) in the coefficients of the expansion (2.47).

Example 2.7 (The Pliicker Quadric, Geometric Continuation of Example 2.6) For
dim V = 4, the Grassmannian Gr(2, 4) = Gr(2, V) can be viewed as the set of lines
£ = P(U) in P3; = P(V). The Pliicker embedding (2.51) maps a line (ab) C IP; to
the pointa A b € Ps = IP(A2V) and establishes a bijection between the lines in IP3
and the points of the smooth quadric

P:{w€A2V|wAw:O}

in IPs, called the Pliicker quadric.

2.6.5 The Grassmannian as an Orbit Space

The Grassmannian Gr(m, d) admits the following matrix description. Fix some basis
(e1,e2,...,eq) in V. Given a vector subspace U C V with a basis (uy, u, ..., Uy),
consider the m x d matrix A, whose ith row is formed by the coordinates of the
vector u; in the chosen basis of V. Every other basis of U,

(W17W27~~7Wm) = (MLMZU-H“m)'Cuw,

where C,,, € GL, (k) is an invertible transition matrix, leads to the matrix A,,
expressed through A, by the formula

A, =C A

uw* U
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Exercise 2.26 Check this.

Therefore, the bases in U are in bijection with the m x d matrices of rank m
forming one orbit of the action of GL,, (k) on Mat,,xs(k) by left multiplication,
G : A GAfor G € GL,, A € Mat,xy. Hence the Grassmannian Gr(m, d)
can be viewed as the set of all m X d matrices of rank m considered up to left
multiplication by nondegenerate m x m matrices. Note that for m = 1, this agrees
with the description of projective space P, = Gr(1,d) as the set of nonzero
rows (xy,x2,...,X5) € k? = Mat;x, considered up to multiplication by nonzero
constants A € k* = GL, (k). Thus, the matrix A, formed by the coordinate rows of
some basis vectors uy, u, ..., Uy, in U is the direct analogue of the homogeneous
coordinates in projective space.

Exercise 2.27 (Pliicker Coordinates) Verify that the coefficients «;,;, . ;, in the

expansion (2.47) written for ® = u; Aup A -+ A u,, are equal to the m X m minors
of the matrix A,,.

These minors are called the Pliicker coordinates of the subspace U C V spanned by
the vectors u;.

Example 2.8 (Segre Varieties Revisited, Continuation of Example 1.2) Let
W=V &V, ® --- &V, be a direct sum of finite-dimensional vector spaces
Vi. For k € N and nonnegative integers m,, mo, . . . , m, such that ZV m, = k and

denote by Wy, my....m, C AXW the linear span of all products w; A wp A +++ A Wy

formed by m; vectors from V|, m;, vectors from V>, etc.

Exercise 2.28 Show that the well-defined isomorphism of vector spaces

is given by the prescription w; @ 2 @ -+ @ W, = W1 AWy A -+ A w,, and verify
that

AkW - @ Wml,mz ..... My

mi,ma,...,ny my,my,....ny

2
>
E
=
®
e
3
N
®
®
e
g
=

Thus, the tensor product V; ® V, ® --- ® V, can be identified with the component

Wii....1 C A"W. Under this identification, the decomposable tensors
U]®U2® ®Un
go to the decomposable Grassmannian monomials v; A v2 A -+ A v,. Therefore,

the Segre variety from Example 1.2 on p. 6 is the intersection of the Grassmannian
variety Gr(n, W) C IP(A"W) with the projective subspace P (W, ;,.1) C P(A"W).
In particular, the Segre variety is actually an algebraic variety described by the
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system of quadratic equations from Proposition 2.8 on p. 48 restricted to the linear
subspace Wy ;..1 C A"W.

Problems for Independent Solution to Chapter 2

Problem 2.1 Let V be a finite-dimensional vector space of over a field k of charac-
teristic zero. Show that the following vector spaces are canonically isomorphic:
(a) Sym"(V*), (b) Sym"(V)*, (¢) (S"V)*, (d) S"(V*), (e) symmetric n-
linear forms Vx V x -+ x V = k, (f) functions V — k, v — f(v), where f
is a homogeneous polynomial of degree n in the coordinates of v with respect to
some basis in V.

Problem 2.2 For the same V and k as in the previous problem, show that the
following vector spaces are canonically isomorphic: (a) Alt*(V*), (b) Alt"(V)*,
@) (A"V)*, (d) A"(V*), (e) alternating n-linear forms Vx V x --- x V — k.

Problem 2.3 Which of the isomorphisms from the previous two problems hold

(a) over a field k of any positive characteristic?
(b) for an infinite-dimensional vector space V?

Problem 2.4 (Aronhold’s Principle) Let V be a finite-dimensional vector space
over a field k of zero characteristic. Prove that the subspace of symmetric
tensors Sym”(V) C V®" is linearly generated by the proper nth tensor powers
V¥ =1V ®v® --- ®v of vectors v € V. Write the symmetric tensor

URWRWH+WRURW+Ww®w® u € Sym’ (V)

as a linear combination of proper tensor cubes.

Problem 2.5 Is there a linear change of coordinates that makes the polynomial
Ox — 15> =628 + 9xy* + 1822x =2y} + 32 — 152y +72°

depend on at most two variables?

Problem 2.6 Ascertain whether the cubic Grassmannian polynomial
—EIANEANEGE T2 ANEANEFAENENE+3EAEGEAE

is decomposable. If it is, write down an explicit factorization. If not, explain why.

Problem 2.7 Let V be a vector space of dimension n. Fix some nonzero element
n € A"V. Check that for all k, m with k + m = n, the perfect pairing between
A*V and A™V is well defined by the formula w; A @ = (w;, w,) - 1. Given a
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vector v € V, describe the linear operator A”~'V — A™V dual with respect to
this pairing to the left multiplication by v : AKV — A*T'V, 0 > v A w.

Problem 2.8 Verify that the Taylor expansion for the polynomial det(A) in the space
of linear operators A : V. — V has the following form:

det(AA + uB) = Z APud-tr (APA - ABY),
ptg=n

where APA : APV — APV, v AV A -+ AV, > A(V) AA(D2) AL .. AA(V)p) is the
pth exterior power of A and AYB* : APV — APV is dual to AYB : A1V — A1V
with respect to the perfect pairing from Problem 2.7.

Problem 2.9 Write Py = P(S?V*) for the space of quadrics in IP, = P(V), and
S C Py for the locus of all singular quadrics. Show that:

(a) Sis an algebraic hypersurface of degree n + 1,

(b) a point Q € S is a smooth point of S if and only if the corresponding quadric
Q C P, has just one singular point,

(c) the tangent hyperplane TS C Py to S at such a smooth point Q € S is formed
by all quadrics in IP, passing through the singular point of the quadric Q C IP,,.

Problem 2.10 Find all singular points of the following plane projective curves'¢ in

Py = P(C3): (@) (xo + x1 + x2)° = 27x0x1x2, (b) X%y + xy? = x* + 4,
(©) (> —y+ 1) =y +1).

Problem 2.11 Write an explicit rational parameterization'” for the plane projective
quartic

(x% + )cf)2 + 3x3x1x2 + xjx2 = 0

using the projection of the curve from its singular point to some line.'®

Problem 2.12 For a diagonalizable linear operator F : V — V with eigenvalues
A1, A2, ..., Ay, find the eigenvalues of F®" foralln € N.

Problem 2.13 Prove that for every collection of linear operators

Fi,F,....F,: V>V

16Though the last two curves are given by their affine equations within the standard chart Uy C P,
the points at infinity should also be taken into account.

17That is, a triple of rational functions xo(7), x; (£), x2(t) € k(z) such that f(xo(£), x (1), x2()) = 0
in k(z), where f € k[xo, x1, x2] is the equation of the curve.

18Compare with Example 11.7 and the proof of Proposition 17.6 in Algebra 1.
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and constants A1, A,, ..., A, € k, one has /\1F[®” + /\2F§®” +o At A FE =0
forall n € N only if A; = O for all i.

Problem 2.14 Express the following quantities in terms of the coefficients of the
characteristic polynomial of F for an arbitrary linear operator F : V — V:
(@) tr F®2, (b) tr F®3, (c) det F®2, (d) det F®3, (e) the trace and determinant of
the map Adr : End(V) — End(V), G — FGF™', assuming that F is invertible,
(f) the trace and determinant of the map S°F : S?V* — S2V* that sends a
quadratic form ¢ : V — k to the compositiong e F : V — k.

Problem 2.15 Let F be a diagonalizable linear operator on an n-dimensional vector
space over a field k of characteristic zero. Express the eigenvalues of the operators

S"F 1 v1vy -+ vy > F()F(v2) -+ F(v,),

AN'F: v A A - Av, > Fu) AF() A+ AF(vy),

through the eigenvalues of F, and prove the following two identities in k[z]:
(@) det(E — tF) ™' = Y, ot S¥F) - 15, (b) det(E + tF) = Y5 t{A*F) - -,

Problem 2.16 (Splitting Principle) Prove that the answers you got in the previous
two problems hold for nondiagonalizable linear operators F' as well. Use the
following arguments, known as a splitting principle. Interpret the relation on F
you are going to prove as the identical vanishing of some polynomial with rational
coefficients in the matrix elements f;; of F' considered as independent variables.
Then prove the following claims:

(a) If a polynomial f € Q[x1,x2,...,x,] evaluates to zero at all points of some
dense subset of C”, then f is the zero polynomial. (Thus, it is enough to check
that the relation being proved holds for some set of complex matrices dense in
Mat,(C).)

(b) The diagonalizable matrices are dense in Mat, (C). Hint: every Jordan block'”
can be made diagonalizable by a small perturbation of the diagonal elements of
the cell.

(c) The polynomial identity being proved is not changed under conjugation?’
F + gFg™! of the matrix F = (fj) by any invertible matrix g € GL,(C).
(Thus, it is enough to check the required identity only for the diagonal
matrices.)?!

19See Sect. 15.3.1 of Algebra 1.

20This is clear if the identity in question expresses some basis-independent properties of the linear
operator but not its matrix in some specific basis.

21Even for the diagonal matrices with distinct eigenvalues, because the conjugation classes of these
matrices are dense in Mat,, (C) as well.
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Problem 2.17 Use the splitting principle to prove the Cayley—Hamilton identity
xr(F) = 0 by reducing the general case to the diagonal F.

Problem 2.18 Prove that for every F € Mat,»(C), one has e/ ®ETE®F = oF @ ¢l in
Mat,> (C), where E is the identity matrix.

Problem 2.19* Prove the identity logdet(E — A) = trlog(E — A) in the ring of
formal power series with rational coefficients in the matrix elements a;; of the
n x n matrix A. Show that for all small enough complex matrices A € Mat,(C),
this identity becomes a true numerical identity in C.

Problem 2.20 Let V be a vector space of dimension 4 over C and g € S*V*
a nondegenerate quadratic form with the polarization g € Sym?V*. Write
G C IP3 = P(V) for the projective quadric defined by the equation g(x) = 0.

(a) Prove that there exists a unique symmetric bilinear form A%g on the space A2V
such that

AZE’(UI A V2, Wi A Wz) £ det

~

def (?(Uls wi) ?(Ul, Wz))
g(v2, w1) g2, W)

for all decomposable bivectors.

(b) Check that this form is symmetric and nondegenerate, and write its Gram
matrix in the monomial basis e; A e; constructed from a g-orthonormal basis
ey, e, €3, é4 of V.

(c) Show that the Pliicker embedding Gr(2, V) < P3 = P(V) from Example 2.7
on p.49, which establishes a one-to-one correspondence between the lines in
IP3 = IP(V) and the points of the Pliicker quadric P = {w € A’V | w Aw = 0}
in Ps = IP(A%V), maps the tangent lines to G bijectively to the intersection
P N A%G, where LG C Ps is the quadric given by the symmetric bilinear
form AZg.

Problem 2.21 (Pliicker—Segre—Veronese Interaction) Let U be a vector space
of dimension 2 over C. Consider the previous problem for the vector space
V = End U and the quadratic form g = det, whose value on an endomorphism
f:U— Uisdetf € C and the zero set is the Segre quadric’> G C P; = P(V)
consisting of endomorphisms of rank one.

(a) Construct canonical isomorphisms
S?V ~ Sym’ V ~ (S°U* ® S°U) @ (A’U* ® A*U),
AV >~ APV ~ (SPU* @ A*U) @ (A*U* ® S*U).
(b) Show that the Pliicker embedding sends two families of lines on the Segre

quadric to the pair of smooth conics P N Ay, P N A_ cut out of the Pliicker

22See Example 1.3 on p. 8 and Example 17.6 from Algebra L.
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quadricP C IP (A2 End(U )) by the complementary planes
A_ =P (S’U*®A’U) and Ay =P (A’U*®S°V),
the collectivizations of components of the second decomposition in (a).

(c) Check that the two conics P N A_ and P N A4 in (b) are the images of the
quadratic Veronese embeddings

P(U*) — P (S°U*) = P (S°U* ® A*U), &+ £,
P(U) < P (S’U) =P (A*U* ® S*U), v

In other words, there is the following commutative diagram:

P =P() P(S2U)= Ay
Veronese
. ]
Segre Pliicker AZU* ® SZU
P x Py G CPEnd(U) — — — — — ~ P ®
- SPU* ® A2U
- \J
Veronese
Py =P(U*) € P(S?U*) = A_

where the Pliicker embedding is dashed, because it takes lines to points.

Problem 2.22 (Hodge Star) Under the conditions of Problem 2.20, verify that for
every nondegenerate quadratic form g on V, the linear operator * : A2V — A2V,
o — o*, is well defined by the formula

o1 Aw) = N g1, ) e Aea AesAey Yor,w € AV,

where ej, e;, e3, es4 is a g-orthonormal basis of V. Check that, up to a scalar
complex factor of modulus one, the star operator does not depend on the choice
of orthonormal basis. Describe the eigenspaces of the star operator and indicate
their place in the diagram from Problem 2.21.

Problem 2.23 (Grassmannian Exponential) Let V be a vector space over a
field k of arbitrary characteristic. The Grassmannian exponential is defined for
decomposable @ € A" by the assignment e” £ 1 + . For an arbitrary even-
degree homogeneous Grassmannian polynomial { € A*"V, we write { = Y w;,
where all ; are decomposable, and put ¢ & []e®. Verify that this product
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depends neither on an ordering of factors nor on the choice of expression’

¢ = Y ;. Prove that the exponential map A"V <> A®"V, ¢ > €, is
an injective homomorphism of the additive group of even-degree Grassmannian
polynomials to the multiplicative group of even-degree Grassmannian polyno-
mials with unit constant term. Show that over a field of characteristic zero,
Dge® = €5 A0y forall € V*, and ¢f = 2 =0 kl!Q’\k.

Problem 2.24 Let V be a finite-dimensional vector space. Show that the subspaces
Iym N(VOV)CVV and Igw N(V*QV*) CV*®V*,

which generate the ideals of the commutativity and skew-commutativity rela-
tions2* Tym C TV, Igew C TV*, are the annihilators of each other under the
perfect pairing between V® V and V* ® V* provided by the complete contraction.

Problem 2.25 (Koszul and de Rham Complexes) Lete,es,...,e, be abasis of a
vector space V over a field k of characteristic zero. Write x; and &; for the images
of the basis vector e; in the symmetric algebra SV and the exterior algebra AV
respectively. Convince yourself that there are well-defined linear operators

0
d¥ AV STV - ATV g s,
ZV:& ® o ® S"V — ®
EDY D en  AVESTV > ATV g sy
- Bgu v 9
acting on decomposable tensors by the rules
d:oQf — Z 0 Rxy-f
. - asv v 9

of
0:w [ by A® c
®f ;s ® o0
Prove that neither operator depends on the choice of basis in V and that both
operators have zero squares, d> = 0 = 9°. Verify that their s-commutator dd + dd
acts on AV ® §™V as a homothety (k + m) - Id. Describe the homology spaces
kerd/imd and ker 9/ im 0.

ZNote that the decomposition of a Grassmannian polynomial into a sum of decomposable
monomials is highly nonunique.

24See Sect. 2.3.1 on p. 26 and Sect.2.3.3 on p. 29.



Chapter 3
Symmetric Functions

3.1 Symmetric and Sign Alternating Polynomials

The symmetric group S, acts on the polynomial ring Z[x;, x5, . . ., x,] by permuta-
tions of variables:

efxi,xa, ..., x0) =f (ngl(l),ngl(z), . ,ngl(n)) Vges,. 3.D

A polynomial f € Z[x;, X2, ..., X,] is called symmetric if gf = f for all g € §”, and
alternating if g f = sgn(g)-f forall g € S". The symmetric polynomials clearly form
a subring of Z[x, x2, ..., x,], whereas the alternating polynomials form a module
over this subring, since the product of symmetric and alternating polynomials is
alternating.

In Example 1.1 on p.6 we have seen that the polynomial ring Z[x;, x2, . . ., X,],
considered as a Z-module, is isomorphic to the nth tensor power Z[f]®" of the
polynomial ring in one variable. The isomorphism

x D% S Zx,xa . x], MRM - Q1M > Xz (3.2)
takes the multiplication of polynomials in Z[xi, x2, ..., x,] to the componentwise
multiplication

(i®RL® @) (81 R®L® - ®gy) = (f181) ® (/282) ® -+ ® (fugn)-

Exercise 3.1 Verify that this multiplication equips Z[f]®" with the structure of a
commutative ring withunit 1 ® 1 ® --- ® 1.

The action of the symmetric group on Z[x;, X2, . .., X,] agrees with the action on
Z[1]1®" by permutations of tensor factors considered in Sect. 2.4 on p. 31. Therefore,
the symmetric and alternating polynomials in Z[x;,xz, ..., x,] correspond to the
symmetric and alternating tensors in Z[f]®". In particular, the standard monomial
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bases of Z-modules Sym"(Z[f]) and Alt"(Z[t]), defined in formulas (2.21) and
(2.22) on p. 34, provide the Z-modules of symmetric and alternating polynomials
with some obvious bases over Z, called the monomial basis of symmetric polyno-
mials and the determinantal basis of alternating polynomials.

The first is formed by sums of monomials sharing the same ,-orbit

def A A

my = (the sum of all monomials in the S,-orbit of x| ‘x%z .- -xn”) (3.3)

and is numbered by the Young diagrams A = (11, A,. ..., A,) of length! at most .
The monomial )c)l“)c;kz -+-x}n is the lexicographically highest?> monomial in the orbit,
because of the inequalities

A =A== A,

The polynomial m, is homogeneous of degree degm; = |A|, the total number of
cells in A.

Exercise 3.2 Convince yourself that every symmetric polynomial can be uniquely
written as a finite Z-linear combination of the polynomials ;.

The determinantal basis of the alternating polynomials consists of the alternating
sums of monomials forming one S,-orbit:

A, = Z sgn(g) x;él)x;fz) xgzn). (3.4)

8ESy
It is numbered by the Young diagrams v with strictly decreasing length of rows,
Vi > Vp > o0 > Vy,

because the alternating property forces the exponents of all variables in every
monomial to be distinct.? Note that all such Young diagrams v contain the diagram

§E (n—1),(n=2),...,1,0),

the smallest Young diagram with n rows of nonnegative strictly decreasing lengths.
The difference

A=v—=86=((vi—n+1),va—n+2), ..., (vi—1—1), vy)

I'That is, consisting of at most 7 rows; see Example 1.3 in Algebra I for the terminology related to
Young diagrams.

2Recall that the lexicographic order on Z* assigns (mj,my,...,my) > (nj,na,..., n) if the
leftmost m; such that m; # n; is greater than n;.
3The coefficient of every monomial changes sign under the transposition of any two variables.
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has A; = v; — n + i and constitutes a Young diagram of length at most n
with unconstrained lengths of rows. Sometimes it is convenient to number the
determinantal alternating polynomials (3.4) by such unconstrained Young diagrams
A, and we will write Ay instead of A, in such cases. The polynomial A, is called
determinantal, because the right-hand side of (3.4) expands the determinant*

L T e |
X X Xn
Vi x‘l}2 x;2 Tt xzz
A, = det(xj’) =det| . ° P (3.5)
Vn ,.Vn v
Xyt Xy oy

For v = §, it becomes the Vandermonde determinant

xrlt—l xg—l “'xn—l

n

xrll—Z x121—2 . xn—Z

n

As = det(x;‘_i) =det] R (3.6)
X1 Xy 0 Xp
1 1 -1
Since every alternating polynomial f(xi, X2, ...,x,) vanishes for x; = x;, all the

differences (x; — x;) divide f in Z[x;,x2, . . ., x,]. This forces f to be divisible by the
product ]_[i < (xi — x;), because all the differences x; — x; are mutually nonassociated
irreducible polynomials, and the ring Z[x,, x2, . . ., x,] is factorial.

Exercise 3.3 Verify that Ay = [],_;(x; — x).

We conclude that multiplication by the Vandermonde determinant f +— f - Ags
establishes a bijection between the symmetric and alternating polynomials. Note
that this bijection is an isomorphism of modules over the ring of symmetric
polynomials, and in particular, an isomorphism of Z-modules. The preimage of the
determinantal basis (3.5) under this isomorphism is called the Schur basis of the
Z-module of symmetric polynomials. We have the following proposition.

Proposition 3.1 (Schur Basis) The determinantal Schur polynomials
def
s =Asa/As,

where A runs through the Young diagrams of length at most n, form a basis in the
Z-module of symmetric polynomials in n variables. O

“4Recall that we use the notation (£ (i, 7)), where f(i, j) is some function of i, j, for the matrix having
f(i,)) at the intersection of the ith row and jth column.
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3.2 Elementary Symmetric Polynomials

The elementary symmetric polynomials eg, ey, . . ., e, € Z[x1, X2, ..., X,] are defined
by the following equality in the ring of polynomials in # with coefficients in
Zx1,x2, ..., X

EO=[]0+x0=> e (3.7)
i k=0
Explicitly, ep =1 and ex(x) = Zil<i2<.,.<ik X Xi, - - X, 18 the sum of all k-linear
monomials of degree k. These polynomials also appear in the Viete formulas
expressing the coefficients of a monic polynomial

4 al e ta it 4 a, = l_[(x—a,-)
i=1

through the roots: a; = (—1)e;(or, o, . .., ).
For every Young diagram A = (A1, A5, ..., Ax), we set

def _
ey=eyen--ey = ey,

and call these polynomials elementary symmetric as well. Note that

en=e"e)? e,
where m; = m;(A) is the number of rows of length i in the diagram A. Thus, the
polynomials e are in bijection with the monomials in ey, e3, ..., €.

Let A = (A,A2,...,A,) and u = (U1, U2s.-., ) = A' be a pair of
transposed® Young diagrams. Then the lexicographically highest monomial of e
appears as the product of monomials x; ---x;, from ey, x;---x3, from ey,, etc.,
up to xj...xy, from e,,. Let us put x; in all cells of the first column of the
Young diagram A, x, in all cells of the second column, etc. Then the previous
monomials appear in the rows of the filled diagram A, and the product of these
monomials equals x’f 'x’; 2...xh". Therefore, the elementary symmetric polynomial
e, is expanded through the monomial basis (3.3) as

e) = my: + (lexicographically lower terms). (3.8)

SThat is, obtained from one another by reflection in the main diagonal.
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Proposition 3.2 The polynomials e = ey ey, ---ey,, where A runs through the
Young diagrams with at most n columns, form a basis of the Z-module of symmetric
polynomials in n variables.

Proof Write the basis vectors m,, in the lexicographically increasing order of their
indices w, and the polynomials e, in the lexicographically increasing order of
the transposed diagrams A’. Then the transition matrix from e to m, is upper
unitriangular by (3.8). We know from Example 8.17 of Algebra I that every such
matrix is invertible.® Therefore, the polynomials e; also form a basis. O

Corollary 3.1 The polynomials ey, ey, ..., e, are algebraically independent,” and
the assignment f(t,t,...,t,) — f(e1,ea,...,e,) establishes an isomorphism of
the polynomial ring Z[t|,ta, ..., t,] with the ring of symmetric polynomials in n
variables. In other words, every symmetric polynomial in n variables is uniquely
expressed as a polynomial in ey, ey, . . . , e,. O

Corollary 3.2 Every symmetric polynomial in the roots of a monic polynomial f
can be rewritten as a polynomial in the coefficients of f. O

3.3 Complete Symmetric Polynomials

The sum of all monomials of total degree k in the variables x, x», . .., X, is denoted
by hy = hi(x1,x2,...,x,) and called the complete symmetric polynomial of
degree k. Equivalently, the polynomial /; can be described as the coefficient of # in
the following formal power series in 7 over the ring Z[x;, x2, .. . , X

1 2 33
H(t) = ]_[ xr = ]—[ (1 +xt+ 322 + 2005 +--) = ;hk(x) (3.9
Indeed, when we choose m;th term in the ith geometric progression and multiply the

chosen terms together, we get x| x5 -+ - x™ . gm++mn Thuys, the coefficient of

equals the sum of all monomials x}"'x3? - - - X with

my+my+---+m, =k

Since the generating series for the elementary and complete symmetric polynomials
are related by the equality H(f)E(—f) = 1, comparison of the coefficients of # on
both sides leads to the following recurrence formulas:

(=D = ey — ex—1hy + ex—ahy — -+ (=) ery_y, (3.10)
(—Dfer = hy — ly—rer + lses — -+ + (=) ' hyegy. (3.11)

5Qver an arbitrary (even noncommutative) ring with unit.
"That is, f (e, ea, . . ., ey) # 0in Zx, xa, . . ., x,] for every f € Z[t), 15, ..., t].
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Proposition 3.3 There exists a unique involutive automorphism w of the ring of
symmetric polynomials in n variables such that w(ey) = hy and w(hy) = e for
everyk=1,2,...,n

Proof Since the ring of symmetric polynomials is Z[ey, ez, . . ., €], the assignment
o : ey — hy is uniquely extended to a ring endomorphism of the ring of symmetric
polynomials. The recurrence formulas (3.10), (3.11) show that w maps every Ay
back to e; for 1 < k < n. Therefore, w is an involutive automorphism. O

Corollary 3.3 The polynomials hy, h,, . .., h, are algebraically independent. Every
symmetric polynomial in n variables can be uniquely written as a polynomial in
hi,hy, ..., h,. In other words, the assignment f(t1,t2,...,t,) — f(hy, ha, ... ")
establishes an isomorphism between the polynomial ring Z[t), 1, ... ,t,] and the
ring of symmetric polynomials in n variables. O

3.4 Newton’s Sums of Powers
3.4.1 Generating Function for the py,
The sum of kth powers of all the variables
pr) Exf + x5+ 4+ xh, where k = 1, (3.12)

is called the Newton symmetric polynomial of degree k. These polynomials appear
as the coefficients of the logarithmic derivative

j logH(t) = logl_[ Z d log(1 — x;1)
_ZI_XZ_ZZxaH ta—Zpk(x) #1
i a=0 k=1

The latter power series is denoted by P(). Since H(f) = 1/E(—t), it follows that

H'()  E'(-1)

PO= 1oy = B

Comparison of the coefficients of ! on both sides of the equalities

H(HP@) = H'(1) and E(—H)P(t) = E'(—1)
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leads to the recurrent Newton formulas expressing py in terms of /; and ey:

Pi = khy — hi—1p1 — hx—2p2 — -+« — hipi—1, (3.13)
(—=D* 'pp = kex — ex_1p1 + exapr — -+ (=D Leipry. (3.14)

It follows from these formulas by induction on k that every polynomial p; is an
eigenvector of the involution w from Proposition 3.3 with the eigenvalue (—1)¥!,

w(py) = (D" pr. (3.15)

Proposition 3.4 The symmetric Newton polynomials pi,p,...,p, are alge-
braically independent. Every symmetric polynomial in Q[x1,x3,...,x,] can be
uniquely written as a polynomial with rational coefficients in p1,pa,...,pn. In
other words, the assignment f(t,tp,...,t,) — f(p1,p2,...,pn) establishes an
isomorphism between the polynomial ring Q[t1,t2, . . . , t,] and the ring of symmetric
polynomials in n variables with coefficients in Q.

Proof The formula (3.14) implies that for every N € N, the Q-linear span of

mp_m

products p|"'p3”? .- pi= in the vector space Q[x,x2,...,x,]<y of polynomials of
total degree at most N coincides with the Q-linear span of products €} ey - - - .
Since the polynomials e} €5 - - - ¢/ are linearly independent and the total number

of them coincides with the total number of polynomials p}"p3?---p, the latter
are linearly independent as well and form a basis of the vector space of symmetric

polynomials with rational coefficients. O

3.4.2 Transition from e, and hy, to py

For convenience in writing formulas, we associate with every Young diagram A an
infinite sequence of nonincreasing nonnegative integers (4, As, ...) that continues
the sequence of actual row lengths to the right with zeros. For each i € N, we
write m; = m;(A) for the number of rows of length i in A. Recall that the length
£(1) means the total number of nonzero elements in A, and the weight [A| = )", A;
means the total number of cells in the corresponding Young diagram. We denote by
e, = %1 the sign of the permutation of cyclic type® A. Recall that the parity of such
a permutation coincides with the parity of sums

()
D k=Dm=[Al+Y mc=) (i—1) (mod2).
k=1 k=1 i=1

8See Sect. 12.2.3 of Algebra L.
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We write 73 £ [], (mk' k™) for the total number of permutations commuting with
a fixed permutation’ of cyclic type A. Thus, the total number of permutations of
cyclic type A is equal to n!/z;, where n = |A|. Finally, we put

my . _mp_ _m3

PAEpapapas =Pl Py

and call these polynomials Newton symmetric polynomials as well. Note that the set
of polynomials p, indexed by Young diagrams of length at most n coincides with
the set of all monomials p" p5”? - - - p/». Each polynomial p; is an eigenvector of the
involution @ with eigenvalue ¢, :

®(py) = &1 pa. (3.16)

Proposition 3.5 The elementary and complete symmetric polynomials ey, hy are
expanded as rational linear combinations of monomials p) by the formulas

=Y ';. (3.17)
A=k

a= Y &3'p (3.18)
A=k

where both summations run over all Young diagrams consisting of k cells.

Proof Formulas (3.17) and (3.18) are transferred one to the other by the involu-
tion w. Thus, it is enough to prove only the first of them. Recall that

P(t) =) pelx)- 7" = 1ogH(r)

k=1

Therefore,

i Pl
H([) _ efP(r)dt —¢ Simipit')i _ l_[ pit' )i __ l—[ lm’tn' £
i=1 izl m=0
If we choose the m;th summand within the ith factor in order to multiply the chosen
terms together, then the monomial # appears if and only if Y ,i - m; = k. Such
sequences (m;) are in bijection with the Young diagrams A of weight k with m; rows
of length i for all 1 < i < k. The product of summands corresponding to the Young
diagram A contributes p; /7 to the coefficient of #*. O

9That is, the cardinality of the stabilizer of the permutation of cyclic type A under the adjoint action
of the symmetric group; see Example 12.16 of Algebra I.
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Example 3.1 For k = 3, we get the expression ez = p3 — ;plpz + ép?, which
agrees with the multinomial formula

@A) = 2 +3) xad +6 Y xyu.

i#j i<j<k

3.5 Giambelli’s Formula

Giambelli’s formula expresses the determinantal Schur polynomials s, from Propo-
sition 3.1 on p.59 in terms of the complete symmetric polynomials /;. Write

e,((p) for the polynomial in xi,...,X,—1,Xy+1, ..., X, obtained from the elementary
symmetric polynomial e (x,x2,...,x,) by the substitution x, = 0. We also put
e,(f' ) = 0forallk > n— 1. For a fixed P, the generating function of the sequence of

polynomials e, k = 0, is EP(f) = ¥, el” (x) - t+ = [Tix,(1 + xit). Therefore,
H(t)E'"P)(—1) = (1—x,1)~". Comparison of the coefficients of #* on both sides leads
to the relation hg - (=1)%e\” + hy - (=D el 4 -+ Iy - &P = xj. Under our

convention that ¢!”’

;7 = Oforall j > n— 1, it can be written as

= gt - (1)) A+ g (1) 2 g e
" , (3.19)
= th—n+j : (—1)n_j€,('p)-
Jj=1
Let us think of the right-hand side as the product of the row matrix of width n,
(Mk—nt15 Pi—pg2, -0y i), (3.20)

and the column matrix of height n transposed to the row
(Dl el e 1) (3.21)

Fix an increasing sequence v; > v, > --- > v, of values for k and write the
corresponding rows (3.20) as the #n x n matrix

hv1—n+l hvl—n+2 et hvl

hvz—n+l hvz—n+2 e hvz
H, = (hv,-—n+j) = . . . s

hvn—n+l hvn—n+2 e hvn
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assuming that ip = 1 and h; = 0 for j < 0. Similarly, write the columns (3.21) for
p=1,2, ..., nasthen x n matrix

(_1)”_18,(11_)1 (_l)n_le;(f—)l R (_1)n—le’(ln_)1
M= ((_l)n—ie(i) ) _ (126D (C1y2ed L (—1y2e™
1 1 1

Formula (3.19) implies the matrix equality D, = H, - M, where

L I L |
xl xZ xn
V2 V2o m
X X Xn

D, = (x]') =
R
is the same matrix as in formula (3.5) on p. 59. Therefore,
A, = detD, = detH, - detM
for every Young diagram v of length n with strictly decreasing lengths of rows.
Forv =6 = (n—1,...,1,0), the matrix Hs becomes upper unitriangular, with

det Hs = 1. Hence, detM = det Ds = Ags. This leads to the required expression for
the Schur polynomials:

Sy = Ag.:,_l/Ag = dethﬂ/detM = det Hs4) = det (h/\i-ki—i) . (3.22)

In expanded form, this formula appears as follows:

By hagr e Baggaen
sy =det| Mt , (3.23)
' ha,_i+1
Pay—nt1 - ha—1 My,
where hy,, hy,, ..., hy, are on the main diagonal, and the indices of h are

incremented sequentially by 1 from left to right in every row. Formula (3.23) is
known as the first Giambelli formula. The second Giambelli formula expresses the
Schur polynomials in terms of the elementary symmetric functions e,. However,
we postpone its deduction until we know how the involution w acts on the Schur
polynomials.'”

10See Corollary 4.3 on p. 94.
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Example 3.2 For n = 2, the Giambelli formula gives the following expression for
$@2.1) in Z[xl,xz]:

ho h
5,1y = det ( 12 h?) =hihy —hs = eje; —es.

For n = 3, the expression of s(2 1) in Z[x1, x2, x3] is given by the formula

hy h3 hy o B
521 = 80210 = det] 1 hl h2 = det ( 12 h3) s
00 1 :

which leads to the same result 5,1y = h1hy — h3 as forn = 2.

Exercise 3.4 Convince yourself that the expansion of s, as a polynomial in /iy
obtained for!! n = £()) remains unchanged for all n > £(1).

For the diagram A = (k), which consists of one row of length k, we get the equality
Sk = h. Itis obvious forn = 1 and holds for all n by Exercise 3.4. Can you deduce
the identity Asy) = hy - As by the straightforward evaluation of the order-n
Vandermonde-type determinant A (,)?

3.6 Pieri’s Formula

Pieri’s formula expands the product s; - iy = s - s as a linear combina-
tion of polynomials s,. It requires a slight generalization of what was said in
Sect. 3.1. Consider the ring of formal power series Z[x, xa, . .., x,] >~ Z[{]®" and
Z-submodules of the symmetric and alternating power series'> within this ring.
Collecting the monomials sharing the same S,-orbit allows us to expand every
alternating power series A € Z[x1,xa, ..., x| as

A= Z ey Ay, (3.24)

VI>Vp>>Vy,

where all the coefficients ¢, are integers, the summation is over all length-n Young
diagrams v = (v, vy,...,V,) with strictly decreasing lengths of rows, and the
determinantal polynomials

v v Vn
Ay = Z SEN(8) Xy(1)¥e(2) " Xeln)
8ESH

Recall that we write £(A) for the number of rows in a Young diagram A and call it the length of A.
12The first form a ring, and the second form a module over this ring.
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are exactly the same as in formula (3.5) on p.59. The expansion (3.24) for the
product of the alternating polynomial A, and the symmetric power series

n

Ho =[[a-x)"' =[] +x+x5+5+) =) h,
i=1

i=1 k=0

which generates the polynomials /4, is described in the next lemma.

Lemma 3.1 We have A, -H = Zn Ay, where n = (01,12, ..., ) runs through
the Young diagrams of length n with

MZV>nN2V2>->10 2V

Proof Given n power series in one variable fi (), f2(7), ..., f,(t) € Z[{], write

fARA - ARE Y sen(@) - fi (xem) o (xs@) -+ Fo (o)

8ESn
for the alternating power series mapped by the isomorphism
Zx1,x2, ..., x,] = Z[[t]]®”
to the complete polarization of the Grassmannian polynomial
nl-finfa Ao Ay € N[

The series fi AfaA -+ Afy € Z[x1, %2, - . ., X)) is an n-linear sign-alternating function
of fi,fo,....fu € Z[t]. In particular, f; A fo A --- A f, is not changed under the
replacement of any of the f; by its sum with an arbitrary linear combination of the
other f,,.

Exercise 3.5 Convince yourself that #”! A2 A -+« A" = A,
Now we can write the product A, - H as

Ay -H = Z sgn(g)l—[x;;i)/(l — X)) =SIAHN - Afa

SES, i=1

for f;(t) = /(1 —t) = ' + 1 4 "2 4 ... Subtraction of f; from all the
f; with i > 1 truncates the latter series to the polynomials of degree v; — 1, which
we will denote by the same letters f;. Subtraction of f, from all the f; with i > 2
truncates them up to degree v, — 1. Then subtraction of f; truncates all f; with i > 3
up to degree v3 — 1, etc. Therefore, A, - H = fi AL A -+ Afy, where fj = Zj?w ¢
and f; = " + ! 4 ... 4 =171 for 2 < i < n. This product is expanded into
the sum of Grassmannian monomials Zn AN e A= Zn A,, where the
summationisoverall ny Z vy > m = v, > N3 = v3 > >N, = V. O
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Corollary 3.4 (Pieri’s Formula) We have sy -hy =) S where [ runs through
the Young diagrams of length at most n obtained from A by adding k cells in k
different columns.

Proof Letv =A+6,n=pu+8, where§ =(n—1,n—2,...,1,0)and A,  are
Young diagrams with lengths of rows A; = v;—n+i, u; = n;—n—+i.Interms of A, u,
the inequalities 7; = v; > n;+; from Lemma 3.1 mean that u; = A; = ;4. Thus,
the equality of Lemma 3.1 can be written as As13 Y 50 = Y ;o Do+, Where the
summation is over all Young diagrams p such that y; = A; = pup = A = ---

Dividing both sides by A and looking at the homogeneous component of degree
|A| + k in x gives Pieri’s formula. O

Remark 3.1 1f the diagram A in Pieri’s formula consists of k& < n rows, i.e., has
An = 0 for all m > k, where k < n, then some diagrams p on the right-hand
side have length k 4 1, i.e., are one row higher than A. For example, for n = 2,
we get s2) - i = $(2,1) + §@3), which gives another demonstration of the equality
S@.1) = hohy — h3 from Example 3.2 on p. 67.

3.7 The Ring of Symmetric Functions

Many relations among symmetric polynomials do not depend on the number of
variables as soon as the latter is large enough that all the polynomials involved in
the relation are defined. For example, the relation 521y = hyhy — h3 holds in all
rings Z[xi, xa, ..., X,] with n = 2; the relation 6e; = 6p3 — 3pip> + p? holds for
n = 3; and so on. So it would be convenient to consider symmetric polynomials
my (x), s).(x), ex(x), hy(x), and py (x) without fixing the precise number of variables
but assuming instead simply that this number is sufficiently large. This is formalized
as follows. For all pairs of nonnegative integers r > s, write

Cor 2 Dx1,x2, .o xp) = Zx1,x2, ..., X,
(3.25)
fx,x,.00,x) > f(xg,x2, ..., %, 0,..., 0),
for a surjective ring homomorphism'? assigned by the substitution
Xs41 = Xg42 = -+ =X, = 0. (3.26)

This substitution clearly preserves the symmetry and alternating properties of
polynomials. Moreover, it takes the polynomials m, (x), s)(x), e (x), hy(x), and
P (x) either to zero or to the polynomial with exactly the same name.

BFor n = 0, we put Z[x, X3, . . ., X,] equal to Z.
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A sequence of polynomialsf(”) = f(x1,X2,...,%,) € Z[x1,x2,..., %), n = 0,
fO ¢ 7Z, is called a symmetric function of degree d if for every n, the polynomial
f(”) = f(x1,x2, ..., X,) is symmetric and homogeneous of degree d, and

Crs (f (r)) =f ©

forall r > 5. We denote such a symmetric polynomial simply by f. When the number
of variables on which f depends is specialized to some explicit value n € N, we will
write either f(x1, X2, ..., x,) or f®. Note that every f™ uniquely determines all f*)
with k < n.

Fix a Young diagram A of weight |A| = d. The sequence of monomial symmetric
polynomials mj (x1,x2,...,%,), n = 0, is a symmetric function of degree d,
denoted by m;. It has m(lk) = 0 for k < £(A) and becomes nonzero starting from

m) (x1, X2, ... ,Xxex)). For example, m(, 1) has m(lo) = m,1)(x1) = 0, and then

ma.1y (X1, X2) = Xixy + X123,

2 2 2 2 2 2
m,1) (X1, X2, X3) = X1X2 4+ X1X; + X1x3 + X153 + X5x3 + X0x3,

The other symmetric functions we met before, s;, ey, hy, and p,, are defined
similarly. Note that m\" = s = 0 for all k < £(1), and ¢! = 0 for all k < £(A).
Concerning these functions, we always follow the notation from Sect. 3.4.2 on p. 63,
i.e., for a sequence g; of symmetric functions g; = (qf") ) numbered by positive
integers i € IN, we write

mp mz m3 m

qr = 4rdrdrs =49y 9279, =4

for the monomials constructed from the ¢; and arranged either in nonincreasing
order of i or in the standard collected form. The first are naturally numbered by
the Young diagrams A, thought of as infinite nonincreasing sequences A; such that
Ax = 0 for k > 0. The second are numbered by the sequences m = (M) en
of nonnegative integers my; with a finite number of nonzero elements. Each of the
two presentations of a monomial uniquely determines the other: my = my (1) is the
number of rows of length k in A.

The symmetric functions of degree d form a free Z-module, traditionally denoted
by Ag. It should not be confused with the exterior power notation A“. The four
bases of A; over Z are formed by the four systems of symmetric functions

my, S, er, hy, each numbered by all Young diagrams of weight |A| = d,
because those polynomials m(;) , s(;) , e(;) , h(;) that are nonzero form a basis in
Ay N Zlxy,x2,...,x,] for every n. For the same reason, the Newton symmetric

functions p; form a basis over @ for the vector space Q® A 4 of symmetric functions
with rational coefficients. Therefore, rkz, A; = dimg Q ® Ay is equal to the total
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number of Young diagrams of weight d. This number is denoted by p(d) and called
the partition number of d € N.
The product of two symmetric functions fi, f> of degrees d, d, is the symmetric

function ff, formed by the series of symmetric polynomials fl(") fz(") of degree
d, + d,. Therefore, the direct sum of Z-modules

AE @ Ay
d>0

is a graded commutative ring. It is called the ring of symmetric functions. All the
polynomial relations among m;, s;, e, hy proved above are valid in the ring of
symmetric functions A, and moreover, the relations involving p; are true in the ring
Q ® A of symmetric functions with rational coefficients.

Problems for Independent Solution to Chapter 3

Problem 3.1 The sum of the two complex roots of the polynomial
280 - —Tx+ A

equals 1. Find A.

Problem 3.2 Find all complex solutions of the system of polynomial equations
X1+ x2 4+ x3 =x21+x% +x§ =0, x? +x§+x§ = 24,

Problem 3.3 Express the following symmetric functions as polynomials in the
elementary symmetric functions e;:

(@) (e +x2) (2 + x3) (63 + x4) (01 + x3) (02 + x4) (X1 + x4),
(b) (x1 +x2 —2x3 — x4) (X1 — X2 + X3 — x4) (X1 — X2 — X3 + Xx4),
(c) Zi;éjxizx/’ (d) 3ottt X + X0

Problem 3.4 (Discriminant) Letf(x) = [](x—x;) be a monic polynomial of degree
n in the variable x with coefficients in the ring Z[x;, x5, . . ., x,]. The product

Dy = AZ(x1, X2, ..., %) = l_[(xi —x)?

i<j

written as a polynomial in the coefficients aj, as,...,a, of the polynomial f
is called the discriminant of f and denoted by D(f). Show that D(f) actually
admits a unique expression as a polynomial in the coefficients of f, and write this
expression for the trinomials (a) f(x) = x> + px + ¢, (b) f(x) = x> + px + q.
Problem 3.5 For a cubic trinomial f(x) = x> + px + ¢ € R[x], check that for
Dy < 0, f has exactly one real root, and it is simple, whereas for Dy > 0, there
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are three distinct real roots. Show that in the latter case, the equation f(x) = 0
can be transformed by an appropriate substitution x = Az, A € R, into the form
4833t = awitha € R, |a| < 1, and solve the resulting equation in trigonometric
functions of a.

Problem 3.6 Find all A € C such that the polynomial x* — 4 x + A has a multiple
root.

Problem 3.7 (Circulant) All the rows of a matrix A € Mat, (C) are the sequential
cyclic permutations of the first row (ag,ay, ..., a,) € C" in the rightward
direction. For example, for n = 4, this means that

ay dz as da

as a) ay as

A= 4 41 42
as dq a) ay

ar asz d4 aq
Express detA in terms of the values of the polynomial
f&) =ax" + axX" ' + -+ apmix + ay

in the complex roots of unity of degree n .

Problem 3.8* Evaluate the discriminant of the nth cyclotomic polynomial'* &, (x).
To begin with, consider n = 3, 4, 5, 6, 7.

Problem 3.9 Let x" + aix* ! + .-+ + a,_1x + a, be a monic polynomial with
roots X1, X, . . . , X,. Prove that every symmetric polynomial in x5, ..., x, can be
expressed as a polynomial in x; and the coefficients ay, as, .. ., a, of f.

Problem 3.10 Let { € C be a primitive mth root of unity. For ¢ € C, multiply
[T, (a — £""'x) out and collect like monomials. Show that for every f € C[x],
there exists & € C[x] such that [T/, f({"~'x) = h(x™). Express the roots of 4 in
terms of the roots of f.

Problem 3.11 Find the fourth-degree polynomial in C[x] whose roots are

(a) the squares of all roots of the polynomial x* + 2x* — x + 3,
(b) the cubes of all roots of the polynomial x* — x — 1.

4Recall that the nth cyclotomic polynomial ®,(x) = [](x — ¢) is the monic polynomial of degree
@(n) whose roots are the primitive nth roots of unity { € C. (See Sect. 3.5.4 of Algebra I.)
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Problem 3.12 Express s(i»), where (1") means one column of n cells, as a
polynomial in e,,.

Problem 3.13 Express s(,), where (n) means one row of n cells, as a polynomial
in h,.

Problem 3.14 Express the products s(zl ) and s(1,1) - 5(2) as integer linear combinations
of polynomials s;.

Problem 3.15 Let us set hp = ¢y = 1 and hy = e, = 0 for k < 0. Show that the
matrices (hi—;) and ((—1)"7e;—;) are inverse to each other, and deduce from this
the relation det(hy,+j—i) = det(e;r1;—;) in the complementary minors of these
matrices.

Problem 3.16 Use Cramer’s rule' and the recurrence formulas (3.10), (3.11) on
p. 61 and (3.13), (3.14) on p. 63 to prove the equalities:

(a) e, = det (hj—i-l—l)a h,, = det (€j_i+1), where 1 < i,j <n,

ee. 1 0 ---0 pr 10 --- 0
2e0 g 1 . p2 pr 2

(b) p, = det 3¢5 e e .0 |- (c) nle, = det Py pr o p e 0
ney ép—1 €p— * - € n Pn—1 Pn—2 " D1

Problem 3.17 (The Second Giambelli Formula) Prove that

€y ex+1 - € 4n—1
€l—1  €x,
sy = det s
€l +1
€r,—n+1 ... €),—1 €},
where the main diagonal is filled by e,,, e),, ..., e, and the indices of e are

incremented sequentially by 1 from left to right in each row.

15See Proposition 9.4 from Algebra L.



Chapter 4
Calculus of Arrays, Tableaux, and Diagrams

4.1 Arrays

4.1.1 Notation and Terminology

Fix two finite sets I = {1, 2, ..., n},J = {1, 2, ..., m} and consider a rectangular
table with n columns and m rows numbered by the elements of / and J respectively
in such a way that indices [ increase horizontally from left to right, and indices j
increase vertically from bottom to top. A collection of nonnegative integers a(i, j)
placed in the cells of such a table is called an I xJ array, which we shall denote by a.
We write A = Ay for the set of all / x J arrays. The numbers a;; should be thought
of as numbers of small identical balls placed in the cells of the table. We will not use
them in any computations similar to those made with matrix elements. Instead, we
will deal with maps A — A acting on the arrays by moving balls among cells. In
most applications, the balls will be equipped with pairs of properties numbered by
the elements of the sets I, J. A collection of such balls is naturally organized in the
array in accordance with the properties of the balls forming the collection. From this
viewpoint, the operations acting on .4 are interpreted as changing some properties
of some balls. The distribution of the balls between the properties provided by a
given array a is coarsely described by two integer vectors,

wi = (c1,¢2,. .. ¢a) € ZLy  with ¢ = Za(i,j), 4.1

J

wy = (ri.ra. .. rm) € 2% with =" a(i.j), (4.2)

1

called the column weight (or I-weight) and row weight (or J-weight) of a. The
coordinates of these vectors are equal to the total numbers of balls in the columns
and rows of a respectively.

© Springer International Publishing AG 2017 75
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We consider four collections of maps A — A denoted by D;, U; with
I<j<sm-—1

and L;, R; with 1 < i < n — 1. Applied to a given array a € A, such a map either
leaves a fixed or moves exactly one ball of a to a neighboring cell in the down, up,
left, or right direction in accordance with the notation of the operation. Operations
D;, U, which move balls within columns, are called vertical. Operations L;, R; are
called horizontal.

4.1.2 Vertical Operations

For an array a € A and fixed j in the range 1 < j < m — 1, the operation D; either
does nothing with a or moves exactly one ball from the (j + 1)th row down to the
Jjth row. To detect this ball or its absence, we should separate the balls of both rows
into free and coupled balls by means of the following procedure. At the outset, all
the balls of the jth row are considered free. We then look through the balls S of the
(7 + 1)th row going from left to right. If there is a free ball lying in the jth row at a
column strictly to the left of S, then B is declared to be coupled with the rightmost
such ball y, which also changes its status from free to coupled. If there are no free
balls strictly to the left of 8 in the jth row, the ball 8 is declared to be free. When all
the balls g in the (j + 1)th row have been exhausted, all the remaining free balls of
the jth row are said to be free. The resulting matching of the coupled balls is called
a stable matching between the jth and (j + 1)th rows. Here is an example of stable
matching (included in parentheses are the numbers of remaining free balls):

2(2) 2(0) 4 y 30)
3(0) 2(0) 6(1) 1(0) 303). 4.3)

Note that for every stable matching, the rightmost free balls of the (j + 1)th row lie
either strictly to the left or in the same column where the leftmost free balls of the
Jjth row lie.

By definition, the operation D; moves one of the rightmost free balls of the
(j + 1)th row downward, or else does nothing if the (j + 1)th row has no free
balls. Conversely, the operation U; moves one of the leftmost free balls of the jth
row upward, or does nothing if there are no free balls in the jth row. Note that all the
vertical operations preserve the column weight wy.

When an operation actually moves some ball in a, we say that this operation acts
on a effectively. If D; acts effectively on a, then the ball lowered by D; becomes one
of the leftmost free balls in the jth row of array D;a. Therefore, U;D; = a in this
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case. For the same reason, D;Uja = a as soon as Uja # a. We see that the set of
vertical operations U;, D; : A — A possesses some properties of a transformation
group. For example, if b = Dj, ---D;,D; a, where every D, acts effectively, then a
is uniquely recovered from b as a = U, Uj, - - - U, b, and each U, in this chain acts
effectively. In this situation, we say that the word Dj, - - - D}, D;, is an effective word'
of a.

4.1.3 Commutation Lemma

The horizontal operations L;, R; are defined in a completely symmetric way. Namely,
write a' for the array obtained from a by the reflection swapping I with J. The array
a' has d'(i,j) = a(j, i) and is called the transpose of a. We put

Li(a) ¥ (Di(a"))" and Ri(a) = (Ui(a"))'.

Exercise 4.1 Give a direct explicit description of the horizontal operations, that is,
explain how a stable matching between the ith and (i 4+ 1)th columns should be
established, and what balls are moved by the operations R; and L;.

All the horizontal operations clearly preserve the row weight w;.

Lemma 4.1 Every horizontal operation preserves stable matchings between rows,
meaning that all free balls remain free and all coupled pairs of balls remain coupled
in the same pairs after the operation is applied. Similarly, every vertical operation
preserves stable matchings between columns.

Proof Let us fix a stable matching between the (j + 1)th and jth rows in an array
a, and verify that all operations L; preserve this matching. It is clear when L; does
nothing with a. Let L; move a ball . If § lies neither in the (j + 1)th nor in the jth
row, then again there is nothing to prove.

Let B lie in the (j + 1)th row, that is, in the cell (i+ 1,j+ 1), as shown in Fig. 4.1.
Then all balls in the cell (i, j) are coupled with some balls in the cell (i + 1,7 + 1),
because otherwise, the ball 8 would be coupled with some free ball in the cell (i, )
under the stable matching between the ith and (i 1)th columns, and therefore could
not be moved by L;. Hence, if f is coupled with a ball y in the row matching, then y
lies in a cell that is strictly to the left of (i,;). So B and y remain coupled after j is
moved to the cell (i,j+ 1). If B is free, it certainly remains free after this movement.
Thus, L; has no effect on the row matching in this case.

Now let B lie in the jth row, that is, in the cell (i + 1,j), as shown in Fig.4.2.
Since B is among the topmost free balls of the column matching, all balls in the cell
(i+ 1,j + 1) are coupled with some balls in the cell (i, ) in the column matching.

1Or just an effective word if a is clear from the context or inessential to the discussion.
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Fig. 4.1 L; acts on the
(j + Dth row

Fig. 4.2 L; acts on the jth
row
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Therefore, in the row matching, all balls in the cell (i + 1,j + 1) are coupled with
some balls in the cell (i, j) as well. Hence, the ball 8 does not change its status under
the movement into the left neighboring cell in this case as well.

Exercise 4.2 Use similar arguments to prove that all operations R; also preserve the
stable matching between the (j + 1)th and jth rows.
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The second statement of the lemma follows from the first by means of the
transposition of a. O

Corollary 4.1 Every horizontal operation L;, R; commutes with every vertical
operation D, Uj.

Proof Let us show, for example, that D;L; = L;D; (all other cases are completely
similar). Given an array a, it follows from Lemma 4.1 that the operation L; either
leaves both arrays a, D;a unchanged or moves the same ball in a and in Dja to the
left. Similarly, the operation D; either leaves both arrays a, L;a unchanged or moves
the same ball down in a and in L;a. In all cases, the equality D;L;a = L;D;a holds.?

0

Corollary 4.2 Let H be a word built from horizontal operations L;, R;. Then H acts
effectively on an array a if and only if H acts effectively on all arrays obtained from
a by means of vertical operations. Similarly, a word V built from vertical operations
acts effectively on a if and only if V acts effectively on all arrays obtained from a by
means of horizontal operations.

Proof The second statement is obtained from the first by means of transposition. To
verify the first, it is enough to check that for every array a and all i, j, the operation
L; acts effectively on a if and only if it acts effectively on D;a and Uja. This holds,
because neither D; nor U; changes the stable matching between the (i — 1)th and ith
rows, by Lemma 4.1. O

4.2 Condensing

4.2.1 Condensed Arrays

An array a is called D-densé’ if Dja = a for all j. The U-dense, L-dense, and
R-dense arrays are defined similarly. Every array a can be condensed in any
prescribed direction D, U, L, R by applying the respective operations D, U, L,
R sufficiently many times. Usually, such a condensation of an array a can be
realized in many different ways. For example, shown in Fig. 4.3 are two downward
condensations of a random 3 x2 array. Note that the both condensing words D,D{D3
and D?DZD 1 lead to the same D-dense result:

2Note that if i = j and both L;, D; act effectively, then L;D; and D;L; move one ball from the (i, i)
cell to the (i — 1,i — 1) cell in two different ways.

30r dense downward.
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Fig. 4.3 Two downward 31
condensations lead to the 1]1
same result 1[2
Dy D%
311 0f1
0f1 41
2(2 1(2
D} Dy
0f[0 0f1
3(2 0f1
212 5(2
D} D>
0]0
0]2
512

We will prove this key property of condensing in Proposition 4.1 below, and now let
us discuss an interaction between dense arrays and Young diagrams.

4.2.2 Bidense Arrays and Young Diagrams

Corollary 4.2 implies that both L- and R-density are preserved by the vertical oper-
ations. Similarly, the horizontal operations preserve D- and U-density. Therefore,
every array can be made dense in two perpendicular directions simultaneously. We
call such arrays DL-dense, DR-dense, etc. In what follows, we deal mostly with
DL-dense arrays and call them bidense. All balls in a bidense array b are situated
within cells of the main diagonal i = j, and the numbers of balls b(i, i) decrease
nonstrictly as i grows. Thus, the I- and J-weights of b coincide and form a Young
diagram A = w;(b) = wy(b). We conclude that the bidense arrays are in bijection
with the Young diagrams.* We write A(a) for the Young diagram corresponding to
the bidense array obtained from an array a by means of DL-condensing, and call
this Young diagram the shape of a.

4We follow Sect.3.4.2 on p.63 and think of a Young diagram as an infinite sequence of
nonincreasing nonnegative integers tending to zero.
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Proposition 4.1 For every array a, the result of downward condensation of a does
not depend on the choice of condensing word. The same holds for left, right, and
upward condensing as well.

Proof If a is L-dense, then every D-condensing of a preserves the column weight
wy(a) and therefore leads to the bidense array corresponding to the Young diagram
A = wy(a). For an arbitrary array a, let L = L; L;, ... L;, be an effective word for a
such that @’ = La is L-dense, and let D = D; Dj, ... D;, be any word such that Da
is D-dense. Since the action of L preserves D-density and the action of D preserves
L-density, the array LDa = DLa is bidense. As we have just seen, the downward
condensation DLa of an L-dense array La does not depend on the choice of D. By
Corollary 4.2, the action of L on Da is effective. Hence Da = L™ 'LDa = L™'DLa
does not depend on the choice of D. The left, right, and upward condensations are
handled similarly. O

4.2.3 Young Tableaux

Let a be an arrow of height m and width n. Then the line scanning of a is the text
consisting of m words over the alphabet {1, 2, ..., n} written by the following rule.
Interpret every ball of a as the letter of I marking the column in which the ball is
placed; read the rows of a from left to right, row by row, from the bottom up; and
record the words read in the column top down, aligning to the left. Thus, the bottom
row of a gives the upper word of the column, the second row of a gives the next
word, etc. For example,

oloToJo[1 111{2}5] ANENE 12335I|
olo[t[i]o 2[2[2[2 o[2[1[1]o 2[al4[5[5]5
ol4[ololo] ™ [3[4] ) o[ilol2[3] ¥ 21234
3[1lofo]1 [5] 1]1]2]of1 111[313]3]5]
For every j € J, the jth row of a is swept to the word

11...122...2 ......... nn...n,

—— ~——

a(ly) a(2,) a(n.j)

where the letters increase nonstrictly from left to right. The D-density of an array
a means that every letter “i” of the jth row has a matching letter, which is strictly
less than “7” and remains in the (j — 1)th row, as happens in the lefthand example
above. We conclude that a is D-dense if and only if the line scanning of a is a
Young diagram filled by the numbers 1, 2, ..., n in such a way that they increase
nonstrictly from left to right along the rows and increase strictly from top to bottom
along the columns. Such a filled Young diagram A is called a Young tableau of shape
A in the alphabet I = {1, 2, ..., n}. Note that an element of the alphabet may
appear in a Young tableau several times or may not appear at all. To outline this
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circumstance, we say that this is a semistandard Young tableau. The name standard
Young tableau is used for a Young tableau in which each number of I appears exactly
once. This forces n = |A| and leads to strictly increasing numbers along the rows as
well. Let us summarize this discussion by the following claim.

Proposition 4.2 Line scanning assigns a bijection between the D-dense m X n
arrays and the (semistandard) Young tableaux with at most m rows in the alphabet
I={1,2,..., n}. O

4.2.4 Yamanouchi Words

The L-density of an arrow a can be treated as the D-density of the transposed arrow
a'. The transposed version of line scanning is called column scanning. It establishes
a bijection between the L-dense m x n arrays and the Young tableaux with at most
n columns over the alphabet J = {1, 2, ..., m}.

However, L-density can also be characterized in terms of line scanning. Namely,
let us read the line scanning of an array a from right to left, word by word from
top to bottom, and record the letters read in one line from left to right. Then the
L-density of a means that every starting segment of the resulting long word contains
no more twos than ones, no more threes than twos, no more fours than threes, etc. A
word w over the alphabet [ is called a Yamanouchi word if for every i € I, the letter
i appears in every starting segment of w at least as many times as the letter i + 1
does. For example, in the pair of line scans

1] 1[1]1]1]
12 2[2[2
1[1]2] 2[3[3
1313 [1]12]

the first produces the Yamanouchi word 121211 3 3, whereas the second produces
the non-Yamanouchiword 111122233221.

Exercise 4.3 Recover the arrays producing the above line scans and verify that the
first of them is L-dense and the second is not.

Note that the rows of a line scanning are uniquely recovered from a Yamanouchi
word: the leftmost nonstrictly increasing segment of the Yamanouchi word is the
first word of the line scanning written from right to left; the next nonstrictly
increasing segment of the Yamanouchi word is the second word of the line scanning;
and so on.

Proposition 4.3 Line scanning assigns a bijection between the set of L-dense mx n
arrays and the set of Yamanouchi words over the alphabet I = {1, 2, ..., n} and
consisting of at most m nonstrictly increasing segments. O
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4.2.5 Fiber Product Theorem

Given two maps of sets ¢ : X — Z and ¢ : Y — Z, the disjoint union of the
products of their fibers over all z € Z is denoted by

XxzYE | o' @x v

Z€Z

and is called the fibered product of X and Y over Z. The fiberwise projections
7y : (x,y) — x and 7y : (x,y) > y fit into the commutative diagram

X X 7 Y
PN
X Y
\\ /
V4
called the pullback diagram or Cartesian square. It has the following universal
property: for every commutative square

4.4)

there exists a unique map o : M — X Xz Y suchthat§{ = nx o and n = 7y o .

Exercise 4.4 Verify this universal property and show that it uniquely determines the
upper corner of the diagram (4.4) up to a unique isomorphism commuting with all
the arrows of the pullback diagram.

Theorem 4.1 Let A, L, D, 1B denote the sets of all m x n arrays and all L-dense,
D-dense, and bidense arrays respectively. The diagram
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A
7 Y
L D
B

in which the maps L, D send an array to its left and down condensations, is a
Cartesian square.

Proof The maps L, D are well defined by Proposition 4.1 and commute by
Corollary 4.1. We have to show that for every b € B, the map

A — E;D, a+ (La,Da),

establishes a bijection between the arrays a of shape b = DLa = LDa and the pairs
of arrays (ag¢,ay) € L x D with the same shape b = Da; = La,. We begin with
injectivity. Let two arrays a, a’ have La = La’, Da = Da’. Write A for an effective
word condensing the array Da = Dd’ to the left. By Corollary 4.2, the word A
effectively acts on both arrays a and @/, and we have Aa = La = Ld’ = Ad'.
Hence,a = A"'La = A~'La’ = a'. Now let us verify surjectivity. Given a pair
(ag,ay) € L x D with the same shape b = Da; = Lay, consider a word A that
effectively condenses a4 to La,. The inverse word A~! effectively acts on the array
La; = Day and therefore on the array ay as well. Then the array a = A~ 'a, has
La =a;and Da = DA™ 'ay = A"'Day = A" 'La, = ay, as required. O

Example 4.1 (Graphs of Maps and the Standard Young Tableaux) The graph of a
map a : I — J can be viewed as an array with exactly one ball in every column.
Theorem 4.1 bijectively parameterizes such arrays by the pairs (a¢, a4), where ay is
L-dense, a, is D-dense, Day = Lay, and wy(ay) = (1, 1, ..., 1). By Sect.4.2.3,
every such a pair determines and is uniquely determined by the following data:

e the shape A(a) = A(ay) = A(ay) = DLa € B, which is an arbitrary Young
diagram A of weight |A| = n;

* the line scanning of ag4, which is an arbitrary standard® Young tableau of shape A
over the horizontal alphabet I;

¢ the column scanning of a;, which is an arbitrary semistandard Young tableau of
shape A over the vertical alphabet J.

SRecall that this means that every element of I appears in the tableau exactly once; see Sect.4.2.3
on p.81.



4.2 Condensing 85

The total number of all (semistandard) Young tableaux of shape A over an m-literal
alphabet is denoted by d) (m). The total number of all standard Young tableaux of
shape A over an alphabet of cardinality |A| is denoted just by d,. Since there are
altogether m™ maps I — J, we get the remarkable equality

de -dy(m) = m", 4.5)
A

where the summation is over all Young diagrams of weight n, and we put dj (m) = 0
for all diagrams of length £(1) > m.

Example 4.2 (RSK-Type Correspondence) For J = I, the construction from the
previous example establishes a one-to-one correspondence between the symmetric
group S, formed by the n! bijections / = I, and the pairs of standard Young tableaux
of weight n. Hence,

> di=n (4.6)
A

where the summation is over all Young diagrams of weight n. Since the graphs of
involutive permutations® are the self-conjugate arrays a = a', they correspond to
the pairs of equal standard tableaux. Therefore,

Y dy=llo eS| o> =1}]. 4.7)
A

Remark 4.1 The standard version of the Robinson—Schensted—Knuth correspon-
dence is described, e.g., in the textbook [Ful.” It also encodes the permutations
g € S, by the pairs of Young tableaux P(g), Q(g), the first of which, P(g), coincides
with that used in Example 4.2, i.e., with the row scan of the D-condensation of the
graph a of g. The second tableau, Q(g), in the standard RSK correspondence is the
column scan of the L-condensation D(a*) of the array a* obtained from a by central
symmetry,® i.e., having a*(i,j) = a(n + 1 —i,n + 1 — j). A detailed comparison
of Example 4.2 with the classical Robinson—Schensted—Knuth construction can be
found in the remarkable paper [DK, §13].°

That is, 0 € S, satisfying 62 = 1.
"W. Fulton. Young Tableaux with Applications to Representation Theory and Geometry. LMS
Student Texts 35, CUP (1997).

8In combinatorics, the central symmetry a +—> a* is called the Schiitzenberger involution; see
Problem 4.10 on p. 98.

V. 1. Danilov, G. A. Koshevoy. “Arrays and the Combinatorics of Young Tableaux.” Russian Math.
Surveys 60:2 (2005), 269-334.
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4.3 Action of the Symmetric Group on DU-Sets

4.3.1 DU-Sets and DU-Orbits

A set of arrays M C A sent to itself by all vertical operations D, U, is called a
DU-set. A map between DU-sets is called a DU-homomorphism if it commutes
with all vertical operations D, U. A DU-set M is called a DU-orbit if the vertical
operations act on M transitively. Every DU-set clearly splits into a disjoint union of
DU-orbits, because of the next exercise.

Exercise 4.5 Show that unions, intersections, and differences of DU-sets are
DU-sets as well.

Downward condensing establishes a bijection between DU-orbits and D-dense
arrays. The DU-orbit O,, corresponding to an array a; € D is formed by all arrays
obtained from ay by means of effective U-words U;, U;, ... U;,. We refer to ag as
the lower end of the orbit O,,. The DU-orbits O, of the bidense arrays A are called
standard. Theorem 4.1 implies that left condensation establishes a DU-isomorphism
between an arbitrary DU-orbit O and the standard DU-orbit O, whose lower end is
the bicondensation of the lower end of O. The diagram A is called the fype of the
DU-orbit O. Note that the total number of DU-orbits of type A in a given DU-set
M is equal to the total number of D-dense arrays a; € M with column weight
wi(aa) = A.

As an example, Fig. 4.4 shows the standard DU-orbit O 1) for m = 3. It consists

of eight arrays, and its lower end is the bidense array [210] with row scan of

shape

4.3.2 Action of S;, = Aut(J)

Write 0; € S,, 1 < j < n— 1, for the standard generators swapping j with j + 1,
and let them act on an array a by the following rule. Assume that a stable matching
between the jth and (j + 1)th rows of a leaves s; and s; 1 free balls respectively in
those rows. If s; = s;+1, then 0; does nothing with a. Otherwise,

- s
ga=D"a=U""""a. (4.8)

Equivalently, this action can be described as follows. Let us roll up the array a into
a cylinder by gluing the right border of the nth column to the left border of the first,
and proceed with the stable matching cyclically around the cylinder by coupling the
rightmost free ball of the jth row with the leftmost free ball of the (j 4 1)th row, etc.
The resulting cyclic matching leaves exactly [s;1 — s;| free balls, all in the row that
initially had more free balls. The action of ; moves all these balls vertically to the
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[1]o]
Lo]o]
Uj %
[o]1]
lo]o] [2]o]
[1]o]
[1]o] [o]1]
[1]o] [1]o]
U Uy
[o]1] [o]o]
U Ui
[o]o]
lof1]

Fig. 4.4 Standard DU-orbit O 1)

other row. In particular, the effect of o; on the row weight w; consists in swapping
the jth and (j + 1)th coordinates.

By this construction, sz = Id, 0;0; = ojo; for |i — j| = 2, and all o; commute
with the cyclic permutations of columns and all the horizontal operations L;, R;. Let
us verify that the triangle relation 0;0j110; = 0j+10j0j+1 holds as well for all j. We
may assume that a consists of just three rows. Then the left condensation L and the
cyclic permutation of columns C reduce a to just one column:

*[x]x] L [a]blc] c [b]c]a] L [g]h]0] ¢ [h]g] L [£]0]
*|x|x| — [d]e|0] — [e]0]d]|— [£[0]0] — [0]k] — [k][0].
e ok | o AN ololr f1olo of7]  [£]o]

Since 0}, 0, act on this column by the transpositions of elements, the required
identity 010,01 = 0,010, clearly holds. Thus, the operations a > oja satisfy all
the relations on the generators'® o; in S,,. We conclude! that the action of the o is
correctly extended to the action of the whole symmetric group S,, on the set of arrays

10See Sect. 13.2 of Algebra I.
See Sect. 13.1 of Algebra L.
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with m rows. This action takes every DU-set to itself and permutes the coordinates
of the row weights wy.

4.4 Combinatorial Schur Polynomials

Let us interpret every ball in the jth row of an array a as the variable x; and write

a et wi(a) wa(a) Wi (a)
X=X Xy T X

for the product of all balls in a, where (wy(a), wz(a), ..., wy(a)) = w,(a) means
the J-weight of a. The sum of all monomials x* taken over all arrays a from a given
DU-set M is called the (combinatorial) Schur polynomial of the DU-set M and is
denoted by

sp(x) & Zx“ € Zlx1,x2, ..., Xp).

aeM

Since the symmetric group S,, acts on the monomials x* by permutation of variables
and this action takes M to itself, all the Schur polynomials are symmetric. In
decomposing a DU-set M into a disjoint union of DU-orbits and combining all orbits
isomorphic to a given standard orbit O, we expand every Schur polynomial sy, as
a nonnegative integer linear combination of the standard Schur polynomials s; (x),
which have bidense lower ends and are numbered by the Young diagrams A of length
at most m. We will write this expansion as

sp(x) = Z cfw-sl(x), 4.9)

AEA(M)

where the summation runs over all shapes A of arrays appearing in M, and the
coefficient C1Aw equals the total number of DU-orbits isomorphic to O, in M, i.e., to
the number of D-dense arrays of J-weight A in M. By Sect.4.2.3, every standard
DU-orbit O, is formed by the L-dense arrays of /-weight A. Column scanning
assigns a bijection between such the arrays and the (semistandard) Young tableaux
of shape A over the alphabet {x;,xs,...,x,}. Therefore, every standard Schur
polynomial can be written as

s (x) = ZKM] X = ZKM] x( x) e X (4.10)
n n

where n € ZZ, runs over vectors of dimension m with nonnegative integer
coordinates, and the coefficient K3 , equals the total number of (semistandard)
Young tableaux of shape A filled by n; ones, n, twos, 13 threes, etc. We will say
that such a Young tableau has content n. The sum || £ " n; is called the weight of
the content vector 7.
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For example, the standard DU-orbit shown in Fig.4.4 on p.87 produces the
following standard Schur polynomial in m = 3 variables:

s (X1, X2, x3) = xxg + x3xs + X105 + 2x100x3 + X145 + 5w + 003,

Exercise 4.6 Verify that for every Young diagram A, the sequence of Schur
polynomials

sa(x1, X2, . %), m=L(4),

is a symmetric function in the sense of Sect. 3.7 on p. 69.

The numbers K , of the (semistandard) Young tableaux of shape A and content
n are called Kostka numbers. Note that KA,(M) = d, is the number of standard
Young tableaux of shape A. It follows from the definition that K, , = 1 for all A,
and K , # 0 only if the inequality

AM+do+F+ A zmn+m+- 4y 4.11)

holds for every j = 1, 2, 3, .... In this case, we say that the diagram A dominates
the vector n and write A > 7.

Exercise 4.7 Show that the domination relation provides the set all Young dia-
grams'? of weight'3 n with a partial order. Verify that this order is total for n < 5,
and find a pair of incompatible Young diagrams of weight 6.

It follows from (4.10) that the transition matrix from the standard Schur polynomials
s) to the monomial basis m, of the Z-module of symmetric polynomials in
X1,X2,...,Xn 18 upper unitriangular, i.e.,

si=Y Kpy-my. (4.12)

pnA

Since such a matrix is invertible over Z, we conclude that the combinatorial Schur
polynomials s, also form a basis of the Z-module of symmetric polynomials.

Example 4.3 (Complete and Elementary Symmetric Polynomials) The standard

Schur polynomial s()(x), indexed by the one-row Young diagram

A=k 0,...,00= - 4.13)

2Since every Young diagram A = (A, As,..., A,) can be viewed as a vector in ZZ,, the
domination relation A’ > 1" is well defined.

13Recall that the weight of a Young diagram A is the total number of cells in A.
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is obtained from the DU-orbit of the array
[0]

0]
(4.14)

and coincides with the complete symmetric polynomial14 hi(x1, X2, ..., Xp), the sum
of all monomials of total degree & in the x;. Indeed, for every content vector n €
7, of weight || = Y n; = k, there exists exactly one Young tableau of shape
(4.13) and weight n. Equivalently, the DU-orbit of the array (4.14) is formed by all
distributions of k balls between m cells.

Symmetrically, the standard Schur polynomial s,x), indexed by the one-column
Young diagram

:

. k’
k=q,1,..., 1):5

is obtained from the DU-orbit of the array

[ofo]  [o]o]

lofo]---[o[t] »m

[ofo]  [1]o]

o], [ofo]

~———

k (4.15)

and equals the elementary symmetric polynomial'® e; (x1,x, . . ., X,,), the sum of all

multilinear monomials of total degree k in the x;. The reasons are similar, but now
the fillings of the Young tableau must strictly increase. Equivalently, at most one
ball is allowed in each row of every array in the DU-orbit of the array (4.15).

Example 4.4 (Cauchy and Schur Identities) Fix two collections of independent
variables xy, x2, ..., Xy, V1,2, ..., Ym and interpret all the balls in the (i, ) cell of
every I x J array a as the monomials x;y;. Then in the notation of Sect. 4.4, the

14See Sect. 3.3 on p. 61.
15See Sect. 3.2 on p. 60.
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product of the balls in a equals x4ye, By Theorem 4.1 on p. 83, the sum of such
monomials taken over all arrays a of a given shape A = A(a) is equal to the product
of Schur polynomials s, (x) - s; (v). Therefore, the sum of the monomials x%y* taken
over all I x J arrays a is equal to the sum ) _, 3 (x) - 51 (y) taken over all Young dia-
grams A. At the same time, the same sum of monomials x4 ye appears on multiplying
out the product of geometric progressions [ ., (1 4+ xiy; + (xiyp)? + (xiy)* ++-+),
because the choice of the summand (xiyj)“(i‘j) in the (i, j)th factor contributes exactly
the monomial x* »“ to the product. Thus, we get the Cauchy’s identity

Y s@-sm =TT, (4.16)
A

— XV
ij j

Now let us take I = J, put x; = y;, and restrict ourselves to the symmetric arrays
a = d'. Write §; instead of x; = y; and replace every product x4y by its square
root \/ x@ya = &% The sum of these £% over all symmetric arrays a = a' of a given
shape A equals s, (€). Therefore, Y _ . &% = >, s1(&). The same sum appears on
multiplying out the product

[TO+&+ @+ @ +-) [T+ &5 + &) + E@&)° +---)
k i<j

Summing up the geometric progressions, we get the Schur identity

ZSA@) = l—[ 1 _1§l l_[ 1 _151'&1'. (4.17)

A i i<j

4.5 The Littlewood—Richardson Rule

Given two DU-sets M, N, the product of their Schur polynomials sy (x) - sy (x) is
the Schur polynomial of the DU-set consisting of all arrays ab, a € M, b € N, of
size (2n) x m, with the same vertical alphabet J but the doubled horizontal alphabet
TU1. We write M ® N for the set of all such arrays ab, obtained by writing the array
b € N to the right of the array a € M for all possible choices of a € M, b € N, and
call the set M ® N the tensor product of DU-sets M, N. Thus,

su(x) - sy(x) = (Zx“) . (be) = aze;lx“b = Z x°.

a€EM bEN cCEMQN
bEN

Since the standard Schur polynomials s, form a basis of the Z-module of symmetric
functions, the product s, s, can be expanded as

REN :Zc‘)’m'sv. (4.18)
v
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Theorem 4.2 (The Littlewood—Richardson Rule) In formula (4.18), the sum-
mation is over all Young diagrams v obtained by adding || extra cells to the
diagram M. The coefficient c‘)’m in (4.18) equals the total number of fillings of the
skew diagram v ~ A by | ones, [, twos, |43 threes, etc., such that these numbers
increase nonstrictly from left to right along the rows of v ~ A, strictly increase from
top to bottom along the columns of v ~ A (as in a Young tableau), and the word
obtained by reading the skew tableau v ~ A from right to left row by row and top
to bottom is a Yamanouchi word, i.e., in every starting segment of this word, the
number of ones is not less than the number of twos, the number of twos is not less
than the number of threes, etc.

Exercise 4.8 Use the Littlewood—Richardson rule to compute the products sy - 51,1
and s(11y - 51y independently of each other. Also compute S%,r

Proof (of Theorem 4.2) For every v, we have to compute a number of those DU-
orbits in Oy ® O, whose left condensation is the standard orbit O,. Let an array
ab belong to such an orbit. Then both arrays a, b are L-dense and have w;(a)=A,
wi(b) = u, because they are obtained from the bidense arrays A, @ by means
of some vertical operations. We claim that an action of every vertical condensing
operation D; on the “fat” array ab is reduced to the action of D; either separately on
a or separately on b. Indeed, if the rightmost free ball of a stable matching in the
fat array ab lies in b, then this ball is certainly the rightmost free ball of a stable
matching within b only, and Dj(ab) = a(D;b). If all the balls of b are coupled
under the stable matching in the fat array ab, then D;j(ab) = (Dja)b. Thus, in the
D-condensation a’b’ of ab, the arrays d’, b’ are L-dense with wy(a’) = A, w; (b )=pu,
and the array o’ is D-dense. Therefore, @’ is bidense of shape A. If the shape of the
array a’b’ = Ab’ is v, the rows of the horizontal scan of b’ coincide with the rows
of the skew tableau v ~ A, filled in accordance with the Littlewood—Richardson
rule, because the Young tableau constraints assert that the fat array a’b’ is D-dense,
whereas the Yamanouchi word constraint claims that b’ is L-dense. ' O

Exercise 4.9 (Pieri’s Formulas) Use the Littlewood—Richardson rule to prove the
Pieri’s formulas:

Sy ek = Sy Sk = Zsﬂ, 4.19)
i
siohy =835 = st, (4.20)

v

where p, v run through all the Young diagrams obtained by adding k extra cells to
the diagram A in such a way that all the new cells are in k different rows of © and in
k different columns of v.

16See Sect. 4.2.4 on p. 82.
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4.5.1 The Jacobi-Trudi Identity

Pieri’s formula (4.20) and Corollary 3.4 on p. 69 imply that the determinantal Schur
polynomials As4,/As introduced in Proposition 3.1 on p. 59 and the combinatorial
Schur polynomials s, of the standard DU-orbits are actually the same symmetric
polynomials. Indeed, Pieri’s formulas allow us to express all the Schur polynomials
in terms of the complete symmetric polynomials h; = s(). For example, it follows
from (4.20) that

$22.1) = S22l — $32),
5G2) = S@ha — 8(5) — S@.1) = hshy — hs — s,
S2) = Soyhy — sa.n) — s@ = hy —hy — s,
S@.1) = S@hi — si) = hahy — hs,
531 = S@h = Sy = hahy = ha.

Therefore, S22.1) = —h3hy + hahy + hl(hg — hih3).
Exercise 4.10 Check this by means of the Giambelli formula (3.23) on p. 66.

In the general case, let us leave on the right-hand side of (4.20) only the diagram v
of maximal length with the longest bottom row among such diagrams. Then s, turns
out to be expressed in terms of A and s, with either £(n) < £(v) or{(n) = £(v) =m
but 1, < v,,. Induction on £(v) and on the length of the bottom row in v leads to
the required expression for s, in terms of 4;.

Equivalence between the combinatorial and determinantal descriptions of the
Schur polynomials is known as the Jacobi—Trudi formula.

4.5.2 Transition from e; and h), to s,

Recall that we write m; = m;(u) for the number of length-i rows in the Young
diagram p and put

ey = ey ey, ey =e'ey e, (4.21)
hy = hy hy, <+ hy, = W RY? - W), (4.22)
where ey (x) = s¢x) (X1, %2, ..., X)), i(x) = S (x1, X2, ..., Xp) for k € N are the

elementary'’ and complete'® symmetric polynomials respectively. For an arbitrary

17See Sect. 3.2 on p. 60.
18See Sect.3.3 on p. 61.
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Young diagram 7, the complete polynomial &, = s¢;,)S(p,) *** Sy, s the Schur
polynomial of the DU-set Oy ® Oy, ® -+ ® O,,). The DU-orbits of shape v in
this DU-set are numbered by their lower ends, which are in bijection with the Young
tableaux of shape v and content 1. Therefore,

hy =) Kuy-s. (4.23)

Similarly, e, = s(1n)s(1m) - -+ S(1nr) is the Schur polynomial of the DU-set
0(1'11) ® 0(1'12) - ® 0(1’]r).

Every array « in this set has |n| columns and can be considered a concatenation
of subarrays aja; ... a, of widths n, n2,...,n, and the same height as a. Every
column of a contains exactly one ball, and the J-coordinates of these balls strictly
increase within every subarray a;. The D-condensation of a preserves the latter
property and leads to a D-dense array ajd) ... a, such that the balls of every
subarray ! are in different rows whose numbers increase from left to right.
Therefore, every subarray a; contributes at most one ball to every component of
the row weight wy(d\dj ... a}). Let w;(a\dj ... a.) = v.If we fill every row v; in
v from left to right by the sequential indices i of those subarrays a/ that contribute a
ball to the jth coordinate of w;(ad) ... a.), then we get a Young tableau of content
n and shape v’. The latter is the transpose of v, because the D-density of the array
d\a, ... a, forces the numbers i to increase strictly along the rows and nonstrictly
along the columns of v. The construction also implies that every index i appears in
exactly n; different rows. We conclude that

ey = Kyy-5,. (4.24)
v

Proposition 4.4 The involution w : A = A introduced in Proposition 3.3 on p. 62
acts on the Schur basis by the rule w(s)) = sy, Le., transposes Young diagrams
indexing the Schur polynomials.

Proof Since the Schur polynomials s, form a basis of the Z-module of symmetric
functions A, the assignment s, +> s) provides A with a Z-linear involution.
It follows from formulas (4.23), (4.24) that this involution swaps e; with /; and
therefore coincides with w, which also swaps e; with 7. ]

Corollary 4.3 (Second Giambelli Formula)

€r e+l - €gtn—l
€\ e
sy =det| Pt R , (4.25)
’ ’ €)n—1+1

Cl,—n+1 - €r-1 €y,
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where ey, €y,, ..., ey, are on the main diagonal and the indices of e are incre-
mented by one from left to right along the rows.

Proof Apply the involution w to the first Giambelli formula (3.23) on p. 66. O

4.6 The Inner Product on A

Let us equip the Z-module of symmetric functions A with the Euclidean inner
product ( *, * ) by declaring the Schur basis s, to be orthonormal,

1 fordA =pu,

(SA’ SM)Z 0 otherwise.

Then Proposition 4.4 forces the involution w to be orthogonal, and the formulas'”

h/x = ZKMJ *Sus Su = Z Ku,/\ smy

uE=a A

show that (., s, ) = Kua = (m), s, ), where m) means the Euclidean dual®
basis to the monomial basis m; . Therefore, mlv = hy, i.e., the bases &, and m, are
dual to each other,

(hy, my) = I ford =p, (4.26)
0 otherwise.

Proposition 4.5 The Newton polynomials p;, form an orthogonal basis of the vector
space of symmetric functions with rational coefficients Q ® A, and®!

(p-pr) =2 =[] ! - k™).
k

Proof Let us expand the geometric progressions on the right-hand side of Cauchy’s
identity?? in terms of Newton power sums in the variables x and y:

Y oswam =[] . b [T1HO) =]]exp (/X" P(1) dt)
3 — X;)j ] i 0

ij

19See formula (4.23) and formula (4.12) on p. 89.

2See Sect. 10.3.1 of Algebra 1.

21Compare with formulas (3.17)—(3.18) from Proposition 3.5 on p. 64.
22See formula (4.16) on p. 91.
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=exp( > D ,lcl’k(x)yj]-‘ = exp (Z pk(x):k(y)>
F p

=[Tew("7Y) =TIZ o o eromon

k £=0

1
= E Pa()pa(y)
—~ 2)

(the last equality holds for the same reason as in formula (3.17) on p. 64). Write

Cau = (2. Py

for the elements of the transition matrix C = Cg, from the Newton polynomials
to the Schur basis. Then p, = >, s - ca,. Substituting these expansions into the
right-hand side of the above equality and comparing the coefficients in s; (x)s; ()
on both sides leads to the relations

zp fornp=A,
chkcvn =

> 0 otherwise,

i.e., the Gram matrix (( Dis Pu )) = C'- C is diagonal with z; on the diagonal. O

Problems for Independent Solution to Chapter 4

Problem 4.1 Verify that an array a is D-dense if and only if
a(l,j+1)+a2,j+1)+---+a(i,j+ 1)
< a(lv]) + 61(2,]) ++ Cl(l - lvj)s

forall i € I,j € J, and write similar inequalities expressing the L-, R-, and
U-density of a.

Problem 4.2 Write the D-dense array with row scan

114]6
2[5(7
31819

and the L-dense array with column scan

12
415
6[7

O |oo[w
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Compute the permutation g € Sy encoded by this pair of arrays under the RSK-
type correspondence from Example 4.2 on p. 85.
Problem 4.3 Compute the permutation g € S9 mapped by the RSK-type correspon-

dence from Example 4.2 on p. 85 to the following pairs of Young tableaux>*:
(a) [11213]6]718T9] and 4]5T6]71819]

[

~

5]
8]

N
)
=3
o,

(b)

il ] el [P S

1
2
O]

[o|&]=

Problem 4.4 Show that for every DU-homomorphism of DU-orbits?* ¢ : O — O,,
either ¢ is bijective or O, consists of just one point.

Problem 4.5 Write explicitly the Schur polynomials

@) s2,1(x1,x2,x3),
(b) 531 (x1,x2,x3),
(©) s2,1,1(x1,x2,x3).

Problem 4.6 How many monomials are there in s 1,1) (X1, X2, X3, x4) ?

Problem 4.7 Express the determinant
6 16 16 6
Xy Xy X3 Xy
3.3,3,3
det | 10250
X1 X2 X3 X4

1111

in terms of the elementary symmetric polynomials in x and the Vandermonde
determinant As = l_[(xi —Xj).
i<j
Problem 4.8 (Domination) Given two Young diagrams A, p of the same weight
|A| = || = n, we write A I> w and say that A dominates . if

MAAo+ o+ =u + pp+---+p; forallj.

Let A > u be a minimal dominating diagram? for y. Show that 4 is obtained
from A by moving one cell the minimal possible distance in the southwesterly
direction and that u’ > A’. Use this to prove the equivalence A > pu <= A" < u!
for every two I>-compatible Young diagrams.

Problem 4.9 Let us cut a Young diagram A whose main diagonal consists of k cells
into k I'-shaped hooks2® Y1, V25 - - - » Yk With corners on the main diagonal of A.

Z3Recall that the first tableau is the row scan of the D-condensation of the graph of g : [ =~ J,
whereas the second is the column scan of the L-condensation of the same graph.

*That is, a map commuting with all the vertical operations D;, U;.
ZThat is, A # u and for every 7, A I> n > u forces either A = norn = pu.
2(’Formally, yi = ()t,» —i+1, 1)‘5_[) foreveryi=1,2,..., k.
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For example,

[T1] .
= H U um

Compute the coefficient of s, in the expansion of the product s,,s,, ---s,, as a
Z-linear combination of the standard Schur polynomials s .

Problem 4.10* (Schiitzenberger Involution) Show that rotation by 180° about
the center of an n x m array does not change the shape?’ of the array, i.e.,
Ala) = A(a*), where a*(i,j) = a(n+ 1 —i,m+ 1 —j).

Problem 4.11* (Untangling Antichains) Given a poset?® P, every totally ordered
subset C C P is called a chain, whereas every subset A C P all of whose elements
are mutually incompatible is called an antichain. A subset K C M is called a
k-antichain if K can be covered by k antichains. Write o (P) for the maximal
cardinality among k-antichains in P. The sequence of differences

8 (P) = o (P) — ay—1(P)

is called the shape of the poset P. Given an array a, write P(a) for the set of all
balls in a equipped with the partial order § > y, meaning that both the horizontal
and vertical coordinates of B are greater than those of y. Prove that for every
array a, the shape of the poset P(a) coincides with the shape of the array*® A(a).
Hint: prove that the vertical operations D;, U; do not decrease the differences &
(first prove this for &;, the cardinality of a maximal antichain, and then untangle
every k-antichain into a disjoint union of k ordinary antichains).

?"That is, the Young diagram encoding the DL-condensation of the array; see Sect.4.2.2 on p. 80.
28See Sect. 1.4 of Algebra L.

2Note that this forces the shape of P(a) to be a Young diagram, which is completely nonobvious
from the definition of a poset’s shape.



Chapter 5
Basic Notions of Representation Theory

5.1 Representations of a Set of Operators

5.1.1 Associative Envelope

Given a set R and a field k, let us write R ® k for the vector space with basis R over
k. It is formed by the formal linear combinations Y_ x, - r of elements » € R with
coefficients x, € k, all but a finite number of which vanish. By definition, the free
associative k-algebra spanned by the set R is the tensor algebra Az € T(R ® k) of
the vector space R ® k.

Exercise 5.1 Verify that the tautological inclusion ¢ : R < Ag, mapping R to the
distinguished basis of R®k C T(R®k), possesses the following universal property:
for every associative k-algebra B and map of sets ¢ : A — B, there exists a unique
homomorphism of k-algebras ¢ : Agx — B such that ¢t = @. Prove that the algebra
Ag together with the inclusion ¢ : R < Ag is uniquely determined by this universal
property up to a unique isomorphism commuting with ¢.

For example, if R = {t} consists of one element ¢, then the vector space
tQk=k-t

has dimension 1, and the free associative k-algebra A, is isomorphic to the
polynomial algebra k[f] by mappingr® t ® --- @ t € A, to 1* € k[t].

Given a vector space W over k, a map of sets o : R — Endy (W) is called a linear
representation of the set R by endomorphisms of W. By Exercise 5.1, the linear
representations of R in Endy (W) are in bijection with the k-algebra homomorphisms

7 : Ax — End(W), (5.1)

also called linear representations of Ag by endomorphisms of W. A vector space W
equipped with a linear representation ¢ : R — Endx(W) or ¢ : Ax — End(W) is

© Springer International Publishing AG 2017 99
AL. Gorodentsev, Algebra II, DOI 10.1007/978-3-319-50853-5_5
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called an R-module or Ag-module. This means that for every f € R, the linear map
o(f) : W — W is given. Then an arbitrary tensor

f= Z‘xfle---fmfl ®HLQ -+ ®fm € AR

with f, € R, x5, .1, € k, is represented by the linear operator

2N =) xpp o) eo(f) o v o 0(fu) i W— W.

In particular, the image of the algebra homomorphism (5.1) consists of all linear
maps W — W obtained from the operators o(f), f € R, by compositions and finite
linear combinations. All these maps form a k-subalgebra in Endy (W) called the
associative envelope of the set of operators o(R) C End(W). We write Ass X for the
associative envelope of an arbitrary set of linear endomorphisms X C End W. Thus,
Ass(o(R)) =0(Ag).

When the representation o : R — End W is clear from the context or inessential,
we will write fw for the image of a vector w € W under the map o(f) : W — W.
Given a vector subspace U C W and a set of tensors F' C Ag, we put

FUE{fu|f€F, ueU)}.

5.1.2 Decomposability and (Semi)/Simplicity

Let W be an R-module. A vector subspace U C W is called R-invariant (or an
R-submodule) if RU C U.

Exercise 5.2 (Factor Modules) Given an R-submodule U of an R-module W, verify
that the quotient space V. = W/U inherits the R-module structure well defined by
the assignment f[w] £ [fw] for all f € R, w € W, where [w] = w + U means the
congruence class of w modulo U.

A nonzero R-module W is called simple if it has no proper R-submodules except
for the zero module. A representation ¢ : R — End(W) producing a simple
R-module W is called irreducible. An R-module is called semisimple if it is a direct
sum of simple R-submodules. A representation producing such a module is called
completely reducible. Note that direct sums of semisimple modules are semisimple.
An R-module W and the corresponding representation o : R — End(W) are
called decomposable if W splits into a direct sum of two nonzero R-submodules.
Otherwise, W is called indecomposable. Note that every irreducible representation
is completely reducible and indecomposable.

Exercise 5.3 Convince yourself that for every set of linear operators X C End W
and vector subspaces U;, UyCW, the conditions XU;CU, and Ass(X)U; C U,
are equivalent. Use this to show that (semi)simplicity or (in)decomposability of
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W considered as an R-module implies the corresponding property of W as an
Agr-module.

Example 5.1 (Representations of One Operator) Let the set R consist of a single
element ¢t. Then Ag >~ k[f]. To assign a representation

0:R— EndW

means to pick a linear operator f = o(¢f) : W — W. This provides W with the
structure of a k[f]-module. The corresponding homomorphism

0 =evy: k[f] > End(W), 1+ f, (5.2)

takes a polynomial F € k[f] to the linear map F(f) : W — W obtained by the
substitution ¢ = f in the polynomial F(¢). If dimy W < oo, then the homomorphism
(5.2) must have nonzero kernel kerevy = (,uf), where i is the monic polynomial
of minimal degree such that ur(f) = 0. Recall' that s is called the minimal
polynomial of f. The subalgebra Ass(f) = im0 C End W consists of all linear
operators on W represented as polynomials in f. It is isomorphic to the quotient
algebra k[f]/ (,uf). The elementary divisor theorem? implies that every k[f]-module
W of finite dimension over k is isomorphic to a direct sum of quotient modules

k(7] k[t] k[z]
m1 o ® - P oy
@) (¥5?) (P5")

where all p; € k[f] are monic irreducible, and the operator f acts as multiplication by
t. Two direct sums (5.3) are isomorphic if and only if they differ by a permutation
of the summands. In particular, the quotient modules k[f]/ (p™) give a complete
list of mutually nonisomorphic indecomposable k[f]-modules. We have seen in
Sect. 15.1.3 of Algebra I that the indecomposable module kz]/ (p™) is simple if
and only if m = 1. Thus the semisimple k[¢]-modules are exhausted by the sums
(5.3) with all m; equal to 1.

(5.3)

Example 5.2 (Commuting Operators) In Sect.15.3.3 of Algebra I, we have seen
that for every set R C Endx W of pairwise commuting operators over an alge-
braically closed field k there exists an R-invariant subspace of dimension one
in W. This means that every irreducible representation of every set of commuting
operators over an algebraically closed field has to be of dimension one. Also, we
have seen that every set of commuting diagonalizable linear operators (over an
arbitrary field) can be simultaneously diagonalized in a common basis. Hence, every
vector space W equipped with an action of a set R of commuting diagonalizable

ISee Sect. 15.1.5 of Algebra L.
2See Algebra I, Theorem 14.4 in Sect. 14.3.1 and the discussion in Sect. 15.1.3.
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operators splits into a direct sum of R-submodules of dimension one. In particular,
W is completely reducible in this case.

Lemma 5.1 Let W be an R-module (not necessarily of finite dimension over k)
linearly generated over k by a set S of simple R-submodules. Then for every proper
R-submodule U W, there exists a complementary R-submodule V. C W such that
W = U & V and V splits into a direct sum of submodules from S. For U = 0, this
means that W itself is such a direct sum. In particular, W is semisimple.

Proof Since U # W and W is spanned by submodules S € S, there exists S ¢ U in
S. Then the sum U + S is a direct sum, because S is simple, and therefore SNU S
is zero. Write S’ for the set of semisimple submodules M C W decomposable into a
direct sum of simple modules from S and such that the sum U + M is a direct sum.
Then S’ is nonempty and partially ordered by the relation M; < M,, meaning that
M, = M, & M forsome M € S’.

Exercise 5.4 Verify that the poset S’ is complete.’

By Zorn’s lemma,* there exists a maximal element V in S’. We claim that U V=W.
Indeed, otherwise, we could repeat the previous arguments for U @ V in the role of
U and find a simple submodule S C W such that the sum (U @ V) + S was a direct
sum. Then V @ S € S’ would be strictly bigger than V. Everything just said works
for U = 0 as well. O

Lemma 5.2 Let W be an R-module such that every nonzero proper submodule of W
contains a simple R-submodule.” Then W is semisimple if and only if every nonzero
proper R-submodule U W admits a complementary R-submodule V. C W such
that W=U@®V.

Proof Let every nonzero proper submodule M C W have a complementary
submodule. Write S for the set of all semisimple submodules S € W partially
ordered by the relation S; < S,, meaning that S, = §; @ S for some S € S. The
poset S is nonempty and complete. We claim that (every) maximal element M € S
coincides with W. Indeed, otherwise, there would exist a nonzero submodule V C W
such that W = M @ V and a simple submodule S C V. This would force M@ S € S
to be bigger than M. The converse implication follows from Theorem 5.1 applied to
the set S of all simple submodules in W. O

Theorem 5.1 (Semisimplicity Criteria) Let W be an R-module such that every
R-submodule of W contains a finite-dimensional R-submodule. Then the following
properties of W are equivalent:

1. W is semisimple.
2. W is linearly generated over k by simple R-submodules.

3That is, every totally ordered subset of S’ has an upper bound; see Sect. 1.4.3 of Algebra L.

“See Sect. 1.4.3 of Algebra 1.

5This holds, for example, if the Ag-orbit of every vector w € W is finite-dimensional over k. In
this case, an Ag-invariant subspace of minimal dimension contained in the orbit has to be a simple
Ag-module.
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3. For every nonzero proper R-submodule U W, there exists an R-submodule
VCWsuchthat W =U@&YV. O

Proof For a finite-dimensional R-module U, every R-submodule S C U of minimal
nonzero dimension has to be simple. Thus, the assumption of Lemma 5.2 holds.
Therefore, (3) = (1). Certainly, (1) = (2). Implication (2) = (3) follows from
Lemma 5.1. O

5.1.3 Homomorphisms of Representations

Given two representations 0; : R — End(W)), 0, : R — End(W,) of a set R, a
linear map ¢ : Wy — W is called R-linear or a homomorphism of R-modules® if it
commutes with all operators from R, that is, the diagram

¢
W] —>W2

o1(f) ] T 02(f)

¢
Wy, —— W,

is commutative for all f € R. The set of all R-linear maps ¢ : W; — W, is denoted
by

Homg(W1, W2) € {p : Wy = W, | Yw e Wy, Vf € R o(fw) = fo(w)}.

Exercise 5.5 Check that (a) Homg(W;, W) = Homy, (W, W) is a vector subspace
in Homy (W, W;), (b) the composition of R-linear maps is R-linear, (d) the kernel
and image of every R-linear map are R-submodules.

Lemma 5.3 (Schur’s Lemma)  Every nonzero homomorphism of simple R-
modules ¢ : U — W is an isomorphism. If the ground field k is algebraically
closed, then the R-linear endomorphisms of a simple R-module U are exhausted by
the scalar operators A - 1dy with A € k.

Proof Since kergp C U is R-invariant, either ker¢ = U or ker¢ = 0. In the first
case, ¢ = 0. In the second, im¢ C W is a nonzero R-submodule, and therefore
imp = W. Hence, ¢ is bijective. If k is algebraically closed, then an R-linear
endomorphism ¢ : U — U possesses an eigenvector, i.e., ker(A - Idy — ¢) # 0
for some A € k. Since the map A - Idy — ¢ also is R-linear, its kernel is a nonzero
R-submodule in U. This forces ker(A - Idy — ¢) = U, i.e., ¢ = Aldy. O

6 Also called an intertwining map or a homomorphism of representations.
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Corollary 5.1 Let U, W be irreducible R-modules over an algebraically closed
field. Then

0 ifU %W,
dim Homgz (U, W) = yu
1 fU~W.
Proof If there is an R-linear isomorphism ¢ : U = W, then for every
@ € Hom(U, W), the equality ¥ "'¢ = A - Idy holds for some A € k by Schur’s
lemma. Hence ¢ = Ay, O

Corollary 5.2 A quotient module of a semisimple R-module is semisimple.

Proof Let 1 : W —» U be an R-linear surjection. Then for every simple R-
submodule S C W, its image 7(S) C U is either zero or simple. Thus if W is
spanned by simple submodules, then so is U. O

Proposition 5.1 Under the assumptions of Theorem 5.1 on p. 102, an R-module W
is semisimple if and only if for every submodule U C W, there exists an R-linear
endomorphism wy € Endg(W) such that nlzj =y andimmxy = U.

Proof We have seen in Example 15.3 of Algebra I that every linear endomorphism
7 : V — V satisfying the relation 72 = 7 projects V onto im 7 along ker 7, i.e.,
V =kermw @ imm and 7w (u) = u for all u € im 7. Since 7y is R-linear, both ker 7y
and im 7ty are R-submodules in W by Exercise 5.5. Thus, the existence of my is
equivalent to condition (3) of Theorem 5.1. ]

Corollary 5.3 A submodule of a semisimple R-module is semisimple.

Proof Let W be a semisimple R-module, and L & W an R-submodule. Then for
every R-submodule U C L, there exists an R-linear projector W —> U. Its restriction
to L gives the required projector L — U. O

5.2 Representations of Associative Algebras

5.2.1 Double Centralizer Theorem

Let A be an associative algebra over an arbitrary field k, and let V be a vector
space over k. A homomorphism of k-algebras o : A — EndV is called a linear
representation of the algebra A by endomorphisms of V. In this case, the vector
space V is called an A-module. All notions related to linear representations of sets
make sense for A-modules as well. In particular, given two A-modules U, W, we
write

Homua(U, W)€ p:U—->W|VfeA YuecUaop(fu)=rfo)}
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for the space of A-linear maps ¢ : U — W. For U = W, the A-linear
endomorphisms of W form an associative k-subalgebra Ends (W) C Endi(W) in
the algebra of all linear endomorphisms of W. The subalgebra End4 (W) is often
called the centralizer of A in Endg(W).

If W splits into a direct sum of A-modules W =V, @ V, @ --- &V, we write
ty 'V, = W for the inclusion of the vth summand in W and =, : W — V,, for the
projections of W onto the pth summand.

Exercise 5.6 Verify the relations ZV vy, = Idy, myt, = Idy, forall v, e, =0
and t,mr, = 0 forall u # v.

For every ¢ € End(W), we put ¢, =] 7y © @ o 1, and arrange the maps
O - Vv—>V,

into the square matrix (qo/w). Note that ¢ is uniquely recovered from this matrix by
the formula

0 =Idy o goldy = (Z L,LJTM) oo (Zzum) = L,
i v L,V

and ¢ € End, (W) if and only if all ¢, are in Homu (V,, V,,). Therefore, there is an
isomorphism of vector spaces

Endy (W) = @ Homs(V,, Vi), ¢+ (o) (5.4)
n,v

Exercise 5.7 Verify that isomorphism (5.4) takes the composition of endomor-
phisms to the multiplication of matrices.

In particular, if all V|, = V are copies of the same A-module V, then the isomorphism
(5.4) becomes an isomorphism of k-algebras

End, (V®") ~ Mat, (Ends(V)) . (5.5)

Theorem 5.2 (Double Centralizer Theorem) Let V be a finite-dimensional
vector space over k, let A C End(V) be an associative k-subalgebra, and let
B = Ends (V). If V is a semisimple A-module, then Endg(V) = A.

Proof The inclusion A C Endg(V) follows from the definition of centralizer. To
establish the opposite inclusion, we fix some basis ey, ey, .. ., e, of V over k and for
every ¢ € Endp(V), indicate an element a € A such that pe; = ae; for all i. This
forces ¢ = a. Write W = V®" for the direct sum of n copies of V and consider the
diagonal representation of Endy (V) in W, which takes f € Endy(V) to the linear
map

]N‘: W— W, (v,va,...,0,) = (for,fva,...,.fu).
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In terms of the isomorphism (5.5), the endomorphismfis represented by the con-
stant diagonal matrix fE. Restricting the diagonal representation to the subalgebras
A, B,Endg(V) C Endg(V) provides W with module structures over these three
subalgebras. Consider the vector e = (e, ez,...,¢e,) € W. We have to show that
@e € Ae for every ¢ € Endg(V). Since W is a semisimple A-module, there exists an
A-linear projector = : W —» Ae that acts identically on the A-submodule Ae C W.
If 7 commutes with @, then @(e) = @(mwe) = n(@e) € Ae, as required. Thus, it is
enough to verify that 7¢ = @r. Let (7,,) € Mat, (Endi(V)) be the matrix of 7.
This is an n x n matrix with elements 7;; € End4 (V) = B. The endomorphism ¢ has
the constant diagonal matrix ¢ E, whose diagonal element ¢ € Endg(V) commutes
with all 7, . Hence, the matrices of 7 and @ commute. O

Corollary 5.4 (Burnside’s Theorem) Let V be a finite-dimensional vector space
over an algebraically closed field k, and R C Endg(V) a set of operators. If V is
simple as an R-module, then the associative envelope Ass(R) is equal to Endg (V).
In particular, every finite-dimensional irreducible representation A — Endg (V) of
an associative k-algebra A is surjective.

Proof By Schur’s lemma,” Endassr) (V) = k. Therefore, Endy (V) = Ass(R) by
Theorem 5.2. O

Exercise 5.8 Prove that over every field k, the equality Ass(R) = Endy (V) forces
V to be a simple R-module.

5.2.2 Digression: Modules Over Noncommutative Rings

Modules over associative algebras are particular examples of modules over rings.
Let R be a ring, not necessarily commutative. An abelian group M is called a left
R-module if M is equipped with a left action of R, that is, with a map

RxM—M, (A a)— Aa,

such that
AMua) = (Au)a YaeM, VA, ueKk, (5.6)
A4+pwa=ra+pa VaeM, VA, uek, 5.7
AMa+b)=Aa+Ab VYAe€K, Va,beKk. (5.8)

Symmetrically, a right action of R on M is a map

MxR—>M, (a,A)r—ar,

7See Lemma 5.3 on p. 103.
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such that
(@A =a(ur) YaeM, VA, ueKk, (5.6)
aA+p)=al+au VYaeM, VA ueK, (5.7)
(@+bA=ak+b\ YieK, YabeKk, (5.8

and an abelian group equipped with a right action of R is called a right R-module.
The last two properties (5.7), (5.8) and (5.7'), (5.8') of left and right actions mean the
same, namely, that the action of R on M is distributive with respect to the additions
in both R and M. The left action differs from the right only in the first property,
which says that the multiplication of a vector a € M by u € R followed by the
multiplication of the result by A € R coincides with the multiplication of a by Au
in the left action, and by A in the right. In other words, the right action of R is the
same as the left action of the opposite ring R°°P, which coincides with R as a set
but has the reversed order of operands in the products, i.e., the product Ay in R°PP
is defined to be the product A in R. Thus, for a commutative ring R, there is no
difference between the left and right R-module structures.

If aring R has a unit element 1 € R and a left (respectively, right) action of R on
M satisfies the extra property 1 - a = a (respectively,a - 1 = a) for all a € M, then
the R-module M is called a unital module. For example, the unital modules over a
field k are exactly the vector spaces over k. A linear representation of an associative
k-algebra A with unit o : A — Endy (W) provides W with the structure of a left unital
module over A with the action aw £ g(a)w. Conversely, every left unital A-module
W is a vector space over k = k-1 C A, and the map A — Endy(W) sending an
element a € A to the linear endomorphism w = aw assigns a linear representation
of A in W. Thus, the abstract algebraic notion of (left unital) module over a ring
agrees with that used above. In what follows, a module over an associative k-algebra
A always means a left unital A-module by default.

5.3 Isotypic Components

Let us fix an associative k-algebra A and a simple A-module U. For every A-module
W, the tensor product of vector spaces Homy (U, W) ® U admits the natural action
of A by the rule a(¢p ® u) € ¢ ® (au) foralla € A, ¢ € Homy (U, W), u € U. There
is also the canonical A-linear contraction map

cyw : Homy (U, W) Q@ U — W, ¢ Qu> ¢(u). 5.9

The image of this map is denoted by Wiy C W and called the U-isotypic component
of W. It coincides with the k-linear span of all simple submodules of W isomorphic
to U. Indeed, since all nonzero A-linear maps ¥ : U — W map U isomorphically
onto some simple submodule ¥ (U) C W, every vector of the form Y ¥;(u;) € W,
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u; € U, ¥; € Homy (U, W), lies in the linear span of such simple submodules.
Conversely, if vectors v; € imy; belong to the images of some A-liner inclusions

wi :U — W, then Zvi = Cyw (Z I//i ® wi_ll)i).

Proposition 5.2 For every A-linear map ¢ : V. — W, the image of the U-isotypic
component Vy C 'V belongs to the U-isotypic component Wy C W. In particular,
Vv =V N Wy for every A submodule V C W.

Proof Every vector of the form > y:(u;), ¥; € Homs (U, V), u; € U, is mapped to
> @vi(v), where y; € Homs (U, W), u; € U. O

Proposition 5.3 Over an algebraically closed ground field k, the contraction map
(5.9) is injective and therefore establishes the canonical isomorphism

cuyw - HOII]A(U, W) QU > WU.

Proof Since Wy is linearly spanned by simple submodules isomorphic to U, it
follows from Lemma 5.1 applied to the set S of these submodules that Wy splits
into a direct sum

Wy=VidV,® --- &V, where V; >~ U for all i. (5.10)
Fix some A-linear inclusions v; : U — W with ¥;(U) = V,. Then

Homy (U, W) ~ Homy (U, Wy) ~ € Hom, (U. V).

By Corollary 5.1, the space Homy (U, V;) >~ k - ¥; has dimension 1 and basis ;.
Therefore, every element of Homyu (U, W)®U is uniquely represented as > ¥;Qu;
with u; € U. If cyw Q_v¥i Qu)) = Y vi(w;)) = 0, then every vector v;(u;)
vanishes, because all these vectors lie in different components of the direct sum
(5.10). Since all y; are injective, all u; are equal to O. O

Proposition 5.4 (Isotypic Decomposition) Ler W = @,V where all V; are
simple A-modules. Then the sum of all the V; that are isomorphic to U coincides
with the U-isotypic component Wy C W. In particular, this sum does not depend on
the choice of decomposition W = @, V;, and therefore, every semisimple A-module
W admits the unique direct sum decomposition

W =P wy. (5.11)

(]

where the summation is over all isomorphism classes [U] of simple A-modules U
such that Homy (U, W) # 0.
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Proof Since Homy (U, W) = ,Homu(U,V;) and Homs(U,V;) = 0 for all
V; # U, the image of the canonical contraction (5.9) is contained in the sum of
the V; that are isomorphic to U. O

Definition 5.1 Let W be a semisimple module over an associative algebra A. The
decomposition (5.11) is called the isotypic decomposition. For every class [U] of
isomorphic simple A-modules, the projection W —> Wy along all the other isotypic
components is called the U-isotypic projection, and the number

dim WU
“ 5.12
Y7 dimU 612
is called the multiplicity of U in W. By Proposition 5.4, for every decomposition
W = P, V; into a direct sum of simple A-submodules V; C W, the multiplicity my
equals the number of summands V; isomorphic to U.

Corollary 5.5 For every pair of finite-dimensional semisimple A-modules V, W
over an algebraically closed field k, one has

dim Homy (V. W) = Y my(U) - my(W) = dim Homs (W, V),
[U]

where the summation is over all isomorphism classes [U] of simple A-modules U.

Proof LetV = ®V;, W = @W,, where all V;, W; are simple. By Schur’s lemma, the
space Homy (V;, Wj) is zero for V; & W; and has dimension 1 for V; >~ W;. Therefore,
the space Hom,(V, W) = &;; Homy(V;, W)) has dimension ), my(U) - my(W).
The same holds for the space Homy (W, V) as well. O

5.4 Representations of Groups

5.4.1 Direct Sums and Tensor Constructions

An action of a group G on a vector space V by linear automorphisms of V, that is,
a group homomorphism ¢ : G — GL(V), is called a linear representation of G
in V. We say in this case that V is a G-module. For G-modules U, W, the direct sum
U & W, tensor product U ® W, symmetric powers S"U, and exterior powers A"U
inherit natural structures of G-modules with the action of g € G by the rules

def

gu+w) Egu+gw, guw) € (gu) ® (gw),

g(ur - uz) & (gur) - (guz),  g(ur A uz) & (gur) A (guz).
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For every G-submodule V C W, the quotient space W/V is a G-module with the
action g[v] € [gv].

Exercise 5.9 Verify that the above formulas give well-defined group homomor-
phisms from G to GL(U & W), GL(U ® W), GL(AU), GL(SU), and GL(W/V)
respectively.

Given a linear representation o : G — GL(V) of a group G, the dual representation
0% : G — GL(V*)

is defined by the requirement that the action of G leave invariant the contraction
between vectors and covectors, i.e., that the equality (0*(g)&, o(g)v) = (&, v)
holds forall g € G, § € V*, v € V. Since all the operators o(g) are invertible, this
condition means that

(0" (9. v)=(& o(g7')v).

Therefore, the operator 0*(g) = o (g_l)* is dual® to the operator o(g)~"! for every
g € G. In particular, the matrices of operators 0*(g), 0(g) in every pair of dual bases
of V and V* are inverse transposes of each other.

Exercise 5.10 Verify that o* : G — GL(V*), g — Q(g_l)*, is a group
homomorphism.

For every pair of representations o : G — GL(U), A : G — GL(W), the
representation o* ® A provides the space U* ® V ~ Hom(U, V) of linear maps
¢ : U — V with the action G by the conjugations

g gqu_l. (5.13)

Exercise 5.11 Check this.

Thus, the space of G-linear maps
Homg(U,V) ={¢ :U—>V [Vgelgp=gg}

is exactly the space of G-invariant vectors in the representation (5.13).

Lemma 5.4 Let G be a finite group of order |G| = n. Assume that char k { n, and
that the polynomial ' — 1 completely splits over k into a product of n linear factors.
Then in every (not necessarily finite-dimensional) G-module V, all elements of G
are represented by operators that are diagonalizable over k.

Proof Since gl°! = e forall g € G, every operator g € G in a linear representation
of G is annihilated by the polynomial f(#) = ¢"—1. By our assumption, f is a product

8That is, it takes every £ : V — k to the composition £ o g~ : v > £ (g7 'v); see Sect. 7.3 of
Algebra I.
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of n linear factors, which are all distinct, because f' = nt"~! # 0is coprime to f. We
know from Sect. 15.2.6 of Algebra I that this forces g to be diagonalizable on every
finite-dimensional g-invariant subspace. Since the G-orbit of every vector v spans
a finite-dimensional g-invariant subspace containing v, the whole space is linearly
generated by the eigenvectors of g. Hence, g is diagonalizable. O

Exercise 5.12 Convince yourself that a linear operator g on a vector space V (not
necessarily finite-dimensional) is diagonalizable if and only if V is linearly spanned
by the eigenvectors of g.

5.4.2 Representations of Finite Abelian Groups

Everywhere in this section we assume that G is a finite abelian group and that a
ground field k is algebraically closed with char(k) } |G|.

It follows from Lemma 5.4 and Example 5.2 on p.101 that every linear
representation of G is a direct sum of simple G-modules of dimension one. Since
every linear operator on a one-dimensional space is a scalar homothety v +—
Av, every simple G-module V provides G with a multiplicative homomorphism
xv . G — k¥ mapping ¢ € G to the coefficient of the homothety by which g
actson V, i.e.,

gv = xv(g) v

forall g € G, v € V. Conversely, every multiplicative homomorphism y : G — k*
allows us to construct a simple G-module V, of dimension one on which every
ge€Gactsasg: v x(g)-v.

Exercise 5.13 Verify that V,~V,, as G-modules if and only if y=1 as maps G—k*.
Multiplicative homomorphisms G — k* are called multiplicative characters of

G. Therefore, the isomorphism classes of irreducible representations of G are
bijectively numbered by the multiplicative characters of G.

Since y1°(g) = x(g!°) = x(e) = 1 for every g € G, every multiplicative
character of G takes values in the finite group g (k) C k* of |G|th roots of unity
in k. All the multiplicative characters form an abelian multiplicative subgroup in the
k-algebra k¢ of all functions G — k. This group is denoted by G” and called the
Pontryagin dual to G. The identity element of G” is the trivial character y = 1,
corresponding to the trivial representation in which every g € G acts by the identity
map.

Exercise 5.14 Verify that yyew = yuxw and yy= = )({,1 for every pair of simple
G-modules U, W.

Consider the action of G on the space k of all functions f : G — k by the rule
g 1 f(x) = f(gx). The y-isotypic component of this representation consists of all
functions f : G — k such that f(gx) = y(g)f(x) for all x,g € G. For x = e,
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this forces f(g) = x(g) - f(e) for all g € G. Therefore, every function f lying
in the isotypic component k? is proportional to the character y. We conclude that

dim Ik? = 1 for every y € G”, and the isotypic decomposition of k“ looks like

k= & k-yx.
YEGN
In particular, |G®| = |G|, and the multiplicative characters form a basis of the

space k°.
Exercise 5.15 Prove that for every (not necessarily algebraically closed) field k

and (not necessarily abelian) group G, an arbitrary set of distinct multiplicative
homomorphisms G — k* is linearly independent in k.

Theorem 5.3 (Pontryagin Duality) For every finite abelian group G and g € G,
the evaluation map

eve 1 GN >k, x> x(g),
is a multiplicative character of the Pontryagin dual group G™. The map
G —> G, gr>ev,, (5.14)
is a group isomorphism.

Proof The first statement holds because
eve(X1x2) = x1(8) - x2(8) = evg(x1) - evg()2)-

Since evg,e,(X) = x(8182) = x(81) - x(82) = evg () evg,(x), the map (5.14)
is a group homomorphism. If g € G lies in the kernel of (5.14), then y(g) = 1

for all y € G”. Hence, g acts trivially in every representation of G. In particular,
f(gx) = f(x) for all functions f : G — k. This forces xg = x for every x € G, and
therefore g = e. Since |G| = |G|, the monomorphism (5.14) is bijective. O

Remark 5.1 Pontryagin duality actually holds in all locally compact topological
abelian groups G, such as Z, SU; = S', R. Finite abelian groups are just the
simplest examples of such groups. A good presentation of the general theory can
be found in [Mo].?

°S.A. Morris, Pontryagin Duality and the Structure of Locally Compact Abelian Groups, London
Math. Society Lecture Notes 29, Cambridge University Press (1977).
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5.4.3 Reynolds Operator

Let G be an arbitrary group, not necessarily abelian, and V a linear representation
of G. The vectors v € V left fixed by all linear transformations from G form a
G-submodule in V, called the submodule of G-invariants and denoted by

Vi yeV|VgeGguv=u)}.

If G is finite and chark ¢ |G|, then for every linear representation V of G, there
exists a G-linear projector

V—»VG, v|—>v”,

called the Reynolds operator. It sends a vector v € V to the barycenter'” of the
G-orbit of v in the affine space A(V),

o 1
i G| ng. (5.15)
g€CG

Exercise 5.16 Check by a direct computation that the Reynolds operator commutes
with all g € G and projects V onto VY for chark } |G]|.

Exercise 5.17 Give an example of an indecomposable representation V of a finite
group G over a finite field k with a proper nonzero G-invariant submodule V.

Theorem 5.4 Every linear representation V of a finite group G over a field k with
chark } |G| is completely reducible."!

Proof By Proposition 5.1 on p. 104, it is enough to show that every G-submodule
U C V admits a G-linear projector 7y : V —» U. Recall'? that G acts on
Homy(V,U) as g : ¢ + gpg~ ! and that G-linear maps V — U are exactly the
invariants of this action. Take an arbitrary k-linear projector & : V — U and put

nyEat =|G|™! Zgng_l € Homg(V, U).
g

Then im 7% C U, since gng™'U C U for all g € G, and every vector u € U is
fixed by 7%, because g~'U C U and 7|y = Idy force gmg™'u = gg~'u = u for all
g € G. Thus, 7y projects V onto U. O

10See Sect. 6.5.3 of Algebra I. Note that for char(k) | |G|, the sum of unit masses vanishes and the
barycenter is not well defined.

""That is, splits as a direct sum of irreducible representations; see Sect. 5.1.2 on p. 100.
12See formula (5.13) on p. 110.
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5.5 Group Algebras

Associated with every group G and commutative ring K is an associative K-
algebra K[G] called the group algebra of G with coefficients in K. As a K-
module, K[G] “ K ® G is free with basis G, i.e., it consists of linear combinations
> _cec Cg & With coefficients ¢, € K, all but a finite number of which vanish. These
linear combinations are multiplied by the standard distributivity rules under the
assumption that the constants from K commute with the group elements and are
multiplied within K, whereas the group elements are composed within G, i.e.,

(> agg) (O _bwh) =Y abugh =Y cff. (5.16)

g.h f

where

¢ = Z agb, = Zaﬁ—lbt = Zaxbs—lf.

gh=f !

The group G is embedded into K[G] as a multiplicative subgroup. Every linear
representation o : G — GL(V) over a field k can be uniquely extended by linearity
to a representation of the group algebra ¢ : k[G] — End(V) whose image is
simultaneously the linear span and associative envelope of o(G) C End(V).

Exercise 5.18 Verify that the assignment m > ¢ establishes the isomorphisms
k[Z] = K[r,t™'] and K[Z/(n)] = K[f]/(* — 1).

Example 5.3 (Reynolds Operator) The Reynolds operator from Sect. 5.4.3 can be
treated as an element of the group algebra Q[G],

1
m G| Y g eqQal. (5.17)

g€G

Every linear representation of G extended to the representation o : Q[G] — End(V)
maps ;) to a G-linear projector on the submodule of G-invariants

o(my) : V —> Ve, v ol

Note that it lies in the Q-linear span of o(G) but not in o(G).

Exercise 5.19 Verify that 7y € Z(Q[G)) lies in the center!? of the group algebra.

BRecall that the center of a ring R consists of the elements of R commuting with every element of
R ZR)Y{ce€R|VYre€Rcr=rc}.
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5.5.1 Center of a Group Algebra

Recall that the conjugacy classes of a group G are the orbits of the adjoint action'*
of G on itself. Thus, the conjugacy class of an element & € G consists of all elements
ghg™", g € G, conjugate to h. We write CI(G) for the set of conjugacy classes. The
center of the group algebra

Z(k[G) € {zekl[G] | Vxek[Glzx =xz} = {z € k[G] |Vge Ggzg™' =2}

consists of the linear combinations z = ), zyh € k[G] whose coefficients z, are
constant on every conjugacy class, i.e., zo,—1 = z;, for all g € G. In particular, for a
finite group G, the sums

2c = Zh, (5.18)

heC

numbered by the conjugacy classes C € CI(G), form a basis of the vector space
Z(k[G]) over k. Thus,

dimy, Z(k[G]) = | CI(G)].

We call this quantity the class number of G.

Every linear representation k[G] — End(V) maps the center Z(k[G]) inside
the subalgebra Endg(V) of G-linear endomorphisms of V. In particular, over an
algebraically closed field k, every central element of k[G] acts by a scalar homothety
in every linear representation of G.

5.5.2 Isotypic Decomposition of a Finite Group Algebra

Everywhere in this section we assume that G is a finite group and that chark 4} |G]|.
Let us fix some set Irr(G) of irreducible representations of G over k such that every
simple G-module is isomorphic to exactly one element of Irr(G). Representations
from Irr(G) will be denoted by A : G — GL(U,), and we will write A € Irr(G)
to outline that the representation A is irreducible. It follows from Theorem 5.4 and
Proposition 5.4 on p. 108 that every finite-dimensional G-module V has the unique
isotypic decomposition

v= P v (5.19)

A€l (G)

14See Example 12.14 in Algebra L.
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where V) € V is the linear span of all simple G-submodules of V isomorphic to
U, € Irr(G), or equivalently, the image of the contraction map

c:Homg(Up,V)Q U, =V, ¢ Qutr> pu). (5.20)

Recall'® that we write m; (V) = dim V; / dim Uj, for the multiplicity of A € Irr(G) in
V, which equals the number of summands isomorphic to Uj in any decomposition
of V into a direct sum of simple G-modules.

There is the left regular representation of G in k[G] defined by the prescription

g:x—gx for geG, xek[G].

This is the k-linear extension of the left regular action'® of G on the basis G of k[G].
For A € Irr(G), let I, C k[G] be the A-isotypic component of the left regular
representation. Thus,

kiGl= @ I (5.21)
A€lt(G)
my (K[G])#0

as a left k[G]-module. We will see in Corollary 5.6 that I; # 0 for every irreducible
representation A of G, i.e., the summation in (5.21) actually goes overall A € Irr(G).
But now let us analyze the decomposition (5.21) without this assumption.

Since every I in (5.21) is a G-submodule, it follows that gI;, C I, forall g € G.
This forces every I, to be a left ideal of the algebra k[G]. For every h € G, the
right multiplication by A, x +— xh, obviously commutes with the left multiplication
by an element g € G, i.e., it assigns a G-linear endomorphism of the left regular
representation. Thus by Proposition 5.2 on p. 108, the right multiplication by an
element i1 € G takes every isotypic component /) to itself. Therefore, every I, is a
two-sided ideal in k[G]. Since I, NI, = 0 for A # o, and both [, and I, are two-
sided ideals,

LI, chLNlpb=0 for A#o. (5.22)

Let m) : k[G] — I, be the A-isotypic projection. Since for all x € k[G], we have
7 (x) = my(x-e) = x- 1, (e), this projection coincides with the right multiplication
by the element ey, = ) (e) € I). Therefore, I, = k[G] - e, is the principal left ideal
generated by e, and e; - ey = my(ex) = ey, Whereas ey - e, = 0 for A # 0.

Definition 5.2 The elements e, are called irreducible idempotents, and the equality
e =) emc ¢ Will be referred to as the decomposition of the identity into a sum
of irreducible idempotents.

15See Definition 5.1 on p. 109.
16See Example 12.13 of Algebra L.



5.5 Group Algebras 117

Lemma 5.5 Let ¢ : k[G] — End(V) be a linear representation. If m) (V) = 0, then
pr) = 0.

Proof For every v € V, the assignment xe, — o(xe;)v gives a well-defined
G-linear map I, — V. By Proposition 5.2, the image of this map is contained in
the A-isotypic component of V, which is zero by the assumption of the lemma. O

Corollary 5.6 The multiplicity my(k[G]) # O for every irreducible G-module A,
that is, k[G] = @rewr(c) Ir-

Proof If there exists an irreducible G-module W that does not appear in (5.22), then
m) (W) = 0 for all A from (5.22). It follows from Lemma 5.5 that k[G] acts by zero
onW,ie., W =0. O

Proposition 5.5 Every linear representation o : k[G] — End(V) maps every
irreducible idempotent e), A € Irr(G), to the A-isotypic projector ) : V — V).

Proof By Lemma 5.5, the left multiplication by e, annihilates all ideals I, with
o # A. This forces e to act by zero in every irreducible representation o # A. By
Schur’s lemma, the action of e, in the irreducible representation U, is either zero
or invertible. In the first case, ¢, annihilates the whole of k[G], which is impossible,
because e, - ¢ = e; # 0. Hence, e) acts by the invertible automorphism in the
irreducible representation A : k[G] — End(U,). Since A(e,) is a projector and
kerA(ex) = 0, we conclude that A(e;) = Idy,. Now we decompose V into a sum
of irreducible G-modules and see that e, acts identically on each summand Uj and
annihilates all other summands. ]

Corollary 5.7 The irreducible idempotents e; belong to Z(k[G]) and are linearly
independent over k. In particular, | Irr(G)| < | CI(G)].

Proof Applying Proposition 5.5 to the left regular representation shows that left
multiplication by e, acts identically on /, and annihilates all /, with o # A. Thus,

[} ngeg = X)e) = (ngeg)el
o

4

for every x = Y x,¢, € k[G]. Hence, all ¢, are in Z(k[G]). Since all ¢, belong
to different components of the isotypic decomposition (5.21), they are linearly
independent. O

Theorem 5.5 (Maschke’s Theorem) Let G be a finite group and k an alge-
braically closed field with char k } |G|. Then an isomorphism of k-algebras is given
by the map

v kGl > @ Endu(Uy) (5.23)
L€lrr(G)
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that takes an element f € k[G] to the family of linear endomorphisms representing
[fin all simple G-modules from Irr(G). The restriction of (5.23) to the isotypic ideal
I) C k[G] establishes an isomorphism ¢ |, : I, = Endg(Uy).

Proof Let us first show that t is injective. If 4 € k[G] acts by the zero operator in all
irreducible representations, then 4 is zero in every finite-dimensional representation,
because every such representation splits into a direct sum of irreducible represen-
tations. In particular, left multiplication by % in k[G] is the zero map. Therefore,
h = h-e = 0. Now let us prove the last statement of the proposition. By Lemma 5.5,
every irreducible representation A : k[G] — End(U,) annihilates all the direct
summands of the isotypic decomposition (5.21) except for I, . Therefore,

t(lh) = A(I,) = A(k[G]) C Endy(U,).

By Burnside’s theorem,'” A(k[G]) = Endy(U,). Hence, t(I;) = End(U,). Since t
is injective, it maps I) to Endy (U, ) isomorphically. In particular,

dim(/;) _ dimEnd(U;)

mlO) = inwy T dimu,

= dim U/x

for all A € Irr(G). Finally, let us check that v is surjective. By the last statement of
the proposition, for every element

¢=) ¢ e D Endu(Uy). where ¢y € Endy(Uy),
A A€lr(G)

there exists some fi € I, such that A(fy) = ¢, for every A. Then for every
o € Irr(G), we have

oO_f) =D "o (h) = ¢,
A A

because o(f1) = 0 for A # o. Thus, t(ZfA) =g. O

Corollary 5.8 Under the assumptions of Theorem 5.5, my(k[G]) = dim U, for
every A € Irr(G), and

> dim? Uy =Gl (5.24)
A€l (G)
Moreover, | Itr(G)| = | CI(G)|, and the irreducible idempotents e, form a basis of

Z(K[G)).

17See Corollary 5.4 on p. 106.
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Proof The equality m) (k[G]) = dim U, was established in the proof of (5.23).
Comparing the dimensions of both sides in (5.23) gives (5.24):

G| = dimk[G] = ) dimEnd(U;) = ) dim’Uj.
A€Irr(G) A€Irr(G)

Since the center Z(Endg(V)) = k - Idy is formed by the one-dimensional space of
scalar matrices, it follows that

dimz( I1 End(UA))zdim [T z(Endwy)

A€lr(G) A€lr(G)

=dim P k-Idy, = |I(G)|.
A€lr(G)

At the same time, dim Z(k[G]) = | C1(G)| by Sect.5.5.1 on p. 115. Thus,
| Irr(G)| = [ CI(G).
It follows from Proposition 5.5 that

t(er) = (0. ..., 0, 1dy,..0, ..., 00 € @D Endu(U,).
0€lrr(G)

Since the right-hand-side elements form a basis of Z(@QEIH(G) End(Ug)), the
irreducible idempotents form a basis in Z(k[G]). O

Example 5.4 In accordance with Sect. 5.4.2, the abelian group G = 7Z/(3) has three
irreducible representations of dimension 1 over k = C. The generator g = [1]
acts in these representations as multiplication by 1, @, and w? respectively, where
w = (—1 + i/ 3) /2 € C is a primitive cube root of unity. This agrees with
Corollary 5.8 and the isotypic decomposition

Clg] _ Clgl Clg] Clg]
-1 (-1 (-0  (g—w?)

For k = R, there exists just one irreducible representation in dimension 1, the
trivial representation, because there is only one multiplicative character G — R*.
However, there is a 2-dimensional irreducible representation, in which g acts as
rotation by 120°. Since

C[G] ~ ~CopCaCC.

Rlg] _ Clg R[g]

~ ~R e R
G- - (@rgrn O

R[G] ~
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where the summands are exactly the two irreducible G-modules just described,
the group G has no other irreducible representations over R. Thus, the inequality
| Irr(G)| < |Z(G)| from Corollary 5.7 is strict in this case.

Example 5.5 (Toy Representations of Symmetric Groups) Every symmetric group
S, has two nonisomorphic representations of dimension one: the trivial represen-
tation, in which all g € S, act identically, and the sign representation, in which
each g € S, acts as multiplication by the sign sgn(g). The isotypic projections
onto the symmetric and sign components of an arbitrary S,-module are given by
the symmetrization and alternation operators

1 1
sym, = ! Zg and alt, = ! Z sgn(g) g.

" g€S, ' g€Ss,

Exercise 5.20 Verify this.

The representation of S, in k" by the permutations of the standard basis vectors
e; is called the tautological representation. It contains the trivial S,-submodule of
dimension 1 spanned by the sum ¢ = ) e;. The induced (n — 1)-dimensional
representation of S, in the quotient space k"/k - e is called simplicial,'® because
for k = IR, its image coincides with the complete group of the regular simplex
of dimension (n — 1), the convex hull of the classes ¢; (mod e) in the affine space
AR"/R-e).

Exercise 5.21 Show that the S,-orbit of every nonzero vector v € k" /k - e linearly
spans the whole space and that therefore, the simplicial representation is irreducible.

The simplest nonabelian symmetric group, S3, has three conjugacy classes.'® Hence,
the irreducible representations of S3 are exhausted by the trivial and sign represen-
tations of dimension one and the two-dimensional simplicial representation Up by
the group of the triangle. This agrees with the second equality of Corollary 5.8,
12 + 12 4 2% = 6. The A-isotypic projector equals>’

1 1
eAd=ef1—sym3—alt3=1—62(1+sgn(g))g=1—3(1+t+1’2),
8ES3

where 7 = |123) € S3 means a cycle of length 3.

Exercise 5.22 By the direct computations in the group algebra Q[S3], verify that
ex lies in the center Z (Q[Sg,]), is idempotent, annihilates both the trivial and sign
isotypic components, and acts identically on Up.

8For n = 2, the simplicial and sign representations coincide.

19Recall that the conjugacy classes in S, are in bijection with the cyclic types of permutations, i.e.,
are numbered by the Young diagrams of weight n; see Sect. 12.2.3 of Algebra I.

20Compare with Example 2.3 on p. 33.
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The next symmetric group, S4, has five conjugacy classes. Besides the trivial and
sign representations of dimension 1 and the simplicial representation of dimension
3, the group S4 has one more 3-dimensional representation, by the proper group of
the cube.?!

Exercise 5.23 Show that the 3-dimensional representations of S4 by the complete
group of the regular tetrahedron and the proper group of the cube are nonisomorphic
and obtained from each other by taking the tensor product with the sign represen-
tation. Deduce from this that the representation by the proper group of the cube is
irreducible.

Also, there is the two-dimensional irreducible representation of S; by the group of
the triangle obtained by composing the quotient map?? S, —» S3 ~ S,/ V, with the
triangle representation of S3. The equality 2 - 12 + 2 - 32 4 22 = 24 confirms once
more that we have enumerated all the irreducible representations of Sy.

5.6 Schur Representations of General Linear Groups

Everywhere in this section we consider a fixed vector space V of dimension d < co
over an arbitrary field k of characteristic zero. For every n € N, the symmetric
group S, acts on V®” by the permutations of factors in the decomposable tensors.
The isotypic decomposition

ver= @ w, (5.25)
A€Elr(S,)

of this representation is called the decomposition by symmetry types of tensors, and
the tensors lying in W) are referred to as having symmetry type A.

Example 5.6 (Quadratic and Cubic Tensors Revisited) The decomposition

V&2 = Sym*(V) @ Alt*(V)
from Example 2.2 on p. 32 is the isotypic decomposition with respect to the action
of S, >~ 7Z/(2). This action is trivial in the first summand and sign alternating in the
second. The decomposition from Example 2.3 on p. 33,

V® = Sym3(V) @ Al(V) @ Wa, (5.26)

is the isotypic decomposition with respect to the action of S3. The three symmetry
types appearing here are called symmetric, sign alternating, and Lie. The S3-linear

21See Example 12.11 of Algebra L.
22See Example 12.10 of Algebra 1.
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projectors on the components are provided by the operators syms, alts, and wa from
Example 5.5. Thus, a tensor ¢ € V®3 is of Lie type if and only if it is annihilated by
averaging over the action of a 3-cycle: t + t¢ + 72t = 0, 7 = |123) € S;.

5.6.1 Action of GL(V) x S,, on V®"

For every n € NN, the linear representation of the general linear group GL(V) in the
space V®" is given by the group homomorphism

z, : GL(V) — GL (V®"), f > f&",
where the operator f € GL(V) acts on decomposable tensors by the rule
f®":v1®v2®-~~®v,,r—>fv1®fv2®---®fvn. 5.27)

In the sense of Sect.5.4 on p. 109, 1, is the nth tensor power of the tautological
representation of GL(V) in V provided by the identity homomorphism

T = IdGL(V) : GL(V) = GL(V)

Since the action (5.27) certainly commutes with the action of the symmetric group
S, the space V®" is a GL(V) x S,-module. An element f x g € GL(V) x S, acts on
decomposable tensors as

VI ®V2® @ Uy > f (V) B (Ve2) ® -+ B (ven)) -

Since the operator f®" is S,-linear for every g € GL(V), the action of GL(V) maps
every component of the S,-isotypic decomposition V&' = P aetn(s,) W to itself,
i.e., it preserves the symmetry type of tensors. Thus, every S,-isotypic component
W, is a GL(V) x S,-module as well.

Let U, be an irreducible S,-module. The tensor product Homyg, (UA, V®") ® Uy
possesses a GL(V) x S,-module structure provided by the action

fxgioQ@u (f%¢¢) R (gu).

By Proposition 5.3 on p. 108, the contraction map ¢ ® u +— ¢(u) establishes an
isomorphism??

¢ : Homg, (Uy, V®") ® U = W, (5.28)

23 Although Proposition 5.3 was proved under the assumption that the ground field k is algebraically
closed, for S,-modules it holds over the field QQ as well, because every complex irreducible
representation of S, is actually defined over @, as we will see in Chap. 7.
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which is certainly both GL(V)- and S,-linear. The space
$*V & Homy, (U, V®") (5.29)

provided with the action of GL(V) by the rule f : ¢ +— f®" o ¢ is called the Schur
representation of GL(V).

Lemma 5.6 The linear span of the operators f®", f € GL(V), coincides with the
centralizer Endg, (V®") of the action of S, on V®".

Proof The chain of canonical isomorphisms
End(V®") ~ V8™ @ V& ~ V*®" @ V& ~ (V* @ V)®" ~ End(V)®"

identifies the centralizer Endg, (V®”) C End (V®”) with the space of symmetric
tensors

Sym"(End(V)) C End(V)®".

The latter space is linearly generated over k by the proper nth powers f®" of
f € GL(V), because of the following general claims.

Exercise 5.24 (Aronhold’s Principle) Let W be a finite-dimensional vector space
over a field of zero characteristic. Prove that the subspace of symmetric tensors

Sym™(W) c W®"

is linearly generated by the proper nth tensor powers w®* = w @ w® --- @ w.

Exercise 5.25 (Enhanced Aronhold’s Principle) Under the assumption of Exer-
cise 5.24, let F € SW* be a nonzero polynomial on W. Show that Sym"(W) is
linearly spanned by the w®" with F(w) # 0.

The enhanced Aronhold’s principle applied to W = End(V) and F = det proves the
lemma. O

Proposition 5.6 All the Schur representations
Sy = Homg, (UA, V®")

of GL(V) are irreducible.

Proof The isomorphism $'V ® Uj = W, from (5.28) transfers the action of S, on
W to the action g : ¢ ® u — ¢ ® (gu). Every linear operator F € End($'V)
acts on the space Wy = $*V ® U, by therule F : ¢ ® u — F(¢) ® u, and this
action clearly commutes with the action of S,. By Lemma 5.6, all linear operators
F € End($"V) belong to the linear span of the operators ¢ ®u > (f ®n (p) ®u with
f € GL(V). Therefore, the image of the Schur representation GL(V) — GL (S*V)
linearly generates the whole algebra End (Sl V). By Exercise 5.8 on p. 106, this
forces the Schur representation to be irreducible. O
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5.6.2 The Schur—Weyl Correspondence

The correspondence U, <> $'V, between the irreducible representations Uj of
the symmetric groups S, and the Schur representations $*V of the general linear
group** GL(V), is known as the Schur—Weyl correspondence. For example, the
trivial representation of S, corresponds to the irreducible representation of GL(V)
in the space Sym" V ~ S"V of symmetric tensors, whereas the sign representation
corresponds to the irreducible representation of GL(V) in the space Alt" V >~ A"V.
One can show that all nonzero GL(V)-modules $*V are nonisomorphic for different
A, and every finite-dimensional irreducible representation o : GL(V) — GL(W)
such that all matrix elements of o(f) are rational functions of the matrix elements
of f is isomorphic to some Schur module $*V tensored by an appropriate one-
dimensional representation det” : GL(V) — GL;(k), in which every f € GL(V)
acts by multiplication by det™( f). For the proofs and generalizations to other linear
groups, see [Fu, FH].?

Problems for Independent Solution to Chapter 5

Problem 5.1 Construct a reducible indecomposable representation of dimension
two for the additive group Z.

Problem 5.2 Show that every finite-dimensional associative algebra with unit and
without zero divisors is a division algebra.?®

Problem 5.3 Let A be an associative k-algebra with unit and ¢ : A — A an
endomorphism of A considered as a left A-module.”’” Show that there exists
a, € A such that ¢(x) = xa,, for all x € A.

Problem 5.4 Describe all associative R-subalgebras with unit of dimension at least
32 in the matrix algebra Matgxe(RR).

Problem 5.5 (Artinian Algebras) An associative algebra A is called left Artinian
if for every descending chain of left ideals L; 2 L, 2 L3 2 ---, there exists
n € N such that L; = L, for all i = n. Prove that: (a) Every finite-dimensional
algebra is left Artinian. (b) Every nonzero left ideal in A contains a minimal

2*Note that the weight n of the Young diagram A knows nothing about the dimension d of V.
However, some $*V may turn out to be zero, as happens, say, with the exterior powers A"V for
n>dimV.

25W. Fulton, Young Tableaux: With Applications to Representation Theory and Geometry, Cam-
bridge University Press (1997). W. Fulton and J. Harris. Representation Theory. A First Course.
Graduate Texts in Mathematics, Springer (1997).

26That is, for every a # 0, there exists a~! such that aa—! = a~'a = 1. Equivalently, A satisfies
all the axioms of a field except for the commutativity of multiplication (see Definition 2.1 from
Algebra I).

2T That is, ¢(ax) = ag(x) for all a, x € A.
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(with respect to inclusions) nonzero left ideal, which automatically is a simple
A-submodule of the left regular representation a : x — ax of A in A.

Problem 5.6 (Semisimple Algebras) An associative algebra A with unit is called
semisimple if the left regular representation A — Endy A, which takes a € A to the
left multiplication map x — ax, is completely reducible. Let A be a semisimple
k-algebra of finite dimension as a vector space over k. Show that:

(a) All A-modules are semisimple.

(b) A=L &L, ® --- & L; as a left A-module, where every L; C A is a minimal
nonzero left ideal in A, and L;L; = 0 if L; and L; are not isomorphic as left
A-modules.

(c) Every simple A-module is isomorphic to some ideal L; from the previous
decomposition.

(d) For every simple A-module A : A — End U,, the A-isotypic component in the
left regular representation of A is nonzero, forms a two-sided ideal I, C A, and
coincides with the direct sum of those ideals L; in (b) that are isomorphic to U
as A-modules.

(e) Every I, C A is a semisimple k-algebra with unit.?8

(f) The unit elements e, € I, satisfy the following relations: ) 5 ex = 1is the unit
of A, and

e, for A=upu,
ereuy = .
0  otherwise.

(g) The isotypic decomposition of the left regular representation A ~ [] aetre(a) I
is an isomorphism of k-algebras with unit.
(h) Every I, possesses a unique, up to isomorphism, simple 7,-module, i.e.,

| Trr(1)] = 1.

Problem 5.7 (Simple Algebras) An associative semisimple k-algebra A is called
simple if |Irr(A)| = 1. Deduce from the previous problem that every finite-
dimensional semisimple algebra is a direct sum of simple algebras. For every
finite-dimensional simple k-algebra A, prove that:

(a) All minimal nonzero left ideals in A are isomorphic as A-modules, and for every
two such ideals L', L” C A, there exists an element a € A such that L'a = L” .

(b) LA = A for every nonzero minimal left ideal L C A.

(c) There are no nonzero proper two-sided ideals in A.

(d) For the simple A-module U, the algebra D = End4 (U) is a division algebra.

(e) A ~ Endp(U).

28The unit elements e; € I, are called irreducible idempotents of A.
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Problem 5.8 Prove that following conditions on a finite-dimensional k-algebra A
with unit are equivalent: (a) A is simple, (b) A has no proper nonzero two-
sided ideals, (¢) A = Endp(U), where D D k is a division algebra and U a finite-
dimensional vector space over D.

Problem 5.9 Prove that every finite-dimensional simple algebra A over an alge-
braically closed field k is isomorphic to Endy(V) for an appropriate finite-
dimensional vector space V over k, and every nonzero irreducible representation
of A is isomorphic to the tautological linear representation of A in V.

Problem 5.10 (Nilpotent Algebras and Radicals) An associative k-algebra A is
called nilpotent if for every a € A, there exists n € IN such that a* = 0. Prove
that:

(a) All subalgebras and quotient algebras of a nilpotent algebra are nilpotent.

(b) If I C A is a nilpotent two-sided ideal such that the quotient algebra A/I is
nilpotent, then A is nilpotent.

(c) For every nilpotent algebra A, there exists m € N such that " = 0
simultaneously for all a € A.

(d) For every associative algebra A, the sum/ +J ={x+y | x €I,y € J} of two
nilpotent two-sided ideals I, J C A is a nilpotent two-sided ideal, and therefore,
there exists a unique maximal proper nilpotent two-sided ideal containing all
nilpotent two-sided ideals of A. (This ideal is called the radical of A and denoted
by rad(A).)

Problem 5.11 (Trace Form) Let A be a finite-dimensional associative k-algebra.
For a, b € A write

(a.b) ¥ tr(ab) € k (5.30)

for the trace of the multiplication map A — A, x — abx. Prove that:

(a) (x,y) is a symmetric bilinear form A x A — k, and (ax,y) = (x,ya) for all
a,x,y €A.

(b) For every left ideal L C A, the orthogonal complement L+ C A is a right ideal,
and the orthogonal R of every right ideal R C A is a left ideal in A.

(c) Ifchark = 0, then a € A is nilpotent if and only if (a,a") = 0 forall n € N.

Problem 5.12 Let A be a finite-dimensional associative algebra with unit over a field
k of characteristic zero. Prove that the following conditions are equivalent: (a) A
is semisimple, (b) rad(A) = 0, (c) the trace form (5.30) is nondegenerate.
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Problem 5.13 Let chark } |G|. Under the notations of Sect. 5.5.2, prove that:

(a) Every I, is a minimal two-sided ideal in k[G] with respect to inclusions.

(b) Every two-sided ideal in k[G] is a direct sum of some ideals I;.

(¢) Every linear representation k[G] — End(V) sends each irreducible idempotent
e, to a G-linear projector onto the A-isotypic component of V.

Problem 5.14 (Characters of Linear Representations) Let o : G — End(V) be a
finite-dimensional linear representation of a finite group G over an arbitrary field
k. The function

xv:G—=k, grtro(g),

is called the character of this representation. Prove that:

(a) The character of a representation takes a constant value on every conjugacy
class of G, i.e., assigns a well-defined function yy : CI(G) — k.

(b) If G acts on the coordinate vector space V = k" by some permutations of
the standard basis vectors, then yy(g) equals the number of fixed points of the
permutation g.

(c) The characters of the symmetric and exterior squares of a representation V are
expressed in terms of yy as

xs2v(g) = (X\Z/(g) + Xv(gz)) /2,
xa2v(@) = (xv(8) — xv(g)) /2.

Problem 5.15 Compute the characters of the five irreducible representations of S4
described in Example 5.5.

Problem 5.16 Let o : G — SL(V) be a linear representation of a group G by
volume-preserving linear automorphisms of a d-dimensional vector space V. For
all 0 < k < d, construct an isomorphism of the representations A*p ~ A% p.

Problem 5.17 (Molin’s Formula) Given a finite-dimensional linear representation
of a finite group o : G — GL(V) over an algebraically closed field k of
characteristic zero, write

dp = dimy{f € S"V* | Vg € G, Vv eV, f(o(g)v) =f(v)}

for the dimension of the space of G-invariant homogeneous polynomials of degree
mon V. Prove that

1 1
D" = 0D :
1G] £z det(1 —10(g))

m=0

Problem 5.18 (Representations of D3) Use the presentation of D3 by generators o,

7 and relations 02> = 73 = ¢, 070 = 7! to show that the eigenvalues of s and t
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in every linear representation are exhausted, respectively, by the square and cube
roots of unity, and that o sends every eigenvector of t to an eigenvector with
the inverse eigenvalue. Deduce from this* that the irreducible representations
of D3 = §3 over C are exhausted by the trivial and sign representations of
dimension 1 and by the triangle representation U of dimension 2. Show that
S§"OUN ~ S"Up @ k[D3], where k[D3] means the left regular representation.
Find the multiplicity of every simple Ds;-module in S"U, for all n € IN.

Problem 5.19* (Schur Reciprocity) Under the notation of the previous problem,
prove that for all k, m € N, there is an isomorphism of D3;-modules

SE(S"Up) =~ 8" (SUA)

Problem 5.20 Enumerate all irreducible representations of the dihedral group D,
and compute their characters.

Problem 5.21 Let G ~ S, be the proper group of the cube in R>. Write CV, C£,
CF for the spaces of complex-valued functions on the respective sets of vertices,
edges, and faces of the cube.

(a) Find the multiplicity of every simple S4-module in the natural representations
of Gin CY, CE,CF bytherule g : f > fog™!.

(b) Letthe map s : CV — CF send a function f to the function sf whose value on a
face equals the sum of the values of f on the edges bounding the face. Find the
dimensions®® of ker s and im s and indicate some bases in these two spaces.

Problem 5.22 The faces of the cube are marked by 1, 2, 3,4, 5, 6, as on a die. Once
per second, every mark is changed to the arithmetic mean of the marks on the four
neighboring faces. To an accuracy within 41072, evaluate the marking numbers
after 2017 s. Does the answer change if the initial marks 1,2, 3,4, 5, 6 are placed
differently?

Problem 5.23 Solve Problem 5.21 for the proper group of the dodecahedron.
Problem 5.24* Describe all finite subgroups of SO3(IR) up to conjugation.

Problem 5.25 (Invariant Inner Product) Show that every finite-dimensional
representation of a finite group G over R (respectively over C) admits a G-
invariant Euclidean (respectively Hermitian) inner product (v, w), meaning that
(gv,gw) = (v,w) forall g € G.

Problem 5.26 Assume that a G-invariant Hermitian structure and orthonormal basis
are fixed in every finite-dimensional complex G-module. Write all operators
g € Ginterms of unitary matrices in these bases. Consider the matrix elements of

2Without any reference to Corollary 5.8 and Example 5.5.
30Hint: use the G-linearity of s, isotypic decompositions from (a), and Schur’s lemma.
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these matrices as functions G — C. Prove that every two matrix elements from
different irreducible representations are orthogonal with respect to the standard
Hermitian structure on C¢ provided by the inner product

(fi-£2) = 1GI7" ) _file) - £(2).

g€G

and compute the inner products of matrix elements of the same irreducible
representation.’!

3'Hint: for every k-linear map between irreducible representations ¢ : U, —> U,,, the average

IGI™' > "geg™ =167 ) gwg'

gEG 8€EG

is G-linear, and therefore, either zero (for A # @) or a scalar homothety (for A = g); apply this to
@ = E;; and use the trace to evaluate the coefficient of the homothety.



Chapter 6
Representations of Finite Groups in Greater
Detail

Everywhere in this section, we write by default G for an arbitrary finite group and k
for an algebraically closed field such that char(k) 4 |G].

6.1 Orthogonal Decomposition of a Group Algebra

6.1.1 Invariant Scalar Product and Plancherel’s Formula

For a vector space V of finite dimension over k, the algebra Endy (V) possesses the
canonical inner product

End(V) x End(V) — k, (A,B) ¥ tr(AB) (6.1)

provided by complete contraction.

Exercise 6.1 Check that for every pair of decomposable operators A = a ® «,
B = b ® B from End(V) >~ V ® V*, one has tr(AB) = «(b) - B(a). Deduce from
this that tr(AB) is symmetric and nondegenerate.

Write L : k[G] — End(k[G]), x + L, for the left regular representation, which
sends x € k[G] to the left multiplication L, : z + xz. Note that it is injective,
because L,(e) = x # 0 for x # 0. The restriction of the inner product (6.1) written
for V = k[G] to the subspace L(k[G]) C Endy(k[G]) provides the group algebra
k[G] with the symmetric bilinear form

(f.9) & tr(LLy) = tr (Lfg) . (6.2)

Since multiplication by the identity element e has trace |G|, and multiplication
by every nonidentity element g € G is traceless, the Gram matrix of (6.2) in the

© Springer International Publishing AG 2017 131
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standard basis formed by group elements is

_VIG| forh=g",

(6.3)
0 forh#g\.

(g, h)

Therefore, the symmetric form (6.2) is nondegenerate.! For the standard basis
consisting of all g € G, the dual basis is formed by the normalized inverse group
elements

g ¥¢7/|GI. (6.4)

Therefore, every element of the group algebra x € k[G] is expanded through the
standard basis G C k[G] as

1
=16 D (6.5)

g€G

Exercise 6.2 For every g € G, verify that the left and right multiplications by g,
which map x +— gx and x +— xg respectively, are adjoint linear endomorphisms of
k[G] with respect to the inner product (6.2). Use this to prove that the orthogonal
complement to every left ideal in k[G] is a right ideal, and conversely, the orthogonal
complement of every right ideal is a left ideal.

It follows from the exercise that the orthogonal complement of every two-sided ideal
I C k[G] is a two-sided ideal as well. Therefore, the isotypic decomposition of the
left regular representation

kiGl= & ©L (6.6)
A€lr(G)

is an orthogonal decomposition. The isomorphism provided by Maschke’s theo-
2
rem,

t: k[G] » l_[ End(U,),
A€IT(G)

allows us to evaluate the inner product (6.2) in terms of the traces of group elements
taken in the irreducible representations.

"Note that this fails if chark | |G].
2See Theorem 5.5 on p. 117.
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Proposition 6.1 (Plancherel’s Formula) For allf, g € k[G],

(f.8) =Y _ dim(Up) - tr(A(f)).

A€l (G)

Proof The trace of left multiplication by fg in the algebra @ err() End(U,) equals
the sum of the traces of left multiplications by A(fg) in the algebras End(U,) for
all irreducible representations A € Irr(G). It remains to note that the trace of left
multiplication by a matrix M: X +— MX in Mat, (k) equals n - tr(M), because every
standard basis matrix Ej; appears in the expansion of MEj; with the coefficient m;.

O
6.1.2 Irreducible Idempotents
It follows from Sect. 5.5.2 on p. 115 that the irreducible idempotents
er=m(e)=v"(0....0,1dy, .0, ... 0) € I, C k[G] (6.7)
form an orthogonal basis of the center Z(k[G]) and satisfy the relations
fi =1
erep = e fore ’ (6.8)
0 foro#A.

Since the trace of multiplication by the identity in the algebra Endyx(U,) equals
dim? U, the following orthogonality relations hold:

(6.9)

dim?>U; forp = A,
(ekaeg) =

foro # A.

Note that the basic idempotents e, are uniquely characterized as the orthogonal
projections of unity e € k[G] on the isotypic ideals 1.

Proposition 6.2 For every A € Irr(G), the linear expansion of ey, through the group
elements is

_ dimU;,

- > r(Ag™) g (6.10)

g€G

e

In particular, every linear representation k|G| — End(V) maps the right-hand side
of this equality to the A-isotypic projector i) : V — V).
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Proof By formula (6.5), ey = |G| ZMEIH(G)(g_l,eA) - g. By the Plancherel
formula,’

e = D dim(U,) - tr(u(g " er)) = dim (V) - tr (A(g ™)) -
UEIT(G)

The sum is reduced to one summand, because left multiplication by e, annihilates
all simple G-modules U, with ;& # A, and acts on U, as the identity endomorphism.
0

6.2 Characters

6.2.1 Definition, Properties, and Examples of Computation

Associated with every finite-dimensional linear representation ¢ : k[G] — End(V)
is the k-linear form

Yo KIGl = k, x+—tro(x), (6.11)

called the character* of 0. When g is clear from the reference to V, we will also write
xv instead of y,. Since the trace of a linear map is unchanged under conjugations of
the map, the character of every linear representation takes a constant value on every
conjugacy class of G. For the same reason, the characters of isomorphic G-modules
coincide. In terms of characters, formula (6.10) for the A-isotypic projector can be
rewritten as

_ dimU;

ex
|G

Y g™ s (6.12)

g€G

Example 6.1 (Characters of Permutation Representations) Let a group G act on k"
by permutations of the standard basis vectors. Then the character of this action takes
an element g € G to the number of fixed points of the permutation provided by g.
In particular, the values of the character of the left regular representation are

(2) |G| forg=e,
g =
t 0 forg #e.

3See Proposition 6.1 on p. 133.

“Do not confuse these additive characters of arbitrary groups with the multiplicative characters of
abelian groups considered in Sect. 5.4.2 on p. 111.
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For a Young diagram A, write C, C S, for the conjugacy class consisting
of all permutations of the cyclic type A. Then the character of the tautological
representation of S, in k" equals m;(4), the number of length-one rows in A.
Since the tautological representation is a direct sum of the simplicial and trivial
representations, and the latter has the constant character equal to 1 for all g, the
value of the simplicial character on the class C;, C S, is ya(Cxr) = mi(A) — 1.

Exercise 6.3 Verify the following table of irreducible characters of S3,

conjugacy class B B:] 111
1

3 2

values of character:
trivial| 1 1 1
sign|1 —1 1

its cardinality

triangular| 2 0 —1

(6.13)

and convince yourself that the isotypic projectors e, obtained from this table by
formula (6.12) agree with those described in Example 5.5 on p. 120.

Example 6.2 (Irreducible Characters of S4) 1f a representation admits an explicit
geometric description, its character usually can be computed by straightforward
summation of the eigenvalues of rotations and reflections representing the group
elements. For example, the five irreducible representations of S; from Example 5.5
on p. 120 take the following values on the conjugacy classes in S4:

conjugacy class E a:] Bﬂ Bjj 1111

its cardinality| 1 6 3 8 6

values of character:

trivial| 1 1 1 1 1
sign|1 —1 1 1 -1
tetrahedral|3 1 —1 0 —1

cubic|3 =1 —1 O 1

triangular|2 0 2 —1 0

(6.14)

The fourth row of this table was computed as follows. The trace of the identity
equals the dimension of the representation. Since a lone transposition and a pair of
disjoint transpositions act as rotations by 180° about some lines, their eigenvalues
are 1, —1, —1, and the trace equals —1. A 3-cycle and 4-cycle act as rotations by
120° and 90° respectively, and their eigenvalues are 1, o, w? and 1, i, —i, where
w, i € k are respectively a third and a fourth root of unity. The traces are 0 and 1.
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Exercise 6.4 Verify the third and fifth rows of the table.

Lemma 6.1 For every linear representations V, W of a finite group G with
characters yy, yv, one has

xvew(g) = xv(g) + xw(g), (6.15)
xvew(g) = xv(g)xw(g) . (6.16)
xve(8) = rv(g™), (6.17)
Krom(v.w) (8) = xv(g™)Aw(g). (6.18)

Proof Since every operator g in a finite group of linear operators is diagonalizable
over an algebraically closed field of characteristic zero, there exist bases

v1,V2,...,0, €V and wi,wa,...,w, €W

consisting of eigenvectors of g. Write o;; and f; for the eigenvalues of v; and w;. The
disjoint union of these eigenvalues is the set of eigenvalues for the representation
g in V @ W. This proves the first formula (6.15). The mn eigenvalues of g in the
representation V ® W are o;8;. This leads to (6.16). Formula (6.17) holds, because
the diagonal matrices of g in the dual eigenbases of the dual representations are
inverse to each other.’ The last formula follows from (6.16) and (6.17). O

Exercise 6.5 Verify that the generating power series for the characters of symmetric
and exterior powers of a linear representation ¢ : G — GL(V) are

1
xav(g) = det(1 +10(g)) and xsv(@) 1’ = :
; ! ZO Y det(1 —t0(g))

Corollary 6.1 The character of an arbitrary linear representation V is a linear
combination of the irreducible characters y,, A € Irr(G) with nonnegative integer
coefficients:

= > m) . (6.19)
A€l (G)

where my (V) = dimVy/dim U, is the multiplicity® of the simple G-module U,
inV. O

3See Sect. 5.4 on p. 109.
6See Definition 5.1 on p. 109.
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6.2.2 The Fourier Transform

Since every covector is uniquely determined by its values on a basis, the vector
space k[G]* dual to the group algebra k[G] is naturally isomorphic’ to the space k°
of all functions G — k on the basis G of k[G]. The isomorphism maps a function
¢ 1 G — k to the linear form evaluated as ¢(3_ x, - &) = D x,¢(g). At the same
time, associated with the inner product on k[G] is the isomorphism®

k[G] = K[G]*, f+ (f, *). (6.20)

which maps a vector to the inner multiplication by this vector. The inverse map sends
the basis of k[G]* dual to the basis G of k[G] to the basis consisting of elements’
gV = g7'/|G| for all g € G. The composition of k-linear isomorphisms

k = k[G]* = k[G]
is called the Fourier transform. We denote it by

g 1 _
® : k¢ = k[G], (pl—)(pd=f|G|Z(p(g N.g. (6.21)
g€G

It maps the irreducible characters y; € k¢, A € Irr(G), to rational multiplies of the
irreducible idempotents

1
1= e 6.22
B Gimu, (6.22)
Exercise 6.6 Describe the binary operation on k[G] corresponding to the (commuta-
tive) multiplication of functions in k, and the binary operation on k° corresponding
to the (noncommutative) multiplication in k[G] under the Fourier transform.

Let us transfer the inner product (6.2) from the group algebra k[G] to the space of
functions k© by means of the isomorphism (6.21), that is, put

o~ 1 _ _ 1 _
CNE@D = ey () (gh) = |G|Z¢’(g DY (9
g.heG g€eG
(6.23)

for every two functions ¢, ¥ : G — k. The next claims follow immediately from the
formulas (6.22), (6.9), and they completely reduce the structural analysis of linear
representations to formal algebraic manipulations with their characters.

7See Lemma 7.1 in Sect. 7.1.1 of Algebra L.
8See Sects. 10.3.1 and 16.1.1 of Algebra I.
°See formula (6.4) on p. 132.
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Corollary 6.2 The irreducible characters form an orthonormal basis in the sub-
space KO c kS of functions G — k taking constant values on the conjugacy
classes. O

Corollary 6.3 dimHomg(V, W) = (xv, xw) for every pair of finite-dimensional
G-modules V, W.

Proof Both sides are equal to ZAGIH(G) my (V)my (W), where m) (M) means the
multiplicity of the irreducible representation A in a given G-module M. For the left-
hand side, this follows from Corollary 5.5 on p. 109, and for the right-hand side,
from Corollary 6.1 on p. 136 and the previous corollary. O

Corollary 6.4 The multiplicity of a simple G-module U, in an arbitrary G-module
V can be computed by the formula my (V) = (xa, xv)-

Proof Take the inner product of the character y, with both sides of formula (6.19)
on p. 136, and use the orthonormality of irreducible characters. O

Corollary 6.5 A linear representation V is irreducible if and only if (xv, xv) = 1.

Proof It follows from Corollary 6.1 and the orthonormality of irreducible characters
that

Gvoav) = Y m(V),

A€l (G)

where all the multiplicities m, (V) are nonnegative integers. This sum equals one if
and only if it is exhausted by exactly one summand equal to one. O

Exercise 6.7 Enumerate all irreducible representations and compute their characters
for the following groups: (a) D,, (b) A4, (¢) As, (d) Ss.

Remark 6.1 (Inner Product of Complex Characters) Since the eigenvalues of all
operators from a finite group G of order |G| = n are nth roots of unity, fork = C,
they all lie on the unit circle U; C C. This forces the inverse eigenvalues of
the inverse operators g,g~! € G to be complex conjugate to each other, because
A~ = Aforall A € Uj. Therefore, x (g_l) = x(g) for all characters y of G. Hence,
the inner product of complex characters is proportional to the standard Hermitian
inner product of functions'® G — C,

(X1 x2) = é| > @) xa(s) -

| g€G

Remark 6.2 (Inner Product of Characters of the Symmetric Group) Since every
two inverse permutations g, g~! € S, are of the same cyclic type, they are conjugate

10See Examples 18.3, 18.4 of Algebra 1.
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in S,,. Therefore, y (g_l) = x(g) for all characters y of the symmetric group S,,.
Hence, the inner product of characters of S, is proportional to the standard Euclidean
inner product of functions'':

W= Y 0@ 6.

" g€S,
In particular, it is positive anisotropic over @ and R.

Example 6.3 (Exterior Powers of the Simplicial Representation) Write 1, A, and
t for the trivial, simplicial, and tautological representations of S, over @Q. Since
T = A @ 1, the mth exterior power is given by

A"t =A"A® A"TA.

Exercise 6.8 Check that A*(U & W) =~ Dotp AU APW.

We are going to show that (ypm;, yam:) = 2forall1 < m < (n—1). This forces the
representations A™ A to be irreducible for all 0 < m < n. The trace of a permutation
o € S, computed in the standard basis e; = e;, Aej, A -+ Ae;, of A (k") equals the
sum of signs sgn o |; of the permutations induced by o on all cardinality-m subsets

I C{l,2,...,n}suchthato(l) C I. Therefore,
1
Gneand = (2 senel)- (X sentol)
o€S, Lo(DCl J:o(J)CJ

= r:' Z Z sgn(ol;) - sgn(o|y)

" 0€S,, Lo()Cl

o(J)CJ
1
= 2 D sen(ol)-senoly).
1J _o()CI
O (nct

The permutations o such that o(/) C I and o(J) C J form a direct product of four
symmetric groups Sy X Syu—k X Si—k X Sn—2m+k, Where k = k(I,J) = |I N J| and the
factors independently permute the elements within the sets

INLI~AIND,I~AIND){1,2,....0t~TUJ).

Since

sgn(al;) - sgn(sly) = sgn(oliny)? - sgn(oli~any) - sgn(ol~any)

= sgn(o|~any)) - sgn(o|/~ans)) »

1See Examples 10.1, 10.2 of Algebra 1.
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the previous sum can be written as
1
SR (= 2m B! ( 3 sgn(g)) : ( 3 sgn(h)) . (6.24)
n 1J 8ESm—k hESm—k

The last two sums are equal to 1 for k = m, m — 1 and vanish for all other values of
k,m.If k = m, then I = J, and the corresponding part of (6.24) looks like

1
'Zm!-(n—m)!.
n!
T

n
m.

have |I N J| = (m — 1), and the corresponding part of (6.24) looks like

! m-—1D'(n—m—1)!.
n!Z Z

INJ i)
ijgInJg

It consists of () coinciding summands (”;‘)_l and equals 1. If k = m — 1, then we

It consists of (mil) - (n—m + 1)(n — m) coinciding summands of the form

m=1)—m—1)1 _( n 1
n! S \m—1 (m—m+D)(n—m)’

i.e., it equals 1 as well.

6.2.3 Ring of Representations

The Z-linear combinations of complex irreducible characters of a finite group G
form a commutative subring with unit in the algebra C° of all functions G — C. It
is called the representation ring of the group G and is denoted by

Rep(G) ¥ P Z-y C C.
A€Ir(G)

The terminology is justified by the fact that the linear combinations of irreducible
characters with nonnegative integer coefficients are in bijection with the finite-
dimensional linear representations of G over C. Under this bijection, addition and
multiplication of characters in C¢ correspond to direct sums and tensor products
of the representations. Integer linear combinations containing some irreducible
characters with negative coefficients are called virtual representations.
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6.3 Induced and Coinduced Representations

6.3.1 Restricted and Induced Modules Over Associative
Algebras

Let A C B be associative k-algebras with a common unit element. Every linear
representation of B in a vector space W can be considered a representation of the
subalgebra A C B. The space W considered as an A-module is called the restriction
of the B-module W on A, and is denoted by res W, or resﬁ W when the precise
reference to A, B is essential. We already met this construction in Sect. 18.1 of
Algebra I, when we considered the realification of a complex vector space. In this
case, k = A = R, B = C, and every vector space W of dimension n over C
produces the vector space Wr = resg W of dimension 2n over R.

Conversely, associated with every A-module V is the induced B-module, denoted
by indff V = B®,V and defined as the quotient space of the tensor product of
vector spaces B ® V by the subspace spanned by the differences ba ® v — b ® av
forallb € Bae€ A,v € V. Thus, ba®,v = b®, av in B®, V. For this reason,
the space B ®,4 V is also called the tensor product over A. Elements b € B act on
B ®,4 V by the rule

(V' QU)E(BY)Rv.

We met this construction as well in Sect. 18.2 of Algebra I, when we studied the
complexification of a real vector space. Indeed, fork = A = R, B = C, and a
vector space V of dimension n over R, the induced complex vector space C ® V is
exactly the complexification of V.

Proposition 6.3 The map 5 : V. — B®,V, v — 1Q®uv, is A-linear and
possesses the following universal property: for every B-module W and A-linear map
¢ : V. — W, there exists a unique B-linear homomorphism ¥ : BQsV — W such
that ¥ o t8 = @. In other words, for every A-module V and B-module W, there
exists the canonical isomorphism

Homg (ind V, W) = Homy (V,resW) , ¥ > ¥ o 15. (6.25)
Proof Let ¢ : B®4 U — V be a B-linear map. Then the composition
(pzl/fcrf:V—)W, vi> Yl ®4u)
is A-linear, because ¢(av) = Y (1 ®4av) = Y(a®av) = ay(1 ®4v) = ap(v).
Thus, the map (6.25) is well defined. For every A-linear map ¢ : V — W, there
exists at most one B-linear map ¢ : B&y V — W suchthat o = ¢ o r/f, because

it must act on the decomposable tensors by the rule b ® v + be(v). Since bp(v) is
bilinear in b, v, this rule actually assigns a well-defined map B ® V — W, which
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is obviously B-linear and annihilates all differences ba ® v — b ® av, because ¢
is A-linear and bagp(v) — bp(av) = 0. Hence, v is factorized through the map
B,V —>W. O

Exercise 6.9 Check that the universal property from Proposition 6.3 determines the
B-module B ®, V and the A-linear map tf uniquely up to a unique isomorphism of
B-modules commuting with r/f .

Exercise 6.10 Verify that both restriction and induction commute with direct sums.

6.3.2 Induced Representations of Groups

Let B = k[G], A = k[H] be the group algebras of a finite group G and subgroup
H C G. Then every linear representation o : G — GL(W) can be restricted to the
representation

reso € oly : H — GL(W)

of H, and this agrees with the restriction of k[G]-modules to k[H]-modules.
Conversely, every linear representation A : H — GL(V) provides G with the
induced representation

indA : G — GL(k[G] @ V) (6.26)

such that Homg(ind V, W) =~ Homy(V,resW). We write res$; and ind§ for
the restriction and induction if the precise reference to H C G is required. In
terms of characters, restriction and induction assign the homomorphisms of the
representation rings
ind
Rep(H) < = Rep(G) .

res

which are adjoint to each other with respect to the scalar product of characters,'?
ie.,

(XindV7 XW)kG = (XVa XresW)kH s

where the left- and right-hand-side scalar products are taken within the spaces of
functions G — k and H — k respectively. It follows from this formula that for
every two irreducible representations

n:G—GLWU,) and v:H — GL(U,),

12See formula (6.23) on p. 137.
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the multiplicity of u in the representation induced by v equals the multiplicity of v
in the restricted representation u,

my, (indv) = m, (res ) . (6.27)

This equality is known as Frobenius reciprocity.

Proposition 6.4 (Transitivity of Induction) For every tower of subgroups
K C H C G and every linear representation 0 : K — GL(U), there is the
canonical isomorphism of G-modules indg indlg U= indg U.

Proof Since for every G-module W there are the canonical isomorphisms

Homg (U, W) = Homgy (indg U, W) >~ Homg (indg indg U, W) ,

Y= Yo r}? 015,
the map tff o 7 : U — ind,G, ind% U possesses the universal property from

Proposition 6.3. By Exercise 6.9, there exists a unique isomorphism
ind% ind? U = ind% U

whose composition with /7 o rg is the universal map t,? U — indIG( U. O

6.3.3 The Structure of Induced Representations

The tensor product of vector spaces

kKGleV =Pk eV

g€G

is a direct sum of |G| copies of the vector space V indexed by the elements g € G.
Factorization by the relations (gh) ® v = g ® (vu) identifies all the direct summands
whose indices belong to the same coset gH by gluing together the elements gh ® v
and g ® hv. Hence, as a vector space over k, the tensor product k[G] ®jm V is
a direct sum of r = [G : H] copies of V indexed by some fixed representatives
81,82, ..., of all the left cosets of the subgroup H in G,

k[G]kE[B]V:gIV@gZV@g?,V@ - @gV. (6.28)

Every summand g,V in this sum is a copy of V, and the element g, tells that this
copy corresponds to the left coset g,H. For a vector v € V, we write g,v for the
copy of v belonging to the summand g,V. Every vector w € k[G] ®u; V has a
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unique expansion of the form

-
w = Zguvu,where v, €V.

v=1

An element g € G acts on the sum (6.28) as follows. For every v = 1, 2, ... ,r,
there exist unique 7 = h(g,v) € Hand u = u(g,v) € {1, 2, ..., r} such that
g8v = g,h. Then for every v, the element g maps the summand g, V isomorphically
onto the summand g,V by the rule g : g,v = g hv forall v € V, where hv € V
means the action of the automorphism 4 = h(g,v) € H on the vector v € V
provided by the initial representation H — GL(V).

Example 6.4 Let G = S3, and let H C S5 be the subgroup of order 2 generated
by the transposition 0 = |12). Then the elements of G/H can be represented by
e, T, T2, where T = |123) is a 3-cycle. The representation W = ind 1 induced
by the trivial H-module of dimension one has dimension 3 and basis e, t, 72. The
generators g, T € S3 are represented by the linear operators with matrices

100 001
o=1001 and 7=]100
010 010

in this basis. Therefore, W is isomorphic to the tautological S3-module, which
is the direct sum of trivial and triangular irreducible representations of Ss. The
representation W' = ind sgn induced by the 1-dimensional sign representation of
H has the same basis e, 7, 72, but now o, T are represented by the linear operators
with matrices

-1 0 0 001
co=10 0 -1 and =100
0-10 010

This representation is a direct sum of the sign representation in the linear span of
the vector e + t + 72 and the triangle representation in the orthogonal 2-plane.
The representation of S3 induced by the 2-dimensional regular representation of
H in k[H] ~ k[o]/(6* — 1) is the 6-dimensional regular representation of S3 in
k[S3] = e-k[H] ® t - k[H] ® 72 - k[H].

Exercise 6.11 Verify that the regular representation of a subgroup always induces
the regular representation of the ambient group.



6.3 Induced and Coinduced Representations 145

Proposition 6.5 If a group G has an abelian subgroup H C G, then every simple
G-module has dimension at most"® [G : H).

Proof Let U be an irreducible representation of G, and L C res U an H-submodule
of dimension 1. By Frobenius reciprocity, U has positive multiplicity in ind L.
Hence, dim U < dimind L = [G : H]. O

Proposition 6.6 Assume that the intersection of a conjugacy class C C G with a
subgroup H C G splits into m distinct classes with respect to conjugation by the
elements of H:

CNH=D; UDyU---UD,,.

Then for every representation H — GL(V), the character of the induced represen-
tation of G takes on the class C, the value

Xinav(C) =[G : H]- Z)(v(D) | .

i=1

In particular, for the trivial 1-dimensional representation 1 of H,

CNH
Xind1(C) =[G : H] - | cl | . (6.29)

Proof For every g € C, the summands g,V in the decomposition (6.28) are
permuted under the action of g, and a nonzero contribution to the value yingv(g)
is made only by those summands g, V that are mapped to itself by g. The inclusion
g(g,V) C g,V means that gg, = g,h for some h = g;'gg, € H. In this case,
g acts on g,V by the linear operator representing # in GL(V) whose trace equals

xv(h) = xv(g,'ggv). Therefore,

Xinav(g) = Z)(v(gu 88) = Z xv(s™'gs) = |Z > D).

s€G: i=1 s€G:
8 gEVEH sTlgseH s~ lgseD;

(In the second equality, we replace every summand by |H| coinciding summands
obtained by writing arbitrary elements s € g, H instead of g,. In the third equality,
we collect all the summands with s™' gs lying in the same class D;.) By the orbit
length formula,'* every product s™'gs € D; is obtained from |G|/|C| distinct

3In Theorem 10.2 on p.233 we will see that for every normal abelian subgroup H <I G, the
dimension of every irreducible G-module divides the index [G : H].

14See Proposition 12.2 in Sect. 12.5.2 of Algebra L.
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elements s € G, and altogether, there are |D;| such distinct products. Therefore,
1 m
Kiav(8) = | > xvDi) - Dil - 1Gl/Cl
i=1

as required. O

Exercise 6.12 (Projection Formula) For every G-module W and H-module V,
construct the canonical isomorphism of G-modules ind((res W) ® V) ~W®indV,
where both tensor products mean the tensor products of the group representations. '3

6.3.4 Coinduced Representations

In the representation theory of associative k-algebras, besides the induced module
B ®, V, there is another B-module naturally associated with a representation of a
subalgebra A C B in a vector space V, namely, the coinduced module

coind V¥ Homy(B, V). (6.30)

The algebra B acts on Homy (B, V) from the left by means of the right regular action
on itself, that is, given a map ¥ : B — V, the map by : B — V is defined by
byr(x) &  (xb) for all x € B.

Exercise 6.13 Check that by is A-linear for A-linear v, and that
(b1b2) ¥ = bi(bay) .

The coinduced module has the universal property dual to that from Proposition 6.3.
Namely, there exists the canonical A-linear map

zg‘ :Homy(B,V) =V, ¢~ (1),

and for every B-module W and A-linear map ¢ : W — V, there exists a unique
homomorphism of B-modules ¥ : W — Homu(B, V) such that 7j - ¢ = ¢.
Equivalently, for every A-module V and B-module W, an isomorphism of vector
spaces

Homg (W, coind V) = Homy (res W, V) ,

(6.31)
Vo tey,

15See Sect. 5.4 on p. 109.
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is given by sending a B-linear map ¥ : W — Homy (B, V), w — ¥, to the A-linear
maptj o : W — V, w> v,(1). The inverse isomorphism takes an A-linear
map ¢ : W — V to the B-linear map

Y : W —> Homy(B,V), w1,

where ¥, : B—V, b ¢(bw).
Exercise 6.14 Verify that both maps are well defined and inverse to each other.

When A = k[H]|, B = k[G] are the group algebras of a finite group G and a
subgroup H C G, the Fourier transform'® leads to the isomorphism of vector spaces

® ® Idy : Hom(k[G], V) > k[G] ® V, (6.32)

mapping a rank-one operator £ @ v € k[G]* ® V to the tensor

1 1

Qv = G

| EE) g =

g€G

| Yo EMm) V),

heG

where in the second equality we change the summation index by & = g~!. Since
&(h) - v is nothing but the value of the operator £ ® v : k[G] — V at h € k[G], the
transformation (6.32) sends an arbitrary linear map ¢ : k[G] — V to the tensor

e 1 _
w"=‘|G|Zg '®¢(g).

g€G

called the Fourier transform of the operator ¢. The Fourier transform is G-linear,
because for every s € G,

~ 1 _

o= &' ®sp(g) =
16l 7=

1

|G

1
ol > s ®e(gs)

g€G

Y s ®@e(g) =5
g€CG

The Fourier transform (6.32) followed by the quotient map
K[G] ® V — K[G] ®uj V

establishes a G-linear isomorphism between the subspace
Homy (k[G], V) C Hom(k[G], V)

and k[G] ®um V.

16See formula (6.21) on p. 137.
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Exercise 6.15 Verify the last statement.

Thus, the induced and coinduced representations of a finite group are canonically
isomorphic by means of the Fourier transform.

Exercise 6.16 Convince yourself that everything said in this section makes sense and
remains true for finite-dimensional representations of every (not necessarily finite)
group G and subgroup H C G such that [G : H] < c0.

Problems for Independent Solution to Chapter 6

Problem 6.1 Let U, U’, and V be the trivial, sign, and simplicial representations
of S5 respectively. Use the isomorphism17 PGL,(IF5) = S5 to construct a
representation of Ss in the space W of all functions P (IF'5) — C with a zero sum
of values. Compute the characters of the representations U, U’, V, V ® U’, A%V,
SV, W,WQU',W® YV, S?W, and A>W. Indicate which of these representations
are irreducible.

Problem 6.2 Describe the isotypic decompositions of the restrictions of all irre-
ducible representations of S4 on the subgroups (a) S3 = Stabg, (4), (b) As.

Problem 6.3 The same question for the restrictions of simple Ss-modules to the
subgroups (a) S4 = Stabs. (5), (b) As.

Problem 6.4 Let G be a finite group, and ¢ : C[G] — GL(V) an injective complex
representation of dimension dimV = 2. Prove that the character x, takes the
value dim V on exactly one conjugacy class of G.

Problem 6.5 Let the character of an irreducible complex representation V of a finite
group take a nonzero value on a conjugacy class K such that |K| and dim V are
coprime. Prove that all elements of K act on V by scalar homotheties.

Problem 6.6 Describe the isotypic decomposition of the complex representation of
S4 induced by (a) the 1-dimensional representation of a 4-cycle by multiplication
by i € C, (b) the 1-dimensional representation of a 3-cycle by multiplication by
e¥™3 ¢ €, (c) the triangular representation of S3 = Stabg, (4) C Ss.

Problem 6.7 Describe the isotypic decomposition of the complex representation of
S5 induced by (a) the 1-dimensional representation of a 5-cycle by multiplication
by e¥/5 e C, (b) both 3-dimensional representations of As C S5 by the rotations
of the dodecahedron.'®

17See the comments to Exercise 6.7.

18See Exercise 6.7 on p. 138 about the dodecahedral representations, and Example 12.12 in
Sect. 12.4 of Algebra I for more details about the isomorphism between As and the proper
dodecahedral group.
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Problem 6.8 Write R(G) C CC for the representation ring'® of a finite group G.
Establish an isomorphism of additive abelian groups

R(Gl X Gz) >~ R(Gl) ® R(Gz).

Problem 6.9 Are the representation rings R(Qg) and R(D,) isomorphic?*°

Problem 6.10 (Affine Group of a Line) Write A for the group of affine automor-
phisms x > ax + b of the line A! = A(TF,) over the field F, = Z/(p).

(a) Show that A = T, ><|]F;, where IF, C A is the additive group of parallel
displacements, and is ]F; C A the multiplicative group of dilatations with
respect to the origin 0 € A'. Enumerate the conjugacy classes of A.

(b) Calculate the character of the representation of A in the space V of functions
A'! — C with zero sum of values, and show that V is irreducible.

(c) Check that the previous representation V is induced by the 1-dimensional rep-
resentation IF, — U(1), t — e>™ /P of the subgroup of parallel displacements.

(d) Prove that all the other irreducible representations of A have dimension one.

Problem 6.11 (The Heisenberg Group Over I, for p > 2) Let L be a vector space
of dimension n over the residue field I, = Z/(p) with p > 2. The Heisenberg
group H)) consists of all triples (x, u, u*) € IF, x L x L* with the composition law

(1, ur, ut) o (x2, up, u3)

(o +x+ (w3 m)—(uf u2)) /2, uy 4 up, uf +u3) .

Write H' ~ F, x L C H,, for the subgroup formed by all triples (x, u, 0).

(a) Show that H}; actually is a group, and enumerate the conjugacy classes of Hy.

(b) Check that A, [1 is isomorphic to the group of upper unitriangular 3 x 3 matrices
over I,

(¢) Fora € F¥, write W, for the representation of H[’} induced by the 1-dimensional
H’-module with the character ¥, (x,u,0) = e*"/P_ Show that all W, are
irreducible, and calculate their characters.

(d) Verify that all the representations W, are nonisomorphic, and all the other
irreducible representations of H) have dimension one.

Problem 6.12 (The Heisenberg Group Over ;) Write H for the group generated
by 4n + 4 elements +£1, £uy, ..., & uy,+| constrained by the relations

u; = =1, wuj = —uu;,

19See Sect. 6.2.3 on p. 140.

20Recall that Qg = {=1, &i, &5, k} C H is the group of quaternionic units, and D, the group
of the square.
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and “a minus times a minus is equal to a plus.” Verify that H consists of 2212

distinct elements +u; = fu; u;, - - - u;,, where I = {ij, i, ..., iy} runs through
the increasing subsets in {1, 2, ... ,(n + 1)} and ug = 1. Check that elements
+u; labeled by all the I’s of even cardinality form a subgroup®' H} C H,
and H21 ~ Qg is the group of quaternionic units. Describe the center Z(H3).
Enumerate the conjugacy classes and all complex irreducible representations
of H).

Problem 6.13* Let o : G — GL(V) be an effective?® representation of a finite
group G. Prove that every irreducible representation of G appears with nonzero
multiplicity in the isotypic decomposition of some tensor power V&,

21Called the Heisenberg group over 5.
22That is, with trivial kernel ker o = e.



Chapter 7
Representations of Symmetric Groups

7.1 Action of S,, on Filled Young Diagrams

7.1.1 Row and Column Subgroups Associated with a Filling

A Young diagram A of weight |A| = n filled by nonrepeating numbers 1, 2, ... , n
is called a standard filling of shape A. Given a filling 7', we write A(T) for its shape.
Associated with every standard filling 7 of shape A = (A1, A2, ..., ), DA = n,
are the row subgroup Ry C S, and the column subgroup Cy C S, permuting the
elements 1, 2, ..., n only within the rows and within the columns of T respectively.
Thus, RT ~ Sll X Slz X - X S/\k and CT >~ S)UI X Sk’z X +e0 X Sl’m, where
Al = (A, A, ..., AL) is the transposed Young diagram. For example, the standard
filling

1]3]5]
4]8]

~
I
[~

picks out the following row and column subgroups in Sg = Aut({1,2,...,8}):

Rr = Aut({1,3,5,7}) x Aut({2, 4, 8}) x Aut({6}) >~ S4 x S3,
Cr = Aut({2,6,7}) x Aut({1, 4}) x Aut({3, 8}) x Aut({5}) ~ S3 x S2 X S;.
Exercise 7.1 Convince yourself that S, acts transitively by the permutations of

filling numbers on the set of all standard fillings of shape A, and R,y = gRrg™ !,
C,r = gCrg~ ! for every g € S, and standard filling T.

© Springer International Publishing AG 2017 151
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Recall that we say that a Young diagram A dominates' a Young diagram p, and
write A > w, if Ay + Ay 4+ -+ + A = py + po + -+ + py for all k € IN. Also,
we write A >y for the total lexicographic order? on the set of all Young diagrams.
Note that ¢ cannot dominate A if A > .

Lemma 7.1 Let U, T be standard fillings of shapes |, A with the same weight
Al = |u| If i does not strictly dominate A, then either there are two numbers in
the same row of T and in the same column of U, or A = . and pT = qU for some
p € Ry, q €< Cy.

Proof Suppose that the elements of every row in T are in different columns of U.
Since the elements from the top row of T are distributed among different columns
of U, the inequality A; < p; holds, and there exists g € Cy moving all the
elements from the top row of T to the top row of q; U. Since the elements from the
second row of T are still distributed among different columns of g, U, there exists
q> € C4u = Cy that leaves all the elements from the first row of T fixed and
moves all the elements from the second row of T to the top two rows of g,q,U.
Here we have the inequality A1 + A, < u; + 2. Repeating this argument, we get
a sequence of permutations ¢, s, ..., qr € Cy, where k is the number or rows in
the diagram A, such that every g; leaves fixed all the elements lying simultaneously
within the top i rows of T and i — 1 rows of g;—; - - - q1 U, and lifts all the remaining
elements from the ith row of 7 to the top i rows of ¢;q;— ---¢q1U. In particular,
AM+Ar+ - 4+A; < puyp 4+ p2+ - -+ + p; for all i. By the assumption of the lemma,
A < u forces A = u, and therefore, each ¢; sends the elements from the ith row of
T to the ith row of g;g;—1 ---q1U. Thus, gi - - - q1 U = pT with p € Rr. O

Corollary 7.1 A permutation g € S, is factorized as g = pq withp € Ry, g € Cr
if and only if the elements of every row in T appear in different columns of gT. Such
a factorization is unique if it exists.

Proof If U = pqT, where p € Ry, q € Cr, then all elements of every row in T are
in different columns of U, because ¢ shifts these elements along the columns and
p permutes the resulting set of shifted elements within itself. Conversely, if every
row of T is distributed between different columns of U = g7, then by Lemma 7.1,
there exist p € Ry and g € Cy such that pT = qU = qgT. Hence, p = gg. Since
qg € Cor = gCrg~" can be written as gg;g~! with ¢; € Cr, we conclude that
g= pql_l, as required. The factorization g = pq is unique, because of Ry N Cr={e}.

O

ISee formula (4.11) on p. 89.
2This means that A; > y; for the minimal i € N such that A; 7# ;.



7.1 Action of S, on Filled Young Diagrams 153
7.1.2 Young Symmetrizers sy = ry - cr

Given a standard filling T of shape A with |A| = n, the elements

rr = ZU, cr = Z sgn(o) -0, (7.1)

OERT o€Cr
ST =1rr-cr = Z Z sgn(q) - pq , (7.2)
PERT g€Cr

of the group algebra CI[S,] are called, respectively, the row, column, and total Young
symmetrizers. They have the following obvious properties:

Vg €S, ra=grrg ', cor=gcrg”", sgr=gsrg", (7.3)

VpeRr, prr=rp=rr and Vgqé€Cr, ger =crg=sgn(q)-cr, (7.4
VpeRr, VqeCr, psyq = sgn(q) - st. (71.5)

Moreover, the total Young symmetrizer sy € C[S,] is uniquely determined up to
proportionality by the property (7.5), because of the following claim.

Lemma 7.2 The vector space
Er¥{o € C[S,]| Vp € Ry, Vg € Cr, pog = sgn(q) - 0}

has dimension 1 and is spanned by the Young symmetrizer sr.

Proof Let us show that every element 0 = de s, Xe8 € E7 is equal to x, - s7. The
equality pog = sgn(q) - o means that x,, = sgn(g) - x, for all g € S,,. In particular,
for g = e, we get x,, = sgn(q) - x,, and therefore 0 = x, - st + Zg¢RTCT xeg. It
remains to verify that every coefficient x, in the latter sum is zero. By Corollary 7.1,
for every g ¢ RyCr, there are two elements of the alphabet {1, 2, ..., n} situated
in the same row of T and the same column of U = g7T. The transposition t € §,
of these elements belongs to both subgroups Ry and Cy = gCrg™', the latter of
which means that g~'tg € Cr. The equality x,,, = sgn(q) - x, written for p = ,
q = g 'tg becomes x, = —x,. Hence, x, = 0. O

Lemma 7.3 For every filling T, the equalities sp-C[S,]-s = C-sr and s3 = ny st
hold, where

n!

"= i (TS - 1)

is a positive rational number depending only on the shape A of the filling T.

Proof Tt follows from (7.4) and (7.5) that for every xeC][S,], the element
st-x-s7 possesses the property (7.5) and therefore lies in the dimension-one subspace
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Er = C - sy from Lemma 7.2. In particular, s% = ny - sy for some ny € C, which
can be evaluated by computing the trace of the endomorphism

¢ :C[S,] = C[S,], x+ x-s7,

in two different ways, as follows. Formula (7.2) implies that the coefficient of g in
the expansion of the product g - st equals 1 for all g € §,,. Hence,

tr(p) = |S,| = n!.
On the other hand, the left regular S,-module CJ[S,] is completely reducible, and
there exists an S,-submodule W C CIS,] such that C[S,] = W & CIS,] - s7-
Right multiplication by sy maps W to CI[S,] - sy and acts on CI[S,] - st as
scalar multiplication by ny. Thus, tr(p) = np - dim (C[S,] - s7). This forces

nr = n!/dim (C[S,] - s7) to be positive and rational. Since s,z = gsrg~', and
therefore

2 _ 2,1 -1 _
ng - gsTg = nrgsrg - nngT ’

the number ny = ny 1) depends only on the shape A = A(7) of the filling 7. O

Lemma 7.4 If the shape of a filling T is lexicographically bigger than the shape of
a filling U, then

rr - C[Sy] - cv = cy - C[Su] - rr = s7- C[Sa] -5y = 0.
Proof Ttis enoughto checkthatry-g-cy =cy-g-rr = 0forall g € §,. To begin
with, let g = e. Then by Lemma 7.1, there are two elements lying in the same row

of T and column of U. The transposition t of these elements belongs to Ry N Cy.
Hence,

rrecy =(rr-1t)-cy =rr-(t-cy) = —rr-cy
and
cy-rr=—(cy-t) rr=—cy-(t-rr) =—cy-rr.
This forces rr - cy = cy - rr = 0. Now, for every g € S,,, we have
rreg-cu=rr-geug -g=(rr-ceu)-g=0
and

cuv-grr=cy-grrg ' -g=(cu-rer)-g=0.
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Theorem 7.1 For every standard filling T, the representation of S,, by left multipli-
cation in the left ideal

VT = (D[Sn] -5t C (D[Sn]

is irreducible. Two such representations Vr, Vy are isomorphic if and only if the
fillings T, U have the same shape, A = A(T) = A(U). Every simple S,-module is
isomorphic to some Vp with |A(T)| = n.

Proof Let W C Vg be an S,-submodule. Write 7w : C[S,] — W for an S,-linear
projection, and let w = 7 (1) € W. Then (x) = w(x- 1) = x- w(1) = x - w for all
x € C[S,]. This forces W = C[S,] -wand w - w = m(w) = w. Since

ST-WCST'VTZST'C[SH]'STZ(D-ST,

the image of the map sy : W — W, x > syx, is either O or Ex = C - s7. In the first
case, W-WCVy-W=C[S,]-s7-W=0.Hence, w=w-w=0and W = 0. In
the second case, sy € sy - W C W. Hence, Vr = C[S,] - s7 C Wand W = V. We
conclude that V7 is a simple S,-module.

Let two fillings T, U have different shapes, say A(T) > A(S) lexicographically.
By Lemma 7.4 on p. 154, left multiplication by sy annihilates the S,-module V; and
acts nontrivially on V7, because sy € Vr is an eigenvector of sy with the nonzero
eigenvalue ny (7). Therefore, the representations Vr and Vi are not isomorphic.

Let us fix some filling 7, for every Young diagram A of weight n. Then all the
irreducible representations V7, are distinct and are in bijection with the conjugacy
classes of S,,. Therefore, every irreducible S,-module is isomorphic to one and only
one module V7. In particular, for every filling S of a given shape A, the irreducible
Sp-module Vg is isomorphic to Vr,, because Vr, % Vs for u # A(S), as we have
just seen. O

Notation 7.1 We write V) for the isomorphism class of the irreducible representa-
tion CI[S,] - sy, from Theorem 7.1, where T} is some standard filling of the shape A.
As A runs through the Young diagrams of weight n, the classes V; form the complete
list Irr(S,,) of simple S,-modules up to isomorphism.

7.1.3 Young Symmetrizers s = cr - rr

In general, the subsets RrCr and CrRr in S, are distinct. For example, the standard
filling

_
=g
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leads to the set RrCr containing exactly one 3-cycle |12) o [13) = |132), whereas
the only 3-cycle in CzRr is |13) o |12) = |123). Thus, swapping the factors in (7.2)
leads to the symmetrizer

sp=crorr=y_ Y sgn(q)-qp. (7.6)

PERT g€CT

which is different from the symmetrizer sy = rr-cy in general. The symmetrizers s7.
and sy go to each other under the antipodal antiautomorphism o : C[S,] = CI[S,],
g g_l, which leaves the factors rr, cr unchanged but reverses their order in the
product.

Exercise 7.2 For the Young symmetrizer s/, formulate and prove the analogues of
the relations (7.5), Lemma 7.4, Lemma 7.3, and Theorem 7.1.

Lemma 7.5 The representations of S, by left multiplication in the ideals
Vi = CIS,] - sy and V}. = C[S,] - s are isomorphic.

Proof Right multiplication by c¢r and rr assigns homomorphisms of the left
S,-modules

xt>xecr
Vi = CI[S,] - crrr —=——= CI[S,] - rrer = Vr.

XTT X

The composition x + x-rrcy = x-s7 acts on Vy = CI[S,]-s7 as scalar multiplication
by n,r). Therefore, right multiplication by ¢z and right multiplication by n;l rr are
isomorphisms of S,-modules that are inverse to each other. O

Theorem 7.2 The classes of the irreducible representations V) and Vy: correspond-
ing to the transposed Young diagrams A and A' are obtained from each other by
taking the tensor product with the sign representation.

Proof Let us fix some standard filling T of shape A and the transposed filling T* of
shape A’. Then Ry = Cr, Crr = Rr, and

S = Z Z sgn(p) - gp = Z Z sgn(q) - sgn(pq) - qp = 0 (S/T) J

PERT 9€CT PERT q€Cr
where o : CI[S,] — C[S,], g —> sgn(g) - g, is the sign automorphism of the group

algebra. For every representation ¢ : C[S,] — End(W), the tensor product with the
sign representation W ® sgn is isomorphic to the representation

o ° 0:CI[S,] — End(W).

In particular, V7 ® sgn >~ V7. ® sgn is isomorphic to the representation of S, in the
space V5. = C[S,] - s7 by the rule

g:x-sp > sgn(g)-gx-sy. 7.7



7.2 Modules of Tabloids 157

The sign automorphism maps the space V}. isomorphically onto the space
Vi = (D[Sn] s STt = (D[Sn] 0 (S/T)

and transforms the action (7.7) to the left regular action g : o (x) - 57+ > go(x) - s77.
O

7.2 Modules of Tabloids

The Ry-orbit of a standard filling T is called a tabloid of shape A = A(T) and is
denoted by {T'}. The tautological action of S, on the standard fillings g : T + gT
induces the well-defined action g : {T} — {gT'} on the tabloids, because

8RrT = gRrg™'gT = RyrgT .

Write M, for the complex vector space with a basis formed by the tabloids of
shape A. The permutation representation of S, in M) by the rule g : {T'} — {gT} is
called the tabloid representation. Equivalently, the tabloid module M, ~ indlsg; 1
is described as the representation of S, induced from the trivial 1-dimensional
representation of the subgroup Ry C S,. Indeed, the tabloids of shape A are in
bijection with the left cosets gRr € S,/Rr, and the action of S, on the tabloids
coincides with the left action on these cosets.

Exercise 7.3 Show that the tabloid representation M) is isomorphic to the represen-
tation of S, by left multiplication in the ideal C[S,] - rr.

We write ¥, for the character of the tabloid representation M. Recall that
C, € CI(S,) means the conjugacy class formed by all permutations of cyclic type 7.

Proposition 7.1 Let my = mjy,my, ---m,, be the standard monomial basis® of the
Z-module of symmetric polynomials in x1,xa, . . ., X,, and

Pn(X) = PPy e+ Py = P1D)" p2(x)™ - pa ()™

the Newton symmetric polynomial.* The value ;. (Cy) equals the coefficient of my,
in the expansion of p, through the monomial basis.

Proof The n;th power of the ith Newton polynomial is expanded as

| . .
pi(xn,:(le+x12+___+xt)x= 2 : 1 xllelxleIZ___sz,,,'
n Noslecip: | n
Y oi=n;i Qi1:0i2: Oin:
j &1

3Recall that it is numbered by the Young diagrams of length at most n; see formula (3.3) on p. 58.

4See formula (3.12) on p.62. Note that n; = n;(n) equals the number of length-j rows in the
diagram 7.
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Therefore, the coefficient of )cll ;2 . xﬁ" in the expansion of

Ny

Pp(x) = p1(x)"' p2(x)" - pulx

is equal to the sum

n!-ny!-
(7.8)
Z l_[l] Q’]

Qij

running over all collections of nonnegative integers g;; such that

Y05 =mn and Y i-05 =4 (7.9)

On the other hand, it follows from formula (6.29) on p. 145 for the character of an
induced representation that

C,NR
m(c,,)z[sn:RT]-| n R (7.10)
Gyl

where

[Sn . RT] = |Ci7| =

n! n!
[A! [T;imnt”

and C, N Ry splits into a disjoint union of Ry-conjugacy classes of permutations of
cyclic type n lying in Rr. The elements of every independent cycle of a permutation
o € C, N Ry belong to the same row of the filling 7. Two such permutations are
conjugate within Ry if and only if both permutations have the same number @;; of
length-i cycles formed by elements from the jth row of T for all 1 < i,j < n. Since
every collection ¢ of numbers g;; is obviously constrained by the conditions (7.9),
the Ry-conjugacy classes D, C C, N Ry are in bijection with the summands of (7.8).
The stabilizer of a permutation 0 € A, under conjugation by the elements of Ry
consists of []g;! independent permutations of cycles having equal lengths, and
[ ] independent cyclic permutations of elements within the cycles. Hence,

|Cy N Ry| = Z'D'—Zn

ini
l]l IQL/

Substituting these values in (7.10) leads to (7.8) after obvious cancellations. |
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7.3 Specht Modules

7.3.1 Description and Irreducibility

Associated with a filling T of shape A is the vector

vr =cr{T} = Y _ sgn(q) - {qT} € M; . (7.11)

q€Cr

By Lemma 7.1 on p. 152, the equality pq,T = g»T never holds for

q1,92 € Cr=Cy1,p € Ry 1,

because every two elements sharing the same column in 7 are certainly in different
rows of g T. Therefore, the summands on the right-hand side of (7.11) are distinct
basis vectors of M, taken with coefficients £1. In particular, each vector vy is
nonzero. Since

gur = ger{T} = gerg ™ {gT} = cor{gT} = vgr
for all g € S,, the linear span of all vectors vy, where T is a standard filling of shape
A, is an S,-submodule in M. It is called the Specht module and denoted by S} .

Lemma 7.6 Ifthe shape A of a filling T does not strictly dominate a Young diagram
WU, then

0 foru # A,

CTM =
C-vr foru=2r.

Proof Let U be a standard filling of shape p. If there is a transposition t € Ry N Cr,
then

CT{U} = CT{TU} =CT" T{U} = —CT{U} . (712)

Hence, c7{U} = 0. If there are no transpositions in Ry N Cr, then A = u and
pU = qT for some p € Ry, g € Cr by Lemma 7.1. In this case,

cr{U} = cr{pU} = cr{qT} = sgn(q) - cr{T} = Lvr.

|

Theorem 7.3 The Specht module S, is simple and belongs to the class V), i.e., is
isomorphic to the left ideal C[S,] - s7, where T is a standard filling of shape A.

Proof Let T be a standard filling of shape A. Assume that S, = V & W is a direct
sum of S,-modules. Since ¢7S, C ¢y - M, = C - vy by Lemma 7.6, and ¢7 maps
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each of the submodules V, W to itself, vy belongs to one of them, say vy € V. Then
V contains all vectors v,y = gvr, g € S, and therefore coincides with S,. Hence,
Sy is an irreducible representation of S,,. Moreover, S; % S, for ;. # A. Indeed, let
A < u lexicographically. By Lemma 7.6, the action of ¢z annihilates S, C M, and
is nontrivial on S, because crvr = crep{T} = |Cr| - cr{T} = |Cr| - vr. Thus,
the Specht modules S; form a complete list of distinct simple S,-modules up to
isomorphism. Since c7 annihilates all irreducible representations V,, with u < A by
Lemma 7.4 on p. 154, we conclude that S belongs to the class V. O

Corollary 7.2 The multiplicity of the simple submodule S, in the tabloid module
M, may be nonzero only if L ™ M. For all A, the multiplicity of Sy in M), equals 1.

Proof Since cr sends the whole of M, inside S, C M, and acts nontrivially on S},
there is exactly one simple submodule isomorphic to S, in M,. If there exists an
Sy-linear injection S, < M, for u # A, then the operator cy, constructed
from every filling U of shape u, does not annihilate M. Thus, Lemma 7.6 forces
nw> A O

7.3.2 Standard Basis Numbered by Young Tableaux

Let us define the column scanning of a filling T of shape A to be the word obtained
by reading the columns of 7" from the bottom upward one by one from left to right.
For example, the column scan of the standard tableau

7 — 13
BE

is the word 21534. We write T > U if the maximal element in different cells of T,
U appears in the column scan of T in a position to the left of that in the scan of U.
Exercise 7.4 For every Young diagram A, verify that the relation 7 > U provides
the set of all standard fillings of shape A with a total order.

For example, the 120 standard fillings of the Young diagram H are ordered as

30 33 [ 3 1 B 3 S 1 3 O W Y R B
= [a[1] > [a3] > [a]3] > [2[1] > [a]2] > [3[2] > ---
5] 5 5]

5]
[3]5]
> [213] > [2]4] > [1]4] > [3]4] > [3]4] > [1]4] > [2]4].
1] 1]

The main feature of the order > is that for every standard tableau’ T, the inequalities
pT > T > qT hold for all p € Ry, g € Cr, because the maximal element of every
independent cycle of p is shifted by p to the left, and the maximal element of every
independent cycle of ¢ is raised by ¢. This forces every standard tableau T to be

wn
w| |wn
W o

I
~

3See Sect. 7.1 on p. 151.
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the minimal element of its Ry-orbit RyT. In particular, for every filling U < T, the
tabloids {U} and {T'} are distinct in the module M.

Exercise 7.5 Prove that cr{U} = 0 for every pair of standard tableaux U > T.

Theorem 7.4 The vectors vy, where T runs through the standard tableaux of shape
A, form a basis of the Specht module S). In particular, dimS, = d) equals the
number of standard Young tableaux® of shape \.

Proof Let us first check that the d) vectors vy are linearly independent. The linear
expression of the vector vy = Y sgn(q) - {¢T} through the basis vectors {U} of
M, has the form

q€Cr

vr ={T} + ZSU-{U},WheI'CSU =-1,0,1.
U<T

Every nontrivial linear relation between such vectors also can be written’ as
vr = ZU ~7Xu * vy. Expanding vy and vy as linear combinations of tabloids leads
to an equality of the form

(T} = yu-{U}.

U<T

which never holds, because {T} # {U} in M, for U < T. The linear independence
of the vectors vy implies the inequality dim S, = d,. At the same time, it follows
from formula (4.6) on p. 85 and the relation on the sum of squares of dimensions of
irreducible representations from Corollary 5.8 on p. 118 that

dodi=nl=) dim’S;.

Therefore, dim S) = d,. O

7.4 Representation Ring of Symmetric Groups

Write 9, for the additive abelian group of the representation ring® of S,, i.e., for the
Z-linear span of the irreducible characters in the space of all functions S, — C. We
also put Ny & Z. We are going to equip the direct sum of abelian groups

" P oo,

n=0

6See Example 4.2 on p. 85.
7By moving all terms but vy with the maximal T to the right-hand side.
8See Sect. 6.2.3 on p. 140.
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with the structure of a graded commutative ring with unit, that is, with a
commutative multiplication such that 3%y - R, C R4, for all k, n. Do not confuse
this new multiplication with that discussed in Sect. 6.2.3 on p. 140, corresponding
to the tensor product of representations [U], [W] + [U ® W] and existing separately
within each ),,. To prevent confusion with tensor multiplication, the multiplication
Ny x Ry, — N4y that we are going to define will be called the Littlewood—
Richardson product.

7.4.1 Littlewood-Richardson Product

Associated with a pair of linear representations ¢ : Sy — GL(U), ¥ : S,, — GL(W)
is the linear representation

OXY 1S5 xS, =>GLU®W), (g.h):u®@wr gu® hw. (7.13)

Let us embed Sy x S,, into Sy, as the subgroup of permutations mapping both parts
of the partition

(1,2, k4+m={12, ... . kbUtk+ 1 k+2, ... . k+m} (7.14)

to itself. Write ind(¢ x ) for the representation of Sy, induced from the
representation (7.13) of this subgroup, and put [¢]-[v] £ [ind(¢ x V)], where [f], [V/],
and [ind(¢ x V)] mean the isomorphism classes of corresponding representations’
in Ny, R, and R4, respectively. The Littlewood—Richardson product R x N — N
is the Z-bilinear extension of this product to the finite Z-linear combinations of
irreducible characters.

A different embedding S; x S,, <> Si+m provided by another disjoint union
decomposition

o k+my =i, i, iy Udjnjo o jm)

leads to the subgroup of Si4, conjugate to that obtained from the decomposi-
tion (7.14), and therefore, to the isomorphic induced representation ind(¢ x ¥) of
Sk+m-

Exercise 7.6 Let ¢, ¥ : H — G be two injective homomorphisms of groups
such that o(H) = gy (H)g™' for some ¢ € G, and ¢ : H — GL(V) a
linear representation. Construct an isomorphism of the G-modules induced by the
representations 0@~ !, o~ of the subgroups ¢(H), v (H) C G respectively.

Hence, the Littlewood—Richardson product is commutative and does not depend on
the splitting {1, ..., k+m} = I'LJ used to embed Sy x S, into Sy4,,. Since for every

°0r equivalently, their characters.
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three representations £ : Sy — GL(U), n : S¢ — GL(V), ¢ : S,, — GL(W), the
classes ([€]-[n]) - [¢] and [€] - ([n] - [¢]) coincide with the class of the Sy;n+r-module
induced from the representation

Sk XS x8y > GLU VW), (81,8 83) — &(g1) ®n(g2) ®{(g3),

the Littlewood—Richardson product is associative as well.

Exercise 7.7 Check this carefully, and use the distributivity isomorphisms from
Proposition 1.3 on p.12 to verify that the Littlewood—Richardson product is
distributive with respect to addition' in 9.

Lemma 7.7 The graded commutative ring R\ is the ring of polynomials with integer
coefficients in the countable set of variables [1;], k € N, the classes of trivial
Si-modules of dimension one. The isomorphism classes of tabloid representations

M3] = [1a,]- [La,] -+ [L,] = [T )™ [Lo]™2 - - L™ (7.15)

where A runs through all Young diagrams, and m; = m;(A) means the number of
length-i rows in A, form a basis of R as a Z-module.

Proof It follows from Corollary 7.2 that the transition matrix from the isomorphism
classes [M,] to the classes of irreducible representations [S3] is integer upper
unitriangular. Therefore, the classes [M, ] also form a basis of R over Z. Since the
tabloid module M, is induced from the trivial representation of the row subgroup
Sy X Sy, X --- 83, C S, the equality (7.15) holds in ) by the definition of the
Littlewood—Richardson product. The set of all formal monomials in the variables
[14] coincides with the set of classes [M}], because [1,,] = [M(;,] is a particular
tabloid representation corresponding to the Young diagram formed by one row
of length A;, and these representations are multiplied in ) exactly as the formal
variables [1;] are multiplied within the polynomial ring. O

7.4.2 Scalar Product on R

Write ([U], [W]) for the Euclidean inner product in 9 such that the irreducible
classes [V;,] form an orthonormal basis. Then the direct sum % = @N; becomes
orthogonal, and the inner product of every two classes

V=Y ki-[Va] and [W]= > my-[V)]

[Al=n [A|=n

10Recall that it corresponds to the direct sum of representations; see Sect. 6.2.3.
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belonging to the same component ), can be interpreted as

([U].[W]) = ) kamy = dim Homg, (U, W) = (xu. xw), - (7.16)
[A=n

where (xv, yw), means the inner product of characters in the algebra!'! C%, that is,

1 1
L @ = Y IC xo(Caw(C) = 35 xu(Caw(C).
n

’ 8ESy I

where the summation is over all Young diagrams of weight n, C,, C S, denotes
the conjugacy class formed by permutations of cyclic type ., and the combinatorial
factor'?

g =] Jmit-i" (7.17)

is related to the cardinality of C,, by the equality |C,| = n!/z,. Therefore,

(UL WD) =) 5" xu(C)xw(Cy) - (7.18)
12

7.4.3 The Isometric Isomorphism R = A

Recall'® that the ring of symmetric functions A has the Euclidean inner product
(*,*) such that the Schur polynomials s, form an orthonormal basis, that the
basis consisting of complete symmetric functions 4, is dual to the monomial basis
my,, and that the Newton polynomials p, are orthogonal, with {p, ,px) = zi1. By
Proposition 7.1 on p. 157, the value v, (C,), of the tabloid character v, on the
conjugacy class C,, coincides with the coefficient of m, in the linear expression of
the Newton polynomial p,, through the monomial basis:

Pu = Zl/f)\(cu) - my, .
p

This forces ¥, (Cy) = ( DPu»ha ), because the complete symmetric functions h,
form the Euclidean dual basis to m;,. The same inner product ( D ha ) equals the

1See Remark 6.2 on p. 138.
2Here m; = m;(u) is the number of rows of length i in ji.
13See Sect. 4.6 on p. 95.
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coefficient of z;l - p. in the linear expression of /1, through the Newton basis p;,
ho=Y 5 (pu b )pu =Y 2" xmy (Cu) Py (7.19)
H K

Comparison of (7.19) with (7.18) leads to the following claim.

Theorem 7.5 The map

ch:M=A, (U 2" xu(Co) pu. (7.20)
n

is simultaneously a (well-defined'* over 7.) isomorphism of graded commutative
rings and a Euclidean isometry. It sends the classes of tabloid representations [M, ]
to the complete symmetric functions hy, and the classes of irreducible representa-
tions [S1] to the Schur polynomials s). It transfers the tensor multiplication by sign
representation to the involution™ w on A, which swaps s, with s): and h) with e,.

Proof The map (7.20) is linear in [U]:

ch([U] + [W]) = ch(([U® W]) = >z, xvew(Cu) - py
"

= Zz;l “(xv(Cw) + xw(Cw)) - pp = ch([U]) + ch([W]).
m

By Lemma 7.7 on p. 163 and Corollary 3.3 on p. 62, the rings i, A are polynomial
rings in the countable sets of variables [1;] and A respectively. It follows from (7.19)
that the map (7.20) sends every basis monomial

M3] = (13,1 [La,] - - [1a,] = [T [L2]™ -+ [La]™
(where m; is the number of length-i rows in the diagram 1) to the basis monomial
hy = hy, ~hyy by, = WY - R
and respects the multiplication of the variables, because ch ([1;]) = hy. Therefore,

the assignment [U] + ch([U]) establishes a well-defined isomorphism of graded
rings ! = A. Since the Newton polynomials form an orthogonal basis of Q@ ® A

14 Although the right-hand side of (7.20) contains denominators.
15See Proposition 4.4 on p. 94.
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and have (p; ,pa ) = z), formula (7.18) implies that y preserves the inner product:

(ch([U]).ch(WD) = 55" xu(COxw(C) - (pu . p2)
A

=> "z xw(@xw(g) = (U].[W]) .
"

It follows from Corollary 7.2 on p. 160 that the transition matrix from the orthonor-
mal basis [S}] to the basis [M, ] is lower unitriangular:

[S1] = M) + D xua My
A

By formula (4.23) on p.94, the transition matrix from the complete symmetric
functions £, to the Schur polynomials s, is lower unitriangular as well'®:

hy, = ZKM’/\'SM =) + ZKMJ\'SM'
® u>A

Therefore, the transition matrix from the polynomials ch ([S;]) to the Schur
polynomials is also lower unitriangular:

ch ([Sa]) = ch([M;] + ZXM[MM]) =hy + Z b, =55 + Z VurSu -
HB>A HB>A HB>A

Since

1= ([S2).[S2]) = (ch([S]) . ch([Sa])) = (s2.52) + Y 2 (050 )

ue>A
=1+ v
u>A

we conclude that all y,; are equal to O, that is, ch([S;]) = si. The tensor
multiplication by the sign representation is transformed by the isomorphism (7.20)
to the involution w by Theorem 7.2 on p. 156 and Proposition 4.4 on p. 94. O

Corollary 7.3 (Young’s Rule) The multiplicity of the Specht module S, in the
tabloid representation My, equals the Kostka number K, .

16Recall that the Kostka number K, ; is the number of Young tableaux of shape y filled by A,
ones, A, twos, etc. It is nonzero only for u B> A. All K, ; = 1. (See formulas (4.10) and (4.11) on
p. 88.)
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Corollary 7.4 (Littlewood—Richardson Rule) The multiplicity of [S,] in the
product [S)] - [S,.] is equal to the Littlewood—Richardson coefficient'’ ¢! . Jrom the
expansion sy - s, = ZU CXM -5y in AL

Corollary 7.5 (Ramification Rules) Let S, C S,4 be embedded as the stabilizer
of some element. Then the representation of S, induced by an irreducible
representation S, of S, is a direct sum of simple modules S, each taken with
multiplicity one, for all Young diagrams | obtained by adding one cell to the
diagram A. Conversely, the restriction of a simple S,41-module S,, on S,—y splits
into a direct sum of simple modules S,, each taken with multiplicity one, for all
Young diagrams A obtained by removing one cell from the diagram [i.

Proof Since [ind(Sy)] = [S,] - [11], the first statement follows from the Littlewood—
Richardson rule and Pieri’s formula,'® which expands sy - i as a linear combination
of Schur polynomials. The second formula follows from the first by Frobenius
reciprocity: the multiplicity of S, in res S, equals the multiplicity of S, in ind S;.

O

Corollary 7.6 (Frobenius Formula for Characters of S,) The value of an
irreducible character y, of a symmetric group S, on a conjugacy class C,, C S,
equals each of the following three coinciding integers:

o the coefficient of z;l - pu(x) in the expansion of the Schur polynomial s) (x)
through the basis z;l - pu(x) of the vector space Q ® A;

o the coefficient of s)(x) in the expansion of the Newton polynomial p,(x) through
the Schur basis s) (x) of the Z-module A;

o the coefficient of the monomial x**% = )c/lh"'"_l)céz—""_2 =z -xfl‘” in the alternating
polynomial

) - As(x) = 1) o)™ -+ pue)™ - [ (i = x)
i<j
where pi(x) = ixf is the Newton sum of powers, m; means the number of
length-i rows in the Young diagram |1, and As(x) = det(xj’.’_i) is the Vandermonde
determinant.

Proof The first item follows directly from Theorem 7.5. To prove the second,
recall that the Newton polynomials p,, form an orthogonal basis of Q@ ® A with
( DPu> Pu) = z,. Therefore, the coefficient of z;l - pu(x) in the linear expression
of s, through the basis z;l - pu(x) equals the inner product (sk Dy ), which
is simultaneously the coefficient of s, in the expansion of p, through the
Schur orthonormal basis s;. The third follows from the Jacobi-Trudi formula'

17See Theorem 4.2 on p. 92.
18See Exercise 4.9 on p. 92.
19See Sect.4.5.1 on p. 93.
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53 (x) = Apgs(x)/As(x). Namely, multiplying both sides of the expansion

_ CAsgs()
) = ; (G-

by As leads to the equality p,(x) - As(x) = Y, xa(Cy) - Ayxts(x), which states
that x,(C,,) is the coefficient of A, ;s(x) in the linear expression of the alternating
polynomial p,, (x) - As(x) through the determinantal basis.*’ O

7.4.4 Dimensions of Irreducible Representations

By the Frobenius formula, dim S, = x, (1) is equal to the coefficient of

x/H-5 — x?l +Vl—1x§2+n—2 . _xin

in the polynomial

pl-As = (le) - det (xj" ')

n!
= X A3 sgn(o) 2 TOgm,

my!-mp!--omy!
mymy ...my OES,

Write n; = A;+n—i for the strictly decreasing row lengths of the diagram n = A+36.
Then the coefficient of the monomial x7 = x;“xgz -x," in the previous product

equals
sgn(o) n!
Z [1; (5 —n+o()))!

= ngn(o) l"ln, ce(nj—n+o()+1).

where the summation is over all permutations o € S, such that all n of the numbers
nj —n + o (j) are nonnegative. Every product ; - ('7/ — 1) e ('7/ —n+o(j) + 1) in
this sum consists of n — o () positive integers decreasing sequentially by one, and

20See formula (3.4) on p. 58.
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the whole sum is equal to the standard expansion of the determinant
MO —n D) mes(p—n+ 1) e (g —n+ 1)

ety (p—1) mm—1) - nn—1)

m M2 N
1 1 1

Exercise 7.8 Convince yourself that this determinant equals [ [; < (i — ).
We have proved the following claim.

Corollary 7.7 (Frobenius Formula for Dimensions of Irreducible S,-Modules)
Letn) = A + 6, that is, n; = A; + n —i. Then

n!
dim S, = | 1(mi—n)).
ml-ma!le-on,! l_[ i =1

i<j
O

Exercise 7.9 (Hook Length Formula) Given a Young diagram A and acella € A,
the hook of a is the I'-shaped subdiagram I' (@) C A formed by the cell a and all the
cells below a in the column of a and to the right of a in the row of a. The number of
cells in the hook of a is called the hook length of a. Prove that

n!

nael |F(Ll)| '

dimS/\ =

For example, the hook lengths of the cells in the Young diagram A = (4,2, 1) are

4]2]1]
1

6
3]
1

’

and therefore, the Specht representation S45 1) of the symmetric group §7 has
dimension

A highly nontrivial combinatorial consequence of Exercise 7.9 and Theorem 7.4 on
p- 161 is that the number d of standard Young tableaux of shape A can be calculated
by the hook-length formula. For example, the previous computation shows that there

are 35 standard Young tableaux of shape
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Problems for Independent Solution to Chapter 7

Problem 7.1 For every standard filling T, show that the representations of S, by left
multiplication in the ideals C[S,]-rr and CI[S,]-cr are induced, respectively, by the
trivial representation of the row subgroup Ry C S, and by the sign representation
of the column subgroup Cr C S,.

Problem 7.2 Show that in general, the left ideal C[S,] - s7 is not contained in the
left ideal C[S,] - rr.

Problem 7.3 For all irreducible representations of groups S, S4, and S5 constructed
by hand in Example 5.5 on p. 120, Example 6.2 on p. 135, Exercise 6.7 on p. 138,
and Example 6.3 on p. 139, indicate explicitly the Young diagram A such that the
Specht module S is isomorphic to the handmade representation in question.

Problem 7.4 For the (n — 1)-dimensional simplicial representation V4 of the group
Sy, establish the following isomorphisms:
@) AV > Vg, 1ty ) VS~ C O Va @ V212 ® Viw-2).1.1)-

my—1

Problem 7.5 Prove the following equalities: (a) y(x—2),1,1)(Cn) = ( ) ) — mo,
) X (@-22(Cu) = (") +mar— 1.

Problem 7.6 Find the multiplicities of the sign and simplicial representations of S,
in the representation induced from the 1-dimensional complex representation of
an n-cycle by multiplication by e2™"/".

Problem 7.7 Show that the value of an irreducible character y, of the symmetric
group S, on the n-cycle equals (—1)* for A = ((n —k), lk) and vanishes for all
other A.

Problem 7.8 Let a self-conjugate diagram A = A’ be constructed from k disjoint
symmetric hooks of lengths y; = 2(A; —i+ 1) — 1, 1 < i < k, with vertices on
the main diagonal of A. Show that y,(C,) = (—1)"%/2,

Problem 7.9 Prove that the simple S,,-module S, has nonzero multiplicity in
the representation of §,, induced from an irreducible representation S, of a
subgroup®' S, C S,, if and only if & D v, and this multiplicity equals the number
of standard skew tableaux of shape®® p ~ v.

Problem 7.10 Formulate and prove the dual version of Problem 7.9 about the
restricted representations.

Problem 7.11 Prove that the Specht module S is the only common irreducible
component of the representations M, and M, ® sgn.

Problem 7.12 Prove that [S,] - [Sq»)] = ) [S.], where the summation is over all
Young diagrams p obtained from v by adding » cells in n distinct rows.

2IEmbedded as a pointwise stabilizer of some m — n elements.

22That is, the fillings of the complement & ~ v by nonrepeated numbers 1,2, ..., m — n such that
the numbers strictly increase from top to bottom in the columns and from left to right in the rows.
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Problem 7.13 Prove that the multiplicity of S} in S, ® S, is equal to

Z Z,]_IXA(Cn)XM(Cn)Xv(Cn) .
n

Verify that it becomes §,, , for A=(n), one row of length n, and §,, ,» for A=(1"),
one column of height n, where the Kronecker symbol 8, g equals 1 for o = 8 and
0 otherwise.

Problem 7.14 Verify that dimS) < |A| only in the following cases: the trivial,
simplicial, sign, and tensor products of simplicial and sign representations of S,
for all n; S(zﬁz) for S4; S(2,2,2) and S(3,3) for S6.



Chapter 8
sl,-Modules

Everywhere in this section we assume by default that k is a field of characteristic
zZero.

8.1 Lie Algebras

A vector space g over k is called a Lie algebra if it is equipped with a skew-
symmetric bilinear operation g x g — ¢, X, Y +— [X, Y] = —[Y,X], called a Lie
bracket, such that the Jacobi identity [X, [Y,Z]] = [[X, Y], Z] + [Y, [X, Z]] holds for
alX, Y, Zeg.

Example 8.1 (Commutator Algebra of an Associative Algebra) Associated with
every associative k-algebra A is the commutator Lie algebra of A with the Lie
bracket provided by the commutator in A,

[a,b] € ab—ba.

Exercise 8.1 Verify the Jacobi identity for the commutator bracket.

8.1.1 Universal Enveloping Algebra

For every Lie algebra g over k, there exist an associative k-algebra 4{(g) and a linear
map v : g — (g) such that

VX.Yeg, v(X.Y])=[X).v()]=vEX)v ) —v)(X),

© Springer International Publishing AG 2017 173
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and the following universal property holds: given an associative k-algebra A and a
linearmap ¥ : g — A with Y ([X, Y]) = [y/(X), ¢ (Y)] forall X, Y € g, there exists a
unique homomorphism of associative algebras w $l(g) — A such that ¢ = w ° V.

Exercise 8.2 Verify that this universal property determines both an algebra ((g)
and a linear map v uniquely up to a unique isomorphism of associative k-algebras
commuting with v.

The algebra $U(g) is called the universal enveloping algebra of the Lie algebra g.
It can be constructed as the quotient algebra of the tensor algebra T(g) by the
(inhomogeneous) two-sided ideal generated by all the differences

X.Y]-XQY-YQ®Xcgdg®

with X, Y € g.

Exercise 8.3 Verify that this quotient algebra possesses the above universal property.

8.1.2 Representations of Lie Algebras

A linear map o : g — End(V) is called a linear representation of the Lie algebra g
if it sends the Lie bracket to the commutator of linear endomorphisms, i.e.,

o([A, B]) = [o(A), 0(B)]

forall A, B € g. In this case, the vector space V is called a g-module. It follows from
the universal property of {(g) that the linear representations o : g — End(V) of a
Lie algebra g are in canonical bijection with the linear representations

0 : (g) — End(V)

of the universal enveloping algebra $1(g). The representation g sends a class of the
tensor

AlRA® - ®A, € T(g)

to the composition of endomorphisms g(A;) e 0(A2) o -+ o 0(A,) € End(V). Note
that im’g coincides with the associative envelope Ass(g(g)) C End(V).
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The direct sum U @ W of g-modules U, W has a natural g-module structure with
action F(u+w) £ (Fu)+ (Fw) forallu € U, w € W. The tensor products and tensor,
symmetric, and exterior powers of g-modules also inherit the natural structures of
g-modules. However, in contrast to the representations of groups, the action of an
element F € g is extended to products not as a multiplicative homomorphism but as
a derivation, that is, by the Leibniz rules:

Fu®@w)E (Fu)@w+u® (Fw),
Funw)¥ (Fu) Aw+un (Fw), 8.1
Fu-w)% (Fu)-w4+u- (Fw).

For every g-module W and g-submodule U C W, the quotient space V = W/U
possesses a well-defined g-module structure with the action F[v] £ [Fv].

Exercise 8.4 Verify that all the actions of F' € g on the products and residue classes
introduced above are well defined and map Lie brackets to commutators.

Given a linear representation o : g — End(V), its dual representation

0% : g — End(V*)

is defined by the assignment o*(F) £ — o(F)*. It interacts with the contraction

between vectors and covectors by the formula

(@ (F)&.w) + (§.0(F)w) =0. (8.2)

For every two g-modules U, W, the algebra g acts on the space of k-linear maps
Hom(U, W) by the rule

F:ow [F,0]¥Fp—¢F. (8.3)

Exercise 8.5 Verify that the action (8.3) agrees with (8.2) and the first formula
in (8.1) under the canonical isomorphism U* ® V >~ Hom(U, V). Check by a direct
computation that the action (8.3) maps the Lie bracket to the commutator of linear
endomorphisms of the vector space Hom(U, W).

The fixed vectors of the action (8.3) form an associative algebra denoted by
Homy(U,V)E{p:U—> V |VF € gFgp = ¢F}

and called the algebra of g-invariant operators.'

! Also known as g-linear operators and homomorphisms of g-modules (or just g-homomorphisms
for short).
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8.2 Finite-Dimensional Simple s[;-Modules

The traceless 2 x 2 matrices form a Lie algebra denoted by
sh(k) £ {A € Maty (k) | trA = 0}.

The notation is justified by the fact that the vector subspace sl (k) C Mat, (k)
consists of all tangent vectors to the quadric

SLy (k) = {g € Maty(k) | detg = 1}

at the point E € SL,, in the sense that a line £ 4 fA, ¢ € k, touches the affine quadric
SL,(k) C Mat,(k) at E if and only if A € sl (k) ~ {0}.

Exercise 8.6 Verify this claim.
We will use the matrices

X:(Ol), Y:(OO), H:(lo), 8.4)
00 10 0-1

as the standard basis of the vector space sl, (k) over k. They commute by the rules
X,Y]=H, [HX]|=2X, [HY] =-2Y. (8.5)

The linear representations of the Lie algebra sl, appear under different names in
many branches of mathematics and mathematical physics. Thus, their complete
description is a good working example of general concepts discussed in Chap. 5. We
restrict ourselves to the finite-dimensional sl,-modules. Such a module V is a finite-
dimensional vector space over k equipped with a triple of linear endomorphisms
X,Y,H : V — V satisfying the commutation relations (8.5).

Example 8.2 (Standard sly-Modules) The differential operators

X 9 Y 9 H 9 9 8.6

= _yax’ _xﬁx yBy (8.6)
act on the space of polynomials k[x, y] and preserve the degree. Write V,, C k|x, y]
for the subspace of homogeneous polynomials of degree n. Certainly, X, Y, H
annihilate the 1-dimensional space of constants Vy >~ k. For this reason, Vj is called
the trivial sl,-module. The action of X, Y, H on the basis x, y of the space of linear
forms V; is described exactly by the matrices (8.4), which satisfy the relations (8.5)
and therefore provide V; with an sl,-module structure isomorphic to the tautological
representation of sl C Mat, (k) on the coordinate space k2. For this reason, V; is
called the tautological sl,-module. The action of the operators (8.6) on the space
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V., = S§"V| is nothing but the extension of the tautological representation onto its
symmetric power by the Leibniz rule (8.1).

Exercise 8.7 Verify that every linear differential operator

9 9
F=a(x,y) o T b(x,y) By

of first order satisfies the Leibniz rule F(gh) = F(g)-h+g-F(h),and the commutator
of such operators is again a linear differential operator of first order.

The sl,-modules V, are called standard. The action of X, Y, H on the basis
ey = x"y”_k ,0 <k < n,of V,is described by the formulas

X(ex) = (n—k)exy1, Y(e) =ker—1, H(er) = 2k —n)e. (8.7)

Proposition 8.1 All the standard sly-modules V,, are simple.

Proof Write an arbitrary vector v € V, as a linear combination of basis vectors
er = x*y"7% and let m be the maximal index such that the coefficient of e,, in the
expansion of v is not zero. It follows from formula (8.7) that X*Y"™v is a nonzero
multiple of e, for all 0 < k < n. We conclude that the sl,-orbit of every nonzero
vector contains all the basis vectors e, and therefore coincides with V,,. O

Lemma 8.1 Let W be an sly-module, and let Wy £ {w € W | Hw = Aw}, A € k, be
an eigensubspace (possibly zero) of H. Then X(W)) C Wiy, and Y(W)) C W,_,
forall A € k.

Proof If Hw = Aw, then it follows from the commutation relations HX — XH = 2X
and HY — YH = —2Y that HXw = XHw + 2Xw = (A + 2)Xw and

HYw = YHw—2Yw = (A—=2)Yw. O

Definition 8.1 Let V be a linear representation of the Lie algebra sl,. The eigen-
values A € Spec H of the operator H € End V are called weights of the sl,-module
V. An eigenvector of H with an eigenvalue A € Spec H is called a weight vector of
weight A. A nonzero A-eigenspace is called the weight space of weight A, and its
dimension is called the multiplicity of the weight A. The weight vectors lying in the
kernel of X are called primitive vectors.

Lemma 8.2 Every finite-dimensional s\y-module over an algebraically closed field
k possesses a primitive vector.

Proof Since k is algebraically closed, we have Spec H # &, and there exists
a weight vector v # 0. The nonzero vectors in the chain v, Xv,X%v,... are
the eigenvectors of H with strictly increasing eigenvalues. Since they are linearly
independent, there is only a finite number of such vectors. Thus, the last nonzero
vector of the chain is primitive. O
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Lemma 8.3 Let W be a finite-dimensional sly-module over a field of characteristic
zero. Then every primitive vector in W has nonnegative integer weight, and the
sly-orbit of every primitive vector of weight m is isomorphic to the standard
sly-module V,,.

Proof Let Hv = Av and Xv = 0 for a nonzero vector v € W. By Lemma 8.1,
nonzero vectors of the chain v, Yv, Y?v,... are the eigenvectors of H with
eigenvalues A, (A —2), (A—4), . ... Hence, there exists m € N such that Y"1y = 0
and Y"v # 0. Let us put

vo=Y",v=Y"v, 0, =YY", ..., 0, =0
and rewrite the chain of vectors v, Yv, Y2v, ... in the reverse order as
Y Y Y Y Y Y X
O<«—vyg<«V < VU< - < Vp_| <V, —0.

Then Hv; = (A —2(m— i)) v; for all i. The action of X on v; is recovered from the
relations Xv,, = 0 and XY = YX + H as follows:

Xv, =0,
Xv,—1 = XYv,, = YXv,, + Hv,, = Av,,,
Xvyu—p = XYV = YXVp—1 + Hupeg = A —2) 1,
Xvp—3 = XYV =YXV + HVppy = BA— 2+ 4)) vy,

XUm—t = XYVp—p+1 = YXVp—pt1 + HOp—r+1
=k —Q2+4+-+2(k=1) vpst1 =k(A—k+ 1) Vs,

Xvo=m@A—m+1)v;.
The next step leads to the zero vector
0 = XYvy = YXvg + Hvg = (m + 1)(A — m) vg
and forces A = m. Therefore, the operators X, Y, H act on the vectors v; by the rules
X(o) = (m—k)(k+ 1) vegr, Y(u) = ve—r, H(v) = 2k —m) vy

Formula (8.7) shows that the map vy +> e;/k! = x*y"~*/k! identifies the linear span
of vectors vy with the standard module V,, from Example 8.2. O
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Theorem 8.1 The simple finite-dimensional sly-modules over a field k of charac-
teristic zero are exhausted (up to isomorphism) by the standard modules V,, from
Example 8.2.

Proof Let k C k be the algebraic closure? of the field k. The tensor product of
vector spaces V = k ® V over k is a vector over k with the action of k by the rule?
A-(u®v) ¥ (Au) ®v. Every k-linear map F : V — V can be extended to a k-linear
map FEIdQF:V — V.

Exercise 8.8 For every basis e, e;,...,e, of V over k, verify that the vectors
e, = 1 ® e, form a basis of V over k, and the matrix of F in this basis coincides
with the matrix of F in the basis ej, e3, ..., e,.

If a vector space V is an sl,-module, then the operators X, Y, H provide V with an
sl;-module structure extending that on V. By the previous two lemmas, the operator
H has an integer eigenvalue m € Spec H. By Exercise 8.8, Spec H = Spec H N k.
Hence, there exists a nonzero eigenvector of H in V as well. The arguments from
the proof of Lemma 8.2 show that V possesses a primitive vector. By Lemma 8.3, it
spans a standard simple s[,-submodule of V, which must coincide with V, because
V is simple. O

Example 8.3 (Isomorphism V) = V,) Let VI be the dual sl,-module to the
standard irreducible sl,-module V,,, and suppose that the vectors e; € V¥ form the
dual basis to the standard basis ¢, = x"y”_k in V,,. In accordance with formula (8.2)
on p. 175 and formula (8.7) on p. 177, the operators X, Y, Z act in V; by the rules

X(ef)=—(n—k+ el . Y(ef)=—(k+1)efy,. Hle})=—Qk—n)e.
Hence, the sl;-module V) has the same weights —n, —n — 2, ... ,n — 2, nas V,,.

Therefore, V' =~ V,,, and by Schur’s lemma, such an isomorphism is unique up to
proportionality.

8.3 Semisimplicity of Finite-Dimensional s[,-Modules

Associated with every element F of a Lie algebra g is the linear endomorphism
adp:g—>g9g, X+ [F,X].
Sending every F € g to adr € Endk(g) leads to the adjoint representation

ad : g — End(g).

2See Theorem 13.4 on p. 303.
3Compare with Sect. 6.3 on p. 141.
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Exercise 8.9 Verify that adjx y) = [adx,ady] forall X, Y € g.

The adjoint representation of g allows us to equip the vector space Endi(g) with
the structure of a g-module in which the action of an element F € ¢ on an
endomorphism ¢ : g — g is given by the formula

Fo € [adr, ¢] (8.8)

where the bracket means the commutator of endomorphisms of g, i.e., the commu-
tator in the associative algebra Endy(g).

Exercise 8.10 Verify that [X, Y]¢ = XY¢p—YX¢ forall X,Y € gand all ¢ € End(g),
where the bracket on the left-hand side means the Lie bracket in g.

Recall that the endomorphism algebra End(g) is equipped with the inner product
(p,¥) = tr(py). The restriction of this product to the image of the adjoint
representation provides every Lie algebra g with a symmetric bilinear form

(X.Y) ¥ tr(ady o ady), (8.9)

called the Killing form on g.

Exercise 8.11 Verify that the Gram matrix of the Killing form on sl; in the standard
basis* X, Y, H is

040
400
008

We conclude that the Killing form of the Lie algebra sl, is nondegenerate, and the
basis of sl, dual to X, Y, H with respect to the Killing form is formed by the elements

1 1 1
X*= Y, Y= X, H*= H.
4 4 8

The correlation map sl, = sl; provided by the Killing form takes an element F € sl
to the linear form Z + (F, Z). Write y : s[5 = sl, for the inverse isomorphism and
extend it to the isomorphism

y ®1d : s ® sl ~ End(sh) = sl, ® sl (8.10)

which sends the identity endomorphism Ids, € End(sl,) to the Casimir tensor

1 1
X*®X+Y"QY+H"®H= A (X®Y+Y®X)+8H®H.

4See formula (8.4) on p. 176.
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We write K € $(sl) for the class of the Casimir tensor in the universal enveloping
algebra of sl, and call it the Casimir element.

By the universal property of $i(sl), every linear representation ¢ : sl — End(V)
can be uniquely extended to a linear representation ¢ : $(sl,) — End(V), which
takes a class of the tensor A ® B € sl, ® sl, to the linear endomorphism p(A)o(B) €
End(V). To simplify the notation, we omit the precise reference to the representation
and denote the images of X, Y, Z, K in End(V) by the same letters X, Y, Z, K, as we
were doing before. Then the Casimir endomorphism of V can be written as

1 1
K:4(XY+YX)+8H2.

Exercise 8.12 Verify by direct computation that K commutes with X, Y, H and acts
on the simple sl,-module V,, as multiplication by the rational scalar (m2 + Zm) /8.

Exercise 8.13 Verify that for every linear representation o : sl, — End(V), a
homomorphism of sl,-modules is provided by the composition of maps

~

yQ®Id 0
End(sl;) — sl, ® sl — $U(sl,) — End(V),

where the middle arrow is the restriction of the quotient map T(sl) — LU(sl),
and the sl,-module structures on the left and right spaces are such that an element
F € sly acts on ¢ € End(sly) and ¥ € End(V) by the rules’ Fp ¥ [adf, ¢] and
Fy £ [o(F), y].

Note that Exercise 8.13 implies the first statement of Exercise 8.12 without any
computation: since the identity Id € End(sl,) commutes with all endomorphisms of
sy, in particular with all elements adg for F € sl,, its image K € End(V) commutes
with all operators o(F), in particular with X, Y, H.

Lemma 8.4 Let V be an sly-module and U C V an sly-submodule of codimen-
sion 1. Then there exists a trivial sly-submodule L ~ Vi in V such thatV = U & L.

Proof Note that every 1-dimensional sl;-module L is trivial, because the algebra
Endi (L) ~ k is commutative and therefore H = [X,Y] = 0,2X = [H,X] = 0,
2Y = [Y,H] = 0 in Endi(L). In particular, the quotient module V/U is trivial, i.e.,
the images of the operators X, Y, H lie inside U. We construct a submodule L C V
complementary to U by induction on dim U.

If sl, annihilates U (e.g., if dimU = 1), then the operators H = XY — YX,
X = (HX —XH)/2,Y = (YH — HY)/2 annihilate the whole of V by the previous
remark, and therefore, we can take any subspace L complementary to U.

SCompare with Exercise 8.10 and the preceding paragraph.
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If U ~ V,, is a nontrivial simple sl,-module, then the operator

8
K:V—->U
m?2 4+ 2m

is slp-linear and acts on U as the identity by Exercise 8.12. Thus, it provides V with
an sly-linear projector onto U, and therefore, L = ker K is the required submodule.

If U is not simple and W < U is a nontrivial sl,-submodule, then by the inductive
hypothesis, the quotient module V/W splits into a direct sum of sl,-submodules
(V/W)=(U/W) &L, where dimL' = 1. Then

L= {veV]v(modW) e L'}

is a proper sl,-submodule of V such that LNU = W and dim(Z/ W) = 1. Thus,
by the inductive hypothesis applied to the pair W C L, there is a direct sum
decomposition L = W @ L, where L C L is a trivial 1-dimensional sl,-submodule
transversal to U. O

Theorem 8.2 Every finite-dimensional sl,-module V is semisimple, i.e., splits into
a direct sum of standard simple sl,-modules V,, from Example 8.2 on p. 176.

Proof Let U C V be a proper nonzero sl-submodule. It is enough to show that
there exists an sl-linear projector = : V —» U. The vector spaces

W={¢:V—>U|¢|ly = Aldy for some A € k},
W ={p € Wip|y =0},

form a pair of sl-submodules W C W in the sl,-module Homy(V, U), and
codimy W' = 1.

Exercise 8.14 Check this.

It follows from Lemma 8.4 applied to the pair W C W that W = W' & L for
some trivial 1-dimensional sl,-submodule L C W. Since every nonzero operator
@ € Lis sly-linear and acts on U as scalar multiplication, there exists w € L acting
identically on U. O

Example 8.4 (Exterior Squares of Standard Simple Modules) Since the standard
basis vector ¢; = x*y"* in V,, is an eigenvector of H with eigenvalue 2k — n for
all 0 < k < n, the products e;; e A ¢j, 0 < i < j < n, are weight vectors of the
sly-module A%V, with weights 2i —n + 2j — n = 2(i + j — n). Thus, the weights of
A?V,are —2(n—1), =2(n—2),...,-2,02,...,2(n—2),2(n—1).Forevery
v =1,2, ..., n, the multiplicity of each of the weights £2|n — v| is [(v + 1)/2],
the number of nonnegative integer solutions (i, ), i < j, of the equation i + j = v.
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We conclude that the sly-isotypic decomposition of A2V, is

[(n=1)/2]
AZVn x~ V2n—2 Y V2n—6 & V2n—10 ® - = @ VZ(n—Zs—l) . (811)
=0

For example, A?V5 ~ V, @ V. This means that there exists a skew-symmetric form
 on V7, unique up to proportionality, such that w(Zg, ¥) + w(p, Zy) = 0 for all
Zeshand g,y € V],

Exercise 8.15 Verify that every nonzero element of the second summand provides
A2V; with such a form, and conversely.

The right correlation map® w : V3 = V¥ of w is a skew-symmetric isomorphism’ of
sl-modules. Its inverse map @ ™! : V§ = V; coincides (up to proportionality) with
the isomorphism from Example 8.3 on p. 179 for n = 3.

Problems for Independent Solution to Chapter 8

Problem 8.1 Show that in every finite-dimensional sl,-module over a field of
characteristic zero, X, Y € sl, are represented by nilpotent operators and H € sl,
by a diagonalizable operator.

Problem 8.2 Show that on every Lie algebra g, the Killing form®
(A,B) = tr(ady o adp)

satisfies the relation ([A, B], C) + (B,[A,C]) = 0 forall A, B, C € g.
Problem 8.3 Convince yourself that the Pauli matrices

oo (0 01y . _(10
o) P io) P o)

6See formula (16.1) in Sect. 16.1.1 of Algebra I.
"Meaning that 0* = —w, where ©* : V;* >~ V; = V; is the dual correlation.
8See formula (8.9) on p. 180.
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form a basis of sl,(C) over C, and compute: (a) their commutators, (b) the
Gram matrix of the Killing form in this basis, (c) the dual basis o], 0}, 05 with
respect to the Killing form, (d) the Casimir element K in terms of o1, 02, 03.

Problem 8.4 (Clebsch-Gordan Decomposition) Decompose V,, ® V,, into a
direct sum of standard simple sl,-modules and indicate all m, n such that this
decomposition contains (a) Vy, (b) V.

Problem 8.5 Show that the sl,-invariant isomorphism V; = V}' is provided by the
right correlation map’ of the skew-symmetric bilinear form det on V;, which
sends a degree-one polynomial B(x,y) = bix + byy € V| to the linear functional

det(x, f) : Vi — k. a(x.y) = ax +ay v det(@, f) = det (a1 Zl) .
az 03

Problem 8.6 Find the dimension of the space of all bilinear forms 8 : V,, x V,, — k
such that B(Zu,w) + B(u,Zw) = 0 for all v,w € V,, Z € sl,. Is there
a nondegenerate (a) symmetric, (b) skew-symmetric, form in this space?
Verify that the correlation map of every such form establishes an sl,-invariant
isomorphism'® V,, = V*. How does it interact with the nth symmetric power of
the isomorphism V; = V}* from the previous problem?

Problem 8.7 Find all nonnegative integers m,n,k such that there exists an
sly-invariant linear map efnn Vi ® V, — V. For all these m, n, k, find the
dimension of the space of such maps.

Problem 8.8 Let the elements F € sl, act on W = Endy (V) by the rule
F:ow—[F, o]

Find the isotypic decompositions of W, W®2, S2W, and A>W.
Problem 8.9 Show that $"V, = @/ Vo, 4.

Problem 8.10 Let P, = P(V)), P, = P(V,) = P(5?V)), and let C, C P, be the
Veronese conic,'" that is, the image of the quadratic Veronese embedding

Py — Py, a(x,y) — az(x,y).

Use the sly-invariant isomorphism V, = V' provided by Problem 8.6 and
the induced isomorphisms S"V, = §"V} to establish the following geometric
interpretations of s(,-isotypic decomposition from Problem 8.9 forn = 2, 3.

See Sect. 16.1.1 of Algebra I, especially formula (16.1), and also Example 7.7.
19Compare with Example 8.3 on p. 179.
!1See Example 11.6 of Algebra L.
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(a) Show that the action of s, on S2V, ~ SZV; annihilates the equation of the
Veronese conic. Verify that the first summand in the decomposition

S2vy ~ v @ stV

is spanned by the equation of C, and that the second summand is linearly
generated by the squares of linear forms determining the tangent lines to C,.

(b) Show that the first summand in the decomposition S*V} ~ S?Vy @ SOV}
consists of the cubic curves on P, = IP(V>) splitting into a union of C, and
some line, and the isomorphism between the space of such cubics and SZVI*
maps the equation of such a cubic to the quotient formed by dividing it by
the equation of C5, i.e., to the equation of the corresponding line. Also, show
that the sl,-invariant projection onto the second summand is provided by the
evaluation map that sends a cubic polynomial f on S?V; to the degree-six
polynomial on V; whose value on a vector v € V; is f(v?).

Problem 8.11 Under the notation of the previous problem, let
Py = P(V3) = P(S°V1),

and let C3 C IP; be the Veronese cubic,' that is, the image of the cubic
Veronese embedding IP; < PP3, a(x,y) — a’(x,y). Establish the sl,-isotypic
decomposition S?V; ~ S?V{ @ S°V} and verify that:

(a) The first summand SZVIk C SZV3* consists of all quadrics on IP3 containing the
Veronese cubic.

(b) The second summand SV C S?V5 is spanned by the squares of linear forms
determining the osculating planes'? of the Veronese cubic.

(¢) The sh-invariant projection S>V; —» S®V} is provided by the evaluation map
sending a quadratic form g on S3V; to the degree-six polynomial on V; whose
value on a vector v € V is g(v?).

(d) The sh-invariant projection S>Vy —» SV, considered as a quadratic map
V3 — V,, sends a cubic polynomial f(x,y) € V, to its Hessian

Pf 8
Hes;(x,y) & det(g%g; 35;3;) .
Byéx 3}:2

Problem 8.12 In the notation of the previous problem, show that the map IP3 = P
provided by the projectivization of the skew-symmetric isomorphism V3 = V3

12See Example 11.6 of Algebra L.

13By definition, the osculating plane to a parametrically given projective curve ¢ —> ¢(¢) at a point
@(a) is spanned by ¢(a), ¢’ (a) (the velocity), and ¢’ (a) (the acceleration) considered as points of
the projective space in which the curve lives.
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from Example 8.4 sends each point of the Veronese cubic C3 C IP3 to the
osculating plane'* of Cj at this point.

Problem 8.13 Show that S° Vi~ S3V* @ S°V* @ S°V*, where the first summand
is spanned by the equations of cones over the Veronese cubic with vertices at
arbitrary points of IP3, the sum of the first two factors consists of all cubic surfaces
containing the Veronese cubic, and the projection onto the third summand is
given by the evaluation map sending a cubic form f on S3V; to the degree-nine
polynomial on V; whose value on a vector v € V; is f(v3). Try to give an explicit
description of the sl,-invariant projection $° Vi —> SV,

Problem 8.14 Describe the sl,-isotypic decomposition for $*V5. In particular, show
that the surface formed by tangent lines to the Veronese cubic has degree 4 and
spans the trivial component of S*V;.

Problem 8.15 Show that S2V, ~ SOV, @ S*V, @& S%V,, where the first summand
is spanned by the unique quadric containing all tangent lines to the Veronese
quartic curve Cy C P4 = IP(V4), and the first two summands form the space of
all quadrics containing the Veronese quartic. Describe explicitly the sl,-invariant
projections of $? V; onto the last two summands.

Problem 8.16 Show that" S?V, = @l[":/g] Von—ai, where for every k = 0, the
subsum €P,. ; Va,—4; is formed by the quadrics containing all osculating subspaces
of dimension £ to the nth-degree Veronese curve C,, C P, = P(V,).

Problem 8.17 Describe explicitly the sl,-invariant projection A2V, — V,,_» in the
isotypic decomposition from formula (8.11) on p. 183.

Problem 8.18* (Hermite Reciprocity) Prove that for all m,n € N, one has
SV, ~ §"V,, as sl,-modules.

Problem 8.19* Prove that A™V,, ~ S™V,|_ as sl,-modules.

!4Considered as a point of the dual space Py = P(V5).
15Compare with Problem 8.9.



Chapter 9
Categories and Functors

9.1 Categories

9.1.1 Objects and Morphisms

A category C is formed by a class' of objects ObC and a class of disjoint sets
Hom(X,Y) = Hom¢ (X, Y), one set for each ordered pair of objects X,Y € ObC.
Elements of the set Hom¢ (X, Y) are called morphisms from X to Y in the category C.
We will depict them by arrows ¢ : X — Y and refer to the objects X, Y as the source
(or domain) and target (or codomain) of ¢ respectively. Morphisms ¢, ¥ € Mor C
are called composable if the source of ¢ coincides with the target of . For every
ordered triple of objects X, Y, Z € Ob C, the composition map

Hom(Y,Z) x Hom(X,Y) - Hom(X,Z), (¢,¥)+ o, 9.1

is defined. It is associative, meaning that (5 ¢ @) e ¥ = n o (¢ o ) for all
composable pairs 7, ¢ and ¢, . Finally, for every X € Ob C, there exists an identity
endomorphism

Idy € End¢(X) € Home(X, X)

!For formal logical reasons, the collection of all sets (even all finite sets) is not itself a set. Similarly,
the collections of all rings, groups, topological spaces, etc., are not sets, but something larger,
namely classes. The notion of class enlarges the notion of set and makes it possible to formulate
correct statements about the classes of all sets, groups, rings, vector spaces, etc. To the extent that
we have omitted a discussion of rigorous set theory, we shall refer the reader to a basic course
in mathematical logic for the rigorous theory of classes and their interaction with sets. For our
purposes, it is enough to know that such a theory exists and that it allows us to deal with the
categories of sets, algebras, topological spaces, etc.

© Springer International Publishing AG 2017 187
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such that ¢ o« Idy = ¢ and Idy o v = ¢ for all morphisms ¢ : X - Y, ¢ : Z - X
in C. It is actually unique for every X € ObC, because Idy = Id} o Idy = Idy for
every two such endomorphisms Idy, Idy € Hom(X, X).

A subcategory D C C is a category with ObD C Ob C and

Homp(X,Y) C Hom¢(X,Y) forall X,Y € ObD

such that the compositions and identity endomorphisms of D coincide with those
in C. A subcategory D C C is called full if

Homp(X,Y) = Home(X, Y) forall X, Y € ObD.

The disjoint union Mor C & LIy y Home (X, Y) is called the class of morphisms
of the category C. We will often say an “arrow of C” instead of an “element of
Mor C,” and write g instead of ¢ o ¥ for the composition of arrows.

A category C is called small if Ob C is a set, not a larger class. In this case, Mor C
is a set as well.

Example 9.1 (Nonsmall Categories) The following nonsmall categories are com-
monly used in practice: the category of all sets Ser and all maps between them; the
category of topological spaces Top and continuous maps between them; the category
Vecy of all vector spaces over a field k and k-linear maps between them, and its full
subcategory vecy formed by the finite-dimensional vector spaces; the categories
R-Mod and Mod-R of the left and right modules over a ring R and R-linear maps
between them; the full subcategories R-mod C R-Mod, and mod-R C Mod-R of
finitely presented” modules. The category of abelian groups Ab = Z-Mod and their
homomorphisms. The category Grp of all groups and group homomorphisms. The
category of commutative rings with unit Cmr and the ring homomorphisms sending
the unit to the unit. All these categories are subcategories of Set, and all but Ser are
not full in Set.

Example 9.2 (Posets and Topologies) Every poset® M can be considered a small
category whose objects are the elements m € M and whose arrows are the
inequalities in M, i.e.,

one element forn < m,
Homy,(n,m) = )
@ otherwise .

The composition of arrows k < £ and £ < n is the arrow k < n. The associativity
and existence of the identity endomorphisms can be rephrased as the transitivity and
reflexivity of the partial order.

2An R-module is called finitely presented if it is isomorphic to the quotient module of a free
R-module of finite rank by a finitely generated R-submodule of relations.

3That is, a partially ordered set; see Sect. 1.4.1 of Algebra L.
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An important example of such a category is the category U'(X) of all open sets
of a topological space* X. The arrows in U/ (X) are the inclusions of open sets

the inclusion U — W forU C W,

Homy x) (U, W) for U g W.

Example 9.3 (Small Categories Versus Associative Algebras) Every associative
algebra A with unit e € A over a commutative ring K can be viewed as a small
category with just one object ¢ and the set of morphisms Hom(e,e) = A, where
the composition is the multiplication in A. Conversely, associated with every small
category C and commutative ring K is the associative K-algebra of arrows® K[C],
the free K-module with basis Mor C and the K-bilinear multiplication defined on the
basis vectors by the assignment

oy & @ o for composable ¢, ¥,

0 otherwise .

For example, if C consists of just one object whose endomorphisms form a group
G, then K[G] becomes the group algebra of G with coefficients in K. In the general
case, the algebra K[C] can be thought of as the algebra of finitely supported matrices
whose rows and columns are numbered by the objects of C. The only elements
allowed in the (¥, X)-entry of such a matrix are the finite formal linear combinations
of arrows ¢ : X — Y with coefficients in K, and all but a finite number of entries in
every matrix vanish. In general, this algebra is noncommutative. If Ob C is infinite,
there is no unit element in K[C]; however, for every f € K|[C], there exists an
idempotent element e = e]% in K[C] such that e; o f = f o ¢, = f. For example,
one can define e to be the sum of the identity endomorphisms Idy taken over all
X € ObC appearing as sources or targets of the ¢ € Mor C that appear in f with
nonzero coefficients.

9.1.2 Mono-, Epi-, and Isomorphisms

An arrow ¢ in a category C is called injective or a monomorphism if it is left
cancellable, that is, if po = ¢f = o = B for all «, 8 € MorC composable
with ¢ from the right. Symmetrically, ¢ is called surjective or an epimorphism if it

4A set X is called a topological space if a set U'(X) of subsets in X is chosen such that
X e UX),UNW e UX) forall UyW € U'(X), and | J, U, € U(X) for every set of
U, € U'(X). The elements U € U'(X) and their complements X ~ U are called, respectively, the
open and closed subsets of X.

5 Also known as the path algebra of C.



190 9 Categories and Functors

is right cancellable, i.e., if ¢ = Bp = o = B. A morphism ¢ : X — Y is called
invertible or an isomorphism if there exists an arrow ¥ : ¥ — X such that oy = Idy
and Y ¢ = Idy. In this case, the objects X, Y are called isomorphic, and morphisms
@, ¥ are called inverses of each other.

Example 9.4 (Combinatorial Simplices) Write Ay, for the category of finite totally
ordered sets with the order-preserving maps® between them, and A C Apig for its
small full subcategory, called the simplicial category, formed by the sets

n¥{0,1,...,n, n=0, 9.2)

equipped with the standard orderings. The set [n] is called the combinatorial
n-simplex. Though the whole category Ay, is not small, every object X € Ob Apg
admits a unique isomorphism 7y : X = [ny] with the unique combinatorial simplex
[nx] € Ob A, namely, the numbering of elements in X by O, 1, ..., ny, where
nx = |X| — 1, in the increasing order.

Exercise 9.1 Find the cardinality of the set Homa ([n], [m]) for all n, m. How many
injective and surjective maps, expressed as a function of n and m, are there in
Homa ([n], [m])?

Exercise 9.2 Prove that the algebra Z[A] is generated by the arrows

e, =Idp;,  theidentity map, 9.3)
3" :[n—1]<> [n], the injection such that i ¢ im 9", (9.4)
s,(f) :[n+ 1] = [n], the surjection such that SS) @) = SS) i+1), 9.5)

and indicate some generators for the ideal of relations between these arrows.

9.1.3 Reversing of Arrows

Associated with every category C is its opposite category C°PP with the same class
of objects and reversed arrows:

ObCPP = Ob(C s HOl’ncopp (X, Y) = HOInc(Y, X) s (popp o wopp = (w o (p)OPP .
In the language of associative algebras, the reversing of arrows means the replace-
ment of the algebra of arrows C = K|[C] by its opposite algebra C°PP, which consists

of the same elements multiplied in the reverse order: the product ¢;¢; - - - 5 in C°PP
means the product @@, ---¢; in C.

5That is, ¢ : X — Y such that x; < x; = ¢(x;) < ¢(x2).
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9.2 Functors

9.2.1 Covariant Functors

A functor’ F : C — D from a category C to a category D is a map of classes
ObC — ObD, X — F(X), together with a class of maps8 of sets

Hom¢ (X, Y) - Homp(F(X), F(Y)), ¢+ F(p), (9.6)

such that F(Idy) = Idpx) for all X € ObC and F(¢ ) = F(p) o F(y) for
all composable arrows ¢, € MorC. In the language of associative algebras, the
functors are the homomorphisms between the algebras of arrows. A functor F is
called full if all the maps (9.6) are surjective. The image of a full functor is a full
subcategory in D. If all the maps (9.6) are injective, the functor F is called faithful. In
terms of algebras, the faithful functors give the injective homomorphisms between
the algebras of arrows. A functor is called fully faithful if it is simultaneously full
and faithful.

The simplest examples of functors are provided by the identity endofunctor’
Id¢ : € — C, which acts as the identity map on both the objects and arrows, and
by the forgetful functors acting from categories of sets equipped with some extra
structures'’ and morphisms respecting the structure to the category Set. A forgetful
functor just forgets the extra structure: it sends every object to its underlaying set and
acts identically on the arrows. Such a functor is not full as soon there are some maps
between underlying sets that do not respect the structure, and it is not faithful if there
exist distinct morphisms of structures with identical action on the underlaying sets.

Example 9.5 (Geometric Realization of Combinatorial Simplices) The geometric
realization functor from the simplicial category to the category of topological spaces
A — Top, [n] — A", sends every combinatorial n-simplex to the regular n-simplex

&=l xR Yx =1 xz0) . 9.7

the convex hull of heads of the standard basis vectors eg, e1, . . ., e, in R"*T!. Under
the geometric realization, an order-preserving map ¢ : [n] — [m] goes to the unique
affine map ¢. : A" — A™ acting on the basis vectors by the rule e, > ey(,). The
geometric realization is faithful but not full. Under the geometric realization, the
generating elements (9.4), (9.5) of the algebra Z[A] go respectively to the inclusion
of the ith hyperface A"~V < A" which identifies A®~D with the convex hull

70r more precisely, a covariant functor.
80ne map per each ordered pair of objects X, Y € ObC.

°In the same way as an endomorphism means a map of a set to itself, an endofunctor means a
functor from a category to itself.

19Such as Top, Grp, Cmr.
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of all but the ith vertices of A", and to the degeneration along the ith edge, which
projects A” onto A"~V by contracting the edge [i, i + 1] to the ith vertex of A®~D,

9.2.2 Presheaves

A functor F : C°P? — D is called a contravariant functor from C to D or a presheaf
of objects of the category D on the category C. Such a functor inverts the order of
arrows in compositions, F (¢ o ) = F() o F(¢p) for all composable ¢, 1 € Mor C.
In the language of associative algebras, the presheaves are the antihomomorphisms
between the path algebras.

Example 9.6 (Triangulated Spaces) Write Ay C A for the nonfull subcategory
formed by the same objects [n], n € N, like the simplicial category A but with only
the strictly increasing!! maps ¢ : [n] — [m] allowed as morphisms. The category
Ay is called the semisimplicial category.

Exercise 9.3 Verify that the algebra Z[A,] is generated by the identity endomor-
phisms e, = Id}, and the inclusions of hyperfaces 3 from 9.4).

A presheaf of sets X : AJ™® — Set on the semisimplicial category A, is called
a semisimplicial set. Such a presheaf is nothing but the explicit combinatorial
description for some triangulated topological space denoted by |X| and called the
geometric realization of the semisimplicial set X. Namely, for every nonnegative
integer n, the functor X assigns the set X,, = X([n]), whose points can be viewed
as disjoint n-dimensional regular simplices A”, x € X,, from which the space |X]|
will be glued. The arrows ¢ : [n] — [m] of the category A, are in bijection with the
n-dimensional faces of the m-dimensional regular simplex A™. For every such face
@, the functor X assigns the map ¢* = X(¢) : Xi\ — X, which provides X with
the following gluing rule: for every m-simplex AY, x € X,,, the n-simplex AT with
y = ¢*(x) € X, is glued to A”" as the ¢th n-dimensional face.

For example, shown in Fig.9.1 is the triangulation of 2-dimensional torus by
one 0-simplex, three 1-simplices, and two 2-simplices, where the arrows show
inequalities between the vertices as in Example 9.2 on p. 188. The vertical edges
e> in Fig. 9.2 are glued together into the meridian circle of the torus in Fig.9.1;
the horizontal edges e; are glued into the exterior equator of the torus. The
corresponding semisimplicial set has Xy = {v}, X; = {e1,e2,e3}, Xo = {f1.o},
and X; = & for all i = 3. The maps X(¢) act as follows:

X(8))=Xx(0]): X1 > Xo, e+>v foralli=12,3,
X(3): X=X, fire, e,
X(3,): X=X, firres, orr>es,
X(@): X=X, firre, hre.

That is, injective and order-preserving.
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Fig. 9.1 Triangulated torus

v €1 v

e, fl €3 f (%)
2

v eq v

Fig. 9.2 The simplices of the triangulation

Exercise 9.4 Is there a triangulation of the circle S' by (a) three 0-simplices and
three 1-simplices?'? (b) one O-simplex and one 1-simplex? Is there a triangulation
of 2-sphere S? by (c) four O-simplices, six 1-simplices, and four 2-simplices?
(d) two O-simplices, one l-simplex, and one 2-simplex? If such a triangulation
exists, explicitly describe all its maps X (¢); if not, explain why.

Example 9.7 (Simplicial Sets) A presheaf of sets X : AP — Ser on the whole
simplicial category is called a simplicial set. Every simplicial set X also possesses
the geometric realization | X| glued from regular simplices A”, x € X,,, in accordance
with the maps ¢* = X(¢) : X,, — X, attached by the functor X to all the order-
preserving maps ¢ € Homa ([#], [m]). Namely, for every x € X,, and every

¢+ [n] = [m],
every point s € A is glued to the point p«(s) € A7, where ¢y : A" — A"

is the affine map of simplices acting on the vertices by means of ¢. Formally, the
result of this gluing procedure is described in topology as the quotient space of the

2In other words, can S! be homeomorphic to the geometric realization of a semisimplicial set X
such that both sets Xy, X; consist of three elements and all the other X; equal to &?
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topological direct product'3 [ 1,0 Xu x A" by the equivalence relation generated by
all the identifications

(x.@x5) ~ (¢*x,8) . @:n]—>[m], x€X,, seA".

Note that an arrow ¢ = §o : [n] — [m] composed from a surjection o : [n] — [k]
and an injection § : [k] < [m] forces every n-simplex A7 with

z=0"y=0%8"x € im¢*

to appear in |X| as a k-simplex A’y‘, the image of the linear projection o : A" —» A,
and this k-simplex is situated in | X| as the §th face of the m-simplex A”'. For this rea-
son, a simplex A”, z € X,,, is called degenerate if z € im o™ for some o : [k] — [n]
with k > n. All degenerate simplices are visible within |X| as simplices of strictly
smaller dimension.

The use of degenerate simplices allows us to give a precise combinatorial descrip-
tion for cellular decompositions more general than triangulations. For example, the
n-sphere §” can be viewed as the quotient space of the regular n-simplex by its
boundary'# §" = A"/3A”". This leads to the cellular decomposition of §" into one
0-cell p € S" and one n-cell, the images of dA" and A" under the quotient map, such
that the interior of the n-cell covers S” ~ p. This decomposition is the geometric
realization |X| of the simplicial set X : A°P — Ser described as follows. Every
set Xp = X(k) is the quotient of the set Homy ([k], [r]) obtained by collapsing all
nonsurjective maps into one element. The gluing rule ¢* : X,, — X} corresponding
to an order-preserving map ¢ : [k] — [m] sends the class of an arrow ¢ : [k] — [n]
to the class of the composition ¢¢ : [k] — [n].

Exercise 9.5 Verify that this is a well-defined presheaf and find the cardinalities of
sets X for all k € Zx.

Example 9.8 (Presheaves and Sheaves of Sections) Historically, the term
“presheaf™ first appeared in the context of the category C = U"(X) of all open sets
U C X of a given topological space X. Such a presheaf F : U'(X)°P? — D attaches
an object F'(U) € Ob D, called sections, to every open U C X. Depending on the
target category D, the sections can form a set, vector space, algebra, topological
space, etc. Associated with every inclusion of open sets U C W is the morphism
F(W) — F(U) called the restriction of sections from W to U. The restriction of a
section s € F(W) to U C W is commonly denoted by s|,. Below are some typical
examples of such presheaves:

13Where all the sets X,, are considered with the discrete topology and all the simplices A" C R
with the standard topology induced from the ambient spaces R"1!.

14That is, the space obtained from A" by collapsing its boundary to one point. For example, the 2-
sphere S is obtained in this way from the triangle.
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(1) The presheaf I'r of local sections of a continuous map p : E — X. Its sections
I'z(U) are continuous maps s : U — E such that!® p o s = Idy. The restrictions
are the usual restrictions of maps onto smaller subsets.

(2) The presheaf of local sections of the projection p : X x ¥ — X is denoted
by C°(X, Y) and called the presheaf of local continuous maps from X to Y. Its
sections over open sets U C X are continuous maps s : U — Y.

(3) Further specialization of (2) leads to so-called structure presheaves Ox. These
are the local differentiable functions X — IR on a real smooth manifold X, local
analytic functions X — C on a complex analytic manifold X, local rational
functions X — k on an algebraic manifold!® X over a field k, etc. All of them
are presheaves of algebras over the corresponding ground fields R, C, and k.

(4) The constant presheaf S, where S € Ob D is a fixed object, has S(U) = S for
all U and all the restriction morphisms equal to Idg. For example, the constant
presheaf of sets S has the same set of sections S over all open sets U C X.

Presheaves F : U'(X)°P? — Set are usually called just presheaves on X. Such a
presheaf F is called a sheaf if for every set of open subsets U; and local sections
si € F(U;) such that si|y,ny; = sjluiny; for all i,j, there exists a unique section
seF (Ul Ui) such that s|y, = s; for all i. A presheaf F is called separated if only
the uniqueness of such a section s holds but the section may not exist as well. All
the presheaves (1)—(4) above are separated, and only the last of them, the constant
presheaf, is usually not a sheaf, because for disjoint nonempty open sets U;, U, and
two different constants s1,s, € S considered as the sections s; € S(Uj;), there is
no constant s € S(U; U U,) simultaneously restricted to s; and s,. However, there

exists also
(5) the constant sheaf S~, whose sets of sections S~ (U) consist of the continuous'’

functions U — S, where the set S is considered with the discrete'® topology.

Exercise 9.6 Describe all antiderivatives of the real function y = 1/x.

9.2.3 The Functors Hom

Associated with an object X € Ob(C of an arbitrary category C are the functor
KX : C — Set and presheaf hy : C° — Set sending an object Y € Ob C to the sets

(Y)Y Hom(X,Y) and hx(Y)¥ Hom(Y,X),

5This means that every point x € U is mapped to the fiber p~!(x) over x.
16 Algebraic manifolds will be defined and studied in Chap. 12.
17Equivalently, the locally constant functions.

13In which every subset U C X is declared to be open.
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and an arrow ¢ : Y; — Y, to the maps h* (¢) £ ¢4 and hy (¢) € ¢* provided,
respectively, by left and right multiplication by ¢ in Mor C,

@« - Hom(X,Y)) > Hom(X,Y2), ¢ —>g@oy,
¢* :Hom(Y2, X) —> Hom(Y;,X), ¢ Yop.

For example, the presheaf of sets 4y : U'(X) — Ser on a topological space X has
exactly one section over every open W C U and the empty sets of sections over all
W U.

Example 9.9 (Standard Triangulation of a Simplex) The presheaf hj, : Ay — Set
on the semisimplicial category A describes the standard triangulation of the
n-simplex A”. Indeed, every set hy,([k]) = Hom([k], [n]) coincides with the set
of k-dimensional faces of A”. The gluing rule ¢* : Hom([k], [z]) — Hom([m], [1])
provided by an arrow ¢ : [k] < [m] identifies a k-dimensional face A’g C A"
corresponding to the map & : [k] < [m] from Ay, ([k]), with the ¢th face of the
m-dimensional face A’g’ C A", corresponding to the map £ o ¢ : [k] < [n] from

Example 9.10 (Duality of Vector Spaces) The presheaf hy : Vec,”” — Vecy maps
a vector space V to the dual space

h (V) = Hom(V,k) = V*,

and a linear map ¢ : V — W to the dual map ¢* : W* — V* sending a linear form
& : W — kto the linear form £ o ¢ : V — k.

Example 9.11 (Duality of Ordered Sets) This is the combinatorial version of the
previous example. Write Vi, for the category of finite ordered sets consisting of at
least two elements with Homy,,, (X, ¥) formed by all order-preserving maps X — ¥
sending the minimal and maximal elements'® of X to the minimal and maximal
elements of Y respectively. The tautological inclusion of categories Viig <> Ayig is
faithful but not full. The presheaves /) on the categories Apig, Viig send an ordered
set X to the set X* consisting of maps X — {0, 1} ordered by the relation ¢ < ¥,
meaning that p(x) < ¥ (x) for all x.

Exercise 9.7 Convince yourself that this ordering is total and that
HOIIlAbig (X, [1]) € Ob Vbig s

whereas Homy,, (X, [1]) € Ob Ay, for all X. In other words, the presheaves Ay
on the categories Ay, and Vi can be viewed as functors Agf’gp —  Vhig and

Viie = Abig respectively.

9Note that they are distinct, because |X| = 2.
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Equivalently, one could say that the presheaves h(;; map a finite ordered set X to
the set X* of the Dedekind cuts of X, i.e., decompositions X = X, U X; such
that xo < x for all xo € Xo, x; € X;, where for X € Ob Ay, the empty parts
Xo, X are allowed, whereas for ¥ € Ob Vg, both parts Xo, X| must be nonempty.
The Dedekind cuts behave contravariantly with respect to the morphisms. Given an
order-preserving map Z, — Z,, a Dedekind cut of Z, induces a Dedekind cut of Z,
but not conversely.

9.3 Natural Transformations

Given two functors F, G : C — D, a natural®® transformation f : F — G is a class
of arrows fx : F(X) — G(X) in the category D, one arrow for each object X € ObC,
such that for every morphism ¢ : X — Y in C, the diagram in D

F(p)
F(X) —— F(Y)

J

GX) — G(1)

Gle)
9.8)
is commutative. In the language of associative algebras, a homomorphism

F: K[C] — K[D]

provides K[D] with the structure of a left K[C]-module, where a - b ¥ F(a) - b
for a € KI[C], b € K[D]. Two functors F,G : C — D equip K[D] with two
K[C]-module structures. A natural transformation f : F — G is nothing but a
K[C]-linear map between these two modules, because for every ¢ € K[C], the
actions of operators F(¢), G(¢) on K[D] are related as f o F(¢) = G(¢) o f.

A natural transformation f : F — G is called an isomorphism of functors or a
canonical isomorphism*' if the maps fy : F(X) = G(X) are isomorphisms in D for
all X € Ob C. We write F ~ G if there is an isomorphism between the functors F, G.

For a small category C, the functors from C to an arbitrary category D form the
category Fun(C, D), whose objects are the functors C — D, and the sets

Homgyuc.p)(F, G)

200r functorial.

2'Whenever the words “canonical isomorphism” have been used previously in this course, it was
precisely in this explicit sense.
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consist of the natural transformations f : F — G. We write
PreSh(C, D) € Fun(C?, D)

for the category of presheaves on C with values in D. By default, if the letter D is
omitted in this notation, it means that D = Set, i.e.,

PreSh(C) £ Fun (C°P?, Set) .
Exercise 9.8 Convince yourself that for every small category C, the assignments?”
X+ hy and X ¥
can be canonically extended to the functors

C — PreSh(C) and C°" — Fun(C, Set).

9.3.1 Egquivalence of Categories

Two categories C, D are called equivalent if there exist functors F : C — D and
G : D — C, said to be quasi-inverse to each other, such that GF ~ Id¢ and
FG ~ Idp. This means the existence of transformations

GF(X)= X and FG(Y)>7Y, (9.9)

functorial in X € ObC and ¥ € ObD, which are isomorphisms of objects
in the categories C and D for all X, Y. Note that the existence of canonical
isomorphisms (9.9) means neither the equality FG = Idp nor GF = Id¢. The
objects GF'(X) and X, as well as the objects FG(Y) and Y, may differ for all X, Y.

Example 9.12 (A Choice of Basis) Write vec = vecy for the category of all finite-
dimensional vector spaces over a field k and k-linear maps between them. Write
C C vec for the small full subcategory formed by coordinate vector spaces k" for
all n € Zs, including k° & {0}. Fixing a basis in a vector space V € Ob(vec)
means fixing an isomorphism??

fv Vs ImW) (9.10)

Let us choose such an isomorphism for every finite-dimensional vector space V, and
for each coordinate space k", put fi» = Idy». Write F : vec — C for the functor that

22See Sect.9.2.3 on p. 195.
23Sending a vector to the sequence of its coordinates in the chosen basis.



9.3 Natural Transformations 199

sends a vector space V to the coordinate space k™"

to the composition

and alinearmapg : V- W

F((p) :fW o va—l . kdimV N kdimW’

which can be treated as the matrix of ¢ in the chosen bases of V and W. Then F is an
equivalence of categories quasi-inverse to the tautological inclusion G : C < vec.
Indeed, by the construction, FG = Id¢ (this the explicit coincidence of functors,
not just a canonical isomorphism). The reverse composition GF' : vec — vec takes
values in the small subcategory C C vec, whose cardinality is incompatible with the
cardinality of the class vec. However, isomorphisms (9.10) determine the natural
transformation f : Id,.. = GF, because all the diagrams (9.8)

p=Idyec(p)
Idyee(V) =V W = Idyec (W)

fr l l fiw
GF(p)=fiy o ¢ o f; !

GF(V) — kdiml/ kdimW — GF(W)

are commutative by the definition of the action of F on the morphisms. Thus, the
identity endofunctor Id,., is canonically isomorphic to GF.

Exercise 9.9 Prove that the category Ay, from Example 9.4 on p. 190 is canoni-
cally®* equivalent to the simplicial subcategory A C Apig.

Proposition 9.1 A functor G : C — D is an equivalence of categories if and only
if G is fully faithful® and essentially surjective, meaning that for every Y € Ob D,
there exist X € Ob C, depending on Y, and an isomorphism Y >~ G(X).

Proof We will prove the “if” part and leave the converse statement as an exercise
for the reader. For every ¥ € ObD, we fix an object X = X(Y) € ObC and
isomorphism fy : ¥ = G(X). Moreover, if Y = G(X) for some X € Ob(C), then we
put X(Y) = X for one of those X and fy = Idy. Write ' : D — C for the functor
that sends an object Y € Ob D to the object X(Y) and an arrow ¢ : Y; — Y, to the
unique arrow ¥ : X; = X(Y1) = X(Y2) = Xo suchthat G (¥) = fy, o ¢ °fY_11 fits in
the commutative diagram

Y — 1

le L l sz
G(Y)

GX1) — G(X)

2*Meaning that there is a unique pair of quasi-inverse equivalences between them.
ZThat is, all maps G : Hom¢(X, ¥) — Homp(G(X), G(Y)) are bijective.
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The arrow ¥ = F(yp) is well defined, because
G : Hom(Xi, X;) = Hom (G(Xl), G(Xz))

is bijective for all X;, X,. By construction, the exact equality FG = Id¢ holds, and
for every morphism ¢ : Y1 — Y>, the diagram

¢
Idp(Y1) =13 Y, = Idp(Y2)
Nig \L Lsz
GF(p)=G(¥)
GF(Y)) = X, Xo = GF(Y>)

is commutative, which means that the maps fy : ¥ = G(X) = GF(Y) give the
canonical isomorphism of functors Idp = GF. O

Exercise 9.10 Prove the “only if” part.

Exercise 9.11 Show that the dualization functors A, : vec®® — vec and
hpy Agfg’ — Vpig from Example 9.10 and Example 9.11 are equivalences of
categories.

9.4 Representable Functors

A presheaf F : C°P? — Set is called representable if it is naturally isomorphic to
the presheaf iy for some X € Ob C, called the representing object of the presheaf F.
Dually, a functor F : C — Set is called corepresentable if it is naturally isomorphic
to the functor A* for some X € Ob C, called the corepresenting object of the functor
F. In Corollary 9.2 below, we will see that the (co)representing objects naturally
depend on the functors they represent. This forces the (co)representing objects to be
uniquely determined by the functors up to the canonical isomorphism.

Exercise 9.12 Convince yourself that for given vector spaces U, W, their tensor
product U ® W corepresents the functor vec — Set mapping a vector space V to
the set of all bilinear maps U x W — V.

For a semisimplicial set X : A;™ — Set, the set X, = X([n]) of all n-simplices of
the triangulated topological space®® |X| can be described as the set of all simplicial
maps A" — X, where the standard n-simplex A" is considered a triangulated space
with?” A"([k]) = Homa_([k], [n]), and the term “simplicial map” means a natural

26See Example 9.6 on p. 192.
27See Example 9.9 on p. 196.
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transformation of presheaves.28 In other words, X([n]) = Hompesi(a,) (h[n] , X ) for
every presheaf of sets X on the semisimplicial category Ag. The same equality holds
for all presheaves of sets on an arbitrary category.

Lemma 9.1 (Yoneda Lemma for Presheaves) Let F : C°P? — Set be a presheaf
of sets on a category C. There is a bijection

F(A) = Hompy.syc)(ha, F) (9.11)
functorial in F and A. It maps an element a € F(A) to the natural transformation
fx : Hom(X,A) — F(X) (9.12)

sending an arrow ¢ : X — A to the value of the map F(¢) : F(A) — F(X) at a. The
inverse to the map (9.11) sends a natural transformation (9.12) to the value of the
map f4 : ha(A) — F(A) at the identity endomorphism 1ds € ha(A).

Proof For every natural transformation (9.12), object X € Ob C, and arrow
¢ X = A,

one has the commutative diagram (9.8),

ha(d) = Hom(A.A) — " Hom(X.4)= h,(X)
Ja l lfx
F(p)
F(4) F(X)

(9.13)

whose upper map takes Ids to ¢. Therefore, fx(¢) = F(¢) ( fa (IdA)). This equality
uniquely recovers the action of all maps (9.12) on all elements ¢ € h4(X) from
just one element a = f4(Id4) € F(A). Given such an element a € F(A), the corre-
sponding transformation (9.12) maps ¢ € Hom(X, A) to fx(¢) = F(¢)(a) € F(X).
It is natural, because for every arrow ¢ : ¥ — X and all ¢ € h4(X), the equalities

Ty (ha()e) = fr(py) = Flpv)a = F(Y)F(p)a = F(¥) (fx(¢)) hold, and
therefore fy o ha () = F(¥) o fx as maps hy (X) — F(Y). O

2 Intuitively, a simplicial map of triangulated spaces |X| — |Y| is a continuous map respecting the
triangulations. The latter property is formalized as a natural transformation of presheaves X — Y.
In particular, this forces a simplicial map to send every k-simplex of the triangulation on |X| to a
k-simplex of the triangulation on |Y| via an affine map, and to respect the incidences between the
simplices.
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Exercise 9.13 (Yoneda Lemma for Covariant Functors) For every category C
and functor F' : C — Set, construct a bijection

F(A) = HomT'un(C,Ser) (hAa F)
functorial in F, A.

Corollary 9.1 The prescriptions X — hy and X — h* assign fully faithful functors
C = PreSh(C) and C°P* — Fun(C, Set) respectively. In particular, one has the
bijections

Hompresn(c)(ha, hp) ~ Home(A,B) and  Hompyc)(h*. h*) ~ Home (B, A),

functorialin A, B € ObC.
Proof Apply the Yoneda lemmas to the functors F = hp and F = h®. O

Corollary 9.2 If a functor F' : C — Set (respectively a presheaf F : C°P" — Set)
is corepresented (respectively represented), then its corepresenting (respectively
representing) object A € ObC is unique up to canonical isomorphism. More
precisely, given two natural isomorphisms a : F = h* and B : F = h® (respectively
a: F = hyand B : F > hg), there exists a unique pair of inverse isomorphisms
¢ 1A= B, : B= A such that for every X € ObC, the diagram

h(X)
F(X) o* w*

T

h*(X)

where ¥* : Hom(A, X) — Hom(B, X), ¢* : Hom(B, X) — Hom(A, X) are the right
multiplications by VW, ¢, is commutative (respectively the diagram

ha(X)
F (X) Yx P

T

hg(X)



9.4 Representable Functors 203

where ¢, : Hom(X,A) — Hom(X,B), ¥« : Hom(X,B) — Hom(X,A) are left
multiplication by ¢, \, is commutative).

Proof Given natural isomorphisms fa™" : #* = h® and B~'a : h® = h*, then by
Corollary 9.1, there exist unique isomorphisms ¥ : B = A, ¢ : A = B such that
Ba~! = y* and B~'a = ¢*. Since Ba~! and B!« are inverse to each other,
Y and ¢ are too. The case of presheaves is completely symmetric. O

9.4.1 Definitions via Universal Properties

Corollary 9.2 allows us to transfer many set-theoretic constructions from the
category Set to an arbitrary category C. Namely, let us say that an object X € Ob C is
the result of some set-theoretic operation applied to a collection of objects X; € Ob C
if X represents the presheaf C°®* — Set mapping ¥ € ObC to the result of this
operation applied to the sets Hom(Y, X;) in Set. Such an implicit definition gives
no guarantee that the object X exists, because the presheaf in question may not
be representable. However, if it is representable, then the representing object X
possesses some universal properties provided by the construction, and it is unique
up to a unique isomorphism respecting those properties. Moreover, every definition
of this sort has a dual version, obtained by applying the set-theoretic operation to the
sets Hom(X;, Y) covariant in Y and taking the corepresenting object of the resulting
functor C — Set.

Example 9.13 (Direct Product A x B) The direct product A x B of objects
A,B € ObC in an arbitrary category C is defined as the representing object for
the presheaf C°PP — Set, Y — Hom(Y,A) x Hom(Y, B). If the object A x B exists,
then there is an isomorphism

By : Hom(Y,A x B) = Hom(Y,A) x Hom(Y, B)

functorial in ¥ € Ob C. For Y = A x B, it produces the pair of arrows

Ty B
A<——A X B——=B

representing the element
,BAXB(IdAxB) (S] Hom(A X B,A) X Hom(A X B,B) .

These arrows are universal in the following sense. For every pair of arrows

®
A<=—Y——B,

there exists a unique morphism ¢ x ¢ : ¥ — A X B such that ¢ = w4 o (¢ X ) and

Y =mpe(pxy).
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Exercise 9.14 Convince yourself that for every diagram A<;C—B>B possess-
ing this universal property, there exists a unique isomorphism y : C = A x B such
thatmy oy = ) and mg o y = mp.

In the category Top, the direct product of topological spaces X x Y coincides with
their direct product in Set. The topology on X x Y is the product topology, whose
base of open sets is formed by the products of open sets in X, Y. In the categories of
groups, rings, and modules over a fixed ring, the direct products also coincide with
those in Ser. The algebraic operations are defined componentwise.

Example 9.14 (Direct Coproduct A ® B) The dual version of the direct product is
the direct coproduct A ® B of objects A, B € Ob C in a category C. It is defined as
the corepresenting object for the covariant functor

C — Set,Y — Hom(A, Y) x Hom(B, Y).

Reversing arrows in Example 9.13 shows that the coproduct fits in the diagram
iy ip

A A®B B, universal in the following sense. For every pair of arrows
@ v

A——=Y~<——aB, there exists a unique morphism ¢ ® ¥ : A ® B — Y such that

p=(p®Y)oigand y = (¢ @ V) o ip.

iy ip
Exercise 9.15 Verify that if the universal diagram 4 AQ®B B exists, then
it is unique up to a unique isomorphism of the middle objects commuting with iy p.

Exercise 9.16 Verify that in the categories Ser and Top, the coproduct is the disjoint
union.

In the category Modg of modules over a commutative ring?® K, the coproduct
coincides with the product and equals the direct sum of modules.

Exercise 9.17 Verify that the diagram

iy ip

A A®B B, iy:ar (a,0),ig:b+> (0,b),

is the universal coproduct diagram in the category Modg.

In the category Cmr of commutative rings with unit and homomorphisms respecting
units, the coproduct A ® B coincides with the tensor product of additive abelian
groups. The multiplication is defined on decomposable tensors by the prescription

(a1 ® bi)(az ® by) £ (a1a2) Q (b1by) .

2In particular, in the category Ab = Mody.
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Exercise 9.18 Verify that it is correctly extended by the distributivity law to all of
A ® B, and provides A ® B with the structure of a commutative ring with the unit
1 ® 1. Check that the diagram

iy ip

A AQB B, iy:a—a®l,ig:b—>1Q0Db,

is the universal diagram of the coproduct.

In the category Grp, the coproduct of groups G, H is called the free product and
denoted by G * H. It can be constructed as the quotient of the free group®® on the
alphabet G LI H by the relations that remove the identity elements eg, ey from the
words and replace every pair of sequential letters from the same group by their
product in that group. For example, Fy * F,, ~ Fj,, for the free groups Fy, F,,
in particular Z * Z ~ F,. More generally, if G, H are presented, respectively, by
generators I'g, I'y and relators Rg, Ry, then GxH is presented by generators '¢UT'y
and relators Rg L Ry.

Exercise 9.19 Verify that the universal property of the coproduct holds for the free
product of groups.

9.5 Adjoint Functors

F
Let C——=D be two functors between arbitrary categories C, D. If there exists an
G

isomorphism
Homp(F(X), Y) >~ Hom¢(X, G(Y)) 9.14)

functorial in X € ObC, Y € Ob D, then we say that F is left adjoint to G, whereas
G is right adjoint to F, and we write F 2 G. Associated with every pair of adjoint
functors F' 2 G are the natural transformations

A:FeG—1Idp and @:Id¢e > GoF (9.15)
such that the morphism Ay : FG(Y) — Y, which describes the action of A over
Y € ObD, corresponds to the identity endomorphism Idg(y) under the bijec-
tion (9.14), written for X = G(Y),

Homp(FG(Y),Y) =~ Home(G(Y), G(Y)) 3 Idg(y) ,

30See Sect. 13.1.1 of Algebra L.
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and symmetrically, the morphism gx : X — GF(X)Y corresponds to Idr) under
the bijection (9.14), written for Y = F(X),

IdF(X) S HOIIlD(F(X), F(X)) ~ Hom¢ (X, GF(X)) .

Example 9.15 (Free Modules) Write R-Mod for the category of left modules over a
fixed ring R (not necessarily commutative), and G : R-Mod — Set for the forgetful
functor taking a module to the set of its elements. For every set E € Ob Set, the
functor

R-Mod — Set, M — Homs,, (E,G(M))

is corepresentable by the free R-module with basis E. Let us write R ® E for this
free module. By definition, R ® E consists of formal linear combinations Zee g Xe€
with the coefficients x, € R, all but a finite number of which vanish.

Exercise 9.20 Establish the isomorphism
HomR_Mod(R R E, M) ~ Homse, (E, G(M)) (916)

functorial in M € ObR-Mod, E € Ob Set.

The isomorphism (9.16) means that the functor Set — R-Mod, E — R ® E, is the
left adjoint to the forgetful functor G : R-Mod — Set. The natural transformation

o E—> GAQ®E)

embeds E as a subset of the standard basis vectors in the set of all vectorsin R ® E.
The natural transformation

Av RRGWM) > M

is the map of the huge free R-module R ® G(M), whose basis is formed by the
set of all nonzero vectors in M, onto the module M. It sends every basis vector
m € R @ G(M) to the element m € M. This map is surjective and sends a formal
linear combination Zme » Xmm to the result of its evaluation within M. For example,
for M = R = IR, the vector space R ® G(IR) is isomorphic to the space of all
functions R — IR with finite support, and the transformation Ar sends such a
function to the sum of its (nonzero) values.

9.5.1 Tensor Products Versus Hom Functors

Let R be an arbitrary ring. For every right R-module M and left R-module N, the
tensor product M @g N is defined as the quotient of the tensor product of abelian
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groups’! M ® N by the subgroup generated by all the differences
mr®n—me® (r), wheremeM, reR, neN.

Note that by definition, M ®@g N is just an abelian group without any action of R
from either the left or right side. Instead of such an action, the relations

(mr) ®gn = m Qg(rn)

holdin M @i N forallm € M, r € R, n € N, i.e., the elements of R can be moved
through the tensor product sign. Thus, associated with every left R-module N is the
functor

Mod-R — Ab, Xt X®gN, 9.17)

provided by the right tensor multiplication of objects by N and sending a homomor-
phism of right R-modules ¢ : X; — X, to the homomorphism of abelian groups
Y ®r1:m®gn+— @(m) Qg n. Symmetrically, every right R-module M assigns the
functor

R-Mod — Ab, X+—>MQQrX, ¢ 1Qrp, (9.18)

on the category R-Mod of left R-modules. Let S be another ring, and let M possess
simultaneously right R-module and left S-module structures such that the right
action of R on M commutes with the left action of S. In this case, M is called
an S-R-bimodule. For such a bimodule M, the functor (9.18) actually takes values
in the subcategory S-Mod C Ab of left S-modules, because M ® X has the left
S-module structure functorial in X defined by the prescription s(m ® x) = (sm) ® x.
At the same time, the covariant Hom-functor

W :S-Mod — Ab, Y+ Homg(M,Y), 9.19)

actually takes values in the subcategory R-Mod C Ab: the left action of an element
r € Ron Homg(M, Y) functorial in Y is provided by the right R-module structure on
M and sends an S-linear map ¢ : M — Y to the map r¢ : m +— @(mr). In particular,
the identity (¢r)n = ¢(rn) holds forall r € R, n € N.

Exercise 9.21 Verify that this is in fact a left action of R on hM(Y).
Proposition 9.2 For every two rings R, S and S-R-bimodule M, the functor
R-Mod — S-Mod, X+—>MQrX,

is left adjoint to the functor

W :S-Mod — R-Mod, Y+ Homg(M,Y).

31 That is, Z-modules.
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In other words, there exists an isomorphism, functorial in the R-module X and
S-module Y, of abelian groups

Homyg (M Qr X, Y) ~ Homg (X Homg(M, Y)) . (9.20)
Proof The map from the left- to the right-hand side of (9.20) is constructed as
follows. An S-linear homomorphism ¢ : M ®g X — Y produces the family of maps
Yo M—>Y, m—>pm®x)
depending on x € X. Every map v, is S-linear:
Y(sm) = Y (sm ®rx) = Y (s(m @rx)) = sy (m®gx) = sy (m) .

Let us send ¢ to the map vy : X — Homg(M, Y), x — v, which is R-linear, because
O = (M Qg rx) = @(mr g x) = @y(mr) = (roy)m for all m € M. The inverse
map from the right- to the left-hand side of (9.20) sends a homomorphism

¥ : X — Homg(M,Y),

which can be thought of as a family of S-linear maps ¥, : M — Y depending
R-linearly on x € X, to the S-linear homomorphism

P MQrX =Y, m@rxr> Yy(m).

|

Exercise 9.22 Verify that both maps between the two sides of (9.20) are well defined
and inverse to each other.

Example 9.16 (Induced and Coinduced Modules) Let B be an arbitrary ring with
unit and A C B a subring with the same unit. Every left B-module X can be viewed
as a left A-module. This leads to the restriction functor

res : B-Mod — A-Mod . 9.21)

Consider B an A-B-bimodule and put § = A, M = R = B in Proposition 9.2.
Then for every left B-module X, the left A-module B ® 3 X ~ X is isomorphic to the
restriction res X of X to A, and the isomorphism (9.20) functorial in the B-module
X and A-module Y takes the form

Homy (res X, Y) =~ Homg (X, Hom, (B, Y)) .

32Compare with Sect. 6.3 on p. 141 and Sect. 6.3.4 on p. 146.
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The left B-module coind Y & Homy (B, Y) is called coinduced by the left A-module
Y. Thus, the coinduction functor coind : A-Mod — B-Mod, Y — coind Y, is right
adjoint to the restriction functor (9.21).

Now consider B as a B-A-bimodule and put S = M = B, R = A in
Proposition 9.2. For every left B-module Y, the left A-module Homg(B,Y) >~ Y
is isomorphic to the restriction res Y of ¥ on A. The isomorphism (9.20) functorial
in the A-module X and B-module Y takes the form

Homp(B®4 X, Y) >~ Homy(X,resY).

The left B-module ind X & B ®,4 X is called induced by the left A-module X. The
induction functor ind : A-Mod — B-Mod, X +— indX, is left adjoint to the
restriction functor.

For the group algebras A = k[H], B = k[G] of a finite group G and subgroup
H C G, the induction and coinduction functors become the induction and
coinduction of linear representations considered in Sect. 6.3 on p. 141 and Sect. 6.3.4
on p. 146.

Exercise 9.23 (Right Module Version of Proposition 9.2) For every two rings
R, S and R-S-bimodule N, introduce a structure of a right S-module functorial in
X € Mod-R on the abelian group X @g N, and the structure of a right R-module
functorial in ¥ € Maod-S on the abelian group /4" (Y) = Homyeg-s(N, Y). Prove
that the functor Mod-R — Mod-S, X — X ®gN, is left adjoint to the functor
W o Mod-S — Mod-R, Y — Hom p4-s(N, Y), i.e., that there exists an
isomorphism of abelian groups

Hom og-s (X @& N, Y) =~ Homygoa-r (X, Hom pgea-s(N. Y)) (9.22)

functorial in X € Ob Mod-R, Y € Ob Mod-S.

Example 9.17 (Singular Simplices) Associated with every topological space Y is
the simplicial set*® S(Y) : A%P — Set, called the set of singular simplices. It maps
[n] € Ob A to the set S,(Y) £ Homy,,(A",Y) = hy(A") of all continuous maps**
f: A" — Y, where A" C R"*! is the standard regular n-simplex considered with
the topology induced from R"*!. An order-preserving map ¢ : [n] — [m] is sent by
S(Y) to the map ¢* : Homy,,(A™,Y) — Homy,,(A",Y), f = f o ¢«, provided by
right composition with the affine map ¢, : A" — A™ acting on the vertices of A"
in accordance with ¢.

Exercise 9.24 Verify that these prescriptions define a functor

S :Top — PreSh(A),Y — S(Y).

33See Example 9.7 on p. 193.
34Every such continuous map is called a singular simplex of Y.
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Let us show that this functor is right adjoint to the geometric realization functor

PreSh(A) — Top, X+ |X],
described in Example 9.7 on p. 193, i.e., that there is a bijection
Homr,,(|X], Y) >~ Homps (X, S(Y)) (9.23)

functorial in the simplicial set X and topological space Y. In fact, this isomorphism
is a version of the isomorphism (9.22) reformulated in terms of functors on
categories instead of modules over rings. Namely, the geometric realization functor
embeds the simplicial category A into the category Top as a set of disjoint regular
simplices D = | |,-, A". The arrows ¢ € Mor A act on D from both sides via
composition with the affine maps @.. The right action of Mor A commutes with the
left action of Mor Top, which maps D to other topological spaces Y. The category
PreSh(A°PP, Set), of simplicial sets X : A°®P — Set, is completely analogous to
the category of right modules over A: the arrows of A act from the right on every
simplicial set via x — x¢ ¥ X(@)x. In particular, the geometric realization of every
simplicial set X can be thought of as the tensor product |[X| = X ®a D, that is,
the quotient of the disjoint union | |-, X, x A" by the relations (x¢,s) = (x, s).
Thus, the right A-modules S(Y) = Homy,,(D,Y) and |X| = X ®4 D fit into the
isomorphism (9.22) as

Homy,, (X ®a D, Y) ~ Hom(p4-A (X, Homy,, (D, Y)) . (9.24)

This is exactly the same as (9.23).

Exercise 9.25 Use Exercise 9.23 to give explicit descriptions of the inverse
isomorphisms between the left and right sides of (9.24).

Proposition 9.3 A functor G : D — C admits the left adjoint functor F : C — D if
and only if for every X € Ob C, the functor

h§:D — Set, Y+ Home (X,G(Y)), (9.25)

is corepresentable. In this case, F(X) corepresents the functor (9.25) for all
X e ObC.

Proof The “only if” part follows directly from the definitions of adjoint functors
and corepresenting objects. Let us prove the opposite implication. Assume that for
every X € ObC, there exist an object F(X) € Ob D and a natural isomorphism of
functors fX : KX = hX_The action of F on the arrows of C is defined as follows.
Every arrow ¢ : X; — X, produces the natural transformation ¢* : b — kY,
the right multiplication by ¢, which sends an arrow y : X, — G(Y) to the arrow
yo : X; — G(Y). By Corollary 9.1 on p.202, the composition of natural
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transformations (le)_1 o @* o fX2 1 pFX) 5 pFX) g realized as the right
multiplication by an appropriate arrow ¥ : F(X;) — F(X2), uniquely determined
by this property. We put F(p) = . It remains to show that the isomorphism
X . Homp(F(X),Y) ~ Hom¢(X, G(Y)) functorial in ¥ € ObD is functorial in
X € ObC as well, i.e., for every arrow ¢ : X; — X, and Y € Ob D, the diagram

F(p)*
HOInD(F(Xz),Y) e HomD(F(Xl),Y)

N |-

Hom¢ (X, G(Y)) ——— Hom¢(X, G(Y))
qo*

is commutative. This follows directly from the construction of F(¢). O

Exercise 9.26 Prove the dual version of Proposition 9.3: a functor F : C — D
admits the right adjoint functor G : D — C if and only if for every ¥ € Ob D, the
presheaf

hy:C— Set, X Homp (F(X).Y),

is representable, and in this case, G(Y) represents it for all ¥ € Ob D.

Proposition 9.4 A functor F : C — D is left adjoint to a functor G : D — C if and
only if there exist natural transformationst : F e G — Idp ands : Id¢c — G F

Fos oF e Go
such that the compositions F 2% FGF 55 Fand G 255 GFG 225 G are the

identity transformations of the functors F, G to themselves.

Proof If there exist bijections

//\.

4
Homp (F(X). Y) Home (X, G(Y))

\A/‘/

(9.26)

functorial in X € ObC, Y € ObD and inverse to each other, then for every arrow
¢ : X1 = Xpin C and every Y € Ob D, we have the commutative diagram

HomD(F(Xl),Y) <i— Homc(Xl,G(Y))

T F(p)* T @
A

Homp (F(X2),Y) <—— Home (X2, G(Y))
(9.27)
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whose vertical maps are the right multiplications by F(¢) and ¢ respectively. For
the arrow

¢ =sy:X — GF(X),

which realizes the natural transformation® s : Idc — GF over X, and the object
Y = F(X), the commutative diagram (9.27) takes the form

Homp (F(X), F(X)) <— Home (X, GF (X))

T F(sy)™* T S}
A

Homp(FGF(X). F(X)) <—— Home(GF(X), GF(X))

where the top arrow A sends sx to Idr(x), and the bottom arrow A sends Idgrx) to
the morphism t(x) : FGF(X) — F(X) realizing the second natural transformation®®
t: FG — Idp over F(X). Therefore,

Idrex) = A(sx) = Asy (Idgrn) = F(sx)*A (Idgre) = F(sx)* (trex)
= trx) © F(sx) .

. .. Fo teF . . . .
that is, the composition — S FGF -5 F gives the identity transformation from
F toitself. A symmetric argument, using g instead of A, shows that the composition

G LA GFG gel G is the identity transformation of G to itself.

Conversely, let s : Ide — GF and t : FG — Idp be natural transformations
satisfying the conditions of the proposition. Define the values of the maps A, o
in (9.26) on arrows ¢ : F(X) — Y and ¥ : X — G(Y) by the formulas

o(p) =G(p)esxy and A(Y) =ty F(¥),
whose right-hand sides mean the compositions of morphisms

x5 6rx) 2% 6v) and F) L Fory Sy

33See formula (9.15) on p. 205.
36See the same formula (9.15).
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Thus, the composition Ag(¢) = ty e FG(¢) o F(sx) : F(X) — Y is taken along the
path from the lower left corner to the upper right corner in the diagram

F(X) Y

F(sx) FG(p)
F(X) FGF(X) FG(Y)

where the right parallelogram is commutative because ¢ is a natural transformation,

. . . F oo teF . . .
and the left triangle is commutative because F' 2% FGF 15 Fis the identity
transformation of the functor F to itself. Therefore,

Ao(p) = ¢ forall ¢ € Hom(F(X),Y).

For ¢ € Hom(X, G(Y)), the equality pA(¥) = ¥ is checked by a symmetric
argument. O

9.6 Limits of Diagrams

Every small category N can be thought of as a diagram formed by the arrows
¢ € Mor N drawn between the vertices v € ObWN'. A diagram of shape N in
an arbitrary category C is a functor X : N' — C. Such a diagram is formed by the
objects X, = X(v) € ObC labeled by v € Ob N, and morphisms ¢y : X, — Xp
labeled by arrows ¢ : @ — B of the category N such that px¥x = {x if { = @ in
Mor N'. The category N is also referred to as the index category of the diagram X.
For example, associated with every object Y € ObC is the constant diagram Y
formed by the objects Y, = Y for all v € Ob N and the arrows ¢, = Idy for all
¢ € Mor N

All the diagrams of a given shape N in a given category C form the category?’
Fun(N', C), whose morphisms are natural transformations of diagrams f : X — Y,
i.e., collections of arrows f, : X, — Y,, v € Ob A/, such that fpx = @yfy forevery
arrow ¢ : @ — fin M. Every diagram X € Fun(N', C) produces the presheaf

CP? — Set s Y Homﬁm(/\/’c) (Y, X) .

If it is representable, the representing object is denoted by lim X € Ob C and called
the limit®® of the diagram X. It comes together with a bijection

Home (Y, lim X) = Hompy,x c) (Y, X) (9.28)

37See Sect. 9.3 on p. 197.
3B0r the projective limit.
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natural in Y € ObC. For Y = lim X, this map sends the identity endomorphism of
lim X to the natural transformation 7 : lim X — X, that is, the collection of arrows
m, : limX, — X, commuting with the arrows of the diagram X. The arrows 7,
possess the following universal property. For every object Y € Ob C equipped with
a collection of arrows ¥, : ¥ — X, commuting with the arrows of X, there exists a
unique morphism « : ¥ — lim X such that ¥, = 7, o o for all v.

Symmetrically, associated with every diagram X € Fun(N', C) is a functor

C— Set, Y Homp,c) (X.Y).

Its corepresenting object (assuming that it exists) is called the colimit*® of the
diagram X and denoted by colim X. It comes together with a bijection

Hom¢(colim X, ¥) = Hompy,a c) (X Y) (9.29)

functorial in ¥ € ObC. For Y = colimX, the identity endomorphism of colim X
is mapped by (9.29) to the collection of arrows ¢, : X, — colimX, commuting
with the arrows of X and having the following universal property. For every object
Y € ObC equipped with a collection of arrows ¥, : X, — Y commuting with the
arrows of X, there exists a unique morphism § : colimX,, — Y suchthat vy, = B oy,
forall v.

Exercise 9.27 Check that lim X and colim X, if they exist, are unique up to a unique
isomorphism commuting with the canonical arrows i, and ¢, respectively.

Example 9.18 (Initial, Terminal, and Zero Objects) The simplest index category is
the empty category &. It produces empty diagrams without any objects and arrows
at all. The limit of the empty diagram in a category C (assuming that it exists)
is denoted by T and called the terminal object of C, because for every C € ObC,
there exists a unique morphism C — T. Certainly, T is uniquely determined by this
property up to the unique isomorphism. Dually, the colimit of the empty diagram
(assuming that it exists) is denoted by I and called the initial or coterminal object
of C. For every object C € C, there is exactly one arrow I — C. If a category C has
both initial and terminal objects and they coincide, then the object I = T is called
the zero object and denoted by 0.

Exercise 9.28 Indicate the initial and terminal objects in the categories Set, Top,
Ab, Modg, R-Mod, Grp, Cmr, and in the categories of presheaves of sets and
abelian groups on a topological space*” X. Which of these categories have the zero
object?

Example 9.19 (Direct (Co)products) A small category N is called discrete if
Mor N is exhausted by the identity endomorphisms of the objects of M. A discrete

P0r the injective limit.
40See Example 9.8 on p. 194.
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diagram X : N — C is just a family of objects X, in C without arrows between
them. The (co) limit of such a diagram is called the direct (co) product of objects
X,. They are denoted by

HXV & imX and ]_[X\, & colimX .
v v

If N consists of two objects, these definitions agree with those given in Exam-
ple 9.13 and Example 9.14 on p. 204. An obvious induction shows that the existence
of the direct (co) product of two objects implies the existence of (co) products of a
finite number of sets of objects.

Exercise 9.29 Describe the infinite (co) products in Top.

Example 9.20 ((Co) equalizers) The (co)limit of a diagram of shape s——=- is

called the (co) equalizer of two arrows of the diagram. In the category of sets, the
equalizer of maps

¢
X—==Y

12

is the set of solutions of the equation ¢(x) = ¥ (x) on x € X, or equivalently, the
preimage of the diagonal*! Ay C Y x Y under the canonical map ¢ x : X — Y xY.
The coequalizer is the quotient set of Y by the equivalence relation generated by the
image of the map*? ¢ x ¥, i.e., by the equalities ¢(x) = ¥ (x) for all x € X.
Exercise 9.30 Check this, and explicitly describe the (co)equalizers in the
categories Set, Top, Ab, Modg, R-Mod, Mod-R, Grp, Cmr.

Intuitively, the existence of equalizers allows one to define “subobjects” by
means of equations, whereas the coequalizers allow one to define “quotient objects”
by imposing relations. For example, the (co) kernel of a homomorphism of abelian
groups f : A — B can be described as the (co)equalizer of f and the zero
homomorphism in the category Ab.

Exercise 9.31 Prove this last statement.

Example 9.21 (Pullback, or Fibered Product) The limit of a diagram of shape
e —> o< o

is called the pullback of the arrows of the diagram or the fibered product of the
side objects of the diagram over the middle object. For a concrete realization of this

4IRecall that Ay = {(y,y) € Y X Y | y € Y}; compare with Sect. 1.2.2 of Algebra L.

4That is, the intersection of all equivalences R C Y X Y containing im(¢ X ); see Sect. 1.2.2 of
Algebra I.
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diagram in a category C,

1
X——B<——Y,

the fibered product is denoted by X x Y. It fits in the commutative diagram

v
XxgYy —— Y

S

X — B

(9.30)

called the Cartesian square or pullback diagram, which has the following universal
property. For every commutative square

v’

Z —— 7Y

Ao

X — B
there exists a unique morphism ¢’ X ¥’ : Z — X x Y such that
=g (¢'xy) and Y =y (p'xy).

Exercise 9.32 Check that this universal property determines the upper angle of the
diagram (9.30) uniquely up to a unique isomorphism commuting with ¢ and .

In the category of sets, the fiber of the map X xpY — B over a point b € B is the
direct product of fibers ¢~ (b) x ¥~ (b). This justifies the term “fibered product.”
We have already met an example of the Cartesian square in Theorem 4.1 on p. 83.
In the category U"(X) of open subsets in a topological space X, the fibered product
over X coincides with the intersection: U xx V=UNV.

Example 9.22 (Pushforward, or Fibered Coproduct) Reversing all the arrows in
the previous example leads to the notion of the pushforward of two arrows with
a common source. It is defined as the colimit of the diagram e<~——e¢———o, and
is also called the fibered coproduct of the side objects over the middle one. For a
particular realization

X=—B——Y,
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the fibered coproduct is denoted by X ®p Y. It fits in the commutative cocartesian
square

4
X —— X®pY
(9.31)

also known as the pushforward diagram, and has the following universal property.
For every commutative square

n
B ——7
S
W,
X —Z
there exists a unique morphism ¢’ ® ¥’ : X ® ¥ — Z such that

P =@ QY )ep and Y = (¢’ QY )oy.

Exercise 9.33 Describe explicitly the pullbacks and pushforwards*? in the categories
Set, Top, Ab, Modg, Grp, Cmr.

9.6.1 (Co)completeness

A category C is called (co) complete if all diagrams N' — C, for all small categories
N, have (co) limits in C.

Proposition 9.5 If a category C possesses a terminal object, direct products of
all sets of objects, and equalizers of all pairs of arrows with common source and
target, then C is complete. Dually, C is cocomplete if it has an initial object,
direct coproducts of all sets of objects, and coequalizers of all pairs of arrows with
common source and target.

Proof We will prove the first statement; the second follows from it by reversing the
arrows. Given a diagram X : N' — C, we have to find the universal set of arrows ¢,
with a common source and targets at X, satisfying the equations ¢, = »,,¢,, where

“1In the categories of groups and commutative rings, the pushforwards are traditionally called the
amalgamated and tensor products respectively.
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M = X(v = ) 1 X(v) — X () runs through the arrows of the diagram X. Write
A=1]] . Xy for the direct product of all objects in the diagram, and B = IT.- u Fou
for the direct product of the objects F,, £ X,,. Thus, for every u € Ob N, the factors
X, in B are in bijection with the arrows ending at the pth node of the diagram. For

every arrow v —  in N, consider the morphisms
Sou :IdXM omy tA—>Fyy,
Guu=Ipem :A—>F,,,

where m, : A — X, is the canonical arrow from the direct product to a factor. By
the universal property of the product B, there exist two morphisms f,g : A — B
lifting the arrows f,,, g, along the canonical morphisms 7, : B — Fy,. Let
L be the equalizer of f, g. It joins the arrow ¢ : L — A such that the arrows
¢ = my o @ : L — X, solve the equations ¢, = x,,¢, and satisfy the universal
property of the limit. Thus, L = lim X. O

Remark 9.1 In order to have the (co) limits of all finite diagrams in a category C,
it is enough to require the existence of products X x Y for all X,Y € ObC in
Proposition 9.5. This forces all finite direct products to exist in C, and the above
proof will work for every finite diagram.

Corollary 9.3 The categories Set, Top, Ab, Modg, R-Mod, Mod-R, Grp, Cmr
are bicomplete, meaning that they are both complete and cocomplete.

Proof This follows from Exercises 9.28-9.30. O

9.6.2 Filtered Diagrams

A nonempty category F is called filtered if for every two objects in F, there are two
arrows with common target sourced at these objects, and for every two arrows @, ¥
with common source and common target, there exists an arrow ¢ such that {¢ = (.
For example, a poset every two elements of which have a common upper bound
is a filtered category.** Given a small filtered category F, diagrams F — C and
FOPP — C are respectively called filtered and cofiltered.* The colimit of a filtered
diagram X : F — Set is the quotient of the disjoint union | [, X, by the equivalence
relation identifying elements x, € X, and xg € Xg if and only if px(xy) = Vx(xp)
for some arrows
@ 14

ao——y<~—2/P

in F, where ¢y, ¥x denote the images X(¢), X(¥) of those arrows in Mor(Set).

#Compare with Example 9.2 on p. 188.

“SFiltered diagrams are also called direct or inductive systems of morphisms. Cofiltered diagrams
are also called inverse or projective systems of morphisms.
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Exercise 9.34 Verify that this is an equivalence relation and check that the quotient
by this equivalence is colim X.

Example 9.23 (Open Neighborhoods and Stalks of Presheaves) In the category
U (X) of open subsets of a topological space X, every family of open sets closed
with respect to intersections forms a cofiltered diagram. For example, all open sets
containing a given subset Z C X form such a cofiltered diagram. In general, it has
no limit in T"(X), whereas in Set, the limit coincides with the intersection [ uvoz U.
For every presheaf F : U'(X)°P? — Set, the sets of sections F(U) overall U D Z
form a filtered diagram in Set. Its colimit Fz £ colimy-z F(U) is called the stalk
of F over Z. By the above construction, it is formed by the equivalence classes of
pairs sy, where U D Z is an open neighborhood of Z and sy € F(U) is a section of
F over U modulo the relation sy ~ sw, meaning that sy|, = sw|y, for some open V
such that Z C V C U N W. These equivalence classes are called germs of sections
of F near Z.

Example 9.24 (Localization) Let K be a commutative ring with unitand S C K a
multiplicative system.*® Then S can be viewed as a small category whose objects
are the elements of S, and

def

Homg(s,t) £ {a € K | as = t}.

Exercise 9.35 Verify that this category is filtered.
1

Consider the diagram F : S — Modg whose objects Fy, = K - [3] are the free
K-modules of rank 1 with the basis vectors denoted by [1], and the linear map
Fy — F,, corresponding to the arrow a : s — as in S, acts on the basis by the
rule [1] = a- [ alY] By the above construction, the colimit colim F consists of
the equivalence classes of elements a/s £ q - [1] modulo the relation a/s ~ b/t,

meaning that af = bg for some f, g € K such that sf equals 7g and lies in S.
Exercise 9.36 Check that this happens if and only if (az—bs)-r = 0 for some r € S.

This means that colim F = KS™! is the localization*” of K in S.

9.6.3 Functorial Properties of (Co) limits

Recall that a natural transformation of a diagram X : N — C to a diagram
Y : N' — Cis a collection of arrows f, : X, — Y,, one arrow for each v € Ob A\,
commuting with the arrows of the diagrams. Let the diagrams X : A/ — C and
Y : M — C have limits Ly = lim X, and Ly = lim Y, in the category C. Then for

46This means that 1 € Sand st € S for all 5,1 € S; see Sect. 4.1.1 of Algebra 1.
4T0r ring of fractions with numerators in K and denominators in S; see Sect. 4.1.1 of Algebra I.
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every functor T : M — N and every natural transformation f : X o T — Y, there
exists a unique morphism limf : Ly — Ly such that the diagram*®

Te(p)

Ly —— X

lim/ l l Ju
g

"
Ly —— Y,

(9.32)

is commutative for every u € Ob M. Indeed, the compositions
Juo ey Ly > ¥y

commute with all arrows within Y, and therefore, by the universal property of
Ly = lim Y, there exists a unique morphism Ly — Ly such that all diagrams (9.32)
are commutative.

Dually, if there exist the colimits Cx = colimX,,, Cy = colim Y, then for every
functor T : ' — M and every natural transformation f : X — Y o 7, there exists a
unique morphism colimf : Cy — Cy such that the diagrams*’

Ly

X, —— Cy

o l l colimf’
L

Y‘L’(V) — Cy

are commutative for all v € ObA. In particular, for M = AN and T = Id,
we conclude that the limit and colimit are the functors from the category of the
diagrams Fun(N', C) to the category C. In fact, even more follows immediately
from Proposition 9.3 on p. 210 and the equalities (9.28), (9.29) on p. 214.

Proposition 9.6 For every small category N' and (co)complete category C, the
functors colim : Fun(N',C) — C and lim : Fun(N,C) — C are respectively left
and right adjoints to the functor C — Fun(N', C), C — C, which maps an object to
the associated constant diagram. O

Remark 9.2 If the category C is not (co)complete, then the (co)limit remains
functorial on those diagrams that have a (co)limit.

“8The horizontal arrows in (9.32) are the canonical morphisms from the limit to the nodes of the
diagram.

““Whose horizontal arrows are the canonical morphisms from the nodes of the diagram to the
colimit.
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Definition 9.1 (Commutativity with (Co) limits) A functor F : C — D is said to
commute with (co) limits if for every object L € Ob C and every diagram

X: N —>C,

the equality L = (co) lim X in C implies the equality F(L) = (co)limF o X in D.

Proposition 9.7 If a functor F : C — D is left adjoint to a functor G : D — C,
then F commutes with limits and G commutes with colimits.

Proof Since F2G, we have the following chain of isomorphisms functorial in
D € ObD:

Homp (F(colimX), D) ~ Hom¢ (colimX, G(D)) >~ Hompun c) (X, G(D))
~ Hompu,,(J\/’D) (F o X, D) .

Therefore, F(colimX) =~ colim(F o X). The case of limits is similar (and even
easier). ]

Corollary 9.4 Limits commute with limits and colimits commute with colimits
if they exist. More precisely, let F : M — Fun(N,C) be a diagram of the
natural transformations of the diagrams F, : N — C formed by objects
Fu = Fu(v). Write F(v) : M — C for the diagram formed by the arrows
realizing the natural transformations F(Mor(M)) over the object v € Ob N.. If for
all w € Ob M, v € Ob N there exist lim, F,, £ lim F, and lim, F,,, & lim F(v)

(respectively colim, F,, £ colimF, and colim, F,, £ colimF(v)), then
there exist lim, lim, Fy,, =~ lim,lim,F,, (respectively colim, colim, Fy,
=~ colim, colimy, F,). a

Corollary 9.5 Let X,Y : N — Ab be two diagrams of abelian groups, and
f:X—>Y
a natural transformation provided by the homomorphisms
fi:X,—>Y,, veObWN.

Write K = kerf and C = cokerf for the diagrams N' — Ab formed by the kernels
and cokernels of the homomorphisms f,. Then lim K = ker (limf : limX — lim Y)
and colim K = coker (colimf : colimX — colim Y).

Proof Since a (co)kernel is the (co)limit of a diagram,’® it commutes with

(co) limits. O

S0Namely, the (co) kernel of a homomorphism is the (co)equalizer of this homomorphism and the
zero homomorphism.
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Corollary 9.6 Let N be a right module over an arbitrary ring S. Then the functor
S-Mod — Ab, X — N ®s X commutes with the colimits of the diagrams of left
S-modules. In particular,

coker (Idy ®s ¢ : N ®sK — N ®sL) ~ N ®; coker(¢)

for every S-linear map ¢ : K — L.

Proof Proposition 9.2 on p.207 applied to the rings § and R = 7Z shows that the
functor

S-Mod - Ab, X+ N®sX,

is left adjoint to the functor Ab — S-Mod, Y + Hom (N, Y). Therefore, it
commutes with colimits. ]

Problems for Independent Solution to Chapter 9

Problem 9.1 (Cyclic category) For every nonnegative integer m, consider the set
of complex (m + 1)th roots of unity [m]cyc £ {27/ D € SL C C |0 <k <m)
as the category in which Homy,,, (x,y) consists of the path from x € [m]cyc
to y € [m]ee provided by the counterclockwise oriented arc of the unit circle
S!' C €, and all paths obtained from it by adding every positive number of full
counterclockwise turns. Thus, the arrows x — y are in bijection with nonnegative
integers measuring the number of full turns contained in the arrow. For every
x € Ob[m]cyc, write Ty € End(x) for one full turn. The cyclic category Cyc is
formed by the objects [m]cyc, m € Zzo, and sets Homgye([7]eyc, [1]cyc) consisting
of all functors ¢ : [n]cye — [m]eye such that @(Ty) = Ty for all x € Ob[n]cyc.
Show that the representable presheaf hjq),, : [m]eye = Homge([m]eye, [Oleye) can
be viewed as a functor Cyc®®? — Cyc, and prove that it establishes an equivalence
between Cyc and Cyc°PP.

Problem 9.2 Construct the left adjoint functor to the forgetful functor C — Set
for the following categories C: (a) Vecy, (b) Assk, (¢) Cmr, (d) Grp. In each
case, describe explicitly both natural transformations between the composition of
adjoint functors and the identity endofunctor.

§ U
Problem 9.3 Prove that the pullback of the diagram X———B~<——7Yis canonically

isomorphic to the equalizer of maps & o wx, nemy : X X Y — B, where

nx : XxXY—->X, ny:XxY-—>Y
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are the canonical projections. For a category with terminal object T, check that
XxpY>~XxY

forall X, Y.
Problem 9.4 Formulate and prove the dual statements to the previous problem.

Problem 9.5 Show that in Proposition 9.5 on p. 217, the existence of all equalizers
and coequalizers can be replaced by the existence of all pullbacks and pushfor-
wards respectively.

Problem 9.6 Fix some prime p € N. Forallm > n,let ¢, : Z/(p™) — Z/(p") be
the quotient homomorphism of additive groups, and ¢, : Z/(p") — Z/(p™) the
embedding of additive groups mapping [1] — [p""]. In the category of abelian
groups, show that:

(a) The limit of the diagram formed by the arrows ,,, is the additive group Z, of
p-adic integers.>!

(b) The colimit of the diagram formed by the arrows ¢,,, is isomorphic to the
multiplicative group of all p"th roots of unity for all » € N, or equivalently,
the additive group of classes of fractions z/ pl, z € Z, £ € N, in the quotient

group Q/7Z.

Problem 9.7 For all n | m, let Y, : Z/(m) —> Z/(n) be the quotient
homomorphism of additive groups, and @y, : Z/(n) — 7Z/(m) the embedding of
additive groups such that [1] + [m/n]. In the category of abelian groups, show
that:

(a) The limit of the diagram formed by the arrows v, is isomorphic to the product
of additive groups ]_[p Z,, where Z, is the group of p-adic integers.
(b) The colimit of the diagram formed by the arrows ¢,,, is isomorphic to Q) /Z.

Problem 9.8 For an arbitrary poset N, give an explicit construction of the limit
and colimit of a diagram X : N' — Set.

Problem 9.9 (Adjoint Presheaves) Presheaves
F:C >D and G:D* - C
are called respectively left adjoint and right adjoint if there exist respec-

tive bijections Home (G(D), C) ~ Homp (F (0), D) and Hom¢ (C , G(D))
~ Homp (D, F (C)) functorial in C € ObC, D € ObD. Prove that left adjoint

51 That is, the completion of Z with respect to the p-adic distance |x, y|, = |lx — yll,, where the p-
adic norm ||z||, of an integer z = p*m, GCD(m, p) = 1, equals p~*.
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presheaves send colimits to limits, whereas right adjoint presheaves send limits
to colimits.

Problem 9.10 (Noncommutative Fractions) Let R be an arbitrary ring with unit
and S C R a multiplicative system>? satisfying the following two Ore conditions:
(1) forall A € R, s € S, there exist o € R, t € S such that As = tg; (2) for
all A1, A, € R, the existence of s € S with ;5 = A,s implies the existence of
t € S with tA| = rA,. Consider S the category whose objects are the elements of
S, and Homg(s, 1) &€ {1 € R | As = t}. Define the functor F : S — R-Mod by
sending an object s € S to the free left R-module of rank 1 whose basis vector we
denote by [1], and sending an arrow A : s — As to the R-linear (from the right)
homomorphism acting on the basis vector by the rule [ 1]+ 4 - [ ]. Prove that
F is a filtered diagram and colim F = S™!R is formed by the classes of formal
records s!r, where s € S, r € R, modulo the equivalence sy 'r,, meaning
the existence of x;,x, € R such that x151 = x50 € S and x;7r; = x,r,. Further,
provide S™'R with a ring structure with unit.

Ty~ S,

Problem 9.11 (Exact Functors) Recall>® that two composable arrows

* — %k — %

in the category of abelian groups are called exact if keryy = img. A longer
sequence of arrows is exact if every pair of sequential arrows is exact. Exact
sequences of the form

0—>A—-B—>C—0

are called short exact sequences or exact triples. A functor F : Ab — Ab
(respectively a presheaf F : AbPP — Ab) is called left exact if it maps kernels
(respectively cokernels) to kernels, or equivalently, exact sequences of the form
0 - A > B — C (respectively A - B — C — 0) to exact sequences
0 — F(A) — F(B) — F(C) (respectively 0 — F(C) — F(B) — F(A)). Dually,
F is called right exact if it maps cokernels (respectively kernels) to cokernels,
that is, sends exact sequences of the foom A — B — C — 0 (respectively
0 - A — B — () to exact sequences F(A) — F(B) — F(C) — 0 (respectively
F(C) — F(B) — F(A) — 0). A functor is called exact if it is both left exact and
right exact. Prove that:

(a) A functor is exact if and only if it sends short exact sequences to short
exact sequences, and in that case, it preserves the exactness of arbitrary exact
sequences of arrows.

(b) Functors &* : X — Hom(A, X) and A, : X — Hom(X, A) are left exact for all
A € Ob Ab.

52Thatis, 1 € Sand st € S forall s,¢ € S.
33See Problem 7.8 of Algebra 1.
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(c) All right adjoint functors are left exact, and left adjoint functors are right exact.
(d) Colimits of filtered diagrams are exact functors.>*

Problem 9.12 Give explicit examples of A, B, N € Ob A such that the endofunctors
Ab — Ab sending X € Ob Ab respectively to Hom(A, X), Hom(X, B),and N®X
are not exact.”

Problem 9.13 Prove that a sequence of maps 0 — A 5B ﬁ) C — 0in Ab is exact
if for every X € Ob Ab, the sequence of natural transformations

0 = ha(X) > hp(X) 25 he(X) — 0 (9.33)

is exact. Give an example of ashort exact sequence 0 — A 4B i C — 0 for
which the sequence (9.33) is not exact.

Problem 9.14 (Projective Modules) Prove that the following three conditions on
a left module P over a ring R are equivalent>® in the category R-Mod:

1. The functor h” : R-Mod — Ab, X — Hom(P, X), is exact.

2. For every morphism ¢ : P — X and every epimorphism i : ¥ — X, there exists
a morphism 7 : P — Y such that ¢ = Y.

3. For every epimorphism ¢ : Z — P, there exists an isomorphism

y:Z=> kermn @P

such that ¥ = mpy, where np : kerm @ P — P is the canonical projection.

Problem 9.15 (Injective Modules) Prove that the following three conditions on a
left module I over a ring R are equivalent®’ in the category R-Mod:

1. The presheaf h; : R-Mod — Ab, X — Hom(X, I), is exact.

2. For every monomorphism ¢ : X < Y and every morphism ¢ : X — I, there
exists a morphism 7 : Y — I such that nyy = ¢.

3. For every monomorphism v : I < Z, there exists an isomorphism

y : 1 & cokert = Z

such that ¥ = yu;, where ¢; : I < I @ coker is the canonical inclusion.

34By Corollary 9.5 on p. 221, it is enough to show that filtered colimits commute with kernels.
55This means that the first two functors are not right exact, and the third is not left exact.

36 A module P with these properties is called projective.

57 A module I possessing these properties is called injective.
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Problem 9.16 Prove that the abelian groups @ and QQ/7Z are injective Z-modules.
For every A € Ob.Ab and a € A, prove that there exists a homomorphism of
abelian groups ¥ : A — Q/Z such that ¥ (a) # 0.

Problem 9.17 For every ring R, equip the abelian group Izx = Homy (R, Q/7Z) with
the left R-module structure provided by the right action of R on itself.”® Prove
that (a) I is an injective R-module, (b) the functor hy, is faithful.>

Problem 9.18 For every ring R with unit and all m,n € N, prove that the
categories of left modules over the matrix rings Mat,(R) and Mat,,(R) are exactly
equivalent.®

38That is, re(x) € ¢(xr) forall r,x €R, ¢ : R > Q/7Z.
See Sect.9.2 on p. 191.
%0That is, an equivalence can be established by means of exact quasi-inverse functors.



Chapter 10
Extensions of Commutative Rings

Everywhere in this section, the term “ring” means by default a commutative ring
with unit. All ring homomorphisms are assumed to map the unit to the unit.

10.1 Integral Elements

10.1.1 Definition and Properties of Integral Elements

An extension of rings is a pair A C B, where A is a subring of a ring B and both
rings have a common unit. Given such a ring extension, an element b € B is called
integral over A if it satisfies the conditions of the following lemma.

Lemma 10.1 (Characterization of Integral Elements) The following properties
of an element b € B in a ring extension A C B are equivalent:

M V"= b+ -+ ap b+ ay for somem € N and ay, a, ..., a, € A.

(2) The A-linear span of all nonnegative integer powers b™ is a finitely generated
A-module.

(3) There exists a finitely generated A-module M C B such that bM C M and
b'M # 0 for all nonzero b’ € B.

Proof The implications (1) = (2) = (3) are obvious. We will show that (3) implies
(1). Fix some ey, ey, ...,e, spanning M over A and write ¥ € Mat,,(A) for the
matrix of the A-linear map b : M — M, m — bm, in this system of generators. Then

(bey, bey, ... ,bey) = (e1,e2,...,em) Y. (10.1)

© Springer International Publishing AG 2017 227
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The matrix identity' detX - E = X - XV, where X is a square matrix, E the identity
matrix of the same size, and X" the adjunct matrix of X, shows that the image of
multiplication by det X lies in the linear span of the columns of the matrix X. For
X = (bE —Y) € Mat,,(B), this means that det(bE — Y) - M is contained in the
B-linear span of vectors (ey, ez, ..., ey) - (DE —Y), which is zero because of (10.1).
The last property in (3) forces det(bE — Y) = 0. Since all elements of Y lie in A, the
latter equality can be rewritten in the form appearing in (1). O

Definition 10.1 Let A C B be an extension of rings. The set of all elements b € B
integral over A is called the integral closure of A in B. If it coincides with A, then A
is said to be integrally closed in B. If all elements of B are integral over A, then the
extension A C B is called an integral ring extension, and we say that B is integral
over A.

Example 10.1 (Z is Integrally Closed in Q) Let A = Z, B = Q. If a fraction
p/q € Q with coprime p, g € 7 satisfies a monic polynomial equation

m m—1
p

p
qm q’”_l + .- +am—lq + anm

with a; € Z, then p™ = a;gp"™ ' + -+ + an—1q""'p + a,q™ is divisible by g. Since
p, q are coprime, we conclude that ¢ = +1. Hence, Z is integrally closed in Q.

Example 10.2 (Invariants of a Finite Group) Let a finite group G act on a ring B
by ring automorphisms, and let B € {a € B | V g € G ga = a} be the subring of
G-invariants. Then B is integral over BC. Indeed, write by, b, . . . , b, for the G-orbit
of an arbitrary element b = b; € B. Then b is a root of the monic polynomial

f@ =[]e—b) e B,
as required in the first property of Lemma 10.1.

Proposition 10.1 Let A C B be an extension of rings, and Agp C B the integral
closure of A in B. Then Ag is a subring of B, and for every ring extension B C C,
every element ¢ € C integral over Agp is integral over A as well.

Proof If elements p, g € B satisfy the monic polynomial equations

pm :xll’m_l + o+ Xp—1 P X

q"=yiq"" F Va1 g s
for some x,,y, € A, then the products p'¢/, where

O0<i<m—-1,0<j<n—1,

ISee Sect. 9.6.1 of Algebra I, especially formula (9.29).
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span a finitely generated A-module containing the unit and mapped to itself by
multiplication by p and by g. Therefore, it satisfies condition (3) from Lemma 10.1
for both b = p 4+ g and b = pq. Similarly, if the monic polynomial equations

=z M+ v lic+ 2z,

-1
zkmk = dg,1 T4+ Akem—1 T + ke Isksr,

hold for some ¢ € C, z1,22,...,2, € Ap, and ax¢ € A, then the A-linear span of
products
c"z‘l“zé2 ---z{’, 0<i<r—1,0<ji<m—1,

contains the unit and goes to itself under multiplication by c. Therefore, c is integral
over A. O

Proposition 10.2 (Gauss—Kronecker-Dedekind lemma) Let A C B be an
extension of rings, and f, g € B[x] monic polynomials of positive degree. Then all
coefficients of the product fg are integral over A if and only if all coefficients of the
polynomials f, g are integral A.

Proof Let C D B be an extension of rings such that the polynomials f, g are
completely factorizable in C[x] as f(x) = [ [(x—a,) and g(x) = [[(x—B,,) for some
oy, B € C. Then h(x) = [[(x — ) [[(x — B,) is also completely factorizable.
Exercise 10.1 Given a finite set of monic polynomials of positive degree in B[x],
prove that there is an extension of rings B C C such that all polynomials become
completely factorizable in C[x].

If all coefficients of 4 are integral over A, then all the roots «,, B, € C are integral
over Ap and therefore integral over A by Proposition 10.1. Since integral elements
form a ring, all coefficients of f, g, that are the symmetric functions of «,, B, are
also integral over A. The same arguments work in the opposite direction as well. 0O

Proposition 10.3 Let A C B be an integral extension of rings. If B is a field, then A
is a field too. Conversely, if A is a field and B has no zero divisors, then B is a field.

Proof Let B be an integral field over A. Then for every nonzero a € A, the inverse
element ¢! € B satisfies a monic polynomial equation

am = o al—m VA a—l +
for some a,, € A. Multiplication of both sides by a”~! shows that
a'=o+ - top d" Pt apd" €A,

Conversely, if B is an integral algebra over a field A, then for every b € B, the
nonnegative integer powers b span a finite-dimensional vector space V over A. For
b # 0, the linear endomorphism b : V — V, x > bx, is injective if B has no zero
divisors. This forces it to be bijective. The preimage of the unit 1 € V is b~ O
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10.1.2 Algebraic Integers

Let K O Q be a field of finite dimension d = dimg K as a vector space over Q.
In this case, the elements of K are called algebraic numbers, because they all are
integral over @, and therefore algebraic.> The dimension d = dimg K is usually
referred to as the degree of K over Q. The integral closure of Z in K is called the
ring of algebraic integers in K and traditionally denoted by Ox C K.

Exercise 10.2 Show that for every ¢ € K, there exists n € N such that n§ € Og.

It follows from the exercise that the quotient field of the ring of integers Ok
coincides with K. Moreover, for every basis ey, e, ..., ¢4 of K over Q, there exists
n € N such that ne; € Ok for all i. In particular, every field of finite degree over @)
admits an integer basis over Q. As a Z-module, Ok has no torsion, and every set of
d + 1 elements of Ok are linearly related over Z, because they are linearly related
over Q within K. We conclude that O is a free Z-module of rank d = dimq K.

Exercise 10.3 Show that z € K is an integer if and only if there exists a basis of
K over Q such that the multiplication operator z : K — K, x > zx, has an integer
matrix.?

Definition 10.2 For every algebraic number z € K, the trace and determinant of the
Q-linear endomorphism z : K — K, x + zx, are called the trace and the norm of
z and denoted by tr(z) and N(z) respectively. Note that both tr(z) and N(z) lie in Q.
The Q-bilinear form Sp : K x K — @, Sp(a, b) £ tr(ab), is called the trace form.
Its Gram determinant in an arbitrary basis of Ok over Z is called the discriminant
of the field K.

Exercise 10.4 Verify that the trace map tr : K — @Q is QQ-linear, the norm map
N : K — @ is a multiplicative (but not additive) homomorphism, the trace form
Sp is symmetric and nondegenerate, and the discriminant does not depend on the
choice of basis of Ok over Z.

Example 10.3 (Quadratic Algebraic Integers) Every field K D @ of degree 2 has a
form K = Q[v/d] = Q[x]/ (x* — d), where d € Z is square-free and differs from
0, 1. Indeed, let ¢ € K\ Q. Then 1, ¢ form a basis of K over @, and {? = bt + ¢
for some b,c € Q. Hence, { = a + b+/d for some a, b € Q and d € Z such that
b # 0 and d is square-free. Therefore 1, J/d also form a basis of K over Q, ie.,
K = Q[V4d].

Exercise 10.5 Prove that Q[ /d; | % Q[+/dz] for d # d (both square-free).

Now assume that § = a + b/d, a,b € @, is an integer of K. Let t = tr(£),
n = N(§). Since multiplication by £ has an integer matrix in some basis of K over

2See Sect. 3.4.2 of Algebra 1.

3That is, lying in Mat,(Z) C Mat,(Q). Indeed, this is the original definition of algebraic integers,
introduced in the nineteenth century by Dedekind.
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@Q, we have ¢, n € Z. In the basis 1, +/d, multiplication by & has the matrix

adb

bal’
Thus, t = 2a and n = a® — db®> = */4 — db®. This forces b = s/2 for some s € Z
such that > — ds> = 0 (mod 4).

If d = 1 (mod 4), then > = s> (mod 4), that is, ¢ = s (mod 2), or equivalently,
s = t + 2r for some r € Z. Hence,

_t
T2

1+ d

13 +;x/d=t+r

Exercise 10.6 Verify that (1 + +/d)/2 € Ok ford = 1 (mod 4).

Hence, 1 and (1 + +/d)/2 form a basis of Ok ford = 1 (mod 4).

For d = 2(mod 4) and d = —1(mod 4), the corresponding congruences
2 = 25% (mod 4) and > + s> = 0 (mod 4) force 7, s to be even. Hence, § = a+b+/d
has a,b € 7. Since +/d € Ok, we conclude that 1 and A/d form a basis of Ok
for d = 2,3 (mod 4). In particular, the Gaussian and Kronecker integers, that is,
elements of the quadratic fields Q[i] integral over Z with i> = —1 and Q[w] with
w?r4+w+1 = 0, are exhausted by the integer linear combinations a + bi and a + bw,
a,b € 7, respectively.

Exercise 10.7 Evaluate the discriminant of (Q[\/ d] depending on d.

10.1.3 Normal Rings

A commutative ring A without zero divisors is called normal if A is integrally
closed in its field of fractions* Q4. In particular, every field is normal. The same
arguments as in Example 10.1 show that every unique factorization domain’ A is
normal. Indeed, a polynomial aot” + a;t"~' + -+ 4 a,_1t + a,, € A[t] annihilates
a fraction p/q € Qa with GCD(p,q) = 1 only if ¢ | ap and p | a,. Therefore,
ap = 1 forces ¢ = 1. As a consequence, all polynomial rings over a unique
factorization domain are normal. For normal rings, Proposition 10.2 leads to the
following classical claim going back to Gauss.

Corollary 10.1 (Gauss’s Lemma II) Let A be a normal ring, Q, its field of
fractions, and f € A[x] a monic polynomial. If f = gh in Qa[x] for some monic
polynomials g, h, thenf, g € Alx]. O

4See Sect. 4.1.2 of Algebra I.
3See Sect. 5.4 of Algebra L.



232 10 Extensions of Commutative Rings

Corollary 10.2 Under the conditions of Corollary 10.1, let B O Q4 be a ring
extending Qu. If an element b € B is integral over A, then the minimal polynomial®
of b over Qy lies in Alx].

Proof Since b is integral over A, there exists a monic polynomial f € A[x] such that
f(b) = 0. Then the minimal polynomial of b over Q4 divides f in Q4[x], and the
quotient is also monic. It remains to apply Corollary 10.1. O

10.2 Applications to Representation Theory

Let o : C[G] — EndV be a complex linear representation of a finite group G. For
every element g € G, all the eigenvalues of o(g) are among the roots of the monic
polynomial’ 7/¢! — 1, and therefore are integral over Z. Since Xo(8) = tro(g) is
a linear combination of eigenvalues with positive integer coefficients, we conclude
that all values of the character of every complex representation of G are integral
over Z.

Theorem 10.1 The dimension of every complex irreducible representation
o:C[G] - EndV

of a finite group G divides the index |G : Z(G)] of the center of G.

Proof As our first step, we will show that dim V divides |G|. More precisely, we
will prove that the rational number |G|/ dim V is integral over Z; then Example 10.1
forces it to be an integer. Since V is irreducible, the inner product of its character
with itself equals 1. Thus,

1
v 1v) = | Y uwo(s") tro(g) = 1. (10.2)
g€G

The function g — tro (g_l) is constant on every conjugacy class. Write 7(K) € C
for its value on the class K € CI(G). As we said before the theorem, 7(K) is integral
over Z for all K. The latter equality in (10.2) can be written as

|G 1

1
dimV dimVZ ro(s)-tre() Z w(K) dimV rZQ(g) ( )
8€G KeClG g€k

That is, the monic polynomial 1, € Q4[x] of minimal positive degree such that p,(b) = 0; see
Sect. 8.1.3 of Algebra L.

"Recall that the eigenvalues of an operator are among the roots of every polynomial annihilating
the operator; see Exercise 15.13 of Algebra L.
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It remains to check that for every K € CI(G), the complex number

1 1
dim V 'trgGZK &)= giny " Q(Z g)

g€K

is integral over Z. The element gg = ) ek & belongs to both the center of C[G] and
the Z-linear span of the group elements. The intersection R = Z(C[G]) N Z[G] is a
central commutative subring of C[G], finitely generated as a Z-module. Since V is
irreducible, it follows from Schur’s lemma® that every central element of C[G] acts
on V via multiplication by a scalar. The scalars corresponding to the elements of R
form a subring of C, also finitely generated as a Z-module, and therefore integral
over Z. The scalar that represents gx equals tr o(gx)/ dim V. Thus, this number is
integral over Z, and therefore |G|/ dimV € Z.

Now let us check that the rational number ¢ = [G : Z(G)]/dimV is integral
over Z as well. It is enough to show that all nonnegative integer powers ¢" belong
to some finitely generated Z-submodule of Q.

Exercise 10.8 Explain why it is enough.

Consider the representation of the group G" = GxGx - -- xG in the space W = V®"
by the rule

(81,82, ---+8n) 1 VIRV -+ @V, > 0(81)V1®O(L)V2® - - ®0(gn)Vn . (10.4)

Exercise 10.9 Verify that this representation is irreducible.

Since every central element ¢ € Z(G) acts on V via multiplication by a constant,
the subgroup C C G”" formed by the collections of central elements (cy, 2, ..., Cy)
with the product cic; -+ ¢, = e lies in the kernel of the representation (10.4), that
is, it acts identically. The group C has order |Z(G)|"™!, because every collection
(c1,¢2,...,ch—1) € Z(G)”_1 has the unique completion (cy,c,...,¢,) € C.
Since C is a central subgroup, it is normal in G", and the formula (10.4) assigns
the well-defined irreducible representation of the quotient group G"/C, of order
|G|"/|Z(G)|"~!, in the space of dimension dim" V. By the first step,

G

(dim V)"|Z(G) |~ =|Z(G)|-q" €Z.

Therefore, all powers ¢" belong to the finitely generated Z-submodule |Z(G)|™" -
Z C @, as desired. O

Theorem 10.2 Let G be a finite group, A <\ G an abelian normal subgroup, and
o : C[G] — End W a complex irreducible representation. Then dim W divides the
index [G : A].

8See Lemma 5.3 on p. 103.
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Proof Consider the isotypic decomposition of the restriction of o on A,

resW = @W,

XEAN

where W, is a direct sum of 1-dimensional representations in which the abelian
group A acts by means of the same multiplicative character’ y : A — C*, that is,
aw = y(a)w foralla € A,w € W,. Since A <1 G is normal, the group G acts on the
characters of A by the rule

g:AN > AN, x> xS E xo Adgr,
1

where y8(a) = x(g™ ag) for all a € A. Moreover, every element g € G maps an
isotypic component W, isomorphically onto the isotypic component W s, because

agw = gg~'agw = gx*(a)w = x*(a)gw

forallw € Wy, a € A, g € G. Since W is irreducible, the action of G on
the components W, is transitive. Therefore, all the components have the same
dimension, which divides dim W. If there is just one component, i.e., resW = W,
for some y € A”, then g(A) lies in the center Z (Q(G)), because all elements of A
act by scalar homotheties. By Theorem 10.1, dim W divides the index

[0(G) : Z(0(G))].

which divides the index [0(G) : o(A)]. The latter, in turn, divides [G : A], because
there is the epimorphism of quotient groups G/A — 0(G)/o(A) provided by the
homomorphism p. If there are several different isotypic components in res W, write
W, for one of them, and H = {g € G | g(W,) = W,} for its stabilizer in G. Then
the total number of components equals [G : H], and H C G is a proper subgroup
containing A and equipped with a linear representation in W,. By induction on
the order of G, we can assume that dim W, divides the index [H : A]. Therefore,
dimW = [G : H] - dim W, divides [G : A] = [G : H] - [H : A]. O

10.3 Algebraic Elements in Algebras

Let B be a commutative algebra with unit over an arbitrary field k. Given an element
b € B, we write k[b] C B for the smallest k-subalgebra containing 1 and b. In other
words, k[b] = im(ev}) is the image of the evaluation homomorphism

evy . klx] = B, f—f(b). (10.5)

°See Sect.5.4.2 onp. 111.
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Recall'® that b is said to be transcendental over k if kerev, = 0. In this case,
k[p] ~ k[x] is infinite-dimensional as a vector space over k and is not a field. If
kerev, # 0, i.e., f(b) = O for some nonzero polynomial /' € k[x], the element b is
algebraic. In this case, ker(ev,) = () is the principal ideal in k[x] generated by
the minimal polynomial of b over k, and k[b] = k[x]/ (1) has dimension deg u;, as
a vector space over k. This dimension is called the degree of b over k and denoted
by deg, (b). Note that algebraicity of b over k means the same as integrality. In
particular, for algebraic b, the algebra k[b] is a field if and only if it has no zero
divisors,'! that is, if and only if the minimal polynomial p, is irreducible. This
certainly holds if there are no zero divisors in B.

Recall'? that a commutative k-algebra B with unit is said to be finitely generated
if there exist elements by, by, ..., b, € B such that the evaluation homomorphism

eVpy by by - KX, X2, . x0] > B, xi+—>b; foralli=1,2,..., m,
is surjective. In this case,
B = Kk[x1,x2, ..., xn]/1,

where the ideal I = kerevy, p,.. 5, consists of all polynomial relations between the
generators' by, b, . .., b, of the algebra B.

Theorem 10.3 [f a finitely generated commutative k-algebra B is a field, then every
element of B is algebraic over k.

Proof Let elements by, by, ..., b, generate B as an algebra over k. We proceed by
induction on m. The case m = 1, B = k[b], was discussed above.'* Consider m > 1.
If b, is algebraic over k, then k[b,,] is a field. By induction, B is algebraic over k[b,,],
and Proposition 10.1 forces B to be algebraic over k as well. Thus, it is enough to
check that b, actually is algebraic over k.

Assume the contrary. Then the evaluation map (10.5) is injective for b = b,,, and
is uniquely extended to an embedding of fields k(x) < B by the universal property
of the quotient field.!> Write k(b,,) C B for the image of this embedding. This is
the smallest subfield in B containing b,,. By induction, B is algebraic over k(b,,).
Therefore, every generator b;, 1 < i < m — 1, is a root of some polynomial with

10See Sect. 8.1.3 of Algebra 1.

1See Proposition 10.3 on p. 229.

12See Sect. 5.2.4 of Algebra 1.

3Generators of an algebra should be not confused with generators of a module. If elements
e1,e,...,e, span a ring B over a subring A C B as a module, this means that B consists of
finite A-linear combinations of these elements e;, whereas if by, b,, .. ., b,, span B as an A-algebra,
then B is formed by finite linear combinations of various monomials b]' by’ - - - b

14 b is not algebraic, then k[b] ~ k[x] is not a field.

15See Sect. 4.1.2 of Algebra I.
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coefficients in k(b,,). Multiplying this polynomial by an appropriate polynomial
in b, allows us to assume that all m — 1 polynomials annihilating the generators
by, b, ..., b,—1 have coefficients in k[b,,] and share the same leading coefficient,
which we denote by p(b,,) € k[b,,]. Thus, the field B is integral over the subalgebra
F = k[bw, 1/p(bn)] C B spanned over k by the elements b,, and 1/p(b,). By
Proposition 10.3, F is a field. However, the element 1 + p(b,,) has no inverse in F.
Indeed, if there exists a polynomial g € k[x;, x;] such that

g (b, 1/p(bw)) - (1 +p(bw) =1, (10.6)

then we write the rational function g (x, 1/p(x)) as h(x)/p*(x), where h € k[x] is
not divisible by p in k[x], and multiply both sides of (10.6) by p*(b,,), obtaining the
polynomial relation

h(bm) ' (p(bm) + 1) = pk+l(bm)

in b,,. It is nontrivial, because p(x) does not divide h(x)(1 + p(x)) in kx].
Contradiction. O

Corollary 10.3 Let a field I be finitely generated as an algebra over a subfield
k C IF. Then I has finite dimension as a vector space over k.

Proof If IF is generated as a k-algebra by algebraic elements by, by, . .., by, then the
monomials by' b3’ - - - bl with 0 < 5; < degy b; span IF linearly over k. ]

10.4 Transcendence Generators

Everywhere in this section, A means a finitely generated k-algebra without zero
divisors. We write Q4 for the field of fractions of A, and k(a;,az,...,a,) C QOa
for the smallest subfield containing given elements aj,as,...,a, € A. Elements
ai,as,...,a, € A are called algebraically independent if the evaluation homomor-
phism

CVay.az,...am) - [k[-xlst “e sxm] —A , Xi > aj, 1<i< m, (107)

is injective, i.e., if there are no polynomial relations among ai, as, ..., a,. In this
case, the evaluation map (10.7) can be uniquely extended to a field isomorphism

k(-xla-XZa"'axm) = k(“l?“Za"'aam) C QAa

which maps a rational function of (xi, x, ..., x;) to its value at (a;, a, ..., ay).
Elements aj,as,...,a, € A are called transcendence generators of A over k

if every element of A is algebraic over k(ay, as, ..., a;). In this case, the whole

field Q4 is also algebraic over k(ai,as,...,a,), because the integral closure of
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k(ay,as,...,ay) in Q4 is a field by Proposition 10.3, and Q4 is contained in every
field containing A by the universal property of the field of fractions.

An algebraically independent collection ay, ay, ...,a, of transcendence gen-
erators of A over k is called a transcendence basis of A over k. Since every
proper subset of a transcendence basis is algebraically independent, a transcendence
basis can be equivalently characterized as a collection of transcendence generators
minimal with respect to inclusions, or as a maximal algebraically independent
collection.

Similarly to the bases of vector spaces, all transcendence bases of A have the
same cardinality. The proof uses the same key lemma as the similar theorem for
bases of vector spaces.'®

Lemma 10.2 (Exchange Lemma) Let elements ay, ay, ..., a, be transcendence
generators of A over k, and let by, by, . .., b, € A be algebraically independent over
k. Then n < m, and after appropriate renumbering of the a; and replacing the first
n of them by by, b, ..., by, the resulting elements by, b, ..., by, ayt1, ..., ay are
transcendence generators of A as well.

Proof Since b is algebraic over k(ay, as, ..., ay), there is a polynomial relation

fbr, ar,as,...,an) =0, feklxi,xa, ..., %041].

Since b, is transcendental over k, this relation contains some a;. After appropriate

renumbering, we can assume that i = 1. Then a;, and therefore all of Qy, is
algebraic over k(by, az, ..., a,). Assume by induction that
b17 cee bka ak"rl? cee an

are transcendence generators of A over k for k < n. Since by is algebraic over

ki, ..., b, ak+1, ..., an), there is a polynomial relation

f b1, oo, b, bigr, Gigts oo, an) =0, feklx,xa, ..o xmg]
It must contain some ay+;, because of the algebraic independence of by, by, ..., b,
over k. Hence m > k, and after renumbering of the remaining elements a;, we can
assume that a4 is algebraic over k (b1, ..., bi+1, ak+2, .. , ay). Therefore, all
of Q4 is algebraic over this field too. This completes the induction step. O

Corollary 10.4 Let A be a finitely generated commutative k-algebra without zero
divisors. Then all transcendence bases of A over k have the same cardinality, every
system of transcendence generators of A over k contains some transcendence basis,
and every algebraically independent collection of elements in A can be included in
a transcendence basis. O

16Compare with the exchange lemma, Lemma 6.2, from Algebra L.
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Definition 10.3 The cardinality of a transcendence basis of a finitely generated
commutative k-algebra A without zero divisors is called the transcendence degree
of A and denoted by trdeg; A.

Example 10.4 LetA C k() be a k-subalgebra different from k. Then trdeg, A = 1.
Indeed, for every

v =f(0/g(t) e ANk,

the element ¢ satisfies the algebraic equation vy - g(x) — f(x) = 0 with coefficients
in k(). This forces the whole of k(7) to be algebraic over k(y¥) C Qa and ¥ to be
transcendental over k, because otherwise, t would be algebraic over k. Thus every
¥ € A~ ks a transcendence basis for both A and k(7).

Theorem 10.4 (Liiroth’s Theorem) Every subfield ' C k(t) containing k but
different from k is a simple transcendental extension of k, that is, ¥ = k() for
some ¥ € k(t) ~ k.

Proof By the previous example, ¢ is algebraic over IF'. Let
f@x) =x"+ax""'+-- -+ a,_1x+a, € Flx]

be the minimal polynomial of 7 over IF'. The coefficients of f are rational functions in
t, and at least one of them, say a;, must be nonconstant, because 7 is transcendental
over k. We put ¥ = a; and write it as g/h with g, h € k[f], GCD(g,h) = 1. Since
t is annihilated by the nonzero polynomial y¥i(x) — g(x) € F[x], this polynomial
is divisible by f in F[x], that is, Y h(x) — g(x) = f(x)g(x) for some g(x) € F[x].
Consider both sides to be polynomials in x with the coefficients in the field of
fractions of the unique factorization domain k[x], and write them in the simplified
form'” ¢ C(x), where a, b € k[1] are coprime and C € k[f][x] has content'® one. Then,
by the uniqueness of the simplified form, the following equality in the polynomial
ring k[z, x] holds, up to a constant factor:

g(Dh(x) —h(1)g(x) = F(x,)Q(x.1) , (10.8)

where the left-hand side comes from the simplified form of

Yh(x) —g(x) = g(Oh(x) — h(1)g(x)).

1
h() (

17See Lemma 5.3 of Algebra 1.

18Recall that the content of a polynomial with coefficients in a unique factorization domain is the
greatest common divisor of all the coefficients; see Sect. 5.4.4 of Algebra I.
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and the polynomials F, Q € k[f][x] come from the simplified forms of f, g. Note
that the degrees of g(¢) and Ah(r) in ¢ are not greater than that of F, because
a;i(t) = g(t)/h(z) is the coefficient of f. Hence, the polynomial Q(x,¢) in (10.8)
does not depend on . Since GCD(g(¢), h(f)) = 1, the left-hand side of (10.8) cannot
be divisible by a nonconstant element of k[¢]. This forces Q(x, f) to be a constant.
Thus, F(x, 1) = g(t)h(x) — h(f)g(x). The symmetry in #, x forces F to be of degree m
in . Therefore, at least one of f, g has degree m, that is, t has degree m over k().
Since k() C IF and dimyy) k() = m = dimp k(z), we conclude that k() = F.
O

Problems for Independent Solution to Chapter 10

Problem 10.1 (Noetherian Modules) Recall'® that a module M over a commuta-
tive ring K is called Noetherian if every submodule of M is finitely generated.
Prove that:

(a) Every surjective endomorphism of M is an isomorphism.
(b) If M is Noetherian, then the quotient ring K/ Ann(M) by the ideal

Am(M) ¥ {x e K | xM = 0}

is Noetherian.??

Problem 10.2 Let an A-module M be linearly generated by the elements
my,my,...,m.- €M,
and suppose the A-linear endomorphism ¢ : M — M maps these generators as
(my,my,....,m))— (m,my,...,m)-F,

where F' € Mat,x,(A). Verify that det(F) - M C ¢(M). Use this to prove that if M
is faithful, meaning that aM # 0 for all nonzero a € A, then I -M # M for every
proper ideal I ¢ A.

Problem 10.3 Let I D k be a field extension of finite degree. Prove that every
finitely generated k-subalgebra A C I is a field, and deg, A | deg, IF.

19Compare with Problem 14.1 from Algebra 1.
20See Sect. 5.1.2 of Algebra L.
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Problem 10.4 Describe the ring of integers of the field
Q[(/l] = Q[x]/ (x6 +xX 4+ 2+ 1)

and compute the discriminant.

Problem 10.5 Determine whether the ring k[x, y] is integral over the subring of
polynomials f with gif (0,0) =0.

Problem 10.6 Is the ring of all continuous functions R> — IR integral over the
subring of all f with f(1,0) = £(0,1)?

Problem 10.7 Let k be a field, aj,as,...,a, € k, and f € Kk[xp,x1,...,x,].
Consider the homomorphism

vkl ta, .o 1] = KXo X, X)), i x4 aixo
For which f and a1, ay, ..., a, is the quotient ring k[xo, x1, ..., x,]/(f) integral
over im(y) (mod f)?
Problem 10.8 Let k be an infinite field and f € k[xi,x3,...,x,] a nonconstant

polynomial. Find trdegy klx;, x2, ..., x,]/(f).

Problem 10.9 Let B D A be an integral extension of rings and k an algebraically
closed field. Show that every homomorphism A — k can be extended to a
homomorphism B — k.

Problem 10.10 Prove that every irreducible character of a finite group of dimension
greater than 1 takes the zero value at some conjugacy class.

Problem 10.11 Let the quotient ring Z[x;, x2, . . ., x,]/I be a field. Prove that it is
finite.

Problem 10.12 Let k be an arbitrary field and

I// :f/g € k(t)vag € k[t]vGCD(f7g) =1,

a nonconstant rational function. Prove that:

(a) k(?) has dimension max(degf, deg g) as a vector space over k().

(b) k(y¥) = k(z) if and only if Y = (ar+ b)/(ct + d) is a linear fractional function.

(¢) The group Autx k(r) = {¢ : k(r) = k(7) | ¢|x = Idy}, of automorphisms of the
field k() acting identically on the field k, is isomorphic to PGL; (k).

Problem 10.13 Let ' O C be a field linearly generated over C by at most a
countable set of elements. Prove that ' = C.

Problem 10.14* Let A be a normal ring. Prove that the polynomial ring A[x] is
normal too.



Chapter 11
Affine Algebraic Geometry

In this chapter we assume by default that k is an algebraically closed field.

11.1 Systems of Polynomial Equations

Every system of polynomial equations
flxx,.o0x) =0, f, eklx,x, .. x], (11.1)
can be extended to a system whose left-hand sides form the ideal
J Cklxy,x2, ..., x4]

spanned by the polynomials f,, appearing in (11.1). The extended infinite system
has the same set of solutions in the affine space A" = A(k") as the original
system, because the equalities f, = 0 imply the equalities > g.f, = 0 for
all g, € k[x;,x2,...,x,]. Since the polynomial ring is Noetherian,' the system
f = 0,f € J, is equivalent to a finite subsystem consisting of equations whose
left-hand sides generate J. Moreover, this finite set of generators can be chosen
among the original polynomials® f, from (11.1). Thus, every (even infinite) system
of polynomial equations is always equivalent, on the one hand, to some finite
subsystem, and on the other hand, to a system of equations f = 0, where f runs
through some ideal in k[x1, x2, . . ., x,].
Given an ideal J C k[x, x2, ..., x,], its zero set

VI)E fae A" |V .felfla)=0}

ISee Sect. 5.1.2 of Algebra 1.
2See Lemma 5.1 of Algebra 1.
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is called the affine algebraic variety® determined by J. Note that V(J) may be empty.
This happens, for example, if J = (1) = kfx;,x2,...,x,] contains the equation
1=0.

Associated with an arbitrary subset ® C A" is the ideal

I(®) L {f e klxi,x2,...,x,] | f(p) =0 forall p € d},

called the ideal of ®. Its zero set V(I(®P)) is the smallest affine algebraic variety
containing ®. For every ideal J C kfxi,x2,...,x,], there is the tautological
inclusion

JCIV{J)).

In general, it is proper. Say for n = 1, the ideal J = (xz) C k[x] determines the
variety V (x*) = {0} C A, whose ideal I (V (x?)) is equal to (x) 2 (x?).

Theorem 11.1 (Hilbert’s Nullstellensatz) Let k be an algebraically closed field,
J C k[x1.x2,....x,) anideal, T L {f | 3m € N : f" € J} the radical* of J. Then
I(V(J)) = ~/J (the strong Nulistellensatz). In particular, V(J) = @ if and only if
1 € J (the weak Nullstellensatz).

Proof Let us prove the weak Nullstellensatz first. It is enough to show that for every
proper ideal J C k[x, xz, ... ,x,], there exists a point p € A" such that f(p) = 0
for all f € J. Without loss of generality, the ideal J can replaced by a maximal®
proper ideal m D J. Then the quotient ring k[x;, xz, ..., x,]/m is a field, finitely
generated as a k-algebra. By Theorem 10.3, every element ¢ € k[x, x2, ..., x,]/m
is algebraic over k, i.e., satisfies an equation p(9#) = 0 for a monic irreducible
polynomial u € Kk[7]. Since k is algebraically closed, the polynomial u has
to be linear, that is, 9 € k. Therefore, every polynomial is congruent modulo
m to a constant. Write p; € k for the constant congruent to x;. Then the
factorization homomorphism k[xi, xz,...,x,] — kl[x1,x2,...,x,]/m =~ k maps
every polynomial f(x;,x2,...,x,) to the class of constant f(pi,pa,...,pn) €k
Since all f € m are mapped to zero, they all vanish at p = (p1,pa,...,pn) € A", as
desired.

The strong Nullstellensatz is trivial for V(J) = @. Assume that V(J) # &, that
is, J # (1). Consider A" to be the hyperplane ¢ = 0 in the affine space A"*! with
coordinates

(t, X1, X2, ..., %) .

3Compare with Sect. 11.2.4 of Algebra I.
4See Problem 5.6 of Algebra I.
3See Sect. 5.2.2 of Algebra L.
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If a polynomial f € k[x{,x2,...,x,] C Kk[t, x1,x2,...,x,] vanishes everywhere on
the cylinder V(J) C A", then the polynomial g(¢,x) = 1 —1f(x) equals 1 at every
point of V(J). Therefore, the ideal spanned in k[t, x1,x2, ..., x,] by J and g(z, x) has
empty zero set in A"T!. By the weak Nullstellensatz, this ideal contains 1, i.e., there
exist o, g1, ..., qs € k[t, x1,x2,...,x,] and f1, /5, ... ,f; € J such that

g, 1) - (1 = 1f(0) + qu(t. %) - fi(X) + -+ + qo(x, 1) - fi(x) = 1. (11.2)
The homomorphism k¢, x1,x2, ..., x,] = k(x1,x2,...,x,) acting on the variables
by the rules

t—>1/f(x), x,+=x,, forl<v<n,
maps the equality (11.2) to the following equality in the field k(x;, xa, . .., Xx,):

qi(1/fx) . x) - fix) + -+ + q,(1/f(x) . x) - f5(x) = 1. (11.3)

Since 1 ¢ J, some g, (1 /f (%), x) have nontrivial denominators. All these denomina-
tors are canceled via multiplication by f™ for some m € IN. Multiplying both sides
by this /" leads to the required equality

" =0 i) + -+ - filx)

withg, € klxi,x2,...,x,]. O

11.2 Affine Algebraic—Geometric Dictionary

A map ¢ : X — Y between affine algebraic varieties X C A" and Y C A™ is
called regular or polynomial if its action is described in coordinates by the rule
(X1, x2,...,%,) > ((pl(x), (%), ..., gom(x)), where @;(x) € klx;,x2,...,x,]. We
write Aff, for the category of affine algebraic varieties and regular maps between
them.

11.2.1 Coordinate Algebra

A function f : X — k on an affine algebraic variety X C A" is called regular if it
provides X with a regular map f : X — A!, that is, if there exists some polynomial
in the coordinates x1, x, . .., X, on A” whose restriction to X coincides with f. Two
polynomials determine the same regular function if and only if they are congruent
modulo the ideal I(X) = {f € k[x;,x2,...,x,] | flx = 0}. The regular functions



244 11 Affine Algebraic Geometry

X — Lk form a k-algebra with respect to the usual addition and multiplication of
functions taking values in a field. This algebra is denoted by

k[X] & Homup, (X, A") ~ klxi.x2, ..., x,]/1(X) (11.4)

and called the coordinate algebra of X. Note that k[X] is reduced,® because f" = 0
only for the zero function f : X — k. This forces the ideal /(X) to be radical, i.e.,
to have \/ I(X) = I(X), which agrees with the strong Nullstellensatz.

Lemma 11.1 Every reduced finitely generated algebra A over an algebraically
closed field k is isomorphic to the coordinate algebra k[X] of some affine algebraic
variety X over k.

Proof Write A as a quotient A = k[x;, x2, ..., x,]/J. Since A is reduced, /J = J.
By the strong Nullstellensatz, this forces J to coincide with the ideal I(V(J)) of the
affine algebraic variety V(J) C A”". Therefore, A = k[X] for X = V(J). O

11.2.2 Maximal Spectrum

Associated with every point p € X of an affine algebraic variety X is the evaluation
homomorphismevy, : k[X] — k, f +— f(p). It is obviously surjective, and therefore,
its kernel

m, £ kerev, = {f € k[X] | f(p) = 0}

is a maximal ideal in k[X]. It is called the maximal ideal of the point p € X. Note that
for every g € k[X], the residue class g (modm,,) coincides in k[X]/m, ~ k with the
class of constant g(p), i.e., the evaluation at p can be thought of as the factorization
modulo the ideal m, C k[X].

Given an arbitrary commutative k-algebra A, the set of all maximal ideals m C A
is called the maximal spectrum of A and denoted by Spec,,(A). If A is finitely
generated, then for every m € Spec,, A, the quotient A/m D k is a field, finitely
generated as a k-algebra. By Theorem 10.3, it must be an algebraic extension of k.
For algebraically closed k, this forces A/m = k and allows one to interpret every
element a € A as a function a : Spec,; A — k, m — a (mod m) € A/m = k.

Lemma 11.2 For every affine algebraic variety X over an algebraically closed field
k, the maps

p — ev, = m, = ker(ev,)

SThat is, has no nilpotent elements; see Sect. 2.4.2 of Algebra L.
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establish canonical bijections between the points of X, k-algebra homomorphisms
k[X] — k, and maximal ideals m C k[X].

Proof For every finitely generated algebra A over an algebraically closed field k, the
maximal ideals m € Spec,, A are in bijection with the k-algebra homomorphisms
¢ : A — k. Namely, since’ (1) = 1, every homomorphism¢ : A — ks surjective,
and therefore, its kernel ker ¢ is a maximal ideal in A. Conversely, for every maximal
ideal m C A, the quotient map ¢ : A — A/m takes values in the field A/m D k,
which is algebraic over k and therefore coincides with k if k is algebraically closed.®
This proves the bijectivity of the second map from the lemma.

The first map X — Spec k[X], p = m, = kerev,, is injective regardless of
whether k is algebraically closed, because for p # ¢, there exists, for example, an
affine linear function f : A" — k vanishing at p and equal to 1 at ¢. It remains
to show that over an algebraically closed field k, every maximal ideal m C k[X]
coincides with m, = kerev,, for some p € X. Write m C k[x1,x2,...,x,] for the
full preimage of m under the factorization homomorphism

klx1,x2, ..., x:] = K[X] = k[x1, x2, ..., x,]/I(X).

Since k[x;,x2, ..., x,]/m = k[X]/m = k, the ideal m is proper (in fact, maximal),
and by construction, it contains /(X). By the weak Nullstellensatz, V(i) # &. Let
p € V(m). Then p € X, because I(X) C m. Since m is maximal, the inclusion
m C m, implies the equality m = m,,. O

Agreement 11.1 In what follows, we will identify the morphisms A — k with their
kernels and write Spec, A for both the sets of maximal ideals m C A and k-algebra
homomorphisms A — k.

Exercise 11.1 Establish a natural bijection between Spec, k[xi,x2,...,x,] and
A" = A(K").

Definition 11.1 (Nilradical and Jacobson Radical) Let A be a commutative ring.
The radical of the zero ideal in A, that is, the set of all nilpotent elements® of A
together with the zero element, is called the nilradical of A and denoted by

n(A) L€ V0 ={acA|da" =0forsomeneN}.

7See Lemma 2.5 of Algebra I.

8Tf k is not algebraically closed, then the map ¢ > ker ¢ still embeds the set of homomorphisms
k[X] — k into Spec, A. However, some maximal ideals m C A may not be represented as the
kernels of homomorphisms A — k. For example, the kernel of the evaluation ev; : R[x] = C,
f > f(i), where i € C, i> = —1, certainly is a maximal ideal in R[x], but it cannot be realized as
the kernel of a homomorphism ¢ : R[x] — R, because for the latter, R[x]/ ker ¢ = R, whereas
R[x]/ kerev; = Rfx]/(x*> + 1) =~ C.

9See Sect. 2.4.2 of Algebra I.
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The intersection of all maximal ideals in A is called the Jacobson radical of A and
denoted by t(A).

Exercise 11.2 Check that n(A) is an ideal in A.

Corollary 11.1 Let A be a finitely generated algebra over an algebraically closed
field k. Then n(A) = v(A). In other words, the nilradical of A coincides with the
kernel of the homomorphism A — kSP*n? sending every element a € A to the
Sunction a : Spec,; A - k, m > a(modm) € A/m = k.

Proof Since A/m is a field for all m € Spec, A, all nilpotent elements of A are

annihilated by every quotient map A — A/m with m € Spec, A. Therefore,
def

n(A) C t(A). To prove the converse inclusion, let Aq = A/n(A). Since Apq is
finitely generated and reduced, there exists an affine algebraic variety X C A" with
the coordinate algebra k[X] = k[xi,x2,...,x,]/1(X) =~ Areq. If a € v(A), then the
class of a in Aq belongs to v(Areq). This means that a(p) = 0 for all p € X, and
forces a = 0 in Ayq. Hence, a € n(A). |

Exercise 11.3 For every commutative ring A with unit, show that n(A) coincides
with the intersection of all prime'” ideals in A.

11.2.3 Pullback Homomorphisms

Associated with every map of sets ¢ : X — Y is the pullback homomorphism
¢* : k¥ — k¥, which maps a function f : ¥ — Ik to the composition

fep: X —k.
LetX C A", Y C A™ be affine algebraic varieties with the coordinate algebras
k[X] = klxi.x2, ... 5] IX) . K[Y] = Ky1.y2. oo yml /1Y)
and let the map ¢ : X — Y be given in coordinates by the assignment

(1 %2, - X0) 2 (@1(0), @200, - s @m(X)

Then the pullbacks of the coordinate functions y; : ¥ — k are ¢*(v;)) = ¢
Since the y; generate the coordinate algebra k[Y], the regularity of ¢, meaning that

10Recall that an ideal p C A is called prime if the quotient ring A/p has no zero divisors; see
Sect. 5.2.3 of Algebra L.
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@i(x) € klxi,x2,...,x,], is equivalent to the inclusion ¢* (k[Y]) C k[X], meaning
that the pullback of every regular function is regular.

Exercise 11.4 Verify that a set-theoretic map of topological spaces (respectively
smooth or analytic manifolds) X — Y is continuous (respectively smooth or
analytic) if and only if the pullback of every continuous (respectively smooth or
analytic) function on Y is a continuous (respectively smooth or analytic) function
on X.

Note that the inclusion of sets ¢(X) C Y implies the inclusion of ideals
¢*(1(1) CI1(X),

which forces the map k[y1, y2, ..., ym] = k[x1,x2, ..., x.], vi &> @i(x1,x2, ..., %),
to be correctly factorized through the map

kY] = k1. y2. ...yl /1Y) = Klxi, xa, ..., %]/ 1(X) = K[X].

Theorem 11.2 Let k be an algebraically closed field. Write Alg,, for the category
of finitely generated reduced k-algebras with unit and k-algebra homomorphisms
respecting the units. Then the representable presheaf

hpr s AfFTT — Alg,, X — Homyyg, (X, A') = k[X], (11.5)

which sends a regular map of affine algebraic varieties ¢ : X — Y to the pullback
homomorphism of their coordinate algebras ¢* : k[Y] — k[X], is an equivalence of
categories.

Proof By Proposition 9.1 on p.199, we have to show that the functor (11.5)
is essentially surjective and fully faithful. The first statement was established in
Lemma 11.1 on p. 244. To prove the second, consider the representable presheaf

hy : Alg, — Set, A+ Homyy, (A, k) >~ Spec A. (11.6)
It sends a homomorphism of k-algebras y : A — B to the pullback map
¥* : Spec,, B — Spec,, A,

which takes the k-algebra epimorphism ev : B — k with kernel m € Spec,, B to the
k-algebra epimorphism ¥ *(ev) = ev o ¥ with kernel ¥ ~!(m) € Spec,, k[X]. We
claim that the maps

ade
Hom g, (X,Y) =—————= Homyy, (k[Y]. k[X])

yr ey
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are bijections that are inverse to each other. Indeed, let a regular morphism from
X C A"toY C A™ act by the rule (x1,x2,...,%,) — (@1(x), @2(%), .., u(x))
for some ¢;(x) € klxi,x2,...,x,]. Then its pullback ¢* : k[Y] — k[X] maps
yi > @; (mod I(X)) . The pullback of ¢*, that is, the map

™" : Spec,, k[X] — Spec,, k[Y],
sends the evaluation at a point p = (p1,p2,...,ps) € X,

evy (kiX] =k, f(x)=f(p),

to its composition with ¢*. This composition takes every generator y; € k[Y] to
@i(p), and therefore coincides with the evaluation map at the point ¢(p). Thus, we
have ¢** = ¢. The equality ¥** =  for every homomorphism ¢ : k[¥Y] — k[X]
is checked similarly, and we leave its verification to the reader as an exercise. O

Remark 11.1 Tt follows from Lemma 11.2 that the functor (11.6) is almost quasi-
inverse to the functor (11.5). Namely, it maps every coordinate algebra A = k[X]
to the set Spec,, A, in bijection with the set of points of the variety X. In fact,
the set Spec, A admits many different but isomorphic structures of an affine
algebraic variety, where such a structure is understood as an injective map of sets
¢ : Spec, A — A" whose pullback homomorphism establishes a well-defined
surjection ¢* : k[A"] — A such that V(ker ¢*) = ¢(Spec,, A). The choice of such
a structure is equivalent to the choice of a presentation of A by means of generators
and relations, that is, to the choice of an isomorphism A ~ k[x;,x2, ..., x,]/1.

Example 11.1 (Line and Hyperbola) The points of Spec,, k[f] are in bijection with
the points of the affine line A' = k. Indeed, every homomorphism ev : k[f] — k
is uniquely determined by its value at the generator ¢, that is, uniquely determined
by the point ev(r) = p € k. In other words, every maximal ideal m C k7] is a
principal ideal of the form (z — p) for a point p € k, uniquely determined by m.
Similarly, for the algebra of Laurent polynomials, the points of Spec, [k[t, t_l] are
in bijection with the points of the punctured line A! ~ {0} = k*, because the value
p = ev(f) = 1/ev(r™") can be equal to any invertible element of k. If we present
the algebra of Laurent polynomials by generators and relations, that is, write it as
k[x, y]/(xy — 1) using the isomorphism

* k[ >k y/(y—=1), tx, ey, (11.7)

then we get the coordinate algebra of the hyperbola xy = 1 in the affine plane
A? with coordinates (x,y), i.e., we realize the same spectrum as the variety
V(xy — 1) C A2 The pullback of the algebra homomorphism (11.7) maps
V(xy — 1) = A' < {0} via the projection of A? onto the x-axis along the y-axis.

Example 11.2 (Coproduct of Affine Algebraic Varieties) Since the direct product
of k-algebras k[X] x k[Y] certainly is reduced and finitely generated, it yields the
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categorical direct product!! in Alg,. Therefore, the equivalence of Theorem 11.2

forces Specm(k[X] X [K[Y]) to be the categorical direct coproduct'? in Aff,. We
conclude that for all affine algebraic varieties X C A", Y C A™, their disjoint union
X 'Y admits a structure of an affine algebraic variety whose coordinate algebra is
isomorphic to k[X] x k[Y].

Exercise 11.5 Prove directly that Spec,, ([k[X] X k[Y]) =~ Spec,, k[X] U Spec,, k[Y]
and try to describe X U Y by explicit polynomial equations in some affine space Af
under the assumption that the equations for X C A" and Y C A™ are known.

Example 11.3 (Product of Affine Algebraic Varieties) Given two k-algebras A, B,
let us equip the tensor product of vector spaces A ® B with the multiplication defined
by (a1 ® by) - (a2 ® by) £ (a1a2) ® (b1b2).

Exercise 11.6 Verify that A ® B becomes a commutative k-algebra with unit 1 ® 1,
and the k-algebra homomorphisms A < A® B« B,ar—~a® 1,b — 1 ® b, give
the direct coproduct in the category of commutative k-algebras with unit.

It follows from the universal property of the coproduct that there exists a bijection
Spec,,(A) x Spec,,(B) = Spec,,(A ® B)

sending a pair of homomorphisms ev, : A — k, a — a(p) andev, : B — k,
b+ b(g), to the homomorphismAQB — k, a®b +— a(p)b(q). If the algebras A, B
are finitely generated, say by some elements a;, ay,...,a, € A, by, by, ..., b, € B,
then A ® B is certainly generated by the elements a; ® b;. Let us show that the tensor
product of reduced algebras A, B is reduced. Assume that an element 7 € A ® B
evaluates to zero at every point of Spec,,(A ® B). It is enough to check that # = 0.
To this end, write 1 as )_ f, ® g,, where g, € B are linearly independent over k.
Since (ev, ® evy)h = 0 for all (p,q) € Spec,(A ® B), a linear combination
> fo(p) - g» € B is the zero function on Spec,, B for every fixed p € Spec,, A.
Since B is reduced, this linear combination is the zero element of B. Therefore, all
its coefficients f, ( p) are zero, because of the linear independence of g,. Since this
holds for all p € SpecA, every element f,, € A is the zero function on Spec,, A. This
forces f, = 0, because A is reduced. Hence, h = 0.

We conclude that the tensor product k[X] ® k[Y] gives the direct coproduct
in Alg,.. Therefore, Spec,, (k[X] ® [k[Y]) equipped with the structure of an affine
algebraic variety via Remark 11.1 plays the role of the direct product X x Y in the
category Aff,.. Note that the previous arguments show that the set

Spec,, (k[X] ® k[Y])

gives the direct product of sets X x Y in Set as well. For example,

kixi,x, ..o 2] @ Ky, y2, oo ym] = KX, X2, oo X0 YL Y2, oo Yl

In the sense of Example 9.13 on p. 203.
'2In the sense of Example 9.14 on p. 204.
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. . S1 .52 S rLn T, S1,.52 Sn~y 14,2 1 3
via the mapping x,'xy" - -~ x" @ ¥|'yy - -y = x,' x5} - - Xyl vy - - - yon. This agrees

with the intuitively expected isomorphism A" x A™ ~ A" in Aff,.

1

Exercise 11.7 Given polynomial equations f,(x) = 0, g,(y) = 0 describing affine
algebraic varieties X C A", Y C A™, write down an explicit system of polynomial
equations whose solution setis X x ¥ C A" x A™.

11.3 Zariski Topology

The set X = Spec,, A possesses the natural topology, called the Zariski topology,
whose closed sets are the subsets of X that can be described by polynomial
equations, i.e., the sets

V) ={xeX|f(x) =0forallf e I} = {m € Spec,,A | C m}
={¢:A—->k]|ol) =0},

taken for all ideals I C A.

Exercise 11.8 Verify that (a) @ = V((1)), (b) X = V((0)), (© ), VU,) =
V(ZU IU), where the ideal ) I, consists of finite sums of elements f, € I,,
d V() Uvl) = v(INnJ) = V(IJ), where the ideal IJ C I N J consists of
finite sums of products ab witha € I, b € J.

The Zariski topology has a purely algebraic nature. It reflects divisibility relations
rather than closeness or remoteness. For this reason, some properties of the Zariski
topology are discordant with intuition based on the metric topology. For example,
the Zariski topology on the product X x Y is strictly finer that the product of Zariski
topologies on the factors X, 7, i.e., the closed subsets Z C X x7Y are not exhausted by
the products of closed subsets in X, Y. For example, for X = ¥ = A!, every plane
algebraic curve, e.g., the hyperbola V(xy — 1), is Zariski closed in A! x A' = A2,
whereas the products of closed subsets in A' are exhausted by @&, A2, and finite
unions of points and lines parallel to the coordinate axes.

Proposition 11.1 (Base for Open Sets and Compactness) Every Zariski open
subset U of an affine algebraic variety X is a finite union of principal open sets

D(f)EX~V(f) ={xeX |f(x) # 0}

for some f € k[X], and is compact in the induced topology, meaning that every open
cover of U contains a finite subcover.

Proof Let U = X ~ V(I). Since k[X] is Noetherian, I = (f1,/3,...,fm) for some
fi € Kk[X]. Therefore V(I) = V() and U = JX~V(f) = UD().
Further, let U be covered by a family of principal open sets D(f,), and I the ideal
spanned by the functions f,,. Then V(I) C X ~ U and I = (fi,f2, .. ,fn) for some
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finite collection fi,f>, ...,f, of the functions f,. Therefore, the open sets D(f;),
1 <i < m,cover U as well. O

Proposition 11.2 (Continuity of Regular Maps) Every regular map of affine
algebraic varieties ¢ : X — Y is continuous in the Zariski topology.

Proof For every closed set V(I) C Y, the preimage ¢! (V(I)) consists of the points
x € X such that 0 = f(p(x)) = ¢*f(x) for all f € I. Therefore, it coincides
with V(J) for the ideal / C k[X] generated by the image of I under the pullback
homomorphism ¢* : k[¥Y] — k[X]. O

11.3.1 Irreducible Components

A topological space X is called reducible if X = X| U X, for some proper closed
subsets X|,X,  X. Otherwise, X is called irreducible. In the usual metric topology,
almost all spaces are reducible. In the Zariski topology, the irreducible affine
algebraic varieties play the same role as the powers of prime numbers in arithmetic.

Proposition 11.3 An affine algebraic variety X is irreducible if and only if its
coordinate algebra k[X] has no zero divisors.

Proof If X = X; U X, with proper closed X;, X5, then there exist nonzero regular
functions fi,f>; € k[X] such that fi € I(X)), o € I(Xy). Since fif> vanishes at
every point of X, it equals zero in k[X]. Conversely, if fif, = 0 for some nonzero
fi.f2 € k[X], then X = V(f1) UV(f2), where the closed sets V(f1), V(f2) are proper.

O

Exercise 11.9 Verify that V(f) C X is nonempty and proper for every nonzero
noninvertible element f € k[X].

Corollary 11.2 Given a polynomial g € klx\,xa,...,x,], the affine hypersur-
face V(g) C A" is irreducible if and only if g = ¢" for some irreducible
q € k[x1,x2,...,x,] andn € N.

Proof Since the polynomial ring k[x;, x2, . . . , x,] is a unique factorization domain, '3

a polynomial f € k[x;,x2,...,x,] is irreducible if and only if the quotient ring
kfx1,x2, ..., x,]/(f) has no zero divisors,'* and for every f, the radical \/(f) is the
principal ideal generated by the product of all pairwise nonassociated irreducible
divisors of f. Therefore, k[V(f)] = k[x1,x2, ... ,xn]/\/(f) has no zero divisors if
and only if f has a unique (up to a constant factor) irreducible divisor. O

Example 11.4 (Big Open Sets) If X is irreducible, then every two nonempty
open sets Uy, U, C X have nonempty intersection, because otherwise, X could be

13See Sect. 5.4 of Algebra 1.
14See Proposition 5.4 of Algebra 1.
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decomposed as X = (X ~ U;) U (X ~ U,). In other words, every nonempty open
subset of an irreducible variety X is dense in X. Thus, the Zariski topology is quite
far from being Hausdorff.

Exercise 11.10 Let X be an irreducible algebraic variety and f, g € k[X]. Prove that
if f(p) = g(p) for all points p from a nonempty open subset U C X, then f = g in
k[X].

Theorem 11.3 Every affine algebraic variety X admits a decomposition
X=XiUXpU .- UX;

that is unique up to renumbering of components, where all X; C X are closed and
irreducible, and X; ¢ X; for all i # j.

Proof The existence of the decomposition is proved similarly to the existence of
irreducible factorization in a Noetherian ring.!> If X is reducible, write X as a
union X = Z; U Z, of proper closed subsets Z;,Z, C X and repeat the procedure
recursively for every component until it stops on some finite decomposition
X = |JZ,, where all Z, are irreducible. If the procedure never stopped, we could
choose an infinite strictly decreasing chain of closed sets

X2Y12Y225

whose ideals form a strictly increasing chain (0) € I(Y,) € I(Y2) € --- in k[X],
which is impossible, because k[X] is Noetherian. Now let

XiUXU - UXy=YU,u-.- Uy,

be two decompositions satisfying the conditions of the theorem. Since ¥; = (J,(Y1N
X;) is irreducible, Y; N X; = Y; for some i, that is, ¥; C X;. For the same reason,
X; C Y for some j. Since Y| ¢ Y; for j # 1, we conclude that Y; = X;. Renumber
the X; in order to have Y| = X;.

Exercise 11.11 Let Z C Y C X be closed, and Y irreducible. Prove that Y = Y ~Z
(the closure within X). Convince yourself that this may fail for reducible Y.

Now we can remove X; and Yj, and proceed by induction on the number of
components. O

Definition 11.2 The decomposition X = X; UX, U --- U X} from Theorem 11.3 is
called the irreducible decomposition of the algebraic variety X, and its components
X; C X are called the irreducible components of X.

Remark 11.2 (Noetherian Spaces) Theorem 11.3 and its proof hold for every
topological space X that does not allow strictly decreasing infinite chains of closed
subsets X 2 Z; 2 Z, 2 --- . Every such topological space is called Noetherian.

=

15Compare with Proposition 5.3 of Algebra 1.
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Proposition 11.4 A nonzero element f € k[X] is a zero divisor if and only if f has
the zero restriction on some irreducible component of X.

Proof Let fg = 0 for some g # 0. Write f;, g; € k[X;] for the restrictions of f, g to
the irreducible component X; C X. Since k[X;] has no zero divisors, at least one of
fi» gi vanishes for every i. Since g; # 0 for some i (otherwise, g = 0 in k[X]), we
conclude that f; = 0. Conversely, if f; = 0, then fg = 0 for every nonzero function

gel (U#ixv). 0

11.4 Rational Functions

Given a commutative ring A, we write
A°¥fgecAlab#0forallbeA~0}

for the multiplicative system of all nonzero elements that are not zero divisors.'® Let
X be an affine algebraic variety. The algebra of fractions'” of the coordinate algebra
k[X] is called the algebra of rational functions on X and is denoted by

k(X) € Qux) = k[X] (k[X]o)_l .

For irreducible X, the algebra k(X) becomes the field of fractions of the integral
domain k[X]. The elements of k(X) are called rational functions on X. A rational
function f € k(X) is said to be regular at a point x € X if there exists a fraction
g/h = f such that g € k[X], h € k[X]°, and h(x) # 0. In this case, the number
f(x) € g(x)/h(x) € ks referred to as the value of f at the point x € X.

Exercise 11.12 Verify that the value f(x) does not depend on the choice of
admissible representation f = g/h.

If a rational function f = g/h has h(x) # O at some point x € X, then f is
regular at every point in the principal open neighborhood D(h) of the point x.
Moreover, by Proposition 11.4, this neighborhood has nonempty intersection with
every irreducible component of X, because 4 is not a zero divisor in k[X]. Therefore,
all points x € X at which f is regular form an open dense subset in X. It is called the
domain of f and denoted by Dom( f).

Exercise 11.13 Verify that fi = f, in k(X) if and only if fi(x) = f2(x) for all x in
some open dense subset of X.

16This is the same notation as in Sect. 4.1 of Algebra 1.

7Recall that it consists of all fractions f/g with f € k[X], g € k[X]°, and f; /g1 = f»/g> if and
only if figo = f>81. (See Sect. 4.1 of Algebra I and compare it with Problem 9.10 on p. 224.)
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Proposition 11.5 Ler X be an affine algebraic variety over an infinite field, and
f € k(X) a rational function. Then (1/f) € {g € k[X] | gf € k[X]} is an ideal in
k[X] with the zero set V((1/f)) = X ~ Dom(f).

Proof The intersection (1/f) N k[X]° is exactly the set of all denominators
g appearing in various fractional representations f = p/q. Thus, the closed
set X ~ Dom(f) is determined by the system of equations g(x) = 0 for all
q € (1/f) N Kk[X]°. It remains to show that the intersection (1/f) N k[X]° generates
the ideal (1/f). We will prove that it spans (1/f) even as a vector space over k.
By Proposition 11.4, the complement (1/f) ~ k[X]°, that is, the set of all zero
divisors in (1/f), splits into a finite union of vector subspaces (1/f) N I(X;). Since
(1/f) Nk[X]° # @, every subspace (1/f) N I(X;) is proper. If the k-linear span of
(1/f) Nk[X]° is proper too, the vector space (1/f) becomes a finite union of proper
subspaces. The next exercise makes this impossible. O

Exercise 11.14 Prove that a vector space over an infinite field cannot be decom-
posed into a finite union of proper vector subspaces.

11.4.1 The Structure Sheaf

Given an affine algebraic variety X, for every open U C X, we put
Ox(U) £ {f € k(X) | Dom(f) > U}.

The assignment Oy : U — Ox(U) provides the topological space X with a presheaf
of k-algebras whose restriction maps are the usual restrictions of functions, or
more scientifically, the tautological inclusions Ox(W) — Ox(U) for every pair
of embedded open sets U C W.

Exercise 11.15 Verify that O is a sheaf.

The sheaf Oy is called the structure sheaf of the affine algebraic variety X or
the sheaf of regular rational functions on X. For an open U C X, the algebra
Ox(U) is often denoted by k[U] and referred to as the algebra of rational functions
regularin U.

Proposition 11.6 Let X be an affine algebraic variety over an algebraically closed
field and h € Kk[X]°. Then Ox (D(h)) = k[X][h™'] is the ring of fractions with
numerators in k[X] and denominators in the multiplicative system'® formed by
nonnegative integer powers of h.

Proof By Proposition 11.5, a rational function f € k(X) is regular in D(h) if and
only if & vanishes identically on the closed subset V((1/f)) = X ~ Dom(f). By the
strong Nullstellensatz, h¢ € (1/f) for some d € N. Thus, f = p/h¢ forp = h' - f €
k[X], as required. O

18See Sect. 4.1.1 of Algebra L.
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11.4.2 Principal Open Sets as Affine Algebraic Varieties

For every affine algebraic variety X and h € k[X]°, the principal open set
D(h) = Spec,, k[X][1"] = Spec,, k[X][1]/ (1 — ht)

is dense in X and is itself an affine algebraic variety, which can be realized as
the hypersurface V(1 — ht) C X x A'. The tautological inclusion i : D < X
is a regular morphism of affine algebraic varieties. Its pullback homomorphism
i* . k[X] < Kk[X][h~'] ~ k[D(h)] is the universal map f + f/1 from the ring
to the localization. By the universal properties of rings of fractions, this inclusion
can be uniquely extended to an isomorphism of the algebras of fractions

i* 1 k(X) = k(D(h)). (11.8)

Exercise 11.16 Verify that the canonical homomorphism (11.8) is actually an
isomorphism.

Remark 11.3 The notation [K[D(h)] can be treated either as the coordinate algebra
of the affine algebraic variety D(h) = Spec,, (Ik[X] [h_l]) or as the subring of k(X)
formed by the rational functions regular in D(h) C X. These two interpretations
agree by Proposition 11.6. In particular, for # = 1, the coordinate algebra of
X coincides with the algebra of rational functions regular everywhere on X, i.e.,
k[X] = {f € k(X) | Dom(f) = Xj.

Caution 11.1 A nonprincipal open set U C X might not be an affine algebraic
variety, and the canonical inclusion U < Spec,, Ox(U), sending a point u € U to
its maximal ideal m, = kerev, C Ox(U), may be nonsurjective.

Exercise 11.17 Letn = 2, and U = A" ~ O the complement of the origin. Verify
that Opn[U] = k[A"] and therefore Spec,, On-[U] = A" # U.

Proposition 11.7 Let X = X, UX, U --- U X be the irreducible decomposition of
an affine algebraic variety X. Then k(X) = k(X1) x k(X2) x -+ x k(Xk).

Proof Write I =1 (Ul 2(XiN Xj)) C k[X] for the ideal of all regular functions on
X vanishing on every intersection X; N Xj, i # j.

Exercise 11.18 Prove that / is linearly spanned over k by 7 N k[X]°.
Let us choose some regular function f € I N k[X]° and write

fi = f (mod I(X;)) € k[Xj]

for its restriction to the irreducible component X; C X. Then the affine algebraic
variety

W = D(f) = Spec,, k[X] [f ']
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splits into a disjoint union of affine algebraic varieties
W; = WNX; = D(f) = Spec, kIX:] [f'] .

By Example 11.2, k[W] >~ k[W;] x k[W,] x --- x k[W;].

Exercise 11.19 For every family of commutative rings A,, prove that ([]A,)° =
[TA; as sets, and deduce from this the isomorphism Qpj4, =~ [ Qa, for the rings
of fractions.

Therefore, k(X) >~ k(W) ~ [[k(W;) ~ [ k(X;) by formula (11.8). O

11.5 Geometric Properties of Algebra Homomorphisms

Every homomorphism of finitely generated reduced k-algebras
o*  k[Y] = k[X]

can be canonically factorized into a composition of a quotient epimorphism
followed by a monomorphism:

*

kY] == K[Y]/ ker(p®) = im(g®) € = K[X]. (11.9)

Since k[Y] is finitely generated and k[X] is reduced, the k-algebra k[Y]/ ker(p*) =
im(¢*) C k[X] is both finitely generated and reduced. Thus, it is the coordinate
algebra of the affine algebraic variety

Z = Spec,, (im(p*)) >~ V (ker(p™)) C Y.

The injectivity of the homomorphism ¢} : k[Z] — k[X] means that there are no
nonzero functions f € k[Z] vanishing on ¢,(X) C Z. Therefore, ¢;(X) is Zariski
dense in Z. In other words, Z = ¢(X) C Y is the closure of ¢(X) in Y, situated
within Y as the zero set V(ker ¢*) of the ideal ker ¢* C k[Y]. Thus, the algebraic
factorization (11.9) geometrically corresponds to the factorization of a regular map
of algebraic varieties ¢ : X — Y into the composition

P2

- »1
X —=Z=9pX) ——Y

of the closed immersion Z — Y preceded by the regular morphism X — Z with
dense image.
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11.5.1 Closed Immersions

A regular morphism of affine algebraic varieties ¢ : X — Y is called a closed
immersion if its pullback homomorphism ¢* : k[¥Y] — k[X] is surjective. In
this case, ¢ establishes a regular isomorphism between X and the closed subset
V(kerp*) C Y. The pullback of this isomorphism of algebraic varieties is the
canonical isomorphism of k-algebras k[Y]/ ker ¢* ~ k[X].

For an irreducible closed subset Z C X, the pullback homomorphism

" K[X] = k[Z]

of the closed immersion i : Z <> X takes values in the integral domain k[Z],
canonically embedded into its field of fractions k(Z). By the universal property of
k(X), the epimorphism i* can be uniquely extended to an epimorphism

evy  k(X) > k(2), (11.10)

which restricts the rational functions from X onto Z. Intuitively, the homomor-
phism (11.10) can be thought of as the evaluation of rational functions at a “generic
point” of Z. The result of such an evaluation is an element of k(Z), which may be
further evaluated at particular points of Z. It follows from the surjectivity of the
homomorphism (11.10) that every rational function on Z is a restriction of some
rational function on X, i.e., can be written as a fraction p/q whose denominator
g € Kk[X]° is not a zero divisor in k[X]. Note that such a presentation may not be
obvious when Z C X is an irreducible component of X.

Exercise 11.20 Let X = V(xy) = Spec,, k[x, y]/(xy) be the union of the coordinate
axes in the affine plane A%> = Spec,, k[x,y], and let Z = Spec,, k[x] = V(y) be
its horizontal component. Write the rational function 1/x € k(Z) as a fraction
p/q € k(X), where g € k[X]°.

11.5.2 Dominant Morphisms

For an irreducible variety X, a regular morphism of algebraic varieties ¢ : X — Y
is said to be dominant if its pullback homomorphism ¢* : k[Y] — k[X] is injective.
As we have seen above, this means that ¢(X) = Y. For reducible X, a regular map
¢ : X — Y is dominant if its restriction ¢; = ¢|x, to every irreducible component
X; C X assigns the dominant map ¢; : X; — Y. In this case, the pullback

o T K[Y] = k[Xi] C k(X))

embeds k[Y] in the field k(X;). In particular, this forces Y to be irreducible. By the
universal property of k(Y), the previous inclusion can be uniquely extended to the
inclusion of fields k(Y) < k(X;). Thus, every dominant morphism X = [ JX; — Y
leads to the inclusion

k() = [ [k(X) = kX).
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Exercise 11.21 Prove that every dominant morphism of irreducible affine algebraic
varieties ¢ : X — Y can be factorized as

v n
x < yxan ey (11.11)

where i is a closed immersion, and 7 is the projection along A™.

11.5.3 Finite Morphisms

Every regular map of affine algebraic varieties ¢ : X — Y equips k[X] with the
structure of a finitely generated algebra over the subring

@™ (K[Y]) = klp(X¥)] C k[X].

The map ¢ is called finite if k[X] is finitely generated as a module'® over ¢* (k[Y]),
or equivalently, if the extension of rings ¢* (k[Y]) C k[X] is an integral extension.

Proposition 11.8 (Closeness of Finite Morphisms) Let ¢ : X — Y be a finite
morphism of affine algebraic varieties, and Z C X a closed subset. Then ¢(Z) C Y is
also closed, and the restriction ¢|z : Z — ¢(Z) is a finite morphism. For irreducible
X and proper Z < X, the image ¢(Z) < Y is also proper.

Proof Write I = I(Z) C k[X] for the ideal of Z. The pullback homomorphism of
the restricted map ¢|z : Z — Y can be factorized as

oI5 kY] L KX] = KX/

where the second arrow is the quotient homomorphism. Since k[X] is finitely
generated as a ¢* (k[Y])-module, the quotient k[Z] = k[X]/I is finitely generated
as a module over

k[e@)] = el (V) = ¢* YD/ (1 N ¢* (KIYD).

Therefore, the restricted map ¢|z : Z — ¢(Z) is a finite morphism. The equality
©(Z) = @(Z) can be proved separately for each irreducible component of Z, and
in this proof, we can assume that X = Z, Y = Z. Thus, the first statement of the
proposition is equivalent to the following claim: for an irreducible affine algebraic
variety Z, every finite dominant morphism ¢ : Z — Y is surjective. This claim can
be translated into algebraic language as follows: given an extension of commutative

That is, there exist fi,f...., fn € K[X] such that every h € K[X] can be written as
h =Y @*(g;)f; for appropriate g; € k[Y].
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rings A C B such that B has no zero divisors and is finitely generated as an
A-module, every maximal ideal m C A equals T NA for some maximal ideal m C B.

Exercise 11.22 Convince yourself that the latter algebraic statement implies the
previous geometric statement.

If the ideal m - B, spanned by m in B, is proper, then every maximal ideal M D m - B
solves the problem. It remains to check that m - B # B for every maximal ideal
m C A. Assume the contrary. Let m - B = B for some maximal ideal m C A, and
suppose that by, by, ..., b, € B span B as an A-module. Then each b; can be written
as b; = ), fipi; for some pu;; € m. This leads to the matrix equality

(fi-far o ofm) - (E—=M) =0,

where M = (ﬂu) € Mat,,(m), and E is the m x m identity matrix. Thus, the zero
endomorphism of the A-module B acts on the generators via multiplication by the
matrix E — M. The matrix identity*’

det(E—M)-E=(E-M)-(E—-M)"

forces multiplication by det(E — M) to annihilate B. Therefore, det(E — M) = 0.
Expanding the determinant shows that 1 € m, i.e., m is not proper. This completes
the proof of the first statement of the proposition.

To prove the second statement, consider a nonzero function f € k[X] that has
zero restriction onto Z < X. It satisfies some polynomial equation with coefficients
in *(k[Y]). Let

P* "+ e D"+ o+ @ (gm—)f + ¥ (gn) =0

be such an equation of minimal degree. Then g,, # 0, because otherwise, the degree
could be decremented by canceling?! one f. Evaluation of the left-hand side at all
points z € Z shows that ¢*(g.)|z = gmlezy = 0. Hence, ¢(Z) C V(g,) Yis
proper. O

11.5.4 Normal Varieties

An irreducible affine algebraic variety Y is called normal if its coordinate algebra
k[Y] is integrally closed in the field of rational functions k(Y) = Q). i.e., k[Y]is a
normal ring in the sense of Sect. 10.1.3. In particular, Y is normal if k[Y] is a unique
factorization domain. For example, the affine spaces A" are normal for all n.

20Here (E — M)V means the adjunct matrix of (E — M); see Sect. 9.6.1 of Algebra I and the proof
of Lemma 10.1 on p. 227.

2IRecall that in the second statement, we assume k[X] to be an integral domain.
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Proposition 11.9 (Openness of Finite Surjections onto Normal Varieties) LetY
be a normal affine algebraic variety. Then every finite regular surjection ¢ : X —» Y
is open® and maps every irreducible component of X surjectively onto Y.

Proof Since ¢* : k[Y] — k[X] is injective, we can consider k[Y] a subalgebra of
k[X]. It is enough to show that ¢ maps every principal open set D(f) C X to an
open subset of Y. This means that for every point p € D(f), there exists a regular
function a € k[Y] such that ¢(p) € D(a) C ¢(D(f)) in Y. To construct such a
function, consider the map

v =¢pxf:X—>YxA", pr(o(p).f(p).

Its pullback homomorphism y* : k[Y x A'] = Kk[Y][f] — k[X] evaluates
polynomials in ¢ with coefficients in k[Y] at the element /' € k[X]. Write py for
the minimal polynomial of f over k(Y). By Corollary 10.2, the coefficients of u lie
in k[Y]. This forces ¥ * to be the factorization homomorphism modulo the principal
ideal (uy) = kery* C k[Y x A!]. Thus, ¥ is the finite surjection of X onto the
hypersurface in ¥ x A'! defined by the equation s = 0. Let us write the minimal
polynomial s = s (y; t) as a polynomial in the coordinate ¢ on A" with coefficients
in a;(y) € k[Y]:

w=>"4+a " + s+ a,() kY]] =k[Y < A'].

The restriction of j to the line y x A' over a point y € Y is the polynomial in ¢
whose roots are equal to the values of f at all points of X mapped to y by ¢. In
particular, ¢(D(f)) consists of those y € Y over which the polynomial w(y; f) has
a nonzero root. Since the polynomial p(¢(p);f) that appears for y = ¢(p) has
the root f(p) # 0, at least one of the coefficients of i, say ax(y), does not vanish
at y = ¢(p). This forces the polynomial js(g; ) to have a nonzero root for all
q € D(ay). Hence, D(ay) C ¢(D(f)), as required. To prove the second statement
of the proposition, note that for every irreducible component X; C X, the set

vi=x~Jx, =x~Jxnx,)
vAi v#£i

is open in X and dense in X;. Since ¢(U;) is open and Y is irreducible, ¢(U;) is dense
in Y. Therefore, ¢(X;) = ¢(U;) =Y. O

22That is, ¢(U) is open in Y for every open U C X.
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Problems for Independent Solution to Chapter 11

Problem 11.1 Let k be an algebraically closed field, ¢ € k[xi,x2,...,x,] an
irreducible polynomial, and suppose that the polynomial f € k[x;, xz,...,xx]
vanishes at every point of the hypersurface V(q) C A”. Prove that g divides f.

Problem 11.2 Under the conditions of the previous problem, show that the image of
the central projection of V(f) from every point p ¢ V(f) onto every hyperplane
H 3 p contains an open dense subset of H.

Problem 11.3 Describe /J C kx,y] for (a) J = (2 + > — 1,y — 1),
(b) J = (x*y, xy*), and indicate some f € I(V(J)) ~J .

Problem 11.4 Describe the variety V(J) C A® and its ideal I(V(J)) C k[x,y, z] for
@J = (xy.(x=yz), M) J = (xy+yz+ 2z, x> + > + 22).

Problem 11.5 Prove that the curve V (x* — y*) C A% = Spec,, klx, y] is irreducible
but not normal.

Problem 11.6 Is the cone V ()c2 -y — zz) C A* = Spec, k[x,y,z] a normal
variety?

Problem 11.7 Prove that the direct product of irreducible affine algebraic varieties
is irreducible.

Problem 11.8 For every k-algebra A of finite dimension as a vector space over L,
prove that Spec,, A is finite. Deduce from this that every nonempty fiber of a finite
morphism is finite.

Problem 11.9 Give an example of a regular nonfinite morphism all of whose
nonempty fibers are finite.

Problem 11.10 Give an example of a map that is continuous in the Zariski topology
but not regular.

Problem 11.11 Let k be an algebraically closed field, and f € k[x;,x2,...,x,] a
nonconstant polynomial. Describe (in terms of f) all vectors

v=(ar,a,...,0,-1, 1)

such that the parallel projection of the hypersurface V(f) C A" onto the
hyperplane x, = 0 along the vector v is (a) surjective, (b) dominant, (c) finite.
To begin with, consider the following toy examples in A? over C: V(xy — 1),
V(x2 —y), V(x2 + 2xy +y2).

Problem 11.12 Under the conditions of the previous problem, show that the image
of the central projection of V(f) from every pointp ¢ V(f) onto every hyperplane
H % p contains an open dense subset of H.

Problem 11.13 Prove that the image of a dominant morphism contains an open
dense set.
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Problem 11.14 Let U be an open subset of an affine algebraic variety X. Let us say
that U is affine if there exist an affine algebraic variety Y and injective regular
morphism ¢ : ¥ < X such that ¢(Y) = U and the pullback map

Ox(U) = k[Y]. f—fo.

is a well-defined isomorphism of k-algebras. Assume that some elements

Jifar o fm € Ox(U)

span a nonproper ideal in Ox(U), and every principal open subset
U=D(H)NU

is affine. Prove that U is also affine.

Problem 11.15 For every rational function f € k(X) on an affine algebraic variety
X, prove that the map f : Dom(f) — k, x — f(x), is continuous in the Zariski
topology.

Problem 11.16 Describe Dom(f) for the rational functions f = (1 — y)/x,
f = y/x, and f = x;/x3 on the affine hypersurfaces V (x2 +3? - 1),
V(¥ +x*—y?) C A%, and X = V (x1x, — x3x4) C A* respectively.

Problem 11.17 (Quotient by a Finite Group Action) Let k be an algebraically
closed field of characteristic zero, X an affine algebraic variety over k, and G
a finite group acting on X by regular automorphisms. Then G acts on k[X]
by pullback automorphisms. Write R = k[X]° C k[X] for the subalgebra of
G-invariants. Verify that the Reynolds operator

KX >R, frofe LYo,

0€G

is k-linear and possesses the following properties, holding for all f € k[X] and
heR:

(WffeR @ h=h, 3 (M) =fh.

Use them to prove that R is a finitely generated reduced k-algebra, and Spec,, R
can be identified with the set of G-orbits X/G in such a way that the quotient map
7 : X — X/G becomes a finite regular surjection of affine algebraic varieties and
possesses the following universal property: for every regular morphism of affine
algebraic varieties ¢ : X — Y satisfying the condition

YVoeGVxeX, ¢(ox)=opk)),
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there exists a unique regular morphism of affine algebraic varieties
Vv :X/G—Y

such that ¥ « m = ¢. (Hint: prove that this universal property determines the
arrow X — X/G in the category Aff, uniquely up to a unique isomorphism, and
then show that the arrow X — Spec, R provided by the inclusion R — k[X] is
universal.)

Problem 11.18 For X = C? and G = 7Z/(n) acting on C? by the rule
[k]n . ()C, y) — (eZHik/nx’ eZnik/ny) ,

describe the quotient variety X/G (defined in Problem 11.17) by explicit polyno-
mial equations in an appropriate affine space.

Problem 11.19 Describe the closure of the unit sphere
S ={G1.2) e C: |al + |=l* =1}

in the Zariski topology on the affine plane A(C?).

Problem 11.20 For the ring C°(X) of continuous (real- or complex-valued)
functions on a compact Hausdorff topological space X, prove that the canonical
map X — Spec,, C°(X), x — kerev,, is bijective and identifies the Zariski
topology®* on Spec,, C°(X) with the original topology on X. If the general case
seems too abstract, consider X = [0,1] C R and the algebra of real-valued
continuous functions [0, 1] — R.

Problem 11.21 Is there a nonmaximal prime ideal in the ring of continuous real
valued functions on a segment?

ZWhose closed sets are V(I) = {m € Spec,, C°(X) | I C m} for all ideals I C C°(X).



Chapter 12
Algebraic Manifolds

Everywhere in this chapter we assume by default that the ground field k is
algebraically closed.

12.1 Definitions and Examples

The definition of an algebraic manifold follows the same template as the definitions
of manifold in topology and differential geometry. It can be outlined as follows:
a manifold is a topological space X such that every point x € X possesses an open
neighborhood U > x, called a local chart, which is equipped with a homeomorphism
oy : Xy = U identifying some standard local model Xy with U, and every pair
of local charts oy : Xy = U, ow : Xw = W are compatible, meaning that the
homeomorphism between open subsets (p,jl(U N W) C Xy and gov_vl(U NW) C Xw
provided by the composition (p‘;l o @y is a regular isomorphism. In topology and
differential geometry, the local model X;; = IR" does not depend on U, and the
regularity of the transition homeomorphism

owu E oi' oy i) ° e (UNW) > o, (UNW), (12.1)

means that it will be a diffeomorphism of open subsets in R" in differential
geometry, and means simply a homeomorphism in topology. In algebraic geometry,
the local model Xy is an arbitrary algebraic variety that may depend on U C X.
Thus, an algebraic manifold may look locally, for example, like a union of a line
and a plane in A3, intersecting or parallel, and this picture may vary from chart to
chart. The regularity of the homeomorphism (12.1), in algebraic geometry, means
that the maps gwy, pyw = (p‘;{, are described in affine coordinates by some rational
functions, which are regular within both open sets f;;' (U N W), o' (U N W).
This provides every algebraic manifold X with a well-defined sheaf Ox of regular
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rational functions with values in the ground field k, in the same manner as the
smooth functions on a manifold are introduced in differential geometry.

Let us now give precise definitions. Given a topological space X, an affine chart
on X is a homeomorphism ¢y : Xy = U between an affine algebraic variety Xy
over k, considered with the Zariski topology, and an open subset U C X, considered
with the topology induced from X. Two affine charts ¢y : Xy = U, oy : Xy > W
on X are called compatible if the pullback map ¢y, : f — f o pwy, provided by
the transition homeomorphism (12.1), establishes a well-defined isomorphism of
k-algebras' O, (¢y'(UNW)) = Ox, (p;'(UNW)). An open covering
X = |J U, by mutually compatible affine charts U, C X is called an algebraic
atlas on X. Two algebraic atlases are declared to be equivalent if their union is an
algebraic atlas as well. A topological space X equipped with an equivalence class of
algebraic atlases is called an algebraic manifold or algebraic variety.”> An algebraic
manifold is said to be of finite type if it allows a finite algebraic atlas.

Exercise 12.1 Verify that every algebraic manifold of finite type is a Noetherian
topological space in the sense of Remark 11.2 on p.252.

Example 12.1 (Projective Spaces) The projective space® P, = P (k"*') with

homogeneous coordinates x = (xp:x): -+ :x,) is covered by the (n + 1) standard
affine charts* U; = {(xo:x1: -+ :x,) | % # 0}, 0 < i < n. Write X; = A(k") for
the affine space with coordinates® t; = (t;0, ... , tij—1, tii+1. - - . » tin). For each i,

there exists a bijection
Qi Xi>»>U;, ti+— (l‘i,() NN P 1: Lij1 e ti,n) . (12.2)
The preimage of the intersection U; N U; under this bijection is the principal open
set D (tiJ) C X;.
Exercise 12.2 Verify that the transition map
@i =0 ¢ 1D (t;) = D () 1> 17 - 13,

establishes a regular isomorphism between affine algebraic varieties

D (tiJ) = Spec,, k[ti_Jl, Loy ovv s Lii—1s Liitls onn s ti,n] s

D(l‘j,i) = Specm [K[l‘;il, 5oy - s =15 LijHls oo e s lj,n] .

'Recall that ©O(V) = {f € k(Z) | V C Dom(f)} denotes the algebra of rational functions,
regular in V C Z, on an affine algebraic variety Z (see Sect. 11.4.1 on p. 254 for details).

2Without the epithet “affine.”
3See Chap. 11 of Algebra L.
“See Example 11.2 of Algebra L.

5The first index i is the order number of the chart, while the second index numbers the coordinates
within the ith chart and takes n values 0 < v < n, v # i.
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Therefore, transferring the Zariski topology from X; ~ A" to U; by means of
the bijection (12.2) provides IP,, with a well-defined topology whose restriction to
U;NU; does not depend on what source, X; or X, it comes from. In this topology, all
bijections (12.2) certainly are homeomorphisms. Thus, P, is an algebraic manifold
of finite type locally isomorphic to the affine space A".

Example 12.2 (Grassmannians) Recall® that the set of all k-dimensional vector
subspaces in a given vector space V over k is called the Grassmannian Gr(k, V),
and for the coordinate space V = k™ we write Gr(k, m) instead of Gr(k, k™). We
have seen in Sect.2.6.5 that the points of Gr(k, m) can be viewed as the orbits of
k x m matrices of rank k under the natural action of GL(k) by left multiplication.
The orbit of the matrix x corresponds to the subspace U, C k™ spanned by the rows
of x, and x is recovered from U, up to the action GL; (k) as the matrix whose rows
are the coordinates of some linearly independent vectors uy, uy, ..., u; € U, in the
standard basis of k™. This leads to the following covering of Gr(k, m) by (',:’) affine
charts U; ~ AP called standard and numbered by increasing collections of
indices I = (iy,i2,...,0k), 1 <ij <ip < -+ < iy < m. Write s;(x) for the k x k
submatrix of the k x m matrix x formed by the columns with numbers iy, i3, . . . , i,
and Uj for the set of GLy(k)-orbits of all matrices x with dets;(x) # 0. Every such
orbit contains a unique matrix z with s;(z) = E, namely, z = s;(x)"! - x.

Exercise 12.3 Convince yourself that U; consists of the k-dimensional subspaces
W C K™ that are isomorphically projected onto the coordinate k-plane spanned by
the standard basis vectors e;,, e;,, ..., ¢; along the transversal coordinate (m — k)-
plane spanned by the remaining standard basis vectors.

Write X; = Matix(m—i)(k) =~ A" for the affine space of k x (m — k)
matrices whose columns are numbered in order by the collection of indices
I ={1,2, ..., m}~ I, complementary to I. There is a bijection ¢; : X; = Uy,
t = GLi (k) -¢;(#), where the kxm matrix ¢; () has s; (¢;(¢)) = E,and s, (¢;(7)) =1,
i.e., it is obtained from ¢ by the order-preserving insertion of the columns of E
between the columns of 7 in such the way that the columns of E are assigned the
numbers iy, iy, . . . , i in the resulting k x m matrix.

Exercise 12.4 Verify that the inverse bijection maps x — s, (s,(x)_1 -x), and the
result does not depend on the choice of x in the orbit GL; (k) - x.

Therefore, ¢;”' (U; N Uy) is the principal open set D(dets;(¢;(7))) in X;. The
transition map

o= o

sends D(detSJ((p](t))) C X to D(det s,(goj(t))) C X; by the rule

t 5, (57 (@) - @)

6See Sect. 2.6.4 on p. 49.
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and gives a regular isomorphism of affine algebraic varieties. The inverse isomor-
phism maps ¢ > s, (s7" (¢ (1) - @(1)).
Exercise 12.5 Check this.

The same arguments as in the previous example show that Gr(k, n) is an algebraic
variety of finite type locally isomorphic to the affine space

Akn—=k) — A (Math(m—k) (k)) '

Note that for k = 1, m = n + 1, the standard algebraic atlas {U,} on Gr(k, m) is
precisely the standard atlas {U;} on P, described in Example 12.1.

Example 12.3 (Direct Product of Algebraic Manifolds) The set-theoretic direct
product of algebraic manifolds X, Y is canonically equipped with the algebraic atlas
formed by the mutual direct products U x W of affine charts U C X, W C X. Thus,
X x Y is an algebraic manifold.

12.1.1 Structure Sheaf and Regular Morphisms

Given an algebraic manifold X, a function f : X — k is called regular at a point
x € X if there exist an affine chart gy : Xy = W with x € W and a rational function
?e k(Xw) such that ¢3! (x) € Dom(?) and ¢} f(z) =?(z) forall z € Dom?. For an
open subset U C X, the functions U — k regular everywhere in U form a k-algebra
denoted by Ox(U) and called the algebra of regular functions on U. The assignment
U +— Ox(U) provides the topological space X with a sheaf of k-algebras,’ called
the structure sheaf or the sheaf of regular functions on X.

Exercise 12.6 For every affine chart ¢y : Xy = U on X, verify that the pullback of
the regular functions along ¢y assigns the isomorphism ¢;; : Ox(U) = k[Xy].

A map of algebraic manifolds f : X — Y is called a regular morphism if f is
continuous and for every open U C Y, the pullback of regular functions along f|
gives a well-defined homomorphism of k-algebras f|}, : Oy(U) — Ox (go_l(U)),
hi>hef.

Exercise 12.7 Identify Ox (X) with the set of regular morphisms X — A'.

12.1.2 Closed Submanifolds

Let X be an algebraic manifold. Every closed subset Z C X possesses a natural
structure of an algebraic manifold. Namely, for every affine chart ¢y : Xy = U,

7See Example 9.8 on p. 194.
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the set (pal (Z N U) is closed in the affine algebraic variety Xy and therefore has a
natural structure of an affine algebraic variety with the coordinate algebra

kiXvl/epl(Z N U) ~ Ox(U)/I(ZN V),
where (ZNU) = {f € Ox(U) | f(z) = 0 for all z € Z N U}. The affine charts
o' (ZNU)>»>ZNUCZ

certainly form an algebraic atlas on Z. The assignment U +— I(Z N U) defines the
sheaf of ideals on X, denoted by Iy C Oy and called the ideal sheaf of the closed
submanifold Z C X.

Every sheaf of ideals J C Oy determines a closed submanifold V(J) C X
whose intersection with every affine chart U C X is the zero set of the ideal
J(U) C Ox(U) ~ k[Xy] in the affine algebraic variety Xy. Note that the ideal
sheaf I(V(J)) = +/J does not necessarily coincide with the sheaf J of equations
describing the submanifold V(7).

A regular morphism f : X — Y is called a closed immersion if f(X) C Yisa
closed submanifold of Y and f establishes an isomorphism between X and f(X).

Exercise 12.8 Convince yourself that an algebraic manifold X admits a closed
immersion in an affine space if and only if X is an affine algebraic variety in the
sense of Sect. 11.1 on p.241.

12.1.3 Families of Manifolds

Every regular morphism # : X — Y can be viewed as a family of closed
submanifolds X, = 7! (y) C X parametrized by the points y € Y. In this case, ¥ is
referred to as the base of the family 7. Given two families7 : X - Y, 7n’ : X' > Y
over the same base Y, a regular morphism ¢ : X — X’ is called a morphism of
families or morphism over Y if w = 7’ o ¢, i.e., if ¢ maps X, to X| forall y € Y.
A family 7 : X — Y is called constant or trivial if it is isomorphic over Y to the
canonical projection 7y : Xo X Y — Y from the direct product of the base and some
fixed manifold Xj.

12.1.4 Separated Manifolds

The standard atlas on IP; consists of two charts:

(piZAl%UiCIpl, i=0,1.
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Their intersection is visible within each chart as the complement to the origin,
05 (WoNU) =g (UpN ) = A'~ {0} = {re A" |1 #0} .
The charts are glued together along this intersection by means of the transition map
o1 it 1/t (12.3)
If instead of the rational map (12.3), we use the much simpler gluing rule
Qo1 it 1, (12.4)

we get another manifold that looks like an affine line with a double origin:

Such pathology is called nonseparateness. It has appeared because the gluing
rule (12.4) considered as a binary relationon A, i.e., as a subsetof A' x Al = A?,
is not closed. Namely, it is provided by the line x = y without the pointx =y = 0.
This gluing rule can be completed by continuity up to the whole line x = y,
whereupon the double point disappears.

In the general situation, the separateness phenomenon is formalized as follows.
By the universal property of the direct product, for every two affine charts Uy, U; on
an algebraic manifold X, the inclusions Uy <= UyNU; — U, produce the inclusion

UNnU = UyxUp,

whose image is the intersection of the affine chart Uy N U; on the manifold X x X
with the diagonal Ay = {(x,x) € X x X | x € X}. In other words, the gluing
rule for charts Uy, U, considered as a subset of Uy x Uy, is A N Uy x U,. For
example, the gluing rule (12.3) corresponds to the immersion (A' ~ 0) < A2,
t — (t, "), whose image Ap, N Uy x Uj is a closed subset of Uy x U; ~ A2,
namely, the hyperbolaxy = 1. In contrast, the trivial transition map (12.4) produces
the immersion (A' ~ 0) < A2, t + (¢, f), whose image is not closed in A”. An
algebraic manifold X is called separated if the diagonal Ay C X x X is closed
in X x X. In more expanded form, this means that for every pair of affine charts
U, W C X, the canonical map U N W — U x W is a closed immersion.

For example, both A" and P, are separated, because the diagonals in A" x A"
and IP, x P, are described by the polynomial equations x; = y; and x;y; = xjy;
respectively.® Every closed submanifold X C Y in a separated manifold Y is

8The first formula relates 2n affine coordinates (X175 ooy s Xy Y15 v ev s Yp) in A" X A" = A,
whereas the second deals with two collections of homogeneous coordinates (xp:xj: «++ :x,),
(Vo:yi: +++ tyy) on P, X P, (note that they cannot be combined into one collection). We will
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separated as well, because the diagonal of X x X is the preimage of the diagonal
Ay C Y x Y under the regular map X x X < Y x Y provided by the inclusion
X < Y. In particular, all affine and projective varieties are separated and have finite

type.

Example 12.4 (Graph of a Regular Map) Let ¢ : X — Y be a regular morphism
of algebraic manifolds. The preimage of the diagonal Ay C Y x Y under the map
@ xIdy : XxXY — Y xY is called the graph of ¢ and denoted by I',. Set-theoretically,
Ly = {(x.f(x)) € X xY | x € X}. If Y is separated, the graph of every regular
morphism ¢ : X — Y is closed. For example, the graph of a regular morphism of
affine algebraic varieties ¢ : Spec,,(A) — Spec,,(B) is described by a system of
equations 1 ® f = ¢*(f) ® 1 in A ® B, where f runs through B.

12.1.5 Rational Maps

Let X be an algebraic manifold and U C X an open subset. A regular morphism
¢ : U — Y is called a rational map from X to Y. Given such a map, we write
¢ : X --> Y, although this discards the information about U. A regular morphism
¥ : W — Yis called an extension of ¢ if W D U and ¥|y = ¢. The union of all
open sets W O U on which ¢ can be extended is called the domain of the rational
map ¢ : X --> Y and denoted by Dom(yp).

Exercise 12.9 (Cremona’s Quadratic Involution) Verify that the prescription
(x0 1 x1 1 x2) > (xal :)cl_1 :xz_l)

determines a rational map x : [P, --> [P, whose domain is the whole of IP, except
three points. Find these points and describe the image of »x.

Despite its name, a rational map ¢ : X --> Y is not a map “from X in the
set-theoretic sense, because ¢ may be undefined at some points. In particular, the
composition of rational maps may be undefined, e.g., if the image of the first map
falls outside the domain of the second. However, rational maps often appear in
various applications and play an important role within algebraic geometry itself.
For example, the tautological projection A(V) --> P(V), which sends a point of
A(V) provided by a vector v € V to the point of IP(V) provided by the same vector,
is a surjective rational map that is regular everywhere outside the origin.

see in Exercise 12.12 that the latter equations actually determine a closed submanifold of P,, X IP,,
in the sense of Sect. 12.1.2.
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12.2 Projective Varieties

An algebraic manifold X is called projective if it admits a closed immersion into
projective space, i.e., is isomorphic to a closed submanifold of IP, for some n € IN.

Exercise 12.10 Verify that the solution set of every system of homogeneous
polynomial equations in the homogeneous coordinates in [P, is a closed submanifold
of P,.

Example 12.5 (Pliicker Coordinates) The Pliicker embedding
pry  Gr(k, V) — P(A*V), U~ AU, (12.5)

from Sect.2.6.4 on p.49, maps the Grassmannian Gr(k, V) isomorphically onto
the projective algebraic variety determined in P(A*V) by the quadratic Pliicker
relations from formula (2.49) on p. 48. In the matrix notation from Example 12.2 on
p. 267, the Pliicker embedding maps the k x m matrix xy formed by the coordinate
rows of some basis vectors in U C k" expanded through the standard basis vectors
e; € k" to the point of IP(AXk™) whose Ith homogeneous coordinate in the basis

ey = ¢€j; Nej N\ -+ Néej

equals dets;(xy), the degree-k minor of xy situated in the columns with numbers
from 1.

Exercise 12.11 Check this and convince yourself that the Pliicker embedding is
regular.

The collection of (¥) minors dets;(xy) is called the set of Pliicker coordinates of
the subspace U C K". Since the pullbacks of the coordinate functions on P(AXk")
are polynomials in affine coordinates on the Grassmannian, the map (12.5) is a
regular closed immersion of the Grassmannian into projective space. Therefore, the
Grassmannians, as well as all their closed submanifolds, are projective algebraic
varieties.

Exercise 12.12 Show that the direct product of projective manifolds is projective,
and use this to prove that every subset of P, x IP,,, x---x P, defined by a system
of polynomial equations in homogeneous coordinates such that every equation is
homogeneous in every set of coordinates is a projective algebraic variety.

Example 12.6 (Blowup of a Point on P,) All the lines passing through a given
point p € IP, form the projective space E ~ IP,_;. The incidence graph

B,={(qt)eP,xE|qel}
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is called the blowup of the point p € IP,. The projection o, : B, — P, is one-to-
one over [P, ~ {p}, whereas the preimage of p coincides with the whole space E,

o, (p) ={p} x ECP, xE.

This fiber is called the exceptional divisor® of the blowup. The second projection
Ot : B, — E represents B, as a line bundle over E, i.e., the family of projective
lines (pg) C P, parametrized by the points g € E. This line bundle is called the
tautological line bundle over the projective space E. It follows from Exercise 12.12
that 3, is a projective algebraic manifold. Indeed, choose homogeneous coordinates
in P, suchthatp = (1 :0: --- : 0), and identify E with the projective hyperplane
Zxo) = {0 : Ay = -+ 1 Ay} C P, by mapping a line £ > p to the point
A = £ N Z(xo). Then the collinearity of points p, ¢, A is equivalent to the following
system of homogeneous quadratic equations in the pair (¢,A) € P, X E:

rk q0 491 " qn =2 or qi[jZlei,1$i<j§l’l.

Geometrically, the blowup of p € P, can be imagined as the replacement of the
point p by the projective space E glued to the space IP,, punctured at p, in such a
way that every line £ C P, approaching p passes through the point £ € E.

Lemma 12.1 Every closed submanifold X C P, can be described as a set of
solutions to some system of homogeneous polynomial equations in homogeneous
coordinates in P,,.

Proof We write (xo: x;: --- :x,) for the homogeneous coordinates in IP,, and use the
notation from Example 12.1 on p. 266 for the standard affine charts U; C IP,, and the
standard affine coordinates #;; therein. For each i, the intersection X N U; is the zero
set V(I;) of some ideal /; in the polynomial ring in n variables ;, = x,/x;, 0 < v <
n, v # i. Every polynomial f in this ring can be rewritten as'® f(xo, x1, ..., xn)/x?',
where d = degf and f € k[xo, x1,...,x,] is the unique homogeneous polynomial
of degree d such that

f s tiimts Litigrt, oo tin) = f (tios oo tiim1s ik 1y -+ - 5 Bin)

Let us fix generators f;, of the ideal /; and write f;, € k[xo,x(,...,x,] for their
homogenizations just described. Then X coincides with the solution set Z of the
system of polynomial equations x; - f;, (X0, X1, ..., X,) = 0, where 0 < i < n
and for each i, « numbers the chosen generators f;, of the ideal ;. To check

Given an irreducible algebraic manifold X, a (Weil) divisor on X is an element of the free abelian
group generated by all closed irreducible submanifolds of codimension 1 in X (the dimensions of
algebraic varieties will be discussed in Sect. 12.5 on p. 281).

19Compare with Sect. 11.3.2 of Algebra 1.
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this, it is enough to establish the coincidence Z N U; = X N U; for every i. In
terms of the affine coordinates #;; on U, the intersection of U; with the zero set

Z(x;f(x0, X1, ..., x,)) C PP, of a homogeneous polynomial x;f is described by the
equation
flios o tiimt, Ltiirr, oo tin) =F (o, o tiimts tiit 15 -+ -5 tin) = 0.

Hence, U; intersects the set of common zeros of the polynomials x; - f; ,, whose i
coincides with i of the chart, exactly along the set XN U;. Therefore, ZN Ui Cc XNU,.
It remains to check that every homogeneous polynomial x; - f; g with j # i vanishes
on X N U; as well. The first factor x; vanishes along the hyperplane V(#;;) C U;. The
principal open set in X N U; complementary to this hyperplane lies within

XNU;NU CXNU,.

As we have already seen, the second factor f; g vanishes onf; 5. O

Example 12.7 (Illustration to the Proof of Lemma 12.1) The zero set of the
homogeneous polynomial xox;x, on IP, is the union of three lines complementary
to the standard affine charts. The affine equations of this set in the charts Uy, Uy,
U, are, respectively, 1502 = 0, tiotio = 0, hota1 = 0. Let X C P, be the
closed submanifold locally described by these equations. Applied to this X, the
previous proof transforms the left-hand sides of the local affine equations to the
homogeneous polynomials f; = x1x2, f1; = XoX2, f,,; = XoX1, and then gives
X0+ fo1=0,x1-f1; =0,x2-f,; = 0 as the global homogeneous equations for X.
They all coincide with the initial equation xpx;x, = 0 in our case.

12.3 Resultant Systems

Given a system of homogeneous polynomial equations

.fl(‘anxla AR ] 'xn) = 09

Hlxo,x1, ..., %) =0,
(12.6)

fm(anxla ey xn) = 07

where every f; € k[xg,x1,...,x,] is homogeneous of degree d;, the set of its
solutions, considered up to proportionality, is the intersection of m projective
hypersurfaces S; = Z(f;) C P(V), where V = k"*!. The projective hypersurfaces
of degree d in IP(V) can be viewed as points of the projective space P(S?V*). All
collections of hypersurfaces (S;, S>,...,S,) of given degrees d,d>,...,d, with
nonempty intersection (), S; # @ form the figure

R+ 1:dy,da,....dy) CPETV*) x P(S2V*) x - x P(S™V*),  (12.7)
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called the resultant variety of the homogeneous system (12.6). When m = n + 1
and all d; = 1, the system (12.6) becomes a system of linear equations Ax = 0
with square matrix A = (a;). It has a nonzero solution if and only if det (a;;) = 0.
Thus, in this simplest case, the resultant variety is a projective variety determined by
one multilinear equation of total degree n + 1 in the coefficients a;;. We are going
to check that the resultant variety (12.7) can always be described by a system of
polynomial equations in the coefficients of the polynomials f;. This system is called
a resultant system. It depends only on the number of variables and degrees d;, and
every equation of the system is homogeneous in the coefficients of each polynomial.

Write J = (fi.f2,---,fw) C klxo,x1,...,x,] for the ideal spanned by the
polynomials. If V(J) is exhausted by the origin, then every coordinate linear form
x; vanishes on V(J), and therefore, all x" belong to J for some m € IN by the strong
Nullstellensatz. This forces J to contain all homogeneous polynomials of degree
d > (m — 1)(n + 1). Conversely, if J D S?V* for all d > 0, then the system (12.6)
implies the equations xg = x‘l’ = ... = x¢ = 0 and therefore has only the zero
solution. For every d € N, the intersection J N S¢V* coincides with the image of the
k-linear map

(80815 -+ &) P> 2 v fy

Ua : STTNVF @ SRV g . g STy s (12.8)
The matrix of this map in the standard monomial basis consists of zeros and the
coefficients of the polynomials f,,. For d >> 0, the dimension of the left-hand side
in (12.8) grows as

- d—d,
Z(n+ )den
= n n!

and becomes greater than the dimension of the right-hand side, which grows as

(" M d) ~ L
n n!

Thus, for every d > 0, the condition SV* ¢ J, that is, the nonsurjectivity of
the map (12.8), means that the rank of the matrix of u, is not maximal. This is
equivalent to the vanishing of all minors of the matrix of maximal degree. Thus, the
resultant variety is the zero set of all these equations written for all d such that the
dimension of the left-hand side of (12.8) is not less than that of the right-hand side.
Since the polynomial ring is Noetherian, this huge system of equations is equivalent

to some finite subsystem. If the ideal of the resultant variety (12.7) is not principal,
such a system of resultants is not unique in general.
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12.3.1 Resultant of Two Binary Forms

If a ground field k is algebraically closed, every homogeneous binary form
A(to, 1)) = ag t‘li + ap ty t‘ll_l + ar t% t‘li_z + - +ag_ tg_l H + adtg splits into
a product of linear forms'!

d

fo t
A(lo,ll) = l_[(Oll{/l()—Ol;l‘l l_[d t( 0 1)
i=0
corresponding to the roots'? aj,0n,...,04 € P, oy = (af : o), of the

polynomial A. The coefficients of A are expressed as homogeneous polynomials
in the roots by means of the homogeneous Viete formulas

ar = (1) *oy (o, &) , where oy (o, &” Z(Ha l_[ )

#i=k i€l e

where I runs through the strictly increasing sequences of k indices. In particular, ay
is bihomogeneous of bidegree (k,d — k) in (&', &”). Let us fix two degrees r, s € N
and consider the polynomial ring k[e’, &, B’, 8”] in four collections of variables

o =(a],),...,a)), o =(af,a),....af
B'= BB B). B =(B.By.....B)).
Within this ring, consider the product
Rap 2 [T (i) —ei'8)) = [TAGB) = D" [[ Bl
ij j=1 i=1
It evaluates to zero if and only if two binary forms

A(to. 1) = Za, 477" and B(to. 1)) = Zb o0

i=0 j=0

with coefficients a; = (—1)""o;(¢/, ") and b; = (=1)"7o;(B’, ") have a
common root in P;. The polynomial R, g is bihomogeneous of bidegree (rs, rs)
in («, B). Let us show that it can be expressed as a polynomial in the coefficients of

1See Example 11.6 of Algebra I, especially formula (11.14) there.
12That is, to the points of the “hypersurface” Z(A) C P, some of which may be multiple.
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the forms A, B by Sylvester’s formula

ao al ------ as
aO al ------ a?
ao al ------ aY
Rap = det 12.9
ap = de boby -« b, (12.9)
bo by v e b,
by by v - b,
s

Forn = 1, m = 2, the linear map (12.8) becomes j1y : ST*V* @ S47"V* — §IV*,
where

dimV* =2 and h(9), hy(t) = A (1) + B@O)ha(r) .

For d = s + r — 1, the dimensions of the source and target spaces become equal to
r + s, and the map p,45—1 : SIV* @ §TIV* — §H71V* is represented in the
standard monomial basis 7y ¢} with u + v = r— 1, s — 1, r + 5 — 1 by the square
matrix that is the transpose of that from (12.9).

Exercise 12.13 Check this.

Write § = S(o/,a”, B/, B") for the Sylvester determinant (12.8) considered as
a polynomial in o, «”, B, B”, and let D; = o]’ — oB;. For every point
(o, B) € Z(Dyj), we have (a!'to — a't1) = (B/to — B/t1) up to a constant factor, and
this linear form divides A(¢), B(¢), and all polynomials A(t)h(¢) + B(t)h,(¢). Thus
we have im Wy q,—1 # §mHn=ly* “and S vanishes. This forces some power of S
to be divisible by Dj;. Since this quadratic form is irreducible and the polynomial
ring is factorial, Dj; divides S. Since all quadratic forms D;; are nonproportional, §
is divisible by their product R4p. Comparison of the degrees and coefficients of the
lexicographically maximal monomials in § and Rap = [[;(;B]" — o B) shows
that these two polynomials are equal.

Thus, the resultant variety (12.7) for a pair of binary forms A, B of degrees s,
r is the hypersurface13 in Py x IP, determined by one equation R4p = 0 in A,
B. The polynomial R4 p is called the resultant of A, B. Forty = 1, = x, it is
specialized to the resultant R , of two inhomogeneous polynomials f(x) = A(1, x),
g(x) = B(1,x). Under the assumption that'* aghy # 0, the resultant R, vanishes if
and only if the polynomials f, g have a common rootink = A' = P! <~ {(0: 1)}.

3In Example 12.9 on p. 288, we will see that the same holds for every system of homogeneous
polynomial equations such that the number of equations equals the number of unknowns.

14This means that both binary forms A, B do not vanish at the point (0 : 1).
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12.4 Closeness of Projective Morphisms

The algebraicity of the resultant variety forces every regular morphism from a
projective manifold to an arbitrary separated algebraic manifold to be closed, i.e.,
to map every closed subset of the source manifold to a closed subset of the target
manifold. Informally, this means that projective varieties are similar, in some sense,
to compact manifolds in differential geometry.

Lemma 12.2 The projection w : P,, x A" — A" is closed, i.e., n1(Z) C A" is
closed for every closed Z C P, x A".

Proof Write x = (xp:x: -+ :xp) and t = (¢1, 12, ..., 1,) for the homogeneous and
affine coordinates on IP,, and A" respectively. Let a closed subset Z C P, x A"
be described by a system of polynomial equations f,,(x, ) = 0, homogeneous in x.
Then 7 (Z) C A" consists of all p € A" such that the system of homogeneous
equations f, (x, p) = 0 in x has a nonzero solution. The latter holds if and only if
the coefficients of the homogeneous forms f, (x, p) satisfy the system of resultant
polynomial equations. Since the coefficients of the forms f; (x, p) are polynomials in
p, we conclude that 7 (Z) is described by polynomial equations. O

Corollary 12.1 Let X be a projective algebraic variety. Then the projection
XXY—>Y

is closed for every algebraic manifold Y.

Proof It is enough to prove this statement separately for every affine chart of ¥
instead of the whole of Y. Thus, we may assume that Y is affine. In this case, X x Y
is a closed subset in IP,, x A", and the projection in question is the restriction of the
projection P, x A" — A", which is closed, to this closed subset. Therefore, it is
closed as well. O

Theorem 12.1 For every projective variety X and separated manifold Y, every
regular morphism ¢ : X — Y is closed.

Proof Let T, C X x Y be the graph!® of the morphism ¢ : X — Y. The image
@(Z) C Y of every subset Z C X can be described as the image of the intersection
Iy N (Z x Y) C X x Y under the projection X x ¥ — Y. If Z is closed in X, then
the product Z x Y is closed in X x Y. We have seen in Example 12.4 on p.271 that
for separated Y, the graph Iy, is closed too. Therefore, if X is projective, the closed
projection X x ¥ — Y maps the closed subset I'y N (Z x Y) C X x Y to the closed
subset p(Z) C Y. O

15See Example 12.4 on p. 271.
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Corollary 12.2 Let X be a connected'® projective variety. Then every regular map
from X to an arbitrary affine algebraic variety Y contracts X to one point of Y. In
particular, Ox(X) = k is exhausted by constants.

Proof Let ¢ : X — Y be a regular map to an affine variety ¥ C A”. Composing it
with the projections of Y onto the n coordinate axes of A” reduces the statement to
the case ¥ = A'. Composing a regular map X — A' with the inclusion A' < Py,
which puts A' into Py as the standard affine chart Uy, gives the nonsurjective regular
map X — [P, whose image must be a proper connected Zariski closed subset, that
is, one point. O

12.4.1 Finite Projections

A regular morphism of algebraic manifolds ¢ : X — Y is called finite if for every
affine chart U C Y, the preimage W = ¢~ !(U) is an affine chart on X and the
restricted map ¢w : W — U is a finite morphism of affine algebraic varieties in
the sense of Sect. 11.5.3. It follows from Proposition 11.8 on p. 258 that every finite
morphism is closed, and the restriction of a finite morphism to a closed submanifold
remains a finite morphism. Moreover, if X is irreducible and Z & X is a proper
closed subset, then ¢(Z) < Y is proper (and closed) in Y for every finite morphism
p:X—>7Y.

Exercise 12.14 Prove that the composition of finite morphisms is finite.

Proposition 12.1 Let X P, be an algebraic projective variety, and p ¢ X an
arbitrary point outside X. Then the projection , : X — H from the point p to every
hyperplane H 3 p is a finite morphism.

Proof Let U C H be an affine chart. Fix some homogeneous coordinates

(xo:x1: -+ 1xp)
on P, suchthatp = (1 : 0: --- : 0), H = Z(xo) consists of points g defined
byg = (0 :q : -+ : gu), and the chart U C H consists of points u defined
byu = (0:wu : -+ :u,—1 :1). Let X be described by homogeneous equations

Jv(x) = 0 in these coordinates. Since p ¢ X, the preimage 7, Y(U) is cut out of X
by the punctured cone C ruled by the lines (pu), u € U, with the punctured point p.
Every such line is described by a parametric equation u+pt, t € k, and the cone C'is
an affine algebraic variety isomorphic to A" = U x A!. The isomorphism maps the
point (u, t) € Ux A" to the point x = u+1p € P, lying on the cone. The intersection
CNX=m, '(U) is described in the coordinates (u, f) on C by the equations

fp+w) =@+ 4 e w) =0 (12.10)

10That is, indecomposable into a disjoint union of two nonempty closed subsets.



280 12 Algebraic Manifolds

and therefore is an affine algebraic variety, i.e., an affine chart on X. It remains to
show that its coordinate algebra k[CNX] is integral over k[U] = k[uy, ua, . . ., uy—1]-
By construction, k|C N X| = k[t, uy,up, ..., u,—1]/1, where I is generated by the
polynomials (12.10). This algebra is generated over k[U] by one element 7. It is
enough to check that 7 is integral over k[U], i.e., that there exists a monic polynomial
in ¢ in the ideal /. Such a polynomial exists if and only if the ideal generated in
k[U] by the leading coefficients a(()v) (u) of Eq. (12.10) is nonproper. By the weak
Nullstellensatz, this means that the coefficients o:(()v) (1) have no common zeros in U.

But this is guaranteed by the condition p ¢ X. Indeed, if all the coefficients a(()v) (u)
simultaneously vanish at some point u, then the homogenizations of Eq. (12.10),

Fo@op + D uo) = o (o) 08 + & (o) 9191 + -+ + ¢ (ug)9 =0,

which describe the intersection of X with the whole unpunctured projective line
(p, up), have the common root (% : ©;) = (1 : 0) on this line. This means that
p € X. Contradiction. O

Corollary 12.3 Every projective variety admits a regular finite surjection onto
projective space.

Proof Let X C IP, be a projective variety. Make a finite projection 7y : X — H,
from some point p; € P, ~ X to some hyperplane H; C P,,. If 7;(X) # H;, make
a second finite projection 7, : w1 (X) — H, from some point p; € H; ~ 71(X) to
some hyperplane H, C Hj, etc. O

Corollary 12.4 Every affine algebraic variety X admits a regular finite surjection
onto affine space.

Proof Let X A", where A" is placed in P, as the standard affine chart Uj,. Put
Hoo € P, ~ Up and write X C IP, for the projective closure of X. The projection of
X from every point p € Hy, ~ X to every projective hyperplane L 2 p looks within
the chart Uy like the parallel projection of X = X ~ Hs to the affine hyperplane
Up N L = L~ Hy in the direction of the vector p. By Proposition 12.1, this parallel
projection is a finite morphism of affine algebraic varieties. If it is not surjective, we
repeat the procedure within the target hyperplane, as in the proof of Corollary 12.3.

0

Exercise 12.15 Check that X N Hoo 7# Hoo for X # A”.
Example 12.8 (Noether’s Normalization) Given an arbitrary polynomial
feklx,xa, ..., x],

write it as f = fo + fi + -+ + f4, where each f; is homogeneous of degree k.
Let A" C IP, be the standard chart Uy in projective space P, with homogeneous
coordinates (xg:x: --- :x,), and X C [P, the closure of the affine hypersurface
X = V(f) C A" Then X = V(f) is the zero set of the homogeneous polynomial

f=foxs + Axd o+ famixo + fa
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Apointp = (0:p;:pa2:...: p,) atinfinity with respect to the chart Uy does not
belong to X if and only if f;(p1,p2,...,pn) # 0. Since f; # 0, such a point p ¢ X
exists and can be chosen!” in the form p = (0,py,...,ps—1,—1). The projection
from this point to the affine hyperplane x, = 0 looks within A" like the parallel
projection 7, : X — A"~ ! along the vector p = (pi, ..., pa1, —1). It maps

(X1, %2, ..., X0) > (X1 + prxa, X2 4 paXns <y Xnm1 + Pua1 X, 0)
Therefore, its pullback homomorphism

0 kit tam] = Kol /()

takes #; to x; + pix,. By Proposition 12.1, the algebra k[X] = k[x1, x2, ..., x,]/(f) is

integral'® over k[t;,,, ..., t,—1]. Indeed, the substitution x; = #; — p;x, transforms
the equation f(x, x2, . . ., x,) = 0 into a polynomial equation in x,, with coefficients
ink[t;, 1, ..., t,—1] and leading term (—1)%;(p1,...,pu—1,—1) - x4, whose coeffi-
cient is a nonzero constant. Thus, x, is integral over k[zy, 2, . . . , t,—1], and therefore,

all x; = t; — p;x, are integral as well. In particular, we see that if k is algebraically
closed, then for every z, there exists a point x € V(f) projected to ¢. Thus, every
algebraic affine hypersurface V(f), f # const, over an algebraically closed field
admits a finite surjective parallel projection onto a hyperplane. This claim is known
as Noether’s'® normalization lemma.

12.5 Dimension of an Algebraic Manifold

Given an algebraic manifold X and a point x € X, the maximal n € IN such that
there exists a strictly increasing chain

=X, Xi - X1 X, CX, (12.11)

where all X;, 0 < i < n, are closed irreducible submanifolds, is called the dimension
of X at the point x, and denoted by dim, X. Note that for an irreducible X, the
maximality of a chain (12.11) forces X, = X. Therefore, if the point x belongs
to several irreducible components of X, then dim, X equals the maximal dimension
among the dimensions of those components.

Exercise 12.16 Check that dim, X = dim, U for every affine chart U > x.

17Possibly after appropriate renumbering of the coordinates x;, xa, . . ., X,. Note that this holds over
every infinite field k, not necessarily algebraically closed.

181n particular, this implies that trdeg k[x, X, ..., x,]/(f) = n— 1.
1%In honor of Emmy Noether, who proved a version of this claim in 1926.
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Proposition 12.2 For every regular surjection of irreducible manifolds ¢ : Y — X,
the inequality dim, Y = dimy,) X holds at every pointy € Y.

Proof Given a chain (12.11) with x = ¢(y), for every i the closed submanifold
@~ '(X;) C Y has an irreducible component ¥; such that the restricted map

ely, Y, = X;
is dominant. These components form the strictly increasing chain
y € YO Yl ce Yn—l Yn

inY. O

Proposition 12.3 Given a finite morphism of irreducible algebraic varieties
p:X—>7,

then dim, X < dimyy) Y for all x € X, and equality holds for some x € X if and only
feX)=Y.

Proof Replacing Y by an affine neighborhood of ¢(x) and X by the preimage of this
neighborhood allows us to assume, by Exercise 12.16, that both X and Y are affine.
It follows from Proposition 11.8 on p. 258 that every chain (12.11) in X is mapped
to a strictly increasing chain of closed irreducible subvarieties ¢(X;) in Y. This leads
to the required inequality. Moreover, if ¢(X) # Y, then the last subvariety of the
chain is proper in Y, and therefore the chain can be enlarged at least by Y. Thus, the
inequality is strict in this case. For ¢(X) = Y, the opposite inequality is provided by
Proposition 12.2. O

Proposition 12.4 dim, A" = n forall x € A"

Proof Since for every x € A" there is a chain (12.11) of strictly increasing affine
subspaces X; = A’ passing through x, the inequality dim, A" > n holds. The
opposite inequality is established by induction on #. It is obvious for A = x. Let
dim A* = k for all k¥ < n. Consider a maximal chain (12.11) for X = A” and take
a finite surjection of the last element X,,,, m = dim A" — 1, of this chain different
from A" onto some affine space A¥ C A". Then k = m by Proposition 12.3, and
hence dmA" =m+1=k+1<n. O

Corollary 12.5 Let X be an irreducible affine algebraic variety, and ¢ : X — A"
a finite surjection. Then dim, X = m for all x € X. As a byproduct, the number m
does not depend on the choice of ¢, and dim, X does not depend on x € X. O

Corollary 12.6 For every irreducible affine algebraic variety X, the equality

dim, X = trdeg; k[X]
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holds for all x € X, where trdeg, k[X] means the transcendence degree®® of the
coordinate algebra of X over the ground field k.

Proof A finite surjection 7w : X — A™ forces k[X] to be an integral extension of
the subalgebra 7 * (k[A™]) ~ k[x1,x2, ..., Xx,]. In particular, the pullbacks 7 * (x;) of
the coordinates on A™ form a transcendence basis of k[X] over k. O

Exercise 12.17 Verify that dim(X x Y) = dim X + dim Y for all irreducible varieties
XandY.

12.5.1 Dimensions of Subvarieties

Let X be a reducible algebraic manifold, suppose a point x € X belongs to several
irreducible components of X, and let a regular nonconstant function f € k[X]
vanish identically along one of those components containing x and having maximal
dimension equal to dim, X. Then the hypersurface V(f) € X has at x the same
dimension as X. Fortunately, such a counterintuitive phenomenon can appear only
if f is a zero divisor in k[X].

Proposition 12.5 Let X be an irreducible algebraic manifold and f € Ox(X) a
nonconstant global regular function on X. Then V(f) # @ and

dim, V(f) = dim,(X) — 1 for all p € V().

Proof Exercise 12.16 allows us to assume that X is affine. For X = A", the
statement follows from Example 12.8. The general case is reduced to affine spaces
by the same geometric construction as in the proof of Proposition 11.9 on p.260.
Namely, fix a finite surjection 7 : X — A’ and consider the map

p=nxf:X—A"xA", x»—>(7r(x),f(x)).

As we have seen in the proof of Proposition 11.9, the map ¢ provides X with a finite
surjection onto the hypersurface V(uy) C A™ x A, the zero set of the minimal
polynomial

pr(u,t) = 1" 4+ o (u) b () € Kuy, ua, .. uy[f]

of f over k(A™). This finite surjection maps the hypersurface V(f) C X onto the
intersection of V(u) with the affine space t = 0. Within the latter affine space, the
intersection in question is nothing but the affine hypersurface V(a,) C A™, having
dimension m — 1 at every point by Example 12.8. Thus,

dimV(f) = dimV(a,) = m— 1 = dimX — 1.

20See Sect. 10.4 on p. 236.
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Corollary 12.7 Let X be an affine algebraic variety and fi, f>, . .. ,fm € k[X]. Then

dim, V(fi,fo, ... .fu) = dim,(X) —m (12.12)
forallp € V(fi.fa,....fm). If the class of f; in the quotient K[X]/(fi.f2, ... .fi—1)
does not divide zero for every*' i = 1,2, ..., m, then the inequality (12.12)
becomes an equality. O

Caution 12.1 Note that Corollary 12.7 does not assert that V(fi,f, ....fu) # @.
Since the empty set contains no points p, it follows that for V(fi,f,....fu) = 9,
Corollary 12.7 remains formally true but becomes empty. The weak Nullstellensatz
implies that V(fi,f2,...,fn) = @ if and only if the class of f; in

k[X]/(fl vaa v v.ﬁ—l)

is invertible for some i, and this may routinely happen. For example, for
X = A* = Spec, k[x,y,zl, i = x, o = x+ 1, we get V(x,x + 1) = &. The
same warning applies to the next corollary as well.

Corollary 12.8 For affine algebraic varieties X1,X, C A" and every point
x € X1 N Xa, the inequality dim,(X; N X5) = dim,(X;) + dim,(X;) — n holds.

Proof Let ¢; : X; — A", i = 1,2, be the closed immersions corresponding to the
quotient maps k[X;] «— k[x;, x2, ..., x,] = k[Xz]. Then X; N X; is isomorphic to
the preimage of the diagonal Ap» C A" x A" under the map

§01X(p22X1XX2L>AnXAn.

Within X; x X», it is determined by the n equations (¢; X ¢2)* (x;) = (1 X ©2)* (i),
the pullbacks of equations x; = y; for Ap» in A" x A”. It remains to apply
Corollary 12.7. O

Proposition 12.6 For irreducible projective varieties X1, X, C P, the inequality
dim(X;) + dim(X;) = n forces X, N X, # @.

Proof LetP, = P(V)and A""! = A(V). Given a nonempty irreducible projective
variety Z C IP,,, write Z’ C A"*! for the affine cone over Z provided by the same
homogeneous equations in the coordinates. Then the origin O € A"*! belongs to Z’
and dimp Z' = dim Z + 1, because every chain {z} € Z; € --- S Z, = Z produces

the chain of cones {O} € (0.2) € Z| & --- & Z, = Z' starting with the point O
and the line (O, z). Therefore, by Corollary 12.8,

dimo(X] N XY) = dimp(X;) + 1 +dimp(X2) + 1 —n—1> 1.

Thus, X] N X7 is not exhausted by O. |

2For i = 1, this means that f; is not a zero divisor in k[X]. A sequence of functions possessing
this property is called a regular sequence, and the corresponding subvariety V(fi,fs, ..., fn) CX
is called a complete intersection.
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12.5.2 Dimensions of Fibers of Regular Maps

In a contrast to differential geometry and topology, the dimensions of nonempty
fibers of regular maps are controlled in algebraic geometry almost as strictly as in
linear algebra.

Theorem 12.2 Let ¢ : X — Y be a dominant regular map of irreducible algebraic
varieties. Then

dim, ¢ (¢(x)) = dimX — dim ¥ (12.13)
for all x € X, and there exists a dense Zariski open set U C Y such that
dim, ¢! (y) = dim, X — dim, ¥ (12.14)

forally € Uandall x € ¢~ ().

Proof We can replace Y by an affine chart U > ¢(x) and X by ¢~ !(U). Taking
the composition of ¢ with a finite surjection U — A™ allows us to assume that
Y = A™ = Spec, klui,us,...,u,] and ¢(x) = 0. Replacing X by an affine
neighborhood of x, we may assume that X is affine too. Then ¢~!(0) is given by
the m equations ¢*(x;) = 0, the pullbacks of the equations x; = 0, which describe
the origin within A”. Thus, Corollary 12.7 implies inequality (12.13). In the second
statement of the theorem, we also can assume that X, Y are affine. Let us factorize ¢
into the composition of a closed immersion X C Y x A™ followed by the projection
w:Yx A™ — Y, asin formula(11.11) on p. 258.

We are going to apply Corollary 12.4 to the fibers of w. Consider the projective
closure X C YxP,,, and fix a projective hyperplane H C P, and a pointp € P,,~H
such that the section Y x {p} C Y x P, is not contained in X. Then the fiberwise
projection from p to H satisfies the conditions of Proposition 12.1 in the fibers over
ally e Y ~ n((Y x {pHh N X), where 7 : Y x P, — Y is the projection along
P,,. Since the latter is a closed map, the inadmissible y form a proper Zariski closed
subset in Y. Therefore, there exists a nonempty principal open set U C Y such that
Proposition 12.1 can be applied fiberwise over all points y € U. Since U is an affine
algebraic variety as well, we can replace Y by U and X by X N 7~ !(U). After that,
Corollary 12.4 gives a finite parallel fiberwise projection of X in the direction p to
the affine hyperplane Y x A"~! = (Y xH)N (Y x A"). If it is not surjective, we repeat
the procedure until we get a finite surjection ¥ : X — ¥ x A" whose composition
with the projection to Y equals ¢. This forces dimX = n 4 dim Y. Since the fiber
@~ (y) is surjectively and finitely mapped onto {y} x A" for all y € ¥, we conclude
from Proposition 12.3 that dim, ¢ ~'(y) = n = dimX — dim Y for all x € ¢~ ().

0
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Corollary 12.9 (Semicontinuity Theorem) For every regular map of algebraic
manifolds ¢ : X — Y, the sets

X & {x € X | dim, ¢~ (p(x)) = k}

are closed in X for all k € Z.

Proof If dimY = 0, then this is trivially true for all X and k. For dimY = m > 0,
we may assume by induction that the statement holds for all X, k, and all ¥ with
dimY < m. Replacing Y and X by irreducible components of maximal dimension
passing through ¢(x) and x respectively allows us to assume that both X and Y are
irreducible. Since X; = X for k < dim(X) —dim(Y) by Theorem 12.2, the statement
holds for all such k. For k > dim(X)—dim(Y), we canreplace Y and X by Y/ = Y~U
and X’ = ¢~ !1(Y’), where U C Y is from Theorem 12.2, and apply the inductive
hypothesis, because X; C X’ and dimY’ < dim Y. O

Corollary 12.10 Let ¢ : X — Y be a closed regular morphism of algebraic
manifolds. Then the sets

V¥ {yeY|dimp~'(y) =k}

are closedin Y for all k € 7. O

Theorem 12.3 (Dimension Criterion of Irreducibility) Assume that a closed
regular surjection of algebraic manifolds ¢ : X —> Y has irreducible fibers of the
same constant dimension. Then X is irreducible if Y is.

Proof Let X = X; U X, be reducible. Since every fiber of ¢ is irreducible, it is
entirely contained in X; orin Xo. Put Y; € {y € Y | ¢~ !(y) C X;} fori = 1,2. Then
Y = Y; UY>, and the subsets Y;,Y, C Y are proper if X;, X, & X are proper. Since
Y; coincides with the locus of points in Y over which the fibers of the restricted map
¢lx, : X; = Y achieve their maximal value, we conclude from Corollary 12.10 that
Y;isclosed in Y fori = 1, 2. Thus reducibility of X forces Y to be reducible. O

12.6 Dimensions of Projective Varieties

It follows from Proposition 12.6 on p. 284 that every irreducible projective manifold
X Cc P, = P(V) of dimension dimX = d intersects all projective subspaces
H C P, of dimension dim H = n—d. We are going to show that a generic projective
subspace H of dimension dimH < n — d does not intersect X, and therefore,
the dimension dim X is characterized as the maximal d such that X intersects all
projective subspaces of codimension d. We know from Sect.2.6.4 on p.49 that all
projective subspaces of codimension d + 1 in IP, = IP(V) form the Grassmannian
Gr(n — d,n + 1) = Gr(n — d,V), which is an irreducible projective manifold.
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Consider the incidence variety
Fr{(xH eXxGr(n—d,V)|xeH) (12.15)

and write r; : I’ = X and m : I’ — Gr(n — d, V) for the canonical projections.
Exercise 12.18 Convince yourself that I" is a projective algebraic variety.

The fiber of the first projection 7r; : I' — X over an arbitrary point x € X consists
of all projective subspaces passing through x. It is naturally identified with the
Grassmannian Gr(n—d—1,n) = Gr(n—d—1, V/k-x) of all (n—d —1)-dimensional
vector subspaces in the quotient space V/k - x. Thus, m; is a closed surjective
morphism with irreducible fibers of the same constant dimension (n—d—1)(d +1).
By Theorem 12.3, the incidence variety I is irreducible, and

dmC =d+(n—d—D)d+1)=@m—-d)(d+1)—1.

This forces the image of the second projection m,(I') C Gr(n — d,V), which
consists of all (n — d — 1)-dimensional projective subspaces intersecting X, to be
a closed irreducible subvariety of dimension at most dim I in the Grassmannian
Gr(n — d, V) of dimension (n — d)(d + 1) > dimI". Therefore, the codimension-
(d + 1) projective subspaces H not intersecting X form a dense Zariski open subset
in the Grassmannian Gr(n — d, V).

In fact, dimensional arguments allow us to say much more about the interaction
of X with the projective subspaces in IP,. If we repeat the previous construction for
the Grassmannian Gr(n — d + 1, V) of codimension-d subspaces H' C IP(V) and
the incidence variety

I {(x,H)eXxGCGr(n—d+1,V)|xe€H},
which is an irreducible projective manifold of dimension
dimX +dimGr(n —d,n) =d+dn—d)=dn—d+1)
for the same reasons as above, we get a surjective projection
I = Gr(n—d+1,V),

because X N H' # @& for all H C P(V). Theorem 12.2 forces the fibers of 7, to
achieve their minimal possible dimension

dimI' -=dimGr(n—d+1,n+1)=dn—d+1)—(n—d+1)d=0
over all points of some open dense subset in the Grassmannian. This means that a

generic projective space of codimension d intersects X in a finite number of points.
Let us fix such a subspace H’ and draw an (n—d — 1)-dimensional subspace H C H’
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through some intersection point p € X N H’. Then H N X is a nonempty finite set.
Therefore, the second projection of the incidence variety (12.15),

m: = Gr(n—d,V),

has a zero-dimensional fiber. This forces the minimal dimension of nonempty fibers
to be zero. It follows from Theorem 12.2 that

dimm(I') = dimI' =dimGr(n —d,V) — 1.

In other words, the codimension-(d + 1) projective subspaces H C IP(V) inter-
secting an irreducible variety X C IP(V) of dimension d form an irreducible
hypersurface in the Grassmannian Gr(n—d, V) of all codimension-(d+ 1) projective
subspaces in P, = P(V).

Exercise 12.19 Deduce from this that for every irreducible projective variety
X C PP, of dimension d, there exists a unique, up to a scalar factor, irreducible
homogeneous polynomial in the Pliicker coordinates of a codimension-d subspace
H C P, that vanishes at a given H if and only if H N X # @.

The above analysis illustrates a method commonly used in geometry for calculating
the dimensions of projective manifolds by means of auxiliary incidence varieties.
Below are two more examples.

Example 12.9 (Resultant) Given a collection of positive integers dy, d, ..., d,,
write Py, = IP (8%V*) for the space of degree-d; hypersurfaces in P, = P(V).
We are going to show that the resultant variety??

R = {(so,sl, o S) EPy X Py, X -+ x Py, | ﬂS,-;é@}

of a system of (n + 1) homogeneous polynomial equations of given degrees in n + 1
unknowns is an irreducible hypersurface, i.e., there exists a unique, up to proportion-
ality, irreducible polynomial R in the coefficients of the equations, homogeneous
in the coefficients of each equation, such that R vanishes at a given collection
of polynomials fy,fi,...,f, if and only if the equations f;(xo, x1, ..., x,) = 0,
0 < i < n, have a nonzero solution. The polynomial R is called the resultant of the
n + 1 homogeneous polynomials of degrees d;, d>, ..., d,. Consider the incidence
variety

Fdéf{(SlsSZs-"sSnﬂp)ePN()X T X]PNHXPVL |p€ﬂSl}'

Exercise 12.20 Convince yourself that I is an algebraic projective variety.

22See Sect. 12.3 on p. 274.
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Since the equation f( p) = O is linear in f, all degree-d; hypersurfaces in IP,, passing
through a given point p € [P, form a hyperplane in IPy,. Therefore, the projection
m, : I' - P, is surjective, and all its fibers, which are the products of projective
hyperplanes in the spaces [Py, are irreducible and have the same constant dimension

E:W}—Dz(E:M)—n—L

Thus, T is an irreducible projective variety of dimension ()_ N;) — 1.
Exercise 12.21 Choose a collection of n+4 1 hypersurfaces of the prescribed degrees
d; in P, intersecting in exactly one point.

The exercise shows that the projection w; : I' = Py, x Py, X --- X Py, has a
zero-dimensional nonempty fiber. This forces a generic nonempty fiber to be zero-
dimensional and implies the equality dim 7r;(I") = dim I". Therefore, 71 (") is an
irreducible submanifold of codimension 1 in Py, X -+ X Py, .

Exercise 12.22 Show that every irreducible submanifold of codimension 1 in
a product of projective spaces is the zero set of an irreducible polynomial in
homogeneous coordinates on the spaces, homogeneous in the coordinates of each
space.

Example 12.10 (Lines on Surfaces) Algebraic surfaces of degree d in P; = P(V)
form the projective space Py = IP(SV*) of dimension

N:éw+nw+au+$—L

The lines in P; form the Grassmannian Gr(2, 4) = Gr(2, V), which is isomorphic
to the smooth 4-dimensional projective Pliicker quadric®®

P:{w€A2V|wAw:O}

in IPs = IP(A?V) by means of the Pliicker embedding, which maps a line (a,b) C
IP; to the decomposable Grassmannian quadratic form a A b € P5. Consider the
incidence variety

M ((S,0) e PyxGr(2,4)| £LCS).

Exercise 12.23 Convince yourself that I' C Py x Gr(2, 4) is a projective algebraic
variety.

The projection m, : I' — QOp is surjective, and all its fibers are projective spaces of
the same constant dimension. Indeed, the line £ given by the equations xo = x; = 0

2Compare with Problem 17.20 of Algebra L.
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lies on a surface Z(f) if and only if f = x; - g + x3 - h belongs to the image of the
k-linear map

¥ ST @ STV 5 SV (g k) - xog + x3h.

This image is isomorphic to the quotient of the space S*"'V* @ S¥~'V* by the
subspace

keryy = {(g.h) = (3. —x29) | g € SV} .

Since dimSY~!'V* = ! d(d + 1)(d + 2) and dimkeryy = | (d — 1)d(d + 1), the
degree-d surfaces containing £ form a projective space of dimension

1 1
6 (2dd+1)(d+2)—(d—Ddd+1))—1= 6d(d+ Dd+5)—1.
We conclude that I" is an irreducible projective variety of dimension
: 1
dimI" = 6d(d+ 1)(d+5)+3.

The image of the projection w1 : I' — Py consists of all surfaces containing at
least one line. It follows from the above analysis that 7r; (I") is an irreducible closed
submanifold of Py.

Exercise 12.24 For every integer d = 3, choose a degree-d surface S C IP;
containing just a finite number of lines.

The exercise shows that for d = 3, the projection m; has a nonempty fiber
of dimension zero. Therefore, a generic nonempty fiber of m; is finite, and
dim (") = dim I" for d = 3. Since we have

N —dimT = é((d+1)(d+2)(d+3)—d(d+1)(d+5))—4:d—3,

we conclude that every cubic surface in IP; contains a line, and the set of cubic
surfaces with a finite number of lines lying on them contains a dense Zariski open
subset of IPy. At the same time, there are no lines on a generic surface of degree
d=4.

Problems for Independent Solution to Chapter 12

Problem 12.1 Compute the resultants of the following pairs of polynomials:

@ x*—3x>+2x+land2x* —x—1;
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(b) 2x* —x* +3and 3x* — x> + 4;
() 2x® —3x* —x+2and x* — 2x%2 — 3x + 4;
(d¥) the cyclotomic polynomials®* ®, and ®,, .

Problem 12.2 Eliminate x from each of the following the equations:

@ x> —xy+y -3=x>y—x*—-6=0;

(b) 4% —Txy+ 2+ 13x—2y—3 =92 — 1dxy + > +28x— 4y —5=0;
(€ 5x2 —6xy+ 5y =16 =222 —xy+1y> —x—y—4=0.

Problem 12.3 (Discriminant) Given a polynomial f(x) = a,[[/=,(x — «;), the
product

D(f) = ay [ J(ei — o)

i<j

expanded as a polynomial in the coefficients of f is called the discriminant of f.
Express the discriminant D(f) in terms of the resultant of f and its derivative f”,
and prove that D(fg) = D(f)D()R;} .

Problem 12.4 Compute the discriminants of the following polynomials:
(@) Y p_oX*, (b)Y p_ox*/k!, (¢) X" + a, (d) the cyclotomic polynomial @ (x) .

Problem 12.5 Describe the action of quadratic Cremona involution®

(to:t1:) > (" 7' 657) (12.16)

on the triple of lines joining the points at which the involution is indefinite.

Problem 12.6 (Graph of a Rational Map) Given a rational map ¥ : X — —> Y
of algebraic manifolds defined on an open dense subset U C X, the closure of the
set of corresponding points

{(x,¥(x)) eXxY|xeU}

is called the graph of the rational map ¢ and denoted by I'y, C X x Y. Describe
the graph of the quadratic Cremona involution (12.16) and all the fibers of the
projections of this graph to both the source and destination projective planes IP;.

Problem 12.7 For every regular map of algebraic manifolds ¢ : X — Y, show that
the isolated points of the fibers of ¢ form a (possibly empty) Zariski open subset
in X.

Problem 12.8 (Chevalley’s Constructibility Theorem) Prove that the image of
every regular morphism of algebraic varieties is constructible, i.e., is obtained

4See Sect. 3.5.4 of Algebra I.
23See Exercise 12.9 on p. 271.
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from a finite number of open and closed subsets by means of a finite number of
intersections, unions, and taking the difference of sets.

Problem 12.9 For every irreducible projective variety X C P, = P(V) of
dimension d, show that the codimension-d projective subspaces H C IP(V)
intersecting X in a finite number of points form an open dense subset
W C Gr(n + 1 —d, V), and the subspaces H' € W intersecting X in the maximal
number of points form an open dense subset W C W.

Problem 12.10 Write Dy (m, n) C IP(Math,,([k)) for the set of all m x n matrices of
rank < k considered up to proportionality. Use the appropriate incidence variety

I' ={(L,M) | L CkerM},

where L is a vector subspace and M a matrix, to show that Dy(m,n) is an
irreducible algebraic variety and to find its dimension.

Problem 12.11 Show that the quartic surfaces in P; containing at least one line
form an irreducible hypersurface in the projective space of all quartics in P3.

Problem 12.12 Assume that some six points pi, pa,...,ps € Pr = P(V) do not
lie on a conic and no three of them are collinear. Write

W={feSV*|Vif(p) =0}
for the vector space of cubic forms vanishing at py, p,, ..., pg, and

Vv P\ {p1.p2.....pe} = P(W¥)

for the map sending a point p # p1,pa, ..., pe to the subspace

Annp = {f € W|f(p) = 0}.

Show that dim W = 4, the subspace Annp C W really has codimension 1, and
the closure im ¥ is a smooth?® cubic surface § C Pz = P(W*).

Problem 12.13 Show that the n-dimensional projective subspaces lying on
a smooth (2n + 1)-dimensional quadric in IP»,4, (respectively on a smooth
2n-dimensional quadric in Pj,4+;) form an irreducible projective variety
(respectively the disjoint union of two irreducible projective varieties) and find
the dimensions of these varieties.

Problem 12.14 (Fano Variety) Show that the lines lying on a smooth quadric
in P, form a projective variety. Determine whether it is reducible, and find its
dimension.

26That is, without singular points; see Sect. 2.5.5 on p. 40.
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Problem 12.15 (Secant Variety) Let X C PP(V) be an irreducible projective
variety, S(X) C Gr(2, V) the closure of the set of lines (p,q) C P(V) with
p.q € X,p # g, and S(X) C P(V) the union of all lines £ C P(V) belonging to
S(X). Prove that:

(a) S(X)is irreducible and dim S(X) = 2dimX .
(b) S(X) is irreducible and dim S(X) < 2dimX + 1.
(¢) dim S(C) = 3 for a twisted curve’’ CCP,,n>=3.

?IThat is, an irreducible variety of dimension one not contained in a hyperplane.



Chapter 13
Algebraic Field Extensions

13.1 Finite Extensions

Recall that a field extension k C IF is said to be finite of degree d if IF has dimension
d < oo as a vector space over k. We write deg IF/k = d in this case.

Exercise 13.1 Let k C IK C IF be a tower of nested finite extensions, and let
fl,fz,...,fm eF and 1#,6,....t, € K

be bases of I and K as vector spaces over IK and k respectively. Verify that the mn
products f;z; form a basis of I over k; in particular,

degF/k = degF/IK - deg K/k. (13.1)

Since algebraicity over a field means the same as integrality, it follows from

the properties of integral elements proved in Sect. 10.1 that every commutative
k-algebra A of finite dimension as a vector space over k is algebraic over k. Such
an algebra A is a field if and only if A has no zero divisors. Conversely, every
field K D k finitely generated as a k-algebra is a finite algebraic extension of
k. In particular, every finitely generated k-subalgebra k[a;,as,...,a,] in a field
IF D k of finite degree over k has to be a field of finite degree over k, and
degkla;, ay, ..., ay]/k divides deg I /k by Exercise 13.1.

In particular, every finite field IF' of characteristic p is a finite algebraic extension
of the prime subfield IF, C IF and has cardinality |F| = pdeF/F»,

© Springer International Publishing AG 2017 295
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13.1.1 Primitive Extensions

Letf € k[x] be an irreducible polynomial of degree n > 1. Then the quotient algebra
k[x]/(f) is of dimension n over k and has no zero divisors. Therefore, k[x]/(f) is a
field of degree n over k. Every element of this field admits a unique representation
of the form by + by + -+ + b,_ 9", where b; € k and ¥ = x(mod f) is a
root of f. The field k[x]/(f) is called a simple extension of k by the adjunction of a
root ¥ of the irreducible polynomial f. The element ¢ is referred to as a primitive
element of the extension k C k[x]/(f). If the polynomial f is clear from the context
or unimportant, we abbreviate the notation k[x]/(f) to k[J] or k(). For example,
the notation [K[ X a], where a € k is such that the polynomial X" — a is irreducible
in k[x], will always mean the simple extension k[x]/(x" — a).

Example 13.1 (Cubic Extensions) Let k be an arbitrary field, and let
f=x4+ax® + ax + a; € k[x]

be an irreducible polynomial over k. The simple extension K = k[x]/(f) has
degree 3 over k and consists of elements by + b + by¥?, where b; € k and
¥ = x(mod f) € K. These elements are added and multiplied by the usual
distributivity rules under the relation' f() = 0.

Exercise 13.2 For k = ©Q and f(x) = x*4+x+1, write (14+2%)" ! and (14+9 +13?)~!
in the form by + b, + by92.

Since f(¢}) = 0, the polynomial f(x) can be factorized in K[x] as
fx) =(x—=1)-qx)

where the quadratic trinomial g(x) = x> + c1x + ¢, € K|[x] either is irreducible over
KK or admits the further factorization

q(x) = (x— ) (x — 1) (13.2)

for some ¥, ¥, € K. For irreducible ¢, the factorization (13.2) can be written only
over the simple quadratic extension I. = K[x]/(¢) D K, which has degree 6 over
k. These two cases are distinguished by means of the discriminant*

D(f) = (@ = 31)° (@ — 32)* (D1 — 92)* = ¢°(9) - D(q) . (13.3)

which is a symmetric polynomial in the roots, and therefore can be expressed as a
polynomial in the coefficients of f. In particular, D(f) € k.

'Compare with Sect. 3.4 of Algebra I.

Recall that the discriminant of a monic polynomial f(x) = [](x — ®) is the product
D(f) ¥ [T, (i — ¥;)? expressed as a polynomial in the coefficients of f.
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Exercise 13.3 Check that

D(* +px+q) =p* —4q,D (X + px + q) = —4p* — 274"

The polynomial ¢ is reducible in IK[x] if and only if D(q) = (% — 1,)? is a perfect
square in K. By (13.3), this happens if and only if D(f) is a perfect square in K.
However, if D(f) is a perfect square in IK, then it has to be a perfect square in k as
well, because otherwise, the polynomial x2— D(f) would be irreducible over k, the
field L = k[x]/ (x> — D(f)) would be a simple quadratic extension of k, and the
map

L K, xmod(x*—D(f)) ~ vD(f) € K,

would embed L into K over k, which is impossible by Exercises 13.1 on p. 295,
since 2 } 3. We conclude that an irreducible cubic polynomial f € k[x] is completely
factorizable as a product of three linear factors over the simple cubic extension
k[x]/(f) if and only if the discriminant D(f) is a perfect square in k.

Exercise 13.4 Prove that the following three conditions on a real cubic trinomial
f(x) = 23 + px + g € R[x] are equivalent: (a) D(f) > 0, (b) all the roots of f in
Cliein R C C, (c) for appropriate A € IR, the substitution x = Af transforms the
equation f(x) = 0 to the equation 473 — 3¢ = ¢ with |c| < 1, which has the roots

= cos(é arccos(c) + 27;"), k=0,1,2.

13.1.2 Separability

If chark = 3 in Example 13.1, then the polynomial f may have a multiple root in
KK, even though f is irreducible over k. For example, let k = F3(¢) be the field of
rational functions in ¢ over the field F; = Z/(3), and f(x) = x* — ¢ € k(x]. Since
f has no roots in Lk, it is irreducible. However, f is a perfect cube over the simple
cubic extension K = Ik[i/t] = k[x]/(f), because of the identity (a+b)* = a*+b>,
which holds in every field of characteristic 3 and forces x* — 1 = (x — ¥/ t)3.
Recall® that a polynomial f € k[x] is called separable if it has no multiple roots
in every extension IK D k. As we have seen in Example 3.4 of Algebra I, every
irreducible polynomial over a field of characteristic zero is separable. The same
holds for irreducible polynomials over finite prime fields I, = Z/(p).
Exercise 13.5 Let k = IF,(¢). Show that f(x) = x” —t € k[x] is irreducible and
inseparable over k.

3See Sect. 3.3.3 of Algebra 1.
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An algebraic field extension IF D k, not necessarily finite, is called separable if the
minimal polynomial py of every element ¢ € [F is separable over k. It follows from
Example 3.4 of Algebra I that every finite field is separable over its prime subfield,
and all field extension of characteristic zero are separable.

Example 13.2 (Roots of Unity) The roots of equation x” = 1 in an arbitrary field
k form a finite multiplicative group, denoted by (k) and called the group of nth
roots of unity in k. This group is cyclic, because every finite multiplicative subgroup
in a field is cyclic by Theorem 3.2 of Algebra I. We say that the field k contains
all the nth roots of unity if |, (k)| = n. In this case, the generators of the group
(k) >~ Z/(n) are called the primitive nth roots of unity. In all, there are ¢(n)
primitive roots in p,(k), where ¢(n) denotes Euler’s function.* Note that an nth
root of unity ¢ € k is primitive if and only if all the powers " withO <m <n—1
are distinct. Thus, the following three conditions are equivalent:

* A field k admits an extension containing all nth roots of unity.
e The polynomial x" — 1 is separable over k.
¢ char(k) does not divide n.

If these conditions hold, then every polynomial f(x) = x* — a with a nonzero a € k
is separable, because f’(x) = nx"~! # 0 has no common roots with f.

Theorem 13.1 For every finite field extension I D k, there exists a tower of simple
field extensions

k=LoCcLiCl,C - Cly1 Cly=F (13.4)

such that L; = L [%] =~ Li—i[x]/(f) for some polynomial f; € L;_i[x]
irreducible over 1L;—1.

Proof Assume by induction that the field IL; C IF of level i has been constructed. If
L; #F,let ¥ € F ~ L;, and let fi+; € L;[x] be the minimal polynomial of ¢ over
IL;. Then the simple extension IL;[x]/(f) admits an injective homomorphism into I
by the rule x (mod f) — . Let L;; 2 IL; denote the image of this inclusion. Since
the degree of IF over IL; 1 is strictly less than that over IL;, after a finite number of
steps, the whole of IF' will be exhausted. O

Theorem 13.2 (Primitive Element Theorem) Every finite separable extension
K D kis simple, i.e., K ~ k[x]/(f) for an appropriate irreducible polynomial
f € klx] of degree deg K/ k.

Proof If k is a finite field, then K is also finite, and nonzero elements of K form
a cyclic multiplicative group IK*. Therefore, IK = k[#] for every generator’ ¥ of
the group IK*. Now assume that k is infinite. Induction on the length of the tower

“See Sect.2.4.3 of Algebra 1.

5The same argument shows that every finite field, considered as an algebra over a subfield, is
generated by one element. Although the separability assumption is not used explicitly in this
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(13.4) allows us to assume that K = ko, 8] D kle] D k is obtained from k by
two successive simple extensions, i.e., that it is generated as a k-algebra by two
separable algebraic elements «, 8. We are going to find ¢+ € k* such that the k-
subalgebra generated by the element ¢ = o + 18 exhausts the whole of K. Since
every ¥ € k is algebraic over k, the algebra k[J] is a field. It coincides with K
if and only if it contains 8, because in that case, « = ¥ — 8 also lies in k[J].
Let fy(x), fg(x) be the minimal polynomials of &, 8 over k. Then § is a common
root of the polynomials f3(x) € k[x] and g(x) = fo, (¥ — 2x), the latter of which has
coefficients in the field k[?}], which depends on 7. By Theorem 3.1 from Algebra I,
there exists a field I’ O K such that the minimal polynomials f, fg become the
products of linear factors over IF. Then g is completely factorizable over IF' as well.
If we choose ¢ € k* such that § is the only common root of f3, g in IF, then the
Euclidean algorithm allows us to express (x — f) = GCD (fﬂ (x), g(x)) in terms of
the polynomials f3, g within k[¢}][x], and this forces 8 € k[#}]. To find such ¢, write
o1,0,...,0, and B, B2, ..., Bk for the roots of the polynomials f, and fg in IF,
where m = degf,, k = degfg = degg. Leta = «; and B = B;. Then the roots of
gare (U —a;)/t = B1 + (a1 — )/t for 1 < i < m. We need

B1+ (a1 —oy)/t # B (13.5)

forall i, j, buti = j = 1. Since « is separable, «; — «; # 0 for all i # 1. Therefore,
every inequality (13.5) with i # 1 forbids exactly one value of 7. For i = 1, the
inequalities (13.5) say that 8; # f; for all j # 1, and they hold automatically,
because S is separable. Thus, only a finite set of values for ¢ is inadmissible, and we
can find a required 7 in the infinite field k. O

Corollary 13.1 If K D k is a separable algebraic extension and the degrees of
elements® of K over k are bounded above, then K is finite over k and

deg K /k = max deg, .
eg K/k = max deg,

Proof Let a € K be an element of maximal degree over k. If there exists some
B € K~ ko], then degk(a, 8]/k > degkla]/k = degy «. This forces the primitive
element of the field k[, 8] over k to be of strictly greater degree than «. Hence,
K = kl[o] and deg K/k = deg, c. O

case, we know from Example 3.4 of Algebra I that all finite fields are separable over their prime
subfields.

SRecall that the degree deg,, a of an algebraic element a over a field k is the degree of the minimal
polynomial p, of a over k.
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13.2 Extensions of Homomorphisms

Recall that every nonzero homomorphism of a field to a ring is injective, because
the only ideals in the field are (0) and (1). Associated with every inclusion of fields
¢ : k — I is an injective homomorphism of polynomial rings k[x] < IF[x] that
maps a polynomial f € k[x] to the polynomial f¥ € IF[x] whose coefficients are the
images of the coefficients of f under the homomorphism ¢ : k — .

Lemma 13.1 Let K = k[x]/(f) be a simple extension of a field k, and ¢ : k — F
an embedding of k into an arbitrary field F. The embeddings ¢ : K < T coinciding
with ¢ on k C KK are in canonical bijection with the roots of the polynomial f* in
. In particular, there are at most degIK/k such embeddings, and the number of
embeddings equals deg K/ k if and only if the polynomial f splits over [ into a
product of deg f distinct linear factors.

Proof Associated with every element o € IF is the map
Oo kix] > F, gx)+— g% ).

If « is a root of the polynomial /¥ € [F[x], then f € ker ¢, and ¢, can be factorized
through the embedding ¢, : k[x]/(f) < IF, which maps the primitive element
¥ = x(mod f) of K to € IF. Two distinct roots & # B of f¢ certainly produce
distinct maps @, # @g. Conversely, every embedding ¢ : IK — IF coinciding
with ¢ on the subfield k C K maps & to some root of the polynomial f¥, because
@) = 9(f(®) = ¢(0) = 0. Therefore, ¢ coincides with the map @
provided by some root o of f%. O

Lemma 13.2 Let IK D k be an algebraic field extension, not necessarily finite,
and ¢ : k — TF an embedding of fields such that for every ¥ € K with minimal
polynomial y over k, the polynomial ul(f; € F(x] splits completely into a product of
linear factors in F[x]. Then for every ¥ € K and every root & € TF of the polynomial
,ug, there exists an embedding of fields ¢ : K — IF that coincides with ¢ on the
subfield k and takes ¢(¥) to E.

Proof By Lemma 13.1, the embedding ¢ : k — IF can be extended to an
embedding ¢; : k[#] — I, & +— &. Consider the set S of all embeddings
Y : L < I extending ¢¢ to subfields . € IK containing k[{#]. The set S
is nonempty, because it contains ¢g, and it is partially ordered by the relation
L7, ¥") = (', ¥'), meaning that I.” 2 I and ¥ |, = v¥'.

Exercise 13.6 Verify that S is a complete poset in the sense of Definition 1.2 of
Algebral.

By Zorn’s lemma,’ there exists a maximal element ¥ : L — Fin S. Let us show
that its domain L is equal to K. Assume the contrary and let € K ~ L. Then

7See Lemma 1.3 of Algebra I.
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the minimal polynomial iy € k[x] of ¢ over k is divisible in LL[x] by the minimal
polynomial sy, of ¢ over IL. Since uf is a product of linear factors in F[x], its
divisor ,ugL is also the product of some of those factors. Therefore, the simple field
extension I C IL[J] satisfies the condition of Lemma 13.1, which allows us to
extend ¥ to the field L[#] = LL[x]/ (s 1), Which is strictly larger than L. O

Proposition 13.1 Let ¢ : k — T be an arbitrary embedding of fields, and K D ka
finite extension. Then there exist at most deg K/ k distinct embeddings ¢ : K — F
extending ¢. The number of such embeddings equals deg K/ k if and only if the
extension K D k is separable and for every ¥ € K, the image ,ug € F[x] of the
minimal polynomial wy € k[x] of O over k splits completely over [F into a product
of linear factors.

Proof Consider a finite tower of simple field extensions (13.4),
k=ILocL;cl,C - --Cly; Ccly =K, (13.6)

where I; = L;—; [0;] ~ L,—[x]/(f;) and f; € IL;— [x] is the minimal polynomial of
some element ¥; € IL; ~ IL;_; over IL,—;. If an embedding ¥ : K — T extends ¢,
then the restrictions of y to the subfields I; C K form a sequence of embeddings
Y; : L; — T, each of which extends the previous one. By Lemma 13.1, there are
at most degf; = deglL;/IL;,—; such extensions for each i. Therefore, there are at
most [ [;deglL;/IL;—; = degIK/k embeddings ¥ extending ¢. This upper bound is
achieved if and only if every polynomial f* has exactly degf; distinct roots in IF.
For every element ¢ € KK, there exists a tower (13.6) beginning with the adjunction
of ¥ = ¥ at the bottom level. Thus, the existence of exactly deg IK/k extensions of
¢ forces ,ug to be completely factorizable over IF into a product of deg j1y distinct
linear factors for all ¥ € K. In particular, all py are separable. Conversely, if all
elements ¢ € KK are separable and the images ul‘f; of their minimal polynomials
are the products of deg 1y linear factors,® then every polynomial f; in every tower
(13.6) is mapped by the embedding ¥,—; : IL;—; < IF to a completely factorizable
separable polynomial in IF[x], because f; divides py, in IL;—; [x]. Therefore,

¢ k=T
can be continued along such a tower in exactly deg IK/k different ways. O
Exercise 13.7 Under the conditions of Proposition 13.1, let elements
£1.,62,....6n €K

generate the field IK as a k-algebra. Show that ¢ : k — [F admits exactly deg IK/k
extensions ¥ : K — [F if and only if every &, is separable and pL?i splits completely
in [F[x] into a product of linear factors.

8 Automatically distinct.
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Proposition 13.2 Let K D k be an algebraic field extension, not necessarily finite.
Then every embedding ¢ : IK — K that acts identically on the subfield k is an
automorphism of K.

Proof Tt is enough to check that ¢(IK) = K. Let ¢ € K have minimal polynomial
f € k[x] over k. Since ¢ maps every root of f to a root of f, the equality " = ¢"
holds for some m > n, where ¢* = @ o --- o ¢ means the kth iteration of the map
¢ : K < K. Then the injectivity of ¢ forces’ = """ € im¢. O

13.3 Splitting Fields and Algebraic Closures

In this section we construct some special universal algebraic extensions of an
arbitrary field k. These universal extensions will be unique up to a nonunique
(noncanonical) isomorphism that acts identically on k.

Definition 13.1 (Splitting Field) Given a polynomial f € k[x], a field Iy D k is
called a splitting field of f if f is a product of degf linear factors in IL;[x] and for
every field IF D k such that f is a product of degf linear factors over IF, there exists
an embedding Iy < IF that is the identity over k.

Example 13.3 (Splitting Field of a Cubic Polynomial) Letf € k[x] be an irreducible
cubic polynomial. We have seen in Example 13.1 on p. 296 that if the discriminant
D(f) is a square in k, then the simple cubic extension K = k[x]/(f) is a splitting
field of f. If D(f) is not a square in k, then D(f) is not a square even in IK, and a
splitting field of f is provided by the simple quadratic extension of KK by \/ D(f).
Note that the latter has degree 6 over k.

Theorem 13.3 Every polynomial f € k[x] has a splitting field Iy, and every two
splitting fields are (noncanonically) isomorphic over'® k.

Remark 13.1 Since all splitting fields of a given polynomial are isomorphic, we
shall frequently refer to the splitting field of a polynomial. However, the reader
should always keep in mind that given two splitting fields I D k C I.”, there are
in general many different isomorphisms I' = I” acting identically on k.

Proof (of Theorem 13.3) Let IF D k be a finite extension such that f splits into a
product of deg f linear factors'! in F[x]. Write a1, @, . . ., &, € IF for the roots of f,
and IL; C IF for the smallest'? subfield containing k and all these roots. Then Ly is

9See Lemma 1.1 of Algebra L.

10That is, there exists an isomorphism between them acting on k identically.
ISuch an extension exists by Theorem 3.1 of Algebra L.

12With respect to inclusions.
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generated by o, oy, ..., oy, as a k-algebra, and there exists a tower of simple field
extensions

k=ILoCclycl,C - Cly Cly=TF, (13.7)
whereby some element % € {a, s, ...,a,} is adjoined at each level.' If f splits

into a product of deg f linear factors over I C k, then by Lemma 13.2, the inclusion
k C IF can be extended along the tower (13.7) to an embedding Iy < II' that acts
identically on k, because the irreducible polynomials whose roots are adjoined on
the levels of the tower divide ¥ and therefore are completely factorizable over IF
into linear factors. Hence, ILs is a splitting field of f. Given another splitting field
I} of f, there exist embeddings ¢ : Ly < LL; and ¢ : I; < I provided by the
definition of a splitting field. Since the compositions ¢  ¢’, ¢’ o ¢ are bijective by
Proposition 13.2, both embeddings have to be surjective. O

Example 13.4 (The Classification of Finite Fields Revisited) Every finite field I
of characteristic p is a finite extension of the prime subfield IF, = Z/(p) C IF and
consists of g = p" elements for n = deglF/IF, = dimp, IF. Since the nonzero
elements of I form a multiplicative group of order g — 1, they are exactly the roots
of the polynomial x7~! — 1 € TF,[x] in the field IF. Therefore, IF is a splitting field
of the polynomial f(x) = x? — x € IF,[x]. This forces I to be the unique field of ¢
elements up to a (noncanonical) isomorphism.

Definition 13.2 (Algebraic Closure) An algebraically closed algebraic extension
k D ks called an algebraic closure of k.

Theorem 13.4 Every field k has an algebraic closure, unique up to a (noncanoni-
cal) isomorphism that acts identically on k.

Proof Given two algebraic closures I/, I.” of the field k, then by Lemma 13.2 on
p. 300, the embedding k C I/ can be extended to an embedding ¢’ : I/ <~ I
that acts identically on k. Symmetrically, there is an embedding ¢” : I” < I/ that
acts identically on k. Proposition 13.2 forces the compositions ¢’ o ¢”, ¢” o ¢’ to be
bijective. Therefore, the embeddings ¢’, ¢” have to be surjective, and ' ~ IL”.
The proof of existence consists of two steps. Assume first that there exists an
algebraically closed field IF D k. Then we can put k as the integral'* closure of k in
IF, which is a field by Proposition 10.3 on p. 229. Every polynomial f € k[x] C F[x]
has a root ¥ € IF, which is algebraic over k and therefore algebraic over k. This
forces ¥ € k. Hence, k is algebraically closed, i.e., is an algebraic closure of k. It
remains to show that an algebraically closed field IF D k exists. To begin with, let
us construct a field IF; D k such that every polynomial f € k[x] is a product of deg f

3Note that k may be less than m, because the adjunction of a root may cause the appearance of
several more roots.

14Or equivalently, algebraic.
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linear factors in IF[x]. By Zermelo’s theorem,'” the set k[x] can be well ordered'®
by some order relation f < g.

Exercise 13.8 Use the transfinite induction principle!” to show that for every
f € k[x], there exists a field IK; D k such that f splits completely into a product
of linear factors over K¢, and Ky C K, forall f < g.

WeputlF'; = Ufek[x] IK;. Repeating the procedure leads to an infinite tower of fields
kcF,cF,clF;C ---

such that every polynomial f € IF;[x] is a product of degf linear factors in IF;y;[x].
This forces the union I = |, [F; to be an algebraically closed field containing k.
0

Corollary 13.2 For every tower of finite field extensions Iy C L, C s, the
extension 1Ly C L3 is separable if and only if the extensions IL; C I, I, C L3 are
separable.

Proof If 1L is separable over L, then in particular, the subfield L, is separable, and
IL; is separable over L, because the minimal polynomial of every element ¢ € L3
over I, is a divisor of the separable minimal polynomial of & over IL;. Conversely, if
the extensions IL; C 1L, C IL3 are separable, then by Proposition 13.1, the identical
embedding of I; into the algebraic closure IL; < IL; admits exactly degIL,/IL;
continuations I, < IL;, each of which has exactly deg I3 /IL, continuations

L3L>1Ll.

Since there are degll,/IL; - degll; /I, = deglLs/IL; embeddings IL; < I;
extending the identical inclusion I.; < IL;, Proposition 13.1 forces the extension
IL; C L3 to be separable. |

13.4 Normal Extensions

An algebraic field extension k C K is called normal if every irreducible polynomial
f € k|x] possessing a root in K splits completely over K into a product of linear
factors.

Exercise 13.9 Convince yourself that every monic irreducible polynomial f € k[x]
possessing a root ¥ in an extension IK D k is the minimal polynomial of that o
over k.

15See Problem 1.20 of Algebra I.
16See Sect. 1.4.2 of Algebra 1.
17See Exercise 1.16 in Sect. 1.4.2 of Algebra L.
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Thus, an algebraic extension k C IK is normal if and only if the minimal
polynomials of all elements ¢ € K over k split completely in K[x] into products of
linear factors.

Exercise 13.10 Check that every simple quadratic field extension is normal.

Lemma 13.3 Let k D k be an algebraic closure of a field k. An algebraic field
extension k C K is normal if and only if all embeddings IK — k extending the
inclusion k C k have the same image.

Proof Fix one such an embedding ¢ : IK < Lk, which exists by Lemma 13.2 on
p-300, and identify K with the subfield ¢(K) C k by means of this embedding.
Thus, we have a tower k C IK C k. Every other embedding ¥ : K — k extending
the inclusion k C k maps every element ¥ € K to a root of the minimal polynomial
o of ¥ over k. If all the roots of wuy in k belong to K for every ¢ € K, then
we certainly have ¥ (IK) C K. Conversely, it follows from Lemma 13.2 that for
every ¥ € IK and every root £ of the minimal polynomial iy € k[x], there exists an
embedding of fields Yy ¢ : IK < k such that ¥y ¢(9) = &. If the images of all ¥y
coincide with IK, all roots of uy belong to K C k for all ¢ € K. O

Lemma 13.4 Let k C I C K be a tower of algebraic extensions of fields such that
K is normal over k. Then IK is normal over 1L as well, whereas 1L is normal over
k if and only if the image of every embedding I. — K that acts identically on k
coincides with 1L

Proof For every element ¢ € KK, the minimal polynomial of ¢ over IL divides in
LL[x] the minimal polynomial of ¥ over k. Thus, if the minimal polynomial of & over
k is completely factorizable in IK[x] into linear factors, then the minimal polynomial
of ¥ over L is, too. Therefore, IK is normal over IL. The second statement of the
lemma holds because of Lemma 13.3 and the following observation. Let

kOoDOK>LDOk

be an algebraic closure of k. Then the images of all embeddings L. <— [k that
act identically on k lie in K, since every such embedding can be extended to an
embedding K «— k, whose image is K if IK is normal over k. O

Caution 13.1 Given two normal field extensions I. D k and IF' D L, the resulting
extension ' D k is not necessarily normal. For example, the simple quartic
extension Q[+v/2] = Q[x]/(x* —2) D @ can obviously be decomposed into a

tower of two quadratic extensions QQ C Q[«/ 2] C Q[\/ V' 2], each of which is

normal by Exercise 13.10. However, the quartic field Q[(‘/ 2] is not normal over @,
because its four embeddings into @ C C send the primitive element x (mod x* — 2)
to the fourth roots of 2 in C, i.e., to ++/2 and +i~/2, where ~/2 denotes the real
positive root. The images of these embeddings form rwo different subfields of C
linearly generated over @ by 1, +/2 and by 1, i~/2 respectively.

Proposition 13.3 A finite field extension IKX D k is normal if and only if K is a
splitting field of some not necessarily irreducible polynomial f € k[x].
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Proof Let K be normal over k, and suppose ay, o, ...,0; € K generate K as a
k-algebra. Write f; € k[x] for the minimal polynomial of &; over k. Then the product
f = T1fi is completely factorizable over K into linear factors, and it follows from
Exercise 13.7 that K can be embedded into every field I over which f is a product of
degf linear factors. This forces KK to be a splitting field of f. Conversely, if K D kis
a splitting field of a polynomial f € k[x] and k D k is an algebraic closure of k, then
every embedding IK < k that acts identically on k maps K isomorphically onto the
subfield kfo;, arz, . . ., o] C k spanned as a k-algebra by all the roots o, &, . . ., o
of f in k. Thus, K is normal by Lemma 13.3. O

13.5 Compositum

Let us fix an algebraic closure k of a field k. For every collection of subfields
K, K,,...,.K,, Ck

containing k, the smallest subfield of k containing all the fields K, is called the
compositum of the fields K, and is denoted by K, IK; - - - IK,,. Itis linearly generated
over k by the products %9, --- ¥, where ¥; € KK, for all i.

Exercise 13.11 Prove this last statement.

Proposition 13.4 Let F,IK C k be two fields containing k. If KK is normal
(respectively separable) over k, then the compositum KIF is normal (respectively
separable) over IF.

Proof The embeddings KIFF < [ = [k that act identically on F C KIF are in
bijection with the embeddings IK < k that act identically on k C K, because
every embedding K < k admits a unique IF-linear continuation KIF < [k, and
conversely, the restriction of every [F-linear embedding KF < k to K gives
an embedding IK C IKIF. Thus, the statements follow from Lemma 13.3 and
Proposition 13.1. O

Theorem 13.5 (Normal Closure) Let I D k be a finite separable field extension.
There is a field K D IF normal and separable over k such that for every field L. O TF
normal and separable over k, there is an embedding IK — L that acts identically
on . For every two such fields I, IX, there exists a noncanonical isomorphism
K = K’ that acts identically on TF.

Proof Let k D k be an algebraic closure of k, and n = deg[F/k. Put K as the
compositum of all n distinct embeddings ' < k that act identically on k. Then
degIK/IF < n, and K is normal and separable over the fields IF, k. For every
normal separable extension I. D k, every embedding I < IL that acts identically
on k certainly can be extended to an embedding IK < IL. The last statement is
established by the same argument as in Theorems 13.3 and 13.4. O
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Definition 13.3 A field K satisfying the conditions of Theorem 13.5 is called a
normal closure of the separable extension IF' D k.

13.6 Automorphisms of Fields and the Galois
Correspondence

Given an field extension k C KK, automorphisms of K acting identically on k are
called automorphisms over k or automorphisms of the extension k C K. They form
a group, denoted by

Auy KE{p : K>K |Vteko() =t}.
For a finite extension K D k, Proposition 13.1 on p. 301 implies the inequality
| Auty K| < deg K/k. (13.8)

A finite extension IK D k is called a Galois extension if this inequality is in
fact an equality. It follows from Proposition 13.1 that a finite field extension is
a Galois extension if and only if it is normal and separable. The automorphism
group of a Galois extension IK D k is called the Galois group and denoted by
Gal K/k £ Auty, K. Let me stress that this notation always assumes that k C K is
a Galois extension.

Given an arbitrary group G of automorphisms KK = K of a field K, the
G-invariant elements ¢ € K form a subfield of K, denoted by

KC¥ e K|VpeGo@) =t
and called the field of G-invariants. Note that IKY contains the prime subfield'® of

K.

Theorem 13.6 Let K be an arbitrary field, and G a finite group of automorphisms
K = K. Then the extension K D KO is a Galois extension of degree |G|, and
GalK/k = G.

Proof Given an element ¢ € K, write ¥y, 05,...,9, € K for all the distinct
elements of the G-orbit of ¥ = ;. Then the polynomial

o) = (x =) (x—D2) -~ (x = D) (13.9)

18]t is isomorphic to @ for char(k) = 0, and to I, = Z/(p) for char(k) = p > 0; see Sect. 2.8.1
of Algebra I.
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has its coefficients in IKY. For every polynomial i € IK%[x], the group G maps the
roots of & to the roots of h. Therefore, G cannot act transitively on the roots of
a product hihy, where h; € K°[x] and degh; > 0 for i = 1, 2. This forces the
polynomial (13.9) to be irreducible in IKS[x]. Hence, fy is the minimal polynomial
of ¥ over KKC. Since fy splits in K[x] into a product of degfy distinct linear
factors, the extension K¢ < K is algebraic, normal, and separable. Moreover,
degie ¥ < |G| forall ¥ € K. By Corollary 13.1, the extension K¢ C K is finite
with deg K/IK® < |G|. At the same time, |G| < |Autge K| < deg K/IKC, because
G C Autgo K. This forces all the inequalities to be equalities, and G = Autyc K.
O

Corollary 13.3 For every finite field extension k C K and subgroup G C Auty K,
the equalities K¢ = k and |G| = degK/k are equivalent. If they hold, then
G = Aut K.

Proof Applying Theorem 13.6 to the tower k C K¢ C K leads to the equality
deg K/IKK® = |G|, which immediately implies all the statements.

However, it is quite instructive to give a direct proof of Corollary 13.3 without
using the primitive element theorem, Theorem 13.2 on p.298, hidden within'®
Theorem 13.6. Such a proof follows below.

Let |G| = deg K/k. The inequalities |G| < degK/IK¢ < deg K/ force

deg K/K¢ = deg K/k = deg K/KC - deg KX /L.

Therefore, degIK¢/k = 1 and K¢ = k. Conversely, let K¢ = k. The same
arguments as in the proof of Theorem 13.6 show that the extension IK O k is normal
and separable. Therefore, the inclusion k < IK allows exactly deg IK/k extensions
to automorphisms K = K over k, i.e., |Auty K| = deg K/k. It remains to verify
that Auty K = G. For every ¢ € K, the coefficients of the minimal polynomial
fo of ¥ over k are Auty K-invariant. This forces every automorphism ¢ : K = K
over k to map 9 to a root of fy. Moreover, as we have seen before formula (13.9),
these roots form one orbit of G. We conclude that for every ¢ € Auty K and every
¥ € KK, there exists g € G such that g(¢V) = @(¢). Thus, for each ¢ € Autk K,
the field K, considered as a vector space over k, splits into a finite union of vector
subspaces V, = {f# € K | g(¢) = ¥ ()} taken for all g € G. For an infinite field
k, this forces?® K to coincide with some V,, and therefore, ¢ = g. For a finite field
k, the field K is also finite and spanned as a k-algebra by a generator ¢ of the cyclic
multiplicative group IK*. In this case, ¢ = g for that g € G with ¢(¢) = g(8). O

Example 13.5 (Field of Invariants for the Group of a Triangle) Consider the
coordinate projective line P; = IP(k?) over an arbitrary field k, on which the group

“The proof of Theorem 13.6 is based on Corollary 13.1 on p.299, a direct corollary of
Theorem 13.2.

20See Exercise 11.14 on p. 254.
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of a triangle’! G = Sj acts by linear fractional automorphisms permuting the points
0=0:1),1=(1:1),00=(1:0). Namely, the identity map, the two cycles

7T: 001000, t_l:oor—>1r—>0r—>oo,
and the three reflections o0y, 01, 05 marked by their fixed points 0, 1, oo, act on the
affine coordinate t = fy/t; by the rules

Id: 1, tit1/(1=1), 't (1= 1)/t,
(13.10)
op: t—>t/(t—1), op:t+—1/t, Opo . tH—>1—t.

The pullback of this action provides the field of rational functions IK = k() with
the action of G by the rule g : @(1) — ¢ (g7'(r)) forall g € G, ¢ € K. The
field of G-invariants IK® C IK consists of all rational functions ¢(z) € k() mapped
to themselves under all six substitutions (13.10). By Theorem 13.6, the extension
K¢ C K is a Galois extension of degree 6. We are going to write an explicit
transcendence generator’? for IK®. If a function ¥ (f) = p(t)/q(t) is G-invariant,
then every rational function of v is certainly G-invariant as well. Such functions
form a subfield k(y) C K. The transcendence generator ¢ of IK over k is a root
of the polynomial equation ¥ - g(x) — p(x) with coefficients in k(). Therefore,
K D k() is a finite extension of degree deg IK/k(vy) < max (degp, degq).

Since the left-hand side of this inequality is divisible by deg K/IK¢ = 6, we
conclude that max(deg p, deg g) = 6, and equality holds if and only if K = k().
A particular G-invariant function ¥ with degp,degg < 6 is easily obtained from
projective geometry. Choose a G-orbit 1, &z, . .., &, in Py (k) and write

flio.01) = [ ] dett, &) € kto, 1]

for the homogeneous polynomial with simple zeros at the points «;. Then the
substitutions (13.10) transform f into polynomials with the same zeros. Since all
these polynomials are proportional, f(g™'f) = A(g) - f(¢) for all g € G, where
A: G — k*, g =~ A(g), is a multiplicative homomorphism, i.e., a 1-dimensional
character of G. The group S has exactly two such characters, coming from the trivial
and sign representations. Hence, f either is completely G-invariant or is invariant
under rotations and alternates sign under reflections. The three-point orbit 0, 1, co
provides us with the sign-alternating polynomial p = fot;(tp — t;), whose square
p? is completely G-invariant. The two-point orbit formed by the eigenvectors of the
rotations* produces the G-invariant polynomial ¢ = 3 — fot; + 7. The minimal

2ISee Example 12.4 of Algebra 1.

22Recall that every subfield F C k(¢) strictly larger than k is isomorphic to k(f) for some f € k(z)
by Liiroth’s theorem; see Theorem 10.4 on p. 238.

23 Note that even if these eigenvectors are not defined over k, the G-invariant polynomial with roots
at these points has to lie in k]zo, 7].
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Laurent monomial in p?, g, having total degree zero®* in (fy : #1), is

s =P = Bl—n’ _ra—1y
¢ B—nn+2)  E—r+1)

Since both numerator and denominator have degree at most 6, the equality
K¢ = k() holds.

Exercise 13.12 Verify by direct computation that ¥ (f) goes to itself under all six
substitutions (13.10).

Example 13.6 (Automorphisms and Embeddings of Finite Fields) Letg = p" fora
prime p € N. Since the extension I, C Iy is finite, normal, and separable, we have
Autg, ]Fq| = degF,/FF, = n. Write Fg =1d, F,, F[%, e Fl’,’_l for iterations of
the Frobenius automorphism F, : 9 — 7. They all are distinct, because an equality
F[’§ = F}} would force all the p" elements of I, to be roots of the polynomial

- x", which is impossible for k,m < n. We conclude that Aut]pp IF, is the
cyclic group of order n generated by F),. For every k | n, the cyclic subgroup G, C
Autr, IV, generated by F [’§ has order n/k, and the Gy-invariants are exactly the roots

of the polynomial = x Therefore, Fg" = IFx C IFjn is a splitting field of the
polynomial X = x, and Gy ~ AutFpk . Every embedding I x <> IF» maps FF
isomorphically onto the subfield ]ng , because every element of IFx has to go to

a root of the polynomial ¥ = x. Altogether, there are exactly k such embeddings,
and they form one orbit of the group Autr, IFx acting on the embeddings by right
multiplication.

Exercise 13.13 Check that the polynomial ¥ — x € IF,[x] equals the product of all
monic polynomials irreducible over I, whose degrees divide n.

Theorem 13.7 (Galois Correspondence) Let k C K be a finite Galois extension
with Galois group G = Auty K. Then there is a canonical bijection between the
subgroups H C G and the subfields I. C K such that k C IL. It takes a subgroup
H C G to the subfield of H-invariants K" C K. The inverse map sends a field 1L
such that k C I C K to the subgroup Auty, IK C G. Under this correspondence,
the normal subgroups H <1 G are in bijection with the Galois extensions I. D k
contained in K, and GalIL./k >~ G/H for every such Galois extension I D k.

Proof Given a tower of fields k C I C K, the extension . C K is normal by
Lemma 13.4 and separable by Corollary 13.2. Thus, I. C K is a Galois extension
with Galois group H = Auty, K, and |H| = deg K/LL. Certainly, the group H is a

24The rational functions of 1 = #(/t, are exactly those polynomials.
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subgroup of G = Auty K, and by Corollary 13.3, K = IL. This proves? the first
statement, concerning the one-to-one correspondence between subgroups H C G
and subfields I. C K such that k C L. To prove the second statement, consider the
action of G = Gal K/k on the subfields . C K such that k C L. We have proved
already that the centralizer Cp, £ {g € G | g = Idp} = Auty, K of every such I
is the subgroup H C G corresponding to IL. Since the extension IK D k is normal
and separable, every embedding

¢o: LK (13.11)

over k can be extended to an automorphism g : K = IK over k. Therefore,
¢(L) = g(L) for some g € G, and the centralizer of ¢(LL) in G is conjugate to
H:

Autyr) K = Cypr) = Cyu) = gCrg ™ = gHg™".

It follows from Lemma 13.4 and Corollary 13.2 that an extension I. D k is always
separable. It is normal if and only if ¢(IL) = IL for all embeddings (13.11), which
means that all subgroups conjugate to H coincide with H, i.e., that H <1 G is normal.
In this case, the Galois group Gal IK/k maps L to itself. This leads to a surjective
homomorphism of groups Gal K/k — Gal I./k with kernel Gal IK/IL. Therefore,
GalL/k = (Gal]K/[K)/(Gal]K/lL). O

Exercise 13.14 Convince yourself that the Galois correspondence reverses inclu-
sions,

HCKCGalK/k «— K> KK >k,

and takes the intersection of subgroups H; N H, to the compositum IL;IL, of
corresponding fields IL; = K1 1, = K2 and the intersection of fields IL; N1, to
the smallest subgroup of G containing the corresponding subgroups H; = Auty,, K,
H, = Auth K.

Problems for Independent Solution to Chapter 13

Problem 13.1 Find the minimal polynomial of +/2 + /3 over Q.
Problem 13.2 Is it true that (a) cos 36° € Q(sin 36°) ? (b) sin 36° € Q(cos 36°) ?

STnstead of Corollary 13.3, we could have used Theorem 13.6, which says that the extension
K" C K is a Galois extension with Galois group H for every subgroup H C G.
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Problem 13.3 Does the field Q(+/2, v/—1) coincide with
@ Q(vV-2)? M QW-1+v2)?

Problem 13.4 Ascertain whether any of the following extensions K O @ are
Galois, and for those that are, compute Gal k/@Q:

(a) KZQ(J2+ Js)cla,w,JseR,

(b) E{:Q<3/1+3/2) CCV1eC~R, V2R,
(¢) K C Q C C is the splitting field of x” — 5.

Problem 13.5 For every field K from the previous problem, enumerate all the
subfields I. C K, determine which of the I are isomorphic, indicate which L
are Galois extensions of Q, and compute their Galois groups over Q).

Problem 13.6 Find the dimension over @ of the Q-linear span of the positive real
numbers 1, v/2, v/3, v/5, /6, /10, V15, 4/30.

Problem 13.7 Find the degree over @ of the splitting fields of the polynomials x*—2
and x” — a, where p € N is prime and a € Q has {/a ¢ Q.

Problem 13.8 Let I D k be a finite Galois extension, and G = Gal IF/k. Prove that
there exists an element ¥ € F whose G-orbit is a basis of [ as a vector space
over k.

Problem 13.9 For every nonconstant polynomial f € Z[x], prove that there exist
infinitely many primes p € IN such that the reduction of f modulo p has a root
inIF,.

Problem 13.10 Prove that an algebraic closure IF, D IF, is achieved by the
adjunction to IF', of all primitive roots of unity of all prime degrees different
from p.

Problem 13.11 Let p € N be prime, g = p” forsomen € N, and a € ]F; Prove
that the polynomial x* — x — a is irreducible in IF,[x] if and only if p } n.

Problem 13.12 Find all n € N such that the polynomial x*" 4+ x" + 1 is irreducible
in ]Fz[x].

Problem 13.13 For every positive integer n # 2 (mod 3), ascertain whether the
polynomial (a)x" —x+ 1, (b) x" + x + 1, is irreducible over Q.

Problem 13.14 (Invariants of the Dihedral Group) The dihedral group?® D, acts
on the complex projective line IP; (C) with affine coordinate ¢, and on the field of
rational functions C(¢) by the rule 7 : t — ¢*™/"t, o : t > 1/t, where t and o are
the rotation and reflection generating D,,. Describe the field of invariants C(#)r.

Problem 13.15 (Klein Forms) Let us identify the complex projective line IP;(C)
with the unit sphere $* = {(x,y.z) € R® | x> +y* + 2> = 1} in such a way

26Recall that we write D, for the group of the regular n-gon, which has order 2n; see Example 12.4
of Algebra I.
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that the standard affine charts Uy, U; on P are provided by the projections of
the sphere from its north and south poles (0,0, £1) onto the equatorial plane®’
z = 0, which is identified with the complex plane C = {x + iy} in the usual
way. Let M be a tetrahedron, cube, or dodecahedron inscribed in 52, and let
G denote the proper group®® of M. Then G acts on IP;(C) by means of the
rotations of the unit sphere provided by the rotations of M. Write (fp : ;)
for the homogeneous coordinate on IP; (C) compatible with the standard charts
just described. Then the linear fractional changes of coordinates provided by
the projective transformations from G equip the polynomial ring Clty, #;] and
the field of rational functions C(¢), t = to/t;, with the action of G. Write
o, ¥, x € Clty : 1] for the homogeneous polynomials with only simple roots,
which are situated, respectively, at the vertices of M, at the projections to S? of
the midpoints of edges of M, and at the projections to S? of the centers of faces of
M. For every M, consider the following products constructed from ¢, ¥, y, where
the lower indices of polynomials indicate their degrees in fo, #;:

a6 & Ys BsLpaxs. v2¥e;. for M the tetrahedron ;
s & gs 2%y, yis ¥ xe¥12,  for M the cube;
an €y, Bu¥en, Y30 € Y3, for M the dodecahedron.

In each case, verify that the polynomials «, 8,y € Clto, #1] are G-invariant, and
describe the field of invariants C(x)¢. Try to prove that the ring of invariants
Clto, t1]¢ C Clto, t1] is isomorphic to Cle, B, y1/(f), where

f=a¢+ B +vh for the tetrahedron ;
f=a3Bn+ B+ v for the cube ;
f=oai,+ B+ i for the dodecahedron.

Problem 13.16 Describe the field of invariants C(x;, x2, . . . , x,,)€ for

(a) G = S, acting by permutations of variables (x;,xz, ..., X,),
(b) the cyclic subgroup G C S, generated by the long cycle |1, 2, ..., n),
(¢) the cyclic group G generated by the homothety x, > ¢>™/"x,, 1 < v < n.

Problem 13.17 Let G = PGL,(IF'y) and suppose the subgroups P C G, N C P
consist, respectively, of the transformations ¢t — at + b, a € IFZ, b € F,, and

?TNote that this model of P|(C) differs slightly from that used in Example 11.1 of Algebra I,
where the sphere of diameter 1 was projected from the north and south poles onto the tangent
planes drawn through the opposite poles.

28That is, bijections M = M induced by the orientation-preserving linear isometries R> = RR?; see
Sect. 12.3 of Algebra I.
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t—t+b,b eI, Show that (a) IFq(t)N =T, -1,
) F, (1) = Fy(( —0)77"), (0 F, (0 = T, ((rqz—r)ﬁ‘ )

(ﬂ—t)tIZJrl
Problem 13.18 Let chark = p, and let x, y be variables algebraically independent
over k. Compute degk(x,y)/k(x”,y”) and show that there are infinitely many
subfields ' C k(x, y) containing k.
Problem 13.19 Let A be a Noetherian normal ring with field of fractions K = Qj,

and let L D K be a finite separable field extension of K. Prove that the integral
closure of A in L is a finitely generated A-module.

Problem 13.20 (Norm and Trace) Given a finite field extension IK O k and an
element ¥ € KK, write yy(x) € k[x], Sp(¢) € k, and N() € k, respectively, for
the characteristic polynomial, trace, and determinant of the k-linear map

P:K—->K, x+— 0x,

and call them the characteristic polynomial, trace, and norm of ¥ over k. For
a finite Galois extension k C K with Galois group G = Auty K, prove the
following equalities:  (a) x»(x) = [[,ec(x — &%), (B) Sp(P) = > 687,
©N@) = ]_[geGgﬂ.

Problem 13.21 Under the notation from the previous problem, show that:

(a) The linear trace form K — k, ¥ +— Sp(?), vanishes identically in ¢ € K if
and only if every element ¢ € K ~ k is inseparable®® over k.

(b) The bilinear trace form K x K — k, (91, ) = Sp(¥19,), is nondegenerate if
and only if the extension K D k is separable.

2In this case, the extension K D k is called purely inseparable.



Chapter 14
Examples of Galois Groups

14.1 Straightedge and Compass Constructions

Let us identify the Euclidean coordinate plane IR? with the field C in the standard
way.!

Exercise 14.1 Given the points 0, 1, a, b € C, construct the points a + b, a/b, ab,
and \/a using straightedge and compass.

It follows from Exercise 14.1 that for every tower of quadratic extensions
Q=Licljcl, - CcL,-1CcL,=L, (14.1)

where . C Cand LL;4; = ]Li[\/ai] for some a; € IL; ~ ]Ll.z, every point { € I can
be constructed by straightedge and compass if the points 0,1 € C are given. The
converse is also true. More precisely, given the points 0,1 € C, a point { € C can
be constructed by straightedge and compass only if ¢ lies in some subfield L. C C
arrived at by a tower of quadratic extensions (14.1) such that every intermediate
field IL; of the tower goes to itself under complex conjugation z — z. This is verified
by induction as follows.

For two distinct points a, b € C, write £, for the line joining them and C,, for
the circle centered at a with radius | — a|. The construction of ¢ by straightedge
and compass splits into several steps, each of which produces a new point, namely
P="Lap NLea,p=~LapNCey,orp= Cyp N C,yq, from some already constructed
points a, b, ¢, d. We put L; = Q[«/—l] and assume inductively that a, b, c, d
belong to a field . C € achieved by a tower (14.1) and mapped to itself by complex
conjugation. Then p = £,, N £, 4 is a rational function of a, b, ¢, d, and therefore
lies in IL. The intersections £,, N C.4 and C, N C.4 can be found by solving the

ISee Section 3.5.1 of Algebra I.
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quadratic equation f(f) = 0 obtained by substituting? z = a + (b — a) - ¢ in the
equation for C, 4,

z—0)z—c)=d—-c)(d—c),

and moving all terms to the left-hand side. In the case of the intersection £, N Ce 4,
the quadratic trinomial f has two real roots, whereas for the intersection C,; N C 4,
it has two roots lying on the unit circle U; C C. Substitution of these roots into
the parametric equation z = a + (b — a) - t gives the required intersection points
and shows that p belongs to the splitting field of f. Since complex conjugation maps
LL to itself, the coefficients of f are real and belong to IL. Therefore, the roots of f
lie either in IL or in the quadratic extension I O IL whose basis over L is formed
by the roots of f. Since the roots are either both real or complex conjugate to each
other, the field I/ is mapped to itself under complex conjugation. This completes
the inductive step.

The Galois correspondence from Theorem 13.7 on p.310 gives an easy and
effective characterization of the fields . C C appearing as the top levels of the
towers (14.1), as well as of those elements ¢+ € C that can be constructed with
straightedge and compass.

Proposition 14.1 A finite Galois extension IK D k is contained in a field . D k
obtained by a tower of quadratic extensions

k=Lycly,cl,c---cL,,CcL, =1L, (14.2)

with Liy1 = Li[Ja;), a; € L ~ L2, if and only if deg K /k = 2" for some n € N.

Proof If K C L for L from (14.2), then deg IK/k divides deg L. /k = 2™, and there-
fore, deg K/k =2" for some n <m. Conversely, let deg K/k = |Gal K/k| =2".
Hence, G = GalK/k is a finite 2-group. Every composition factor® of a 2-group
has to be a 2-group. By Proposition 13.6 from Algebra I, the only simple 2-group is
Z/(2). Therefore, the Jordan—Holder series of G looks like

G=GyD>G|D - DGy—1 DG, = e}, (14.3)

where G;41 < G; and G;/G;+1 ~ 7Z/(2) for all i. Under the Galois correspon-
dence,* this series of subgroups produces a tower of quadratic extensions leading
directly to the field K:

k=Lyclcl,c---cL,1CcL,=K,

where L; = K%, O

2The parametric equation z = a + (b — a) - t defines the line £, as ¢ runs through R, and defines
the circle C, 5 as ¢ runs through the unit circle U; C C.

3See Section 13.3 of Algebra L.
“See Theorem 13.7 on p. 310.
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Exercise 14.2 Give a straightforward construction of the subgroups (14.3) without
reference to the Jordan—Holder theorem.

Theorem 14.1 A complex root of an irreducible polynomial f(x) € Q[x] can be
constructed by straightedge and compass starting from the points 0, 1 € C if and
only if the degree of the splitting field of f over Q is a power of two. In this case,
every root of f can be constructed by straightedge and compass.

Proof Write K C C for the splitting field of f. Then K D @ is a finite Galois
extension by Proposition 13.3. For deg K/Q = 2™, we have seen in the proof
of Proposition 14.1 that IK can be achieved by quadratic extensions (14.1), and
therefore, every element of K can be constructed by straightedge and compass.
Conversely, let a root ¥ of f be constructible by straightedge and compass. Then
the simple extension Q] C C is contained in some field . C C from (14.1). Let
#’ € K be another root of f, and ¢ : K = K an automorphism sending ¢ to &'.
Then ¢ maps the subfield Q[¢] C C to the subfield Q[¢#'] C C. The embedding

(p|Q[19] . Q[ﬁ] — (D, A= 19/,

can be extended to an embedding ¢ : IL. < C that coincides with ¢ on the subfield
Q[?] C L and maps the tower (14.1) to the tower

Q=Lycljcl,c--cl_ , clL, =L, (14.4)

where I, | = I/[/a]] with d} = ¢(a;) € L] ~ (I})*. Since ¥’ € I, the root 9’
is also constructible by straightedge and compass. The compositum ILIL" contains
the roots @, ¥’ and can be achieved by a tower of quadratic extensions, because it
is obtained from IL by the successive adjunction of elements a}, a5, ..., a}, whose
degrees over the corresponding subfields I, LI}, ... , lLlLin_l are at most two.
Proceeding by induction, we construct a tower of quadratic extensions containing
all the roots of f, and therefore IK. By Proposition 14.1, deg K/Q is a power
of two. O

Corollary 14.1 A number ¢ € C can be constructed by straightedge and compass
starting from the points 0, 1 € C only if § is algebraic over QQ and degg, §{ = 2" for
some n € N.

Proof Since the simple extension QQ[¢] is contained in the splitting field of the
minimal polynomial for ¢, the degree of ¢ over @ divides the degree of that splitting
field. |

Example 14.1 (Trisection of an Angle) The angle /3 cannot be subdivided into
three equal angles /9 by straightedge and compass. Indeed, such a possibility
would allow the construction of the number { = cos(x/9), which is a root of
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the polynomial® 4x3 — 3x — 1/2. Since this polynomial has no rational roots, it
is irreducible over @, and therefore proportional to the minimal polynomial of ¢.
Thus, degg, { = 3, in contradiction to Corollary 14.1.

Example 14.2 (Doubling of the Cube) The edge of a cube whose volume is twice
the volume of a given cube cannot be constructed by straightedge and compass,
because such a construction would allow the construction of a root of the polynomial
x> — 2, which is irreducible over Q.

Example 14.3 (Regular 7-gon) The regular 7-gone also cannot be constructed by
straightedge and compass, because otherwise, one could construct the seventh root
of unity ¢ = ¢*"/7, whose minimal polynomial® ®;(x) = (x — 1)/(x — 1) has
degree 6.

14.1.1 Effect of Accessory Irrationalities

The problem of straightedge and compass construction can be modified by assuming
that some other points {1, {2, ..., ¢, € C are initially given besides the points 0, 1.
In this case, every point of the field F = Q(¢1,¢2,...,¢,) C C is constructible,
and we can assume that the given points form a subfield F C C, not necessarily
algebraic over @Q. The elements of I’ are called accessory irrationalities. Everything
said above remains valid after replacement of @Q by an arbitrary accessory subfield
IF C C. Namely, given all the elements of I, a number { € C is constructible by
straightedge and compass if and only if ¢ is absorbed by a finite tower of quadratic
extensions of the field IF. The latter is equivalent to the fact that { is algebraic over
IF' and the splitting field of the minimal polynomial of ¢ over IF has degree 2™ for
some m € IN. This may happen only if deg ¢ is a power of two.

Exercise 14.3 Prove all these statements.

In the most general setup, the effect of accessory irrationalities on Galois extensions
is described by the next claim.

Proposition 14.2 (Accessory Irrationalities Theorem) Ler F,IK D k be fields
contained in a common algebraically closed field 1L. If the extension K D k
is a finite Galois extension, then the extension FIK D I is a finite Galois
extension as well, and the Galois group GalIFIK/IF is isomorphic to the subgroup
Hypnk C Gal K/k associated with the intermediate subfield k C ' NIK C K under
the Galois correspondence for the extension k C K.

Proof By Proposition 13.3, IK C L is the splitting field of some separable
polynomial f € k[x]. As a k-algebra, K is generated by the roots ¥y, ¥, ..., 9, € LL

3Obtained from the relation cos(3¢) = 4 cos ¢ — 3 cos? ¢ for ¢ = /9.

6Recall that the cyclotomic polynomial ®,(x) is irreducible for prime p € N by Eisenstein’s
criterion; see Example 5.9 of Algebra 1.
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of f. The same roots generate the compositum FIK as an algebra over IF. By
Proposition 13.4, the extension FIK D IF is normal and separable, i.e., a finite Galois
extension. This forces IFIK to be the splitting field for f over [F. Automorphisms of
KK over k and automorphisms of FIK over I preserve the polynomial f and map
the set of roots ¥}, ¥, ..., ¥, to itself. Since this set generates both K over k and
FK over IF, every automorphism is uniquely determined by its action on the roots
of f. Thus, the Galois groups Gal K/k, Gal FIK/IF' are naturally embedded in the
permutation group Aut{t, t,...,0,} ~ S,. The group Gal K/k consists of the
permutations of ¥, ¥, ..., 1, that can be extended to k-algebra endomorphisms of
K = k[, D2, ..., D,]. The group Gal FIK/TF consists of the permutations that can
be extended to [F-algebra endomorphisms. Since k C I, every F-linear endomor-
phism is automatically k-linear. Therefore, the second group is a subgroup of the
first. It is formed by all transformations g : k[, 0o, ..., 0, — k[D1, D2, ..., D]
from Gal IK/k that are [F-linear. The latter means that g acts identically on IF N K.
0

14.2 Galois Groups of Polynomials

Given a separable polynomial f € k[x], its splitting field IL; is a finite Galois
extension of k by Proposition 13.3. The Galois group Gal Iy /k is called the Galois
group of f over k and denoted by Galf/k. Since all the coefficients of f are Galois
invariant, every automorphism ¢ € Galf/k acts on the roots ¥, v>,..., 3, of
f as a permutation, and this permutation uniquely determines ¥, because Ly is
generated by ¥y, ¥, . .., ¥, as a k-algebra. Therefore, the Galois group Galf/k can
be canonically embedded into the group Aut{d;, 9», ..., J,}. A permutation of the
roots belongs to Galf/k if and only if it respects all the algebraic relations among
the roots. This can be formalized as follows.

Letk D k be an algebraic closure of k. Then the splitting field I, C k coincides
with the image of the evaluation homomorphism

the roots of f, ie., of those ¥ € Kklf,5,...,t,] that vanish at the point
v = (H,0,,....9,) € ,/A”([k). A permutation of variables g : f; >ty
can be factorized through the endomorphism of the quotient algebra
Ly = k[t1, t2, ..., t,]/ (V) if and only if g maps the relation ideal i () to itself.
Thus,

Galf/k ~ {g € S, | Yy € I(¥) ¥ € (D)} . (14.6)
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where Y8 (t,ta, ..., 1,) Ly (tg(l), Lo2)s - tg(n)). Formula (14.6) was originally
introduced by Evariste Galois as the definition of the group of a polynomial.

Caution 14.1 The inclusion of the Galois group Gal f/k into the standard symmet-

ric group S, = Aut{l, 2, ..., n} provided by the formula (14.6) is not canonical
and depends on the choice of bijection between the roots ¥, 95, ..., 9, and the
independent variables xj, x3, . . ., x, in the evaluation map (14.5).

Proposition 14.3 The affine algebraic variety V(I (%)) C A" (I«) consists of
m = deglL;/k = | Galf/k|

distinct points (ﬁg(l), Bo)s - -+ s ﬂg(n)), in bijection with the elements g € Galf/k
and forming one orbit of the action of Galf/k C S, on A" by permutations of
coordinates.

Proof Let f = x" + aix"™' + --- + a,_1x + a,. Write ¢;(t1,12,...,1t,) for the
elementary symmetric polynomials. Note that e;(t1, 1, ...,t,) — (—=1)ia; € I(?),
because

85(191, 192, ey l?n) = (—l)iai

by the Viete formulas. For every point a = (o, 02,...,0,) € V (Ik(?)), the
equalities

ei(ar, @z, ..., a,) = (=D'q
force (x —a))(x—ap) - (x —ay) =f(x) = (x — ) (x—32) -+ (x — 9,). Hence,
(@1, 02, ..., an) = (P01 Do) -+ Do)
for some g € S,. If g ¢ Galf/k, then there exists some ¥ € Ix(¥) such that
Ve ¢ L(P), and ¥ (o1, ..., ) =V (Dgqt), - s Do) =¥E (D, ..., Oy) # 0,

in contradiction to the assumption that a € V(Ix(?)). Therefore, V(Ik(¥)) is
contained in the Galois orbit of . Conversely,

U (V501). De2)s -+ Ogmy) = ¥E(D1, 02, ...,0) =0

for all g € Galf/k, ¥ € I (), because ¢ € I(¥) in this case. Thus, the Galois
orbit of ¥ is contained in V(I (¢})). O

Exercise 14.4 Show that a separable polynomial f € k[x] is irreducible if and only
if the Galois group Galf/k acts transitively on the roots of f.
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14.2.1 Galois Resolution

Let Iy D k be a splitting field of a separable polynomial

f) =x"+a" + -+ ap1x 4 a, € klx].

Write 91,9, ..., 9, € Ly for the roots of f and consider the linear homogeneous
form

V= ht + thty + -+ Oty € ]Lf[l‘l, ..., l‘n] . (14.7)
The polynomial

F(t,...,.t,) = 1_[ Yo (t, ... t) = 1_[ (ﬁltg(l) + .-+ ﬁnlg(n)) , (14.8)

OES, OES,

of degree n!, is called the Galois resolution of f. Combining the factors obtained
by means of the permutations o lying in the same coset hG of the Galois group
G = Galf/k C S, allows us to rewrite (14.8) as

F(ti..oot)= ] Fattroo.ot) (14.9)
hes, /G

where

Fy(t,....ty,) = l_[ (ﬂlthg(l) 4+ e 4+ ﬂnthg(n)) (14.10)
g€CG
= l—[ (ﬁg*‘(l)th(l) R ﬂg*‘(ﬂ)th(n)) = l_[g (I/Ih) :
g€G g€G

Here the linear form y" € IL[t,15,...,1,] is obtained from ¥ by the permu-

tation /1 of variables 71, ...,1,, and g (¥") is obtained from y" by applying the
automorphism g : Ly = L to the coefficients of ¥". Since all the linear forms
g (") in the product (14.10) are distinct and form one orbit of the Galois group,
every polynomial Fj, has coefficients in k and is irreducible over k. Therefore,
F € k[t1,12,...,1,], and formula (14.9) gives the irreducible factorization of F in
k[ti, t2, ..., t,]. Since the irreducible factors of F form one orbit of the S,-action
on k[, 1, ..., 1,] by permutations of variables, the Galois group G = Galf C S,
coincides with the stabilizer of the factor F, and is conjugate to the stabilizer of
every other irreducible factor Fj,.

Proposition 14.4 The Galois group Galf/k of a separable polynomial f € k[x] is
isomorphic to the group of all permutations of t1,ta, ..., t, preserving some factor
F}, in the irreducible factorization of the Galois resolution of f in klt1, t2, . .., t,].

O
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14.2.2 Reduction of Coelfficients

Letk = @ and let
f=x" t+ax '+ ta,_ix+a,c Zx]

be a monic polynomial with integer coefficients. We fix a prime p € IN and write
f=x"+ ax '+ t+a_1x+a,c I, [x]

for the polynomial with the reduced, modulo p, coefficients a; = a; (mod p) € F),.
Theorem 14.2 If the polynomial f € I ,[x] is separable, then there exists an
injective group homomorphism

Galf/F, < Galf/Q.

Proof Since the roots ¥y, 3,,...,9, of f are integral over Z, all the coeffi-
cients of every polynomial F}, in the irreducible decomposition (14.9) belong to
the ring of integers O C ILy. This forces the coefficients of each polynomial

F, € Q[t1, 12, ..., t,] to be integers. Thus, the irreducible factorization (14.9) occurs
in Z[t1, ta, . . ., ty]. Reducing all the coefficients modulo p leads to the factorization
F(t, 12, ....1y) = ]"[ Fu(ti.ta, ... 1) (14.11)
hes,/G
inFplt,t,.... 4]

Exercise 14.5 Verify that the quotientring A £ O/(p) is an IF,-algebra.

Write ¢; = 9 (mod p) for the class of the root 9; in the IF',-algebra A = O/(p).
Since f is separable over IF,, it splits in A[f] into a product f(x) = ]_[(x — 19,-) of
degf distinct linear factors.

Exercise 14.6 Check that the IF',-subalgebra of A generated by the roots of f is a
splitting field of f over IF,.

This forces the polynomial F € IF,[t1, 12, ..., 1,] to be the Galois resolution (14.8)
for the polynomial f € IF,[x] over IF,. By Proposition 14.4, the Galois group
Galf/IF, can be identified with the group of permutations of the variables #; that
preserve some factor P from the irreducible factorization of F in IF,[t1,t, ..., 4]
The polynomial P divides the modulo p reduction F;, of some factor F) from the
irreducible decomposition of F in Z[t, 12, . . . , t,]. Let us identify the Galois group
Galf/@Q with the group of permutations of the #; that preserve Fj. Since every
permutation o € S, ~ Galf/Q transforms F, to another factor F;y # F}, it cannot,

in particular, transform the irreducible factor P of F), in IF,[t1, 15, ..., 1,] to itself.
Therefore, Galf/Q D Galf/IF,. O
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Corollary 14.2 Let f € Z[x] be an irreducible monic polynomial, and [ € ¥, [x] its
reduction modulo p. If

f=aq192 -+ qm

Sor irreducible polynomials q1, g2, . .., qm € Fplx] of degrees Ay = Ay = -+ = A,
then the Galois group Galf/Q, considered as a subgroup of the permutation group
of the roots of f, contains a permutation of cyclic type A = (A1, Az, ..., Ap).

Proof The splitting field of f over IF,, is a finite field with a cyclic’ Galois group
G over IF',,. Since G acts transitively on the roots of each irreducible polynomial
qi» the generator of G acts on the roots of f by a permutation of cyclic type A. By
Theorem 14.2, this permutation belongs to Gal f/Q as well. O

Example 14.4 (Quintic Polynomial with Galois Group Ss) Let us compute the
Galois group of the polynomial f(x) = x> —x — 1 over Q. Consider the
irreducible factorizations of f in IF,[x] and in [F3[x]. Every nontrivial factorization
of f contains a factor of degree at most 2. By Exercise 13.13, the product of all
monic irreducible polynomials of degree at most 2 in IF,[x] equals X" — x. The
Euclidean algorithm shows that GCD (x> —x— 1, x* —x) = x> + x + 1 over I,
and GCD (x5 —x—1,x"— x) = 1 over IF'5. Thus, f is irreducible in IF'3[x], whereas
f=0+x+1)- (x3 +x% 4+ 1) in [F,[x]. By Corollary 14.2, the Galois group
Galf/Q contains a cycle of length 5 and a permutation of cyclic type (3, 2), the cube
of which is a transposition. Since a cycle of length 5 and a transposition generate
the whole symmetric group S5, we conclude that Galf/Q =~ Ss. It will follow from
Theorem 14.5 on p. 330 that the roots of x> —x — 1 cannot be expressed through the
rational numbers by means of the four arithmetic operations and radicals of positive
integer degree.

14.3 Galois Groups of Cyclotomic Fields

The field Q[¢,] D @, which is generated as a Q3-algebra by the primitive nth root
of unity

LES e T, (14.12)
is called the nth cyclotomic field. This is the smallest subfield in C containing
the multiplicative group of all nth roots of unity u,, C C. Equivalently, it can be

described as the splitting field of the separable polynomial X" — 1 € Q[x] within C.
Hence, the nth cyclotomic field is the Galois extension of Q. Every automorphism

7See Example 13.6 on p. 310.
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o € Gal Q[¢,]/Q maps the generator ¢, of i, to some other generator of p,,, that

is, acts by the rule o : &, — &' @) for some invertible element m(o) € (Z/(n))*
of the residue class ring Z/(n). This leads to the homomorphic embedding of the
Galois group of the nth cyclotomic field into the multiplicative group of invertible
residue classes in Z/ (n),

Gal Q[6]/Q = (Z/(n))", o +> m(o). (14.13)

Write R, £ {¢™ | GeD(n,m) = 1} C p,, for the set of all primitive nth roots of
unity. Since the Galois group Gal Q[¢,]/Q maps R, to itself, the coefficients of the
nth cyclotomic polynomial

0,0 % [Jx—8)

§€R,

are Galois invariant, that is, rational and therefore integers, because all the complex
roots of unity are integral over Z. Thus, ®,, € Z[x]. For example,

Oy(x) =x+ 1,

D3(x) = (x— o) (x—0?) =X +x+1,

Oyx) = (x—i)(x+i)=x>+1,
Os(x)=(—1)/x—D=x*+x ++x+1,
De(x) = (2= &) (x— ') =" —x+1,

In particular, the nth cyclotomic field Q[¢,] C C can be characterized as the
splitting field of the nth cyclotomic polynomial ®, € Z[x], and

Gal Q[4,]/Q = Gal @, .

14.3.1 Frobenius Elements

For every prime p { n, the polynomial x" — 1 is separable over IF',. The reduction
®, of ®, modulo p is also separable over I, because ®, divides x" — 1 in IF',[x].
Therefore, the mapping £ — & = £ (mod p) establishes a bijection between the
set of complex primitive roots of unity R, C O C Q[¢,] C C and the set of roots
of the reduced cyclotomic polynomial in the splitting field of ®, over IF,, which is
generated as an IF',-algebra by the residue classes £ € O/(p) of the complex roots
of unity £ in the quotient algebra of the ring of integers O C Q)[¢,] by the principal
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ideal (p) C O. Since this splitting field is finite, it is a finite Galois extension of IF,
with cyclic Galois group generated by the Frobenius endomorphism®

F,,:él—)ép.

By Theorem 14.2, the Galois group Gal ®,/Q) contains a permutation ¢ € AutR,
of the complex primitive roots such that o(§) = &”. Therefore, the multiplicative
group automorphism

Fpip,=p,, §—§8, (14.14)

can be extended to an automorphism of the cyclotomic field Q[¢,] over Q.
This extension is called the p-Frobenius element in the Galois group of the
cyclotomic field. Thus, for all prime integers p } n, the Frobenius automorphisms
F, € Gal @, /I, are canonically included in the Galois group Gal ®,/Q. Moreover,
every complex primitive root {!' € R,, GCD(m, n) = 1, can be obtained by applying
the Frobenius elements to the initial root §, = ¢?/". Namely, if m = p{"p5?--- p{*,
then §' = FJ'F)2---FJXg,. In particular, the Galois group Gal ®,/Q acts
transitively on the roots of ®,. Hence, ®, is irreducible over Q. Thus, &, is the

minimal polynomial of £, over Q.

Proposition 14.5 The embedding (14.13) is a group isomorphism, i.e.,
Gal @, ~ (Z/(n))" .

In particular, deg Q[¢,]/Q = ¢(n) is Euler’s function.

Proof Since the Galois group Gal @, acts transitively on the roots of ®,, the
inequality |Ga1 d>n| = deg®, = ¢p(n) = |(Z/(n))*\ holds. O

Example 14.5 (Gaussian Sum) Let p > 2 be a rational prime. If a subgroup
HC IF; has index two, then H contains all nonzero squares in I,,, because

E'H=¢(H-EH=H

in the quotient group IF; /H ~ 7Z/(2). This forces H to coincide with the multi-
plicative group of quadratic residues’ modulo p. Therefore, the Galois group of the
cyclotomic field contains a unique subgroup of index two, and the isomorphism m :
Gal o, > IF; from formula (14.13) on p. 324 maps this subgroup isomorphically
onto the multiplicative group of quadratic residues. By the Galois correspondence,

8See Example 13.6 on p. 310 and the proof of Corollary 14.2 on p. 323.
?Compare with Section 3.6.3 of Algebra L.
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there exists a unique quadratic extension Q C IK contained in the cyclotomic field
Q[¢p]. The field K is spanned over Q) by the complex number

p—1
= ) o) — Y o) = Z[p} i (14.15)

o€Gal d,: o€Gal ,: m=1
m(c)€F¥? m(c)¢F x>

where

0 form(modp) =0,

M e 2
=11 form (mod p) € F, ~ 0,

—1 form(modp) ¢ T,

is the Legendre—Jacobi symbol."° Indeed, the sum (14.15) is invariant under the
action of the subgroup ]F;f2 C Gal ®,, and it alternates sign under the action of
all other automorphisms of the cyclotomic field. The sum (14.15) is known as a
Gaussian sum.

Exercise 14.7 Verify that \/(—1)(»=D/2p € Q[9] for all rational primes p > 2, and
write an explicit expression for this square root in terms of the complex pth roots of
unity.

14.4 Cyclic Extensions

Let k be an arbitrary field. An element ¢ € k is called a primitive mth root of unity
if ™ = land {' # 1 for 0 < i < m. If the field k contains such a primitive root
¢, then the multiplicative group of roots of the binomial x” — 1 in k has order m
and is generated by . Hence, the polynomial x™ — 1 is separable and completely
factorizable over k in this case. Therefore, m } char(k), and every polynomial

x —a e kfx]

of degree d | m is separable over k as well. We write p,, C k* for the cyclic
multiplicative group of mth roots of unity in k. The generators of u,, are exactly the
primitive mth roots. We also write

K* = {o'| « € k*}
for the multiplicative group of all the proper nonzero sth powers in k.

Theorem 14.3 Let k be an arbitrary field containing a primitive mth root of unity,
and a € k*. Then the binomial f(x) = x™ — a has cyclic Galois group over k,

10See the discussion after formula (3.22) of Algebra I.
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and the irreducible factorization of f in k[x] has the form f = gig> --- gr, where
gi(x) = x" — b;. The numbers k,n € N satisfy the conditions

kn=m,a € k**,|Galf/k| = n.

In particular, f is irreducible if and only if n = m, and this means that the quotient
algebra k[x]/(f) is a splitting field of .

Proof Let k D k be an algebraic closure, and o € k a root of f. Then the roots of
f in k are in bijection with the group g,, C k and are equal to £, & € pu,,. If a
permutation g € Galf/k maps « to g(a) = ¥, - o for some ¥, € u,,, then g acts on
every root of f as multiplication by ¥, because g(§a) = §g(a) = §V,00 = V0.
This leads to a monomorphism of groups

Galf/k—>pn,,, g U, =g@)/a. (14.16)

Since p,, is a cyclic group, the image G C u,, of the homomorphism (14.16) is
a cyclic subgroup generated by a primitive nth root of unity { for some n | m.
Therefore, G = u,, C p,,- The cosets p,& C n,, are in bijection with the orbits of
the Galois group action on the roots of f. Hence, the cosets u,£ are in bijection with
the irreducible factors f; (x) £ ]_[ﬁ;lo (x — ¢"€a) of the binomial f in k[x].

Exercise 14.8 Verify that f; (x) = x" — §"a”.

Since f¢ € klx], its constant term b is equal to "o € k. Therefore, the element
c=b/E" =a"

lies in k and does not depend on . Thus, the irreducible factorization of f in k[x] has
the form x™ —a = HEE - (x” - bg), and the constant term of f can be written

asa = a" = & e k* fork = m/n. As a byproduct, we conclude that f is
irreducible if and only if n = m. In this case, the embedding (14.16) becomes an
isomorphism, and the quotient algebra k[x]/(f) becomes a field containing all the
roots & - x (mod f) of the binomial f. O

Exercise 14.9 Under the assumptions of Theorem 14.3, show that the splitting fields
of two binomials x™ — a, ™ — b coincide within k if and only if a = b"c” for some
¢ € k and r € N coprime to m.

Definition 14.1 (Cyclic Extensions) A finite Galois extension IK D k is called
cyclic of order m if the Galois group Gal IK/k is cyclic of order m.

Theorem 14.4 Let k be an arbitrary field containing a primitive mth root of unity.
Then the cyclic extensions of k of degree m are exhausted by the splitting fields of
irreducible binomials X" — a € k[x], i.e., by the simple extensions k[ Y a].

Proof Let K C kbe a cyclic extension of degree m with Galois group G = Gal K /k
generated by an automorphism o € Auty K of order m, and let ¢ € k be a primitive
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mth root of unity. Consider the following k-linear endomorphism of the field IK:

m—1 m—1
Lo ® ) o' :9 0 Y Lio'(d).
i=0 =0
Since the automorphisms ¢° = 1Id, o, 02, ..., 0™ ! constitute distinct multi-

plicative characters of the abelian group'! IK* over the field IK, they are linearly
independent'? over IK in the vector space of all functions IK* — IK. Therefore, the
endomorphism L; ; is nonzero.

Exercise 14.10 Check that 6L, = { 'Ly .

The equality (cr - _1) L¢, = 0 forces the image of L, to be in the { ™! -eigenspace
of the automorphism o. Hence, there exists a nonzero element ¢ € K such that
o(a) = {"'a. The Galois orbit of & consists of m distinct elements o' (a) = ¢,
0 < i < m— 1, the roots of the binomial f(x) = x™ — «™. This forces f to be
irreducible with coefficients in k.

Exercise 14.11 Check by direct computation that the constant term of f is Galois
invariant.

We conclude that the simple extension kfo] ~ k[x]/(f) is the splitting field of f
contained in K. Since the fields k[«] and KK have the same degree m over k, they
coincide. O

Exercise 14.12* (Kummer Isomorphism) Let k be an arbitrary field, and k D k
an algebraic closure of k. Show that there exists a well-defined isomorphism of
abelian groups

k*/k*" = Hom 4, (Gallk/k, g,,)
mapping a class a (mod k*™) to the homomorphism of abelian groups

Galk/k = p,,. o o(%a)/¥a.

14.5 Solvable Extensions

A finite group G is called solvable if all the composition factors'® of G are exhausted
by the cyclic simple groups Z/(p) for some prime p € IN. Given a field k of
characteristic zero, a finite Galois extension IK D k is called solvable if the Galois
group Gal K /k is solvable.

See Sect. 5.4.20onp. 111.
121n addition to the already cited Sect. 5.4.2, see Exercise 5.15 on p. 112.
13See Section 13.3.1 of Algebra L.
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Lemma 14.1 A finite group G is solvable if and only if there exists a decreasing
series of subgroups

G=GyDG; DG, D - DGp—1 DGy ={e} (14.17)

such that Giy1 < G; and the quotient G;/ G+ is abelian for all 0 < i < m.

Proof By definition, a composition series of a solvable group satisfies the condition
of the lemma. Conversely, given a series (14.17), a composition series for G can be
constructed by taking a composition series of every quotient G;/ Gy,

Gi/Giy1=HioDH;i1y DHi» D -+ DHjm_, D Him = {e}, (14.18)

and replacing the fragment G; D Gi4; in (14.17) by the preimage of the chain
(14.18) under the factorization map G; — G;/G;4+1, that is, by

G, D H;1Gi+1 D Hi»Gi+1 D -+ D Hip_Git1 D Git1.

Since the composition factors of every abelian group G;1+; <1 G; are exhausted by
the simple abelian groups Z/(p), the resulting composition factors of G are also
exhausted by the groups Z/(p). O

Lemma 14.2 All the subgroups and quotient groups of a solvable group are
solvable. Conversely, if a group G has a solvable normal subgroup N <1 G with
solvable quotient G/N, then G is solvable.

Proof Let G possess a decreasing series of subgroups
G=GyD>G; DG, D - DGp—1 DGy ={e} (14.19)

satisfying the conditions of Lemma 14.1. Intersecting this series with an arbitrary
subgroup H C G leads to a chain

H=GNnNHDODG NHDGNHD -+ D>Gu,-1NHDG,NH=H

of subgroups in H with quotients (G; N H) / (Gi+1 N H) >~ ((G; N H) - Gi+1) /Gix1,
which are subgroups of the abelian groups G;/Gi+1, and therefore are abelian as
well. Symmetrically, for every quotient group G/H, applying the factorization
homomorphism 7 : G — G/H to the chain (14.19) leads to the chain

G G() G 1 G2 Gm— 1 Gm

=5 > > D > =
H H - GnNH™ GNH G nH - GonH

in G/H with factors

Gi/(GinH) Gi N Gi/Git
Gir1/(Gix1 NH) — Gip1(GiNH) ~ (GiNH)/(Git1 NH)’
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which are the quotient groups of the abelian groups G;/G;+1, and therefore are
abelian too.

Conversely, given a solvable normal subgroup N <1 G with solvable quotient
G/N, achain (14.19) for the quotient group G/N is lifted to G along the factorization
map G — G/N to the chain

G=GWNDODGNDGND - DG, 1NDG,N=N

with quotients

GN _ GN/N _ G; N Gi/Git1
Gi+ 1N o Gi+1N/N o Gi+1(NNG)) o (Gl ﬂN)/(Gi_H ﬂN) ’

which are abelian for the same reason as above. Extending this chain by the chain
(14.19) for the subgroup N,

N=NyDN DN»D +-- DN,—1 DN, = {e},

we get the required chain (14.19) for G. O

Theorem 14.5 Let k be a field of characteristic zero, and f € k[x] an irreducible
polynomial. If some root of f admits an expression through the elements of k by
means of addition, subtraction, multiplication, division, and extraction of nth roots
for arbitrary n € N, then the Galois group Galf/k is solvable. In this case, all the
roots of f can be expressed in radicals through the elements of k.

Proof Let k D k be an algebraic closure of k, and K C k the splitting field of f. A
root & € k of the polynomial f can be expressed in radicals if and only if « belongs
to some field I. C k achieved by a finite tower of simple extensions

k=LoCL,CIloC - CL,=0L, (14.20)

where ;1 = IL;[x]/ (x"f - ai) for some a; € IL; such that the polynomial xX — g; is
irreducible over IL;. We will prove the theorem by constructing a Galois extension
I/ O k with solvable Galois group GalI'/k such that I. C I'. This forces the
splitting field KK to be a subfield of I’ normal over k, and in accordance with the
Galois correspondence, the Galois group

Gal L/ /k

Gal K /k =
AR/ = K

is solvable by Lemma 14.2, as the quotient group of a solvable group. We will
construct I/ by a step-by-step extension of the tower (14.20) to the tower

kcLycLicL,c.-cL =L (14.21)
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such that I; C I} and every I} is a Galois extension of k. At the first step, we put
Ly Ck

as the splitting field of the polynomial x¥ — 1 with N sufficiently large that L
contains a primitive kth root of unity for all k appearing as the degrees of radicals
in the expression of «. It follows from Proposition 14.5 and Proposition 13.4 that
the extension k C I is a Galois extension with abelian Galois group. Assume that
the field IL;] is already constructed, and put I}, , C k as the splitting field of the
polynomial

l_[ (" — o(a;)) € Lilx].

aEGalIL{/k

Since the coefficients of this polynomial are invariant under the action of the Galois
group Gal IL;/k, they actually belong to k, and therefore, I}, ; D ks a finite Galois
extension containing the field ;4 = Ly;[x]/ (x"f — ai). Note that the field I} |
can be obtained from the previous field IL] by the sequential adjunction of roots of
irreducible binomials x" — a with a € IL]. By Theorem 14.3, every such adjunction
leads to a cyclic Galois extension.

After m steps, we get a normal separable field I O k, obtained from k
by sequential Galois extensions each with an abelian Galois group. The Galois
correspondence provides the Galois group Gall//k with a decreasing series of
subgroups satisfying the conditions of Lemma 14.1. Hence, the Galois group
Gal I’ /k is solvable. O

Remark 14.1 The assumption char(k) = 0 can be weakened to the requirement that
char(k) divide the degree of no radical appearing in the expression for the root. The
above proof works in this case as well.

14.5.1 Generic Polynomial of Degree n

Let [ be an arbitrary field, and k = F(ay, ay, . . ., a,) the field of rational functions
in n variables ay, a,, . . ., a, algebraically independent over IF. The polynomial

Fx) =x"+ax" '+ +a,_1x+a, € k[x] (14.22)

is called the generic polynomial of degree n over I, because specializing the
coefficients of F to concrete values in I allows one to produce every polynomial
f € IF[x]. In particular, every formula expressing the roots of F through the elements
of k expresses the roots of a particular polynomial f € IF'[x] in terms of the elements
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of I, as does the well-known formula

_pEVP -4
2

X+

for the roots of the generic quadratic polynomial x*> + px+ ¢ € F(p, g)[x]. It follows
from Example 14.4 on p.323 that for ' = @, there is no formula expressing the
roots of the generic fifth-degree polynomial in terms of the coefficients by means of
the four arithmetic operations and radicals of arbitrary degree.

Let us describe the Galois group Gal F/k for an arbitrary n over a field IF. Write
1,1, ..., t, for the roots of F in its splitting field K D k. Since K is algebraic
over k, it follows from Corollary 10.4 on p.237 that a transcendence basis of
K over IF can be chosen among the roots #1,,...,t,, which generate I as an
[F-algebra.'* The inequality trdegp IK > trdegy k = n forces this transcendence
basis to be the whole collection #q,t,...,t,. Thus, the roots t{,1,,...,t, are
algebraically independent over . In particular, they are all distinct. Hence, the
generic polynomial F is separable, and K =~ F(t;,,...,t,) is a finite Galois
extension of k = F(aj,ay,...,a,). Since every permutation of the independent
variables t1,t,...,t, can be extended to a unique automorphism of the field
F(t1,t,...,t,) over IF, we conclude that GalIK/k = S,, deglK/k = n!, and
F(t,t,..., t)5 =TF(ay, as, ..., a,).

Exercise 14.13 Verify that the subfield of A,-invariants K** C K is the quadratic
extension of k by the element \/D( f) = l_[l$i<j$n(ti —1).

For n = 5, the composition factors of S, are the simple normal subgroup A, < S,
and the group Z/(2) = S,/A, of order two. Therefore, S, is not solvable for n > 5.
By Theorem 14.5, the generic polynomial equation of degree n = 5 cannot be

solved in radicals over a field I of characteristic zero. This fact is known as the
Abel-Ruffini theorem.

14.5.2 Solvability of Particular Polynomials

The absence of a formula for expressing the roots of a generic polynomial F in terms
of the coefficients of F in radicals certainly does not forbid the existence of such an
expression for particular polynomials f € F[x].

Theorem 14.6 Let k be an arbitrary field of characteristic zero, and f € k[x] a
monic irreducible polynomial. If the Galois group Galf/k is solvable, then every
root of f can be expressed in radicals in terms of the elements of k.

4Note that a;, as, . . ., a, are polynomials in t1, 5, . .., t, by Viete’s theorem.
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Proof Fix an algebraic closure k D Lk, and write IK C k for the splitting field
of f, and I. C k for the extension of k by a primitive root of unity of degree
n = |GalK/k|. Then all elements of I can be expressed in radicals through
the elements of k. Since K D k is a solvable Galois extension, it follows from
Proposition 13.4 on p. 306 and Theorem 13.5 on p. 306 that the extension ILIK D IL
is a solvable Galois extension as well, because the Galois group Gal LIK/L is a
subgroup of the solvable group Gal K/k. A composition series

GaLK/L =Gy D>G; DGyD +++ D Gy1 D Gy = {e}

with simple factors G;/G;+1 >~ 7Z/(p;) forces the compositum ILIK to be obtained
from IL by a sequence of cyclic simple extensions. By Theorem 14.4, every such
extension is obtained by the adjunction of a radical. Therefore, all elements of
LK D K can be expressed in radicals through the elements of k. O

Remark 14.2 The assumption char(k) = 0 can be weakened to the requirement
that char(k) differ from the prime orders of the Jordan—Holder factors of the Galois
group Galf/k. The previous proof works in this case as well.

Problems for Independent Solution to Chapter 14

Problem 14.1 Let k be a field with chark # 2, and f € k[x] an irreducible
polynomial. Show that the discriminant'® D(f) is in k? if and only if the Galois
group Galf/k contains only even permutations of the roots of f.

Problem 14.2 Find the Galois groups over @) for the following polynomials:
@x*=3x+1, M +2x+1,@x*+1,@x*+x>+1,(e)x*—5x2+6,
Dx* 22 +x+3, @x +2+x+1.

Problem 14.3 Find the Galois group of the polynomial x> — x — 1 over the field
Q[v-23].

Problem 14.4 Give an explicit example of an irreducible polynomial f € Z[x] of
degree six with Galois group Galf/Q =~ Sg.

Problem 14.5 Is there a finite extension of ) containing infinitely many roots of
unity?

Problem 14.6 Find all n € N for which there exists a complex primitive nth root of
unity with quadratic minimal polynomial over Q.

Problem 14.7 Enumerate all the roots of unity in the field Q[ v/-5].
Problem 14.8 Express +/1 in quadratic radicals.

15See Problem 12.3 on p. 291 and Example 13.1 on p. 296.
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Problem 14.9 Express +/13 in terms of ¢27/13 ¢ C.

Problem 14.10 (Gaussian Construction) Construct a regular 17-gon with
straightedge and compass.

Problem 14.11 For every prime p € N and a € Q* ~ Q*”, show that the Galois
group of the polynomial ¥’ — a over Q) is isomorphic to the group of affine
automorphisms of the line A! over IF,.

Problem 14.12 Show that Q[ /p] C Q[e**"/*] for every prime p = 3 (mod 4).

Problem 14.13 Show that every quadratic extension of @) can be embedded into
some cyclotomic field.

Problem 14.14 (Quadratic Reciprocity Revisited) '® Let p,g > 2 be rational
primes, ¢* = (—1)"V2g, K = Q[x]/ (x¥* — ¢*). Write O C K for the ring
of integers,'” and [z], for the residue class z (mod p) of an element z € O in the
quotient ring O/ (p).

(a) Show that the following three statements are equivalent:

(1) [g*]p is a proper square in IFIZ, .
(2) 0/(p)=F,@F,.
(3) The Frobenius endomorphism F), : ¢ — ¥ acts identically on O/(p) .

(b) If the above three conditions fail, describe the IF,-algebra O/(p) and the
Frobenius endomorphism F), : O/(p) — O/(p), ¥ — 7.

(¢) Construct an embedding of K into the gth cyclotomic field' ¢ : K < Q[ ¥/1]
such that the multiplicative endomorphism F, ¢ : C* — C*, z = 27, maps
¢(0) to itself and admits a well-defined reduction modulo ( p), which coincides
with the Frobenius endomorphism F, : O/(p) — O/(p), ¥ — 0*.

(d) Write an explicit expression for 4/g* in terms of the complex gth roots of unity
and clarify the effect of the endomorphism F, ¢ on both sides of this expression.

(e) Prove the quadratic reciprocity law

(-
q p

where [Z] means the Legendre—Jacobi symbol from Example 14.5 on p. 325.
Problem 14.15 Let k C @ C C be a maximal field with respect to inclusions such
that ~/5 ¢ k. Does k admit a noncyclic finite Galois extension?

16See Section 3.6.3 of Algebra I and compare this problem with Problems 3.38 and 9.7 from
Algebra L.

7That is, the integral closure of 7Z in K.
18See Sect. 14.3 on p. 323.



Hints to Some Exercises

Exercise 1.1 LetU C Vi®V,® --- ® V, be the K-linear span of tensor monomials.
Check that the universal multilinearmap t : Vi xVox -+ XV, - ViQV2,® - - ®V,
takes values within U, and the resulting map t : Vi xV, x --+ xV,, — U is universal
too. Then use 1.1.

Exercise 1.2 One should check that v; ® v, ® -+ ® v, # 0 as soon as all v; # 0,
and that the replacement v; — A;v; with A; € k changes v; ® 1 ® -+ ® v, by a
proportional tensor. The second follows immediately from the multilinearity of the
tensor product: (A1v1) ® (A02) @ -+ ® (A,v,) = [[Ai v ® V2 ® -+ ® vy,. To
see the first, include every vector v; in some basis of V;. Then v @ 1, ® -+ ® v,
is a basis vector in the basis of V) ® V, ® -+ ® V, described in Theorem 1.1 on
p. 6. A similar argument proves the injectivity of the Segre map. Namely, given two
collections of vectors

Ui, uy,...,Uy and Wi, Wa, ..., Wy, Ui, w; €V,

such that u; and w; are not proportional in V; for some j, then u;, w; can be included
as two different basis vectors in some basis of V;. Therefore, u; ® u, ® - -- ® u, and
wi®w,r ® - - - ®w, are two different basis vectors in some basis of Vi@V, ® --- ®V,,.

Exercise 1.3 If tk ¥ = 1, then im F C W has dimension 1 and is spanned by some
nonzero vector w € W uniquely up to proportionality determined by F. Hence, F
acts on every vector u € U by the rule F(u) = &(u) - w for some £ € U* uniquely
determined by F and w. Note that £ € Annker F spans the 1-dimensional subspace
Annker F C U*.

Exercise 1.4 Since the Segre map IP; xIP; = §is bijective and takes the coordinate
lines on IP; x IP; to the lines on S, all incidence relations among the latter lines are
the same as between the first on IP; xIP;. Every line £ C § lies within SN7),S, where
T,S is the tangent plane to S at an arbitrary point p € {. Since the conic S N T},S is
exhausted by the pair of lines from different families crossing at p, the line £ has to
be one of those two lines.

© Springer International Publishing AG 2017 335
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Exercise 1.5 Verify that the map K x V — V, (A, v) — Av, is the universal bilinear
map.

Exercise 1.6 The linearity is checked as follows:

@ (A(ux)xex + L(Wi)rex) = @ (Auy + puwy)rex) = Z @x (A + powy)

x€X

= (Au(u) + (W) = Ag ((U)rex) + 1@ (Wi)rex) -

x€X

where all the sums are well defined, because all but finitely many summands vanish.
Exercise 2.1 Use the same arguments as in 1.1 on p. 3.

Exercise2.3 Let ELIR LIS U T be a basis in V such that E is a basis in U N W,
E U Risabasisin U, E LS is a basis in W. Identify V®" with the noncommutative
polynomial ring in the basis vectors. Then U®" is the linear span of the monomials
constructed from the basis vectors from E LI R, whereas W®" is the linear span of
the monomials constructed out of the basis vectors from E LI S. Their intersection is
the linear span of the monomials constructed from the basis vectors from E.

Exercise 2.4 For every x,y € I, the product (a + x)(b + y) is equal to
ab + (ay + xb 4+ xy) = ab (mod[) .

Note that for just left or right ideals, this may fail.

Exercise 2.5 By the universal property of tensor algebras, for every k-algebra A and
linear map f : V — A, there exists a unique algebra homomorphismf : TV — A
such that

FO1 @ ® -+ @ v,) =f(v1) - f(v2) - f(vn).

It is factorized through the quotient map TV —» T/ILym =~ SV if and only if7
annihilates all the differences u ® w—w ® u, which means that f («)f (w) = f(w)f (u)
for all u,w € V, and this certainly holds in the commutative algebra A. The last
statement of the exercise is verified exactly as in the proof of 1.1 on p. 3.

Exercise2.6 dimS"V = ("j;fl_l). This is the number of nonnegative integer
solutions (my,my, ...,my) of the linear equation m; + my + --- + my = n, i.e.,

the number of sequences formed by n ones placed in a row with d — 1 barriers
separating the ones into d groups (some of which may be empty).

Exercise 2.7 The same argument as in 1.1 on p. 3.

Exercise 2.8 Over every field k, the sums are expressed through the proper squares
asudw+wu=wu+w) u+w)—u®u—wQw.If chark # 2, then the
converse expression v ® v = (v ® v + v ® v)/2 is also possible.

Exercise 2.9 Modify the arguments used in 2.5 on p. 27.

Exercise 2.10 For the first statement, modify the proof of 2.3 on p.28. For the
second, use the argument from 1.1 on p. 3.
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Exercise2.11 Relations (a), (b) are obvious (both sums consist of n! equal
summands). In (c), each of the two sums can be separated into two disjoint parts:
the sum over all even permutations and the sum over all odd permutations, both of
which consist of the same summands but taken with opposite signs. To prove (d)
and (e), note that for all & € S, left multiplication by h : S, — S,,, g +> g = hg, is
bijective, and therefore,

OO EDNECEDIFL0)

8ESn 8ESy g ESn

n(D" sen(e) - g(0) = sen(h) - Y sen(hg) - hg() = sen(h) - Y sen(g) - g'(1).

gES, gES, g'es,

Hence, h(sym, (f)) = sym,,(¢) and h(alt,(r)) = sgn(h) - alt, (7).
. n+2 n
Exercise2.12 n* — ("}%) — (3) = 3 (n® —n).
Exercise 2.13 Direct computations using formula (2.18) on p. 32.
Exercise 2.15 The same arguments as in the proof of the multinomial expansion
formula from Example 1.2 of Algebra L.

Exercise 2.17 Since the rule is linear in v, f, g, it is enough to check it for v = ¢,
f=x"x g = xlf‘ . 'xfj’ . In this case, it follows directly from the definition of

polar map.

Exercise 2.18 Use induction on n = degf and the equality
~ 1
Tz = /().

Exercise 2.21 Similar to 2.17.

Exercise2.22 Letej,e,...,e, beabasisin U.If o ¢ A™U, then the expansion of
w as a linear combination of basis monomials e; contains a monomial whose index
I differs from the whole of 1, 2, ..., m. Let k ¢ I. Then ¢, A @ # 0, because the
basis monomial egy,; appears in ex A @ with a nonzero coefficient. Conversely, if
we A"U,thenw = A-e; Aex A -+ ANeyand e; A w = 0 forall i,

Exercise 2.25 Let U; # U,. Choose a basis of V consisting of the basis in Uy N U,
its complements to the bases in U;, U,, and some other vectors. Then A*U, and
A¥U, are represented by distinct basis monomials of A¥V.

Exercise2.26 The relations w = e- AL, u = e-Al, w = u- C,,, where e, u,
w are the row matrices whose elements are the corresponding basis vectors, force
Al = Al Cyy.

Exercise 3.3 In both polynomials As and [, <j(x,-—xj), the lexicographically highest
monomial is ¥/~ 'x7% - - - x,_y, and it appears with the coefficient 1.

Exercise 3.4 For n > {(1), the matrix (h,4;—;) has the block form (§ ;) with a
square upper unitriangular matrix of size £(1) + 1 in the right bottom corner.
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Exercise4.1 The stable matching between the ith and (i + 1)th columns is
established as follows. All balls of the ith column are initially considered free.
Looking bottom up through the balls 8 of the (i + 1)th column, we match 8 with
the topmost free ball situated strictly lower than b in the ith column; if there are no
such balls, b is declared to be free. The operation L; either moves one of the topmost
free balls of the (i 4+ 1)th column to the left neighbor cell, or does nothing if there
are no free balls in the (i 4+ 1)th column. The operation R; moves one of the lowest
free balls of the ith column to the right, or does nothing if the ith column has no free
balls.

Exercise 4.3 The arrays are

— =l
= o el
OO O

NS
Slel=]=
olovlo

Exercise4.5 To establish the DU-invariance of the difference M’ ~ M” of DU-sets
M’', M", consider an array a’ € M’ ~ M".1f Dja’ € M", then D; effectively acts on
a', and therefore @’ = U;D;a’ must be in M”.

Exercise4.7 The diagrams and are >>-incompatible.

Exercise4.8 Answers: S(1) * S, = S@2.1) T S1.1.1)>

2
s51 =sa2+ 52211+ Sa11 53110 + 533+ 5222 + 25321.

In the latter computations, there are nine ways to add three cells to A = (2, 1):

m@??

The two outermost diagrams do not allow an admissible filling by 1, 1,2. The
symmetric diagram allows two admissible fillings

ole] ]
[efel TT1 [efe] T]
o G0 B g

[TTF]

[Je]e

oo 1] _.‘.‘1'
o 1 ° 2
2 [1]

ol

ES00
ok

T

Exercise4.9 When we calculate s, - ¢;, we add k new cells to A and fill them with
the distinct numbers 1, 2, ..., k. If two added cells fall in the same row, then the
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Young tableau and the Yamanouchi word constraints contradict each other. In the
computation of s, - i, we fill the k added cells with k units. No two of them can
appear in the same column because of the Young tableau constraint.

Exercise 5.1 By the universal property of basis,' the maps of sets R — B are
in bijection with the linear maps R ® k — B. By the universal property of
tensor algebras,” the latter linear maps are in one-to-one correspondence with the
algebra homomorphisms Ay — B. Uniqueness is established by the same standard
arguments as in Lemma 1.1 on p. 3.

Exercise 5.2 For allw € W and u € U, the congruence

Jw+u) = fw+ fu = fw(mod U)

holds if fu € U forallu € U.

Exercise 5.4 An upper bound of a chain in S’ is provided by the union of all
modules in the chain.

Exercise 5.5 Statements (a) and (b) are obvious. In (¢), the inclusions
Rkerf C kerf

and Rimf C imf for f € Homg(W;, W,) are verified as follows. If ¢(v) = 0, then
o(fv) = fe(v) = f(0) = 0forall f € R.If v = ¢(u), then fv = fo(u) = ¢(fu)
forall g € R.

Exercise5.7 oy = Zaﬁ LaPupTIB © ZM,U LTy = ZW laPay Ty, Where

Pav = Z GanVyy,
n

because

Idy, forf =pu=n,
Tptn = .
0 otherwise.
Exercise 5.8 Since for two vectors v, w € V there exists a linearmap ¢ : V — V
sending v to w, the algebra Ass(R) = Endi(V) acts transitively on V. However,
if U W is a proper nonzero R-invariant subspace, then Ass(R)U C U. This
contradicts the transitivity.

Exercise 5.11 Since the assignment g : ¢ +— gpg™ ' is linear in g, its coincidence

with 0* ® A can be checked only on the decomposable tensors ¢ = & ® w, where

ISee Sect. 14.1.1 of Algebra L.
2See Proposition 2.1 on p. 21.
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& € U*, w € W. By definition, 0* ® A(g) takes such a ¢ to

(g ERAw = (E-g") ® (gw).

This linear operator sends each vector u € U to
Eg ' u)-gw=g (5w -w) =g (E@wW) o5 ().

Exercise 5.12 Take R = {g}; note that every eigenvector spans a simple R-module
of dimension one; and use Theorem 5.1 on p. 102.

Exercise 5.15 Let Ay + A ¥, + -+ -+ A, ¥, = 0 with A, € k a shortest nontrivial
linear relation between homomorphisms v, : G — k*. This forces all A; # 0. Fix
an element 2 € G such that | (h) # ¥, (h). Since

> Avihyyi(e) = Y Aiithg) =0

for all g € G, we get another linear relation on V1, ¥, ..., ¥, with coefficients
A; - ¥i(h). Subtracting this relation from the first multiplied by (k) leads to
a shorter relation on v, V3, ..., ¥, in which ¥, appears with the coefficient
A (Y1 (h) — 2(h)) # O.

Exercise5.17 Take k = IF5, G = Z/(2), V = k?, and let the elements [0], [1] € G
act by the linear operators with matrices

10 11
E_(Ol) and U—(Ol).

Check that U?> = E, V¢ = ke, and V is indecomposable, because U has just one
eigenvector.

Exercise 5.21 If v = ) x;e; is nonzero modulo e, then x; # x; for some i # j, and
therefore v — ojjv = (x; —x;)(e; — ¢j), where 0y; € S, is the transposition of i, j. This
forces all the differences e; — ¢;, i # j, to lie within the linear span of the orbit S,v.

Exercise 5.22 Compare with Exercise 2.13 on p. 33.

Exercise 5.23 Split the eight vertices of the cube into two quadruples forming a pair
of centrally symmetric regular tetrahedra 7}, 7, whose edges are the diagonals of
the faces of the cube. Let U.ype and Uy be the representations of Sy in R3 by means
of the proper group of the cube and the complete group of the tetrahedron 7. Then
the subgroup of even permutations Ay C Sy is represented in Ugype by the rotations
of the cube that map T to itself, that is, by the proper subgroup in the complete
group of 7. Every odd permutation g € S, is represented in U.ype by a rotation of
the cube mapping 7 to 7,. Followed by the central symmetry, that is, multiplied by
sgn(g), it takes T to itself by a nonproper transformation from the complete group
of the regular tetrahedron. Thus, Ugpe @ sgn =~ Ul If Ueype = Vi @ Vo, then
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Ukt = (V] ® sgn) & (V, ® sgn). However, Uy is irreducible by Exercise 5.21 on
p- 120.

Exercise 5.24 Show that every nonzero linear form ¢ € Sym”(W)* does not vanish

identically on all of w®”. To this end, choose a basis e, e, ...,eq in W, and let
w =" xie; and @ (epuym ..ms)) = dmms ..mg € k. Then
@ (W®n) = Z amlmzmmdxrlnlxrznz o 'led'
mymy ...mg

Since k is infinite, this polynomial vanishes identically if and only if all its
coefficients d,,m, ...m, are equal to 0.

Exercise 5.25 Let ¥ be a linear form on Sym”(W) such that all w®" with F(w)#£0
lie in the hyperplane Annvr. The function G(w) = ¥ (w®) is a homogeneous
polynomial of degree n on W. Since the product F - G is the zero function on W,
it is the zero polynomial. This forces G to be the zero polynomial, because the
polynomial F is not zero. Hence, ¥ (w®) = 0 for all w € W. This contradicts
Aronhold’s principle.

Exercise 6.1 Since imAB C imA = im(a ® o) = k- g, the trace tr(AB) is equal to
AB(a) = a-a(b- B(a)) = a(b) - B(a).

Exercise 6.2
(ga,b) = tr(Lgab) = tr(Lg o (LgoLp)) =tr((LgeLp) e Lg) = tr(Lahg) = (a,byg),

because tr(AB) = tr(BA). If I C Kk[G] is a left ideal, then I+ C Kk[G] is an abelian
subgroup, and for every u € It xe k[G], b € I, the equalities (b, ux) = (xb,u) =0
hold, because xb € I. Thus, bx € I+,

Exercise 6.3 In the bottom row are the traces of the identity map, axial symmetry,
and rotation by 120°. The eigenvalues of these maps are, respectively, (1, 1), (1, —1),
and (w, a)z), where w2 +w + 1 = 0.

Exercise 6.4 Use the eigenvalues to compute the traces.

Exercise 6.5 Fix a basis of V consisting of eigenvectors of o(g) and write
A1, A2, ..., A, for their eigenvalues. Then tr (A"Q(g)) = er(A1,A2,...,4,) and
tr (Skg(g)) = (A, A2, ..., A,), where e, and hy are the elementary and complete
symmetric polynomials. At the same time,

det(1+10(g)) = [ [(1 + Ait) = E(1).
det™! (1 —ro(e) = [[A =" =H@).

are the generating functions for these polynomials.
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Exercise 6.6 In terms of k[G], the (commutative) multiplication of functions in k
gives

O x8) - O _ye) = Y _(xev0)8.-

g€G g€G g€G

whereas the (noncommutative) multiplication in k[G] takes a pair of functions
¢, ¥ : G — ko their convolutionp x y : G >k, g3, _ o(P)Y(q).

Exercise 6.7 The group As has one trivial irreducible representation of dimension
1, two irreducible representations of dimension 3 by the proper dodecahedral
group,’ and one 4-dimensional representation by the proper group of the regular
simplex. Since | Cl(A5)| = 5 and |A5| = 60, there should be one more irreducible
representation, of dimension 5, in addition to those already listed, and its character
should be orthogonal to all the other irreducible characters:

=]
conjugacy class N ﬁ;] [12345) |21345)
its cardinality| 1 20 15 12 12
values of characters:
trivial| 1 1 1 1 1
1 51-4/5
dodecahedral-1/3 0 —1 %f 2\/
1-4/5 1 5
dodecahedral-2|3 0 —1 v L\/
2 2
simplicial|[4 1 0 -1 -1
5-dimensional|5 —1 1 0 0

Try to describe the 5-dimensional irreducible representation explicitly by means of
the isomorphism A; ~ PSL,(IF5) from Problem 12.33 of Algebra I. Besides the
trivial and sign representations in dimension 1 and the simplicial representation A
in dimension 4, the symmetric group S5 has irreducible representations sgn ® A and
A?A of dimensions 4 and 6. The symmetric square of the simplicial representation
splits as S>A = sgn @A @ ¢, where { is an irreducible representation of dimension
5 provided by the action of PGL,(IF5) ~ S5 on the harmonic quadruples of points*

3Different from each other by the composition with the outer automorphism of As provided by
conjugation by a transposition.

4Recall that an ordered quadruple of distinct points a,b,c,d € Py is called harmonic if the
cross ratio [a, b, ¢, d] equals —1, i.e., b is the midpoint of ¢d in the affine chart with @ = oo (see
Sect. 11.6 of Algebra I). Since every ordered triple of points is uniquely completed by the fourth
point to the harmonic quadruple, and the same quadruple arises in this way from four different
triples, there are altogether (g) /4 = 5 harmonic quadruples of points in IP|(IF'5). The tautological
action of PGL, (IF'5) on these quadruples gives an isomorphism PGL,(F5) = Ss.
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in IP;(IF'5). Thus, the complete table of irreducible characters of S5 looks like this:

conjugacy class Ej B:Dj L] = ﬁa B}j (1111

its cardinality| 1 10 30 20 15 20 24

values of characters:

trivial| 1 1 1 1 1 1 1

sign,sgn|1 —1 —1 1 1 -1 1

simplicial, A|4 2 0 1 0 -1 —1
A®sgnld =2 0 1 0 1 -1

A2Al6 0 0 0 -2 0 1

tcsAls 1 -1 -1 1 1 0

{®sgn|5 —1 1 -1 1 -1 0

Exercise 6.8 Fix some bases u,uz,...,u, in U and wi,wy,...,w, in W. The

component A°U ® APW C A¥(U @ W) is spanned by the basis monomials
Ui N Uiy N == AN Uiy, ANWjp AWy N =ee /\Wj/s'

Exercise 6.11 For every extension A C B of associative k-algebras with unit, the
canonical B-linear map B ®4 A — B, which corresponds to the A-linear inclusion
A — B, is an algebra isomorphism.

Exercise 6.12 For every G-module M, there are canonical isomorphisms

Homg(W ® ind V, M) ~ Homg(ind V, W* ® M) ~ Homy(V, res(W* @ M))
~ Homy(V,res(W)* ® res(M)) ~ Homy(res(W) ® V, res(M)) .
Therefore, the module W ® ind V has the universal property from Proposition 6.3

on p. 141 written for res(W) ® V, M in the roles of V, W. By Exercise 6.9 on p. 142,
this forces W @ ind V =~ ind((res W) ® V).

Exercise 6.15 Fix representatives {g, g2, . - -, &} for the cosets of G/H. Then
G=gHUc... I_Ing:Hgl_1 L. I_Ing_l,

and every H-linear operator ¢ : k[G] — V is uniquely determined by the s vectors
vy =@ (gv_l) € V, because ¢ (hgv_l) = hv, forall h € H. Hence,

dimHomy(k[G], V) =[G : H] - dim V = dim k[G] ®um V .
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The Fourier transform maps an H-linear operator ¢ : g,! > v, to the tensor

1 1
G| > g Qume(e) = G| DO el Qume (hey")

g€G v heH
|H|
= G| Zguv\, € @gVV.
v v

This tensor equals zero if and only if all v, are equal to 0. Thus, the Fourier
transform is injective on Homy (k[G], V) and therefore bijective for dimensional
reasons.

Exercise 7.4 To prove transitivity, write T >, U if T > U and the maximal element
in different cells of T, U equals a. Let T >, U and U >, W. Then T >, W for a = b,
and T >, W fora < b.

Exercise7.5 For all ¢ € Ry, p € Cy, the strict inequality pU > ¢T holds.
By Lemma 7.1, there exists a transposition T € Ry N Cr. The computation from
formula (7.12) on p. 159 shows that c7{U} = 0.

Exercise7.6 Let H = y(H), H' = ¢(H), and g/H’, 1 < i < r, be the distinct
left cosets of H'. Then g/H”, 1 < i < r, with g/ = gglg™" are the distinct
left cosets of H”, and the conjugation map Ad, : x +— gxg~! takes g/H’ to
g/H! bijectively and transfers the right multiplication by #’ € H’ in giH’ to the
right multiplication by ghg™' € H” in g/H/'. Therefore, the G-linear isomorphism
between k[G] Qup V = D, 8V and K[G] Qi V = Y, &;V is well defined by
the assignment g’ ® v = Ad,(g') ® v.

Exercise 7.8 Every difference n; —1; divides the determinant in the polynomial ring
Z[n1, M2, . .., na), because the determinant vanishes for 7; = ;. Thus, ]_[Kj(m — 1))
divides the determinant as well. Comparison of the lexicographically leading terms
shows that the result of division equals 1.

Exercise 7.9 Use induction on A; to show that the product of the hook lengths for
all cells in a Young diagram A is equal to [[; 7!/ [],_;(n: — n), where n = 4 + 6.
During the induction step, remove the first column and take into account that the
hook lengths of the cells in the first column are n; — n + £, where £ = £(A) is
the length of A (the total number of rows). Then use the Frobenius formula from
Corollary 7.7 on p. 169.

Exercise 8.5 The first statement obviously holds for the decomposable (that is, of
rank one) operators U — W; the second follows from the Jacobi identity.

Exercise 8.6 The line E + A touches the quadric detX = 1 at the point E if and
only if the quadratic trinomial det(E + tA) — 1 = det(A) - > + tr(A) - t has a double
root at zero.

Exercise8.8 If V = k-e; Dk e, ® - -- Pk-e,, thenk®V >~ k-e;Pk-e, P - - - Pk-e,
by the distributivity isomorphism from Proposition 1.3 on p. 12.
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Exercise 8.9 This is a version of the Jacobi identity:
ady v(2) = [[X,Y].Z] - [Z,[X, Y]] = X, [V, Z]] + [V, [Z. X]]
= adX ady(Z) - ady adx(Z) .

Exercise 8.10 This follows from the previous exercise and the Jacobi identity for
the commutators in an associative algebra.

Exercise 8.15 Let W be an sl,-module. The identification of AW with the space of
skew-symmetric bilinear forms on W* maps a decomposable bivector u Av € AW
to the form’

WKWk gy () (w ) — () (w.),

where ( *, * ) means the contraction between vectors and covectors. Check that this
identification transfers the action of an element Z € sl, on AW by the Leibniz rule

UAV = (Zu) Av+un (Zv)
to the action of Z on the space of bilinear forms on W* by the rule

(g, V) = Zo(e. V) = o(Zp. ) + (e, ZY).,

where Zyp, Zy mean the actions of Z on W* in accordance with formula (8.2) on
p. 175.

Exercise 9.2 Let an order-preserving map ¢ : [n] — [m] be factorized as

o= "'32+1S5;?‘“ "'522—252—1 , (14.1)
with ij < ih < -+ < g and j; < j» < -+ < Jjm—q, and let the
collections ki, ky, ..., kg and £y, 44, . .., £, be complementary to iy, i, . . . , i,—y and
J1-J2, - - - s Jm—a Tespectively. Then ¢ maps the elements 0, ..., ky to £o, k1 +1, ...,k
toly,...,ky+1,...,ntol,,and this assignment completely determines the map ¢.

Thus, every ¢ € Homy ([n], [m]) has the unique factorization (14.1), and therefore,
the arrows (9.3)—(9.5) generate the algebra Z[A]. Verify the relations

&1,

0410, fori<j. S5 =ssh fori<),

¥ _ s fori<j,
S0 = 2 e fori=jj+1,
¥l fori>j+1,

3See Sect. 2.6 on p. 45.
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and prove that they allow us to rewrite every word consisting of the letters 9, s/,
in the form given on the right-hand side of (14.1). This forces every polynomial
relation on the letters 9!, s/, in Z[A] to fall in the two-sided ideal generated by the

above relations.

Exercise9.6 The typical answer “In|x| 4+ C, where C is an arbitrary constant” is
incorrect. Actually, C is a section of the constant sheaf R™ over the open set R\ {0}.

Exercise 9.10 Expand the definitions of equivalence of categories and isomorphism
of functors.

Exercise 9.11 The functor Ay is quasi-inverse to itself, because of the canonical
isomorphism V** = V. A quasi-inverse to the functor Ay : Agf’gp — Vi is the

functor hpyy : Vyiy

— Apjg from Example 9.11 on p. 196.

Exercise9.13 An element a € F(A) corresponds to the natural transformation
fx : Hom(A,X) — F(X) that sends an arrow ¢ : A — X to the value of the
map F(¢) : F(A) — F(X) at the element a. The inverse correspondence takes a
natural transformation f to the value of the map fy : h*(A) — F(A) at the identity
endomorphismId, € h*(A). This is verified by means of the following commutative

diagram provided by every arrow ¢ : A — X:

h(A) = Hom(4, A) L Hom(4, X) = h4(X)

Ja l l Jx
F(p)

F(4) F(X) (14.2)

Its upper horizontal map sends Id4 to ¢, and therefore fx(¢) = F(¢) (fA (IdA)).

Exercise 9.18 Use the universal property of the tensor product of Z-modules and
the fact that for every pair of ring homomorphisms ¢ : A — C, ¢ : B — C, the map
A X B — C, (a,b) — @(a)¥(b), is Z-bilinear.

Exercise 9.19 Use the universal property of free groups and Proposition 13.2 from
Algebral.

Exercise 9.20 See Lemma 14.1 from Algebra I.

Exercise9.28 In Set and Top, I = @, whereas T is the one-point set. The
categories Ab, Modg, R-Mod, Grp, Cmr have the zero objects, whose underlaying
group is exhausted by the identity element, i.e., the zero abelian group, the zero
module, the trivial group, and the zero ring. In the category PreSh(X) of presheaves
of sets on a topological space X, the initial object I is the empty presheaf with
the empty sets of sections over all open sets, whereas T is the constant presheaf
provided by the one-point set. The category of presheaves of abelian groups has the
zero element, the constant presheaf provided by the zero group.

Exercise 9.29 The coproduct of an arbitrary family of spaces X, is still their disjoint
union, where every X, appears with its original topology. The topology on the
product P = [] X, should be the coarsest one for which all the canonical maps
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P — X, are continuous. It is called the Tikhonov topology or the product topology,
and its base of open sets consists of products [] U,, where U, C X, and U, # X,
for only finitely many v.

Exercise 9.30 In dealing with coequalizers, use the fact that every map & : ¥ — Z
provides Y with the equivalence relation R = {(y1,y2) | £(y1) = £(y2)}, and a map
g 1Y — Z' is factorized as & = n o & for some n : Z — Z' if and only if Ry C R.
3 U

Exercise9.33 Given a diagram of groups G< K >H, the amalgamated
product G *x H = GxH/N is the quotient of the free product® G x H by the smallest
normal subgroup N containing all the products £(k)n~'(k), k € K. A diagram of
commutative rings A< K ! >B equips A, B with K-algebra structures. The
pushforward A ®k B is the tensor product over K from Sect. 9.5.1 on p. 206, that is,
the quotient of the tensor product of abelian groups A ® B by the subgroup generated
by all the differences (ka) @b—a® (kb) witha € A, b € B, k € K. The multiplication
in A ®k B is defined by the rule (a; ®x by) - (a2 Rk by) £ (a1a2) Rk (b1by).
Exercise 9.34 Reflexivity and symmetry are obvious. To prove transitivity, let
Xy ~ xg ~ x — y. Then there exists a (not necessarily commutative) diagram in
F,

&

|
w/ \m;
Ve \ SN

14

such that x,=X ((p,,a) Xo=X (gomg) xg =xpandx; = X ((p;ﬂ) xg =X (go;),) Xy = X¢
in Set, whereas EYs,0n8 = EYscprp in Homp (B, €). Write x for the arrow on the
both sides of the latter equality. Then X (51//5,7<p,7a) Xo =X0)xg =X (81#5;(;)5),) Xy,
which means that x, ~ x,. Checking the universal property is straightforward.
Exercise 9.35 For every s,f € S, the arrows s : t+ — tsand f : s — st have the
common target ts = st. If as = bs, then the arrows as : s > as” and bs : s > as’
are equal.

Exercise10.1 It is enough to construct such a ring C D B for one monic
polynomial f € B[x] of positive degree. Under these assumptions, the quotient ring

6See Example 9.14 on p. 204.
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D = B[x]/(f) contains B as the subring formed by the residue classes of constant
polynomials. Write # € D for the residue class x (mod f). Then f(#) = 0, and
therefore f is divisible by (x — ) in D[x]. The quotient of this division is a monic
polynomial of degree degf — 1. Induction on degf allows one to construct a ring
C D D over which the quotient becomes completely factorizable. (Compare with
the proof of Theorem 3.1 from Algebra I.)

Exercise 10.2 Since £ is algebraic over @, it satisfies a polynomial equation
ao" + a1&8"' + -+ + a,—1& + a, = 0 with integer coefficients @; € Z. Then
¢ = aoé is integral over Z, because " = —a; - ("' —apay - " — - —ala,.

Exercise 10.3 If z is integral over Z, then in every basis of Og over Z, which
simultaneously is a basis of K over @), multiplication by 7Z has an integer matrix.
Conversely, if multiplication by z has an integer matrix Z € Maty(Z), then z is a

root of the monic polynomial det(tE — Z) € Z[t] by the Cayley—Hamilton theorem.
Exercise 10.5 If Q[/di] » Q[+/dz], then

dy = (a + b\/dl)z = & + d\b* + 2ab /d,

for some a, b € @, and therefore, ab = 0 and a®> + d,b> = d,. This forces a = 0,
b=1,d = d,.

Exercise 10.8 Since this submodule of Q) has no torsion, it is free of finite rank, and
its submodule spanned by ¢" inherits this property.

Exercise 10.9 Show that (xw, yw)e» = (xv. xv)§-

Exercise11.1 An algebra homomorphism ¢ : Spec, k[xi,x2,...,x,] — k is
uniquely determined by the images of generators p; = ¢(x;) € k. Mapping

(p = (plapza"'apn)

establishes the required bijection. Note that this means that every maximal ideal in
kfx;,x2, ..., x,] is generated by some n linear forms x; —p;, p; € k, 1 <i<n, and the
equality of ideals (x; —p1, ... , X, —pu) = (X1 — q1, -- . , X, — ¢y) is equivalent to
the equality of points (p1, p2,...,pn) = (41,92, - - -, q») in the affine space k".
Exercise11.2 If ¢" = 0 and b" = 0, then (a + b)"*"~! = 0 and (ca)" = 0 for
all c.

Exercise 11.3 Since A/p has no zero divisors for all prime p C A, every
factorization map A —> Ap by a prime p annihilates all the nilpotents. Thus,
n(A) C [ p. Conversely, let a € A be nonnilpotent. Then all nonnegative integer
powers ™ form the multiplicative system A. Write A[a~!] for the localization’
by this system. This is a nonzero ring.® The full preimage of every prime ideal’

7See Sect. 4.1.1 of Algebra I.
8Which may be a field.
“Which is zero if Aja™!] is a field.
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m C A[a~!'] under the canonical homomorphism A — A[a~'] is a prime ideal of A
that does not contain a.

Exercise 11.5 The homomorphisms k[X] x k[Y] — k are in bijection with the pairs
of homomorphisms k[X] — k, k[Y] — k. One of many ways of thinking about
the second question is to assume that n < m and realize X, Y by explicit equations
within two different hyperplanes A™ x {a}, A™ x {b}, a # b, in the affine space
A™T! = A™ x A'. Then take all pairwise products of these equations (including
those linear equations that cut the hyperplanes A™ x {a}, A™ x {b} out of A"*1),

Exercise 11.6 Since (aja;) ® (b1b,) is linear in each of four elements, the
prescription (a; ® by) - (a2 ® by) £ (a1a2) ® (b1by) can be extended to a k-bilinear
map (A®B) x (A® B) — A ® B that provides A ® B with a commutative associative

binary operation (it is enough to verify both properties on decomposable tensors).

The required universal properties of maps A 5 A®B ﬁ B follow from the
universal properties of the tensor product of vector spaces. Namely, for every two
homomorphisms ¢ : A — C, ¥ : B — C of k-algebras with unit, the bilinear map
AxB — C, (a,b) — ¢(a)- ¥ (D), can be uniquely passed through the tensor product
A®B.

Exercise11.7 Take the union of the equations f,(x) = 0, g.(y) = 0, each
considered as an equation on the whole set of coordinates (x, y) in A" x A™.

Exercise 11.8 The equalities (a), (b), (c), and the inclusions
vihuv)ycvanJycvi) cvdyuv()

in (d) follow immediately from the definitions. Note that the coincidence
V(I NJ) = V(IJ) is equivalent to the equality of radicals ~/I N J = +/IJ, which
can be easily verified independently.

Exercise 11.9 Let X C A", f € k[x1,x2,...,x,]. If V(f) = X, then f € I(X), and
therefore, the class of f in k[X] equals zero. If V(f) = @, then the ideal spanned
in kxn by f and 1(X) has empty zero set and therefore contains the unit. Hence,
1 = fg (mod I(X)) for some g € k[xi,xz,...,x,]. Thus, the classes of f and g are
inverse to each other in k[X].

Exercise 11.10 Otherwise, we would have X = (X ~ U) U V(f — g). More
scientifically, this holds because f and g are continuous and U is dense.
Exercise11.11 Y = (Y N Z) U Y ~ Z, where the first subset of Y is proper by the
assumption.

Exercise11.14 LetV = U; U U, U --- U U,,. For every i, choose a nonzero linear
form & € V* annihilating U;. Then f = [[/Z, & € S"V* is the nonzero polynomial
on V that evaluates to zero at every point of A (V). This is impossible over an infinite
ground field.

Exercise 11.16 Both rings consist of the same fractions considered modulo the
same equivalences of fractions.

Exercise 11.17 Use the open covering U = |  D(x;) and Proposition 11.6.
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Exercise 11.18 Every intersection / N/(X;) is a proper vector subspace of /, because
if I C I(X,), then X, C Ui#(Xi N X;), and therefore X, C X; N X; for some i # j,
although such inclusions are forbidden. If the k-linear span of I N k[X]° is proper
too, then [ splits into a finite union of proper vector subspaces.

Exercise 11.21 Let A = k[X], B = k[Y]. The inclusion ¢* : B < A provides
A with the structure of a finitely generated B-algebra. This allows us to rewrite
A as A >~ Bxi,x2,...,xy]/J. Then ¥* : B[x;,x3,...,x,] — A is the quotient
homomorphism, and 7* : B < B[x, x2,...,X,] is the inclusion of constants into
the polynomial ring.

Exercise 11.22 Put B = k[Z], A = ¢*(k[Y]) ~ k[Y] (recall that ¢* : k[Y] — Kk[Z]
is injective, because ¢ is dominant).

Exercise 12.2 If XiXj 75 0, then Ly = x\,/xj = (x\, le‘)/ (Xj in) = ti,v/tiJ (for
v =i, we put t;; = 1). Therefore, gojf;‘ : tjy > t;,/t;j. The homomorphism

k[D (1))] = &[D (1:1)]

inverse to goj’f acts by the same rule t;i) — 1/ ty), tiv P> L/t

Exercise 12.3 Every such W has a unique basis wy, wa, ..., wy projected onto
Cips Ciny ooy €y
Write xy for the matrix formed by the coordinates of vectors wy, wa, ..., wy written

in rows. Then s; (xw) = E.

Exercise 12.5 Note that the elements of the kxm matrix s7 ' (¢;(1))-¢;(f) are rational
functions of the elements of the matrix ¢ with denominators equal to dets; (¢;(?)).
In particular, they are all regular in D (det sy (¢;(1))).

Exercise 12.6 This follows from the definition of regular function and Remark 11.3
on p.255.

Exercise 12.9 The definition of » can be rewritten as
(x0 1 x1 1 x2) > (x1x2 : XX & XoX1) .

This makes clear that x is undefined only at the points (1 : 0 : 0), (0 : 1 : 0),
(0:0:1) and takes all values except for these points.

Exercise 12.10 Given a homogeneous polynomial f(xo, x1, ..., Xx,), write
Z(f) c P,

for the set of its zeros. In the notation of Example 12.1 on p. 266, the intersection
Z(f) N U; is described in terms of the affine coordinates #; within the chart U; by the
polynomial equation f (¢, . . ., tii—1, 1, tiit1, -, tin) = 0.

Exercise 12.12 Use the Segre embedding IP,, xP,, x -+ x P, < Py described
in Example 2.8 on p. 50 and analyzed in more detail in Example 2.8 on p. 50.
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Exercise12.14 If A C B and B D C are two integral extensions of commutative
rings, then the extension A C C is integral as well by Proposition 10.1 on p. 228.

Exercise 12.16 Let X;,X, C X be two closed irreducible subsets, and U C X an
open set such that both intersections X; N U, X, N U are nonempty. Then X; = X,
ifandonlyif X; N U = X, N U, because X; = X; N U.

Exercise 12.17 Check that the product of finite surjections X — A", Y — A™
gives the finite surjection X x ¥ — A" x A™.

Exercise 12.18 Chose some basis in A and write the coordinates of the basis
vectors together with the coordinates of a variable point p € P, as the rows of an
(n—d+1)x(n+1)-matrix. Then the condition p € H is equivalent to the vanishing of
all the minors of maximal degree n—d+-1 in this matrix, which are quadratic bilinear
polynomials in the homogeneous coordinates of p and the Pliicker coordinates. '’

Exercise 12.20 The set I' C Py, x --- x Py, x IP, is given by the equations

folp) =filp) = -+ =fu(p) =0

in f; € Py, and p € P, linear and homogeneous in each f; and homogeneous of
degrees d; in p.

Exercise 12.21 Take n 4 1 hyperplanes having one common point and exponentiate
their (linear) equations in the prescribed degrees.

Exercise 12.22 Consider the product P,,, x P,, x --- x [P, and write
K = (xg):xgi): :xﬁ,‘?)

for the set of homogeneous coordinates in the ith factor IP,,. Modify the proof of
Lemma 12.1 on p. 273 to show that every closed submanifold

ZCPyxPyx -+ xP,

can be described by an appropriate system of global polynomial equations
5 (x(l), X, x(”)) =0,

homogeneous in every group of variables x'”. Then assume that Z is irreducible of
codimension 1, show that there exists an irreducible polynomial

q (x(l), X x(”))
vanishing on Z, and use a dimensional argument to check that Z = Z(q) is the

zero set of g. Finally, use the strong Nullstellensatz to show that for irreducible
polynomials g1, g2, the equality Z(q1) = Z(q») forces g, ¢» to be proportional.

10Recall that they equal the highest-degree minors of the transition matrix from some basis in H to
the standard basis in V; see Example 12.5 on p. 272.
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Exercise 12.23 Identify Gr(2, 4) with the Pliicker quadric P C IPs = IP(A?V) by
sending a line (a, b) C IP3to the pointa A b € P5. The line (a, b) lies on the surface
V(f) C P if and only if the polynomial f vanishes identically on the linear span of
vectors a, b, which is the linear support of the Grassmannian polynomial a A b and
coincides with the image of the map V* — V, £ — £-(aAb), contracting a covector
£ € V* with the first tensor factor of (¢ ® b — b ® a)/2 € Alt® V. Verify that the
identical vanishing of the function & + f(§—(a A b)) can be expressed by a system
of bihomogeneous equations in the coefficients of f and the Pliicker coordinates x;;
of the bivectora A b = } i<, ;<3 Xijei A ¢.

Exercise 13.5 By Gauss’s lemma, it is enough to check that f is irreducible in the
ring IF,,[7][x]. Apply the Eisenstein criterion modulo the prime element ¢ € IF,[1].

Exercise 13.6 Every chain IL, in S is bounded above by the union |, LL,.

Exercise 13.8 For the minimal fi € k[x], put K as the splitting field of f over k.
Assume that K, exists for all g < f, and put K¢ as the splitting field of f over the
field | o< K-

Exercise 13.11 The linear span of the products ¢;9, --- ¥, is a k-algebra without
zero divisors algebraic over k. Therefore, it is a field by Proposition 10.3 on p. 229.

Exercise 13.13 The roots of the polynomial x*" — x in the field IF» split into a
disjoint union of orbits of the Galois group G = AutlF,» >~ Z/(n). The length
m of every such orbit &y, s, ..., a, divides n by the orbit length formula,!' and
the product [[(x — «;) is a monic irreducible polynomial with coefficients in
IFI?,, = IF,. Since the polynomial x”" —x s separable, we conclude that its irreducible
decomposition in IF',[x] consists of distinct monic irreducible factors whose degrees
divide n. On the other hand, a monic irreducible polynomial g € IF,[x] of degree
m divides ¥" — x if and only if g has a root in the splitting field IFpn of the
polynomial x*" — x. The latter is equivalent to the existence of an embedding
F,[x]/(g) = Fyn — FFpn. Such an embedding exists if and only if m | n.

Exercise 14.1 Since addition, multiplication, subtraction, division, and taking
square roots in € is completely reduced to the same operations applied separately to
the real and imaginary parts, which can be constructed by straightedge and compass,
and since a complex number can be recovered from its real and imaginary parts with
straightedge and compass, the numbers a, b can be assumed to be real. Then a+b are
constructed straightforwardly, while the constructions of a/b, ab, and Ja = /1 -a
require a segment of length 1 and are shown in Figs. 14.1, 14.2, and 14.3.

!See Proposition 12.2 of Algebra I.
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Fig. 14.1 Construction of ab

ab
b
1 a
-
Fig. 14.2 Construction of
a/b
a
a/b
1 b
-
Fig. 14.3 Construction of
Ja
1 a
Exercise14.2 Let |G| = 2". Use induction on n. By Proposition 13.6 from

Algebra I, G has a nontrivial center C <1 G, which is a normal abelian 2-subgroup.
Use the description of abelian groups from Theorem 14.5 of Algebra I to construct
a series of abelian groups

C=CyDC;D - DCk_lDCk:{e}
with C;/Ci4+1 >~ Z/(2). By induction, the quotient group G/C admits a filtration
G/C=00D01D - D01 DQr={e}

with Q;+1 < Q; and Q;/Qi+1 >~ 7Z/(2). Combining the filtrations on C and G/C
leads to the filtration

G=CQyDCQ;D:--DCQ-1DCDC; D --- DCk_lDCkZ{e},

where CQ; C G are the preimages of the subgroups Q; C G/C under the
factorization epimorphism G — G/C. Then

CQi/CQit1 = (CQi/C) [ (CQi1+1/C) = Qi1 / Qi = Z/(2).
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Exercise 14.3 Just repeat all the previous proofs word for word, replacing @ by F,
or use Proposition 14.2 on p. 318.

Exercise 14.4 Let the roots {1, U5, ..., 0} C {1, V2, ..., ¥, } form a Galois orbit.
Then the coefficients of the polynomial g(x) = (x—1)(x—1>) - - - (x—0) are Galois
invariant, and therefore g € k[x]. This forces f to be the product of polynomials g
constructed from all the Galois orbits. Conversely, if f is nontrivially factorizable in
k[x], then the Galois group sends the roots of every factor to the roots of the same
factor, and therefore, its action on the roots of f is not transitive.

Exercise 14.6 A splitting field I, for f over I, can be constructed as a tower of
simple extensions,

]F‘,,Z]L()C]LlC e C Ly C]LmZ]Lf,

every level of which is obtained from the previous one by adjunction of a root ¥ of
the polynomial f. Since f splits in A[f] into a product of distinct linear factors, the
tautological inclusion I, < A can be extended along the tower to an IF',-algebra
homomorphism I, — A.Itis injective, because L, is a field, and its image coincides

with the IF,-subalgebra of A generated by the roots of f.

Exercise 14.8 Since x" — 1 = ]_[1";10 (x—2¢"), all the elementary symmetric
polynomials e¢; with 1 < i < n — 1 vanish on the successive powers of ¢, i.e.,
e (¢°, ¢', ..., ¢""") = 0. This forces all the coefficients of f; except for the leading

coefficient and constant term'? to vanish as well:
e; (Coéa, Hea, ..., é’"_léot) = &dle; (CO, e f"_l) =0.

Exercise 14.11 o(a¢") = o(a)” = {T"a™ = o™.

2Which are obviously equal to 1 and —£"a” respectively.
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Abel-Ruffini theorem, 332
accessory irrationality, 318
action of a ring

left, 106
right, 106
adjoint

functors, 205
presheafs, 223
representation, 179
adjunction of a root, 296
affine
algebraic variety, 242, 259
irreducible, 251
normal, 259
chart, 266

standard on Gr(k, m), 267

standard on IP,,, 266
open set, 262
algebra
associative, 21
nilpotent, 126
commutative, 27, 30
coordinate, 244
exterior, 29
finitely generated, 235
free
associative, 21
commutative, 27, 30
Grassmannian, 29
Lie, 173
of arrows, 189
of rational functions, 253
of regular functions, 268
reduced, 244
s-commutative, 30
semisimple, 125
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simple, 125
skew commutative, 30
supercommutative, 30
symmetric, 27
tensor, 21
universal enveloping, 174
with division, 124
algebraic
atlas, 266
closure, 303
element of algebra, 235
field extension
cyclic, 327
Galois, 307
normal, 304
purely inseparable, 314
separable, 298
solvable, 328
manifold, 266
of finite type, 266
projective, 272
separated, 270
number, 230
variety, 266
affine, 242
incidence, 287
irreducible, 251
normal, 259
projective, 272
algebraic integer, 230
alternating
multilinear map, 30
universal, 30
polynomial, 57
tensor, 32
alternation, 32, 120
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amalgamated product, 217
antichain, 98
antihomomorphism, 192
antipodal antiautomorphism, 156
apparent contour of a hypersurface, 42
Aronhold’s principle, 51, 123
array, 75

bidense, 80

dense, 79

transpose, 77
associative envelope, 100
atlas, algebraic, 266
automorphism

Frobenius, 310

of a field over a subfield, 307

sign automorphism, 156

ball
coupled, 76
free, 76
basis
determinantal, 58
monomial, 58
Schur, 59, 89
transcendence, 237
bicomplete category, 218
bidense array, 80
bimodule, 207
blowup, 273

Cartesian square, 83, 216
Casimir

element, 181

tensor, 17, 180
categories, equivalent, 198
category, 187

bicomplete, 218

cocomplete, 217

complete, 217

cyclic, 222

discrete, 214

filtered, 218

opposite, 190

semisimplicial, 192

simplicial, 190

small, 188
Cauchy’s identity, 91, 95
Cayley—Hamilton identity, 54
center

of a group algebra, 115

of aring, 114

centralizer, 105
double, 105
chain in a poset, 98
character
multiplicative, 111
trivial, 111
of a linear representation, 127, 134
characteristic polynomial, 314
chart, 265
affine, 266
standard on Gr(k, m), 267
standard on P,,, 266
Chevalley’s constructibility theorem, 291
circulant, 72
class, 187
of morphisms in a category, 188
of objects in a category, 187
class number, 115
closed
immersion, 257, 269
morphism, 278
submanifold, 269
closure
algebraic, of a field, 303
integral, 228
normal, 307
cocartesian square, 217
cocomplete category, 217
codomain of a morphism, 187
coequalizer, 215
cofiltered diagram, 218
coinduced
module, 146, 209
representation, 148
coinduction, 209
colimit of a diagram, 214
column
scanning
of a filling, 160
of an array, 82
subgroup, 151
weight, 75
combinatorial simplex, 190
commutative multiplication, 28
commutativity relations, 26
commutator
in tensor algebra, 33
Lie algebra, 173
compatibility of local charts, 265, 266
complete
category, 217
intersection, 284
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polarization, 35
of a Grassmannian polynomial, 45

poset, 102

symmetric polynomial, 61, 90, 93
completely reducible representation, 100
complex

de Rham, 56

Koszul, 56
component

irreducible, 252

isotypic, 107
composable morphisms, 187
composition

map, 187

of morphisms, 187
compositum, 306
condensing operation

horizontal, 77

on arrays, 76

vertical, 76
conjugacy class, 115
constant

family of manifolds, 269

presheaf, 195

sheaf, 195
constructibility theorem of Chevalley, 291
constructible set, 291
content of Young tableaux, 88
contraction

complete, 22

map, 107

of a vector and multilinear form, 24

partial, 24
contravariant functor, 192
convolution of functions, 342
coordinate algebra, 244
coproduct

direct, 204, 215

fibered, 216
corepresentable functor, 200
corepresenting object, 200
coterminal object, 214
covariant functor, 191
Cremona involution, 291
cubic field extension, 296
cyclic

category, 222

field extension, 327
cyclotomic

field, 323

polynomial, 72, 324

de Rham complex, 56

decomposable
Grassmannian polynomial, 49
module, 100
representation, 100
tensor, 4
decomposition
irreducible, 252
isotypic, 109, 115
of the identity, 116
tensor cube, 33
tensor square, 32
Dedekind cut, 197
degenerate
polar, 42
simplex, 194
tensor, 25
degree
of a field extension, 230, 295
of an algebraic element, 235, 299
transcendence, of an algebra, 238
dense
array, 79
image, 256
open sets, 251
derivative
along a vector, 39
Grassmannian, 46
partial, 39
determinant
Sylvester, 277
Vandermonde, 59, 167
determinantal basis, 58
diagram, 213
cofiltered, 218
constant, 213
filtered, 218
pullback, 83, 216
pushforward, 217
dimension, 281
criterion or irreducibility, 286
of a fiber, 285
of a projective variety, 286
of a subvariety, 283
of an intersection, 284
direct
coproduct, 204, 215
product, 203, 215
system, 218
discrete
category, 214
topology, 194, 195
discriminant, 71, 291, 333
of a polynomial, 291, 296, 333
of an algebraic number field, 230
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division algebra, 124
divisor

exceptional, 273

Weil, 273
domain

of a morphism, 187

of a rational function, 253

of a rational map, 271
dominant morphism, 257
domination, 89, 97, 152
double centralizer theorem, 105
DU, 76

operations, 76

orbit, 86

standard, 86

set, 86
dual representation

of a group, 110

of a Lie algebra, 175
duality

of finite ordered sets, 196

of vector spaces, 196

Pontryagin, 112

effective
operation, 76
word, 77
element
algebraic, 235
Casimir, 181
Frobenius, 325
integral, 227
primitive, of a field extension, 296
transcendental, 235
elementary symmetric polynomial, 60, 90, 93
embedding
Pliicker, 272
Segre, 7
Veronese, 45, 54, 55, 184, 185
endofunctor, 191
endomorphism
Frobenius, 334
identical, 187
equalizer, 215
equivalence
of algebraic atlases, 266
of categories, 198
essentially surjective functor, 199
Euler’s function ¢(n), 325
evaluation
homomorphism, 112, 234-236, 244, 319
map, 112, 185, 186, 248
of a polynomial on a vector, 36

of a rational function, 253
at a generic point, 257
exact
sequence, 224
short, 224
triple, 224
exceptional divisor, 273
extension
of a homomorphism, 300, 301
of a rational map, 271
of commutative rings, 227
integral, 228
of fields
cubic, 296
cyclic, 327
finite, 295
Galois, 307
normal, 304
purely inseparable, 314
quadratic, 315
separable, 298
simple, 296
solvable, 328
exterior
algebra, 29
multiplication, 29
power of a vector space, 30

faithful
functor, 191
module, 239
family of manifolds, 269
constant, 269
trivial, 269
Fano variety, 292
fibered
coproduct, 216
product, 83, 215
field
cyclotomic, 323
of G-invariants, 307
splitting, 302
field extension
cubic, 296
cyclic, 327
finite, 295
Galois, 307
normal, 304
purely inseparable, 314
quadratic, 315
separable, 298
simple, 296
solvable, 328
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filling, 151
standard, 151
filtered
category, 218
diagram, 218
finite morphism
of affine varieties, 258
of algebraic manifolds, 279
finitely generated algebra, 235
finitely presented module, 188
forgetful functor, 191, 206
formula
Frobenius for characters, 167
Frobenius for dimensions, 169
Giambelli, first, 66, 94
Giambelli, second, 73
hook length, 169
Jacobi-Trudi, 93
Littlewood—Richardson, 92
Molin, 127
Pieri, 69, 92
projection, 146
Sylvester’s, 277
Viete, 60
homogeneous, 276
Fourier transform, 137, 147
of an operator, 147
free
associative algebra, 21
commutative algebra, 27, 30
product of groups, 205
Frobenius
automorphism, 310
element, 325
formula
for characters, 167
for dimensions, 169
reciprocity, 143
full
functor, 191
subcategory, 188
fully faithful functor, 191, 199
function
Euler’s, 325
locally constant, 195
polynomial, 36
rational, 253
regular at a point, 253
regular, 243, 268
symmetric, 70
functor, 191
adjoint
left, 205
right, 205

coinduction, 209

commuting with (co) limits, 221

contravariant, 192
corepresentable, 200
covariant, 191
essentially surjective, 199
faithful, 191
forgetful, 191, 206
full, 191
fully faithful, 191, 199
Hom, 195
induction, 209
restriction, 208
functorial transformation, 197
functors
adjoint, 205
quasi-inverse, 198

Galois
correspondence, 310
extension, 307
group, 307
of a cyclotomic field, 323
of a polynomial, 319
resolution, 321
Gauss’s lemma, 231
Gauss—Kronecker—-Dedekind
lemma, 229
Gaussian
construction, 334
integers, 231
sum, 326
generators
of an algebra, 235
transcendence, 236
generic polynomial, 331
geometric realization, 191
of a semisimplicial set, 192
of a simplicial set, 193
germ of section, 219
Giambelli formula
first, 66, 94
second, 73
graph
of a rational map, 291
of a regular map, 271
Grassmannian, 49, 267
algebra, 29
derivative
along a vector, 46
partial, 46
exponential, 55
multiplication, 29

361



362

polynomial
decomposable, 49
group
Galois, 307
of a cyclotomic field, 323
of a polynomial, 319
Heisenberg, 149, 150
of roots of unity, 298, 323
Pontryagin dual, 111
solvable, 328
group algebra, 114

harmonic points, 342
Heisenberg group, 149, 150
Hermite reciprocity, 186
Hessian, 185
Hilbert’s Nullstellensatz, 242

strong, 242

weak, 242
Hodge star, 55
Hom functor, 195
homogeneous

coordinates, 273

Pliicker, on Grassmannian, 272

Viete formulas, 276
homology spaces, 56
homomorphism

of R-modules, 103

of g-modules, 175

of representations, 103

pullback, 246
hook, 97, 169, 170
hook length formula, 169
horizontal operations on arrays, 76
hypersurface

polar, 42

singular, 41

smooth, 41

ideal
maximal, 242
of a point, 244
of a noncommutative ring, 26
left, 26
right, 26
two-sided, 26
of a subset in A", 242
prime, 246
radical, 244
sheaf, 269
idempotent
irreducible, 116, 125, 133

identity
Cauchy’s, 91, 95
endofunctor, 191
endomorphism, 187
Jacobi, 33, 173
Schur, 91
immersion, closed, 257, 269
incidence variety, 287
indecomposable
module, 100
representation, 100
index category of a diagram, 213
induced
linear representation, 142
module, 141, 209
induction, 209
initial object, 214
injective
limit, 214
module, 225
system, 218
injective morphism, 189
inner product
of a vector and multilinear form, 24
of symmetric functions, 95
on a group algebra, 131
integers
algebraic, 230
Gaussian, 231
Kronecker, 231
integral
closure, 228
element, 227
ring extension, 228
integrally closed ring, 228
intersection
complete, 284
multiplicity, 41
with a hyperplane
multiple, 41
simple, 41
transversal, 41
intertwining map, 103
invariant
of a group action, 228
scalar product, 128
subspace, 100
invariants
of a group action, 113

Index

of binary groups of Platonic solids, 312

of the dihedral group, 312

of the group of a triangle, 308
inverse system, 218
invertible morphism, 190
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involution

Cremona, 291

won A, 62,63, 94

Schiitzenberger, 98
irrationality, accessory, 318
irreducible

algebraic variety, 251

component, 252

decomposition, 252

idempotent, 116, 125, 133

representation, 100

topological space, 251
isomorphism, 190

canonical, 197

Kummer, 328

of functors, 197

of objects in a category, 190
isotypic

component, 107

decomposition, 109, 115

Jacobi identity, 33, 173
Jacobi-Trudi formula, 93

Killing form, 180
Kostka numbers, 89, 166
Koszul complex, 56
Kronecker
integers, 231
product of matrices, 13
symbol, 171
Kummer isomorphism, 328

Liiroth’s theorem, 238
left
action of aring, 106
adjoint
functor, 205
presheaf, 223
ideal, 26
module, 106
regular representation, 116
Legendre—Jacobi symbol, 326, 334
Leibniz rule, 40, 175
Grassmannian, 46
lemma
Emmy Noether’s on normalization, 281
Gauss’s, 231
Gauss—Kronecker-Dedekind, 229
Schur’s, 103

length
of a hook, 169
of a Young diagram, 58, 63, 67
lexicographic order, 58
Lie
algebra, 173
of commutators, 173
slp, 176
bracket, 173
limit
injective, 214
of a diagram, 213
projective, 213
line
bundle, 273
tautological, 273
scanning, 81
tangent, 41
linear
representation
induced, 142
of a group, 109
of a Lie algebra, 174
of a set, 99
of an associative algebra, 99, 104
support
of a polynomial, 43, 47
of a tensor, 25
trace form, 314
Littlewood—Richardson rule, 167
Littlewood—Richardson rule, 92
local
chart, 265
coordinates
on Gr(k, m), 267
on P,, 266
localization, 219

manifold, 265
algebraic, 266
of finite type, 266
projective, 272
separated, 270
map
intertwining, 103
linear, 103, 105
multilinear, 1
alternating, 30
symmetric, 27
universal, 3
universal alternating, 30
universal symmetric, 28
n-linear, 1
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polynomial, 243
rational, 271
regular, 243
closed immersion, 257
dominant, 257
finite, 258, 279
of algebraic manifolds, 268
Maschke’s theorem, 117
maximal
ideal, 242
of a point, 244
spectrum, 244
minimal

polynomial, 232, 235, 238, 260, 300, 304

of a linear operator, 101
module
coinduced, 146, 209
decomposable, 100
faithful, 239
finitely presented, 188
indecomposable, 100
induced, 141, 209
injective, 225
left, 106
Noetherian, 239
of invariants, 113
of multilinear maps, 1
over a Lie algebra, 174
projective, 225
right, 107
semisimple, 100
simple, 100
Specht, 159
tabloid, 157
unital, 107
Molin’s formula, 127
monomial

basis of symmetric polynomials, 58

tensor, 4
alternating, 34
symmetric, 34
monomorphism, 189
morphism
finite
of affine varieties, 258
of algebraic manifolds, 279
injective, 189
invertible, 190
of a category, 187
composable, 187
of algebraic varieties, 243
closed, 278
dominant, 257
finite, 258, 279

of families, 269
over a base, 269
regular
of affine varieties, 243
of algebraic manifolds, 268
surjective, 189
multilinear map, 1
alternating, 30
symmetric, 27
universal, 3
alternating, 30
symmetric, 28
multiplication
commutative, 28
exterior, 29
Grassmannian, 29
s-commutative, 30
tensor, 4
multiplicative character, 111
trivial, 111
multiplicity
of a simple module, 109

of an irreducible representation, 116

Index

of the intersection with a hyperplane, 41

natural transformation, 197
Newton

formulas, 63

symmetric polynomial, 62, 64
nilpotent

associative algebra, 126

element, 244
Noether’s normalization lemma, 281
Noetherian topological space, 252
nonseparateness, 270
norm

of an algebraic element, 314

of an algebraic number, 230
normal

algebraic variety, 259

closure, 307

field extension, 304

ring, 231
Nullstellensatz, 242

strong, 242

weak, 242
numbers

Kostka, 89, 166

of partitions, 71

object
corepresenting, 200
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coterminal, 214
initial, 214
representing, 200
terminal, 214
zero, 214
objects of a category, 187
isomorphic, 190
open sets, 189, 194, 219
affine, 262
operation on arrays, 76
horizontal, 77
vertical, 76
operator, 101
g-invariant, 175
g-linear, 175
intertwining, 103
Reynolds, 113, 262
opposite
algebra, 190
category, 190
ring, 107
order
lexicographic, 58
Ore conditions, 224
orthogonality relations
for irreducible idempotents, 133
osculating plane, 185

p-adic
distance, 223
integers, 223
norm, 223
partial
contraction, 24
derivative, 39
Grassmannian, 46
partition number, 71
path algebra of a category, 189
Pauli matrices, 183
Pieri’s formula, 69, 92
Pliicker
coordinates, 50, 272
embedding, 49, 54, 272
quadric, 48, 49, 54
relations, 48
plane, osculating, 185
point
singular, 41
smooth, 41
points
harmonic, 342
polar, 39, 42
degenerate, 42

hypersurface, 42

of degree r, 42
polarization

complete, 35, 37

of a Grassmannian polynomial, 45

map, 39, 46
partial, 40
polynomial
alternating, 57
characteristic, 314
cyclotomic, 72, 324
function, 36
generic, 331
minimal, 232, 235, 238, 300, 304
of a linear operator, 101
separable, 297
symmetric, 57
complete, 61, 90, 93
elementary, 60, 90, 93
Newton, 62, 64
Schur, combinatorial, 88

Schur, combinatorial, standard, 88

Schur, determinantal, 59

Pontryagin

dual group, 111

duality, 112
poset, 98

complete, 102
power

exterior, 30

symmetric, 27

tensor, 21
presheaf, 192

constant, 195

left adjoint, 223

on a topological space, 195

representable, 200

right adjoint, 223

separated, 195
primitive

element of a field extension, 296

root of unity, 298, 326
principal open set, 250
principle

splitting, 53

Aronhold’s, 51, 123
product

amalgamated, 217

direct, 203, 215

fibered, 83, 215

free, of groups, 205

Kronecker, of matrices, 13

tensor

of commutative rings, 217
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of DU-sets, 91
of modules, 141, 206
topology, 204, 347
projection
closed, 278
finite, 279, 280
fiberwise, 285
parallel, 281
formula, 146
projective
algebraic manifold, 272
algebraic variety, 272
limit, 213
module, 225
system, 218
pullback, 215
diagram, 83, 216
homomorphism, 246
purely inseparable extension, 314
pushforward, 216
diagram, 217

quadratic
field extension, 315
reciprocity, 334
quasi-inverse functors, 198

radical
of an associative algebra, 126
radical ideal, 244
radical of an ideal, 242
ramification rules, 167
rank of a tensor, 25
rational
function, 253
regular at a point, 253
map, 271
reciprocity
Frobenius, 143
Hermite, 186
quadratic, 334
Schur, 128
reduced algebra, 244
reducible topological space, 251
regular
function, 243, 268
map, 243, 247, 251
closed, 278
dominant, 257, 258
finite, 258, 279
representation, 116
sequence, 284

relations
commutativity, 26
Pliicker, 48
skew-commutativity, 29
representable presheaf, 200
representation
adjoint, of a Lie algebra, 179
completely reducible, 100
decomposable, 100
dual

of a group, 110
of a Lie algebra, 175

effective, 150
indecomposable, 100
induced, 142
irreducible, 100

left regular, 116
linear

of a group, 109

of a Lie algebra, 174

of a set, 99

of an associative algebra, 99, 104

of S,

sign, 120
simplicial, 120
tautological, 120
trivial, 120

ring, 140
Schur, 123
trivial, 111, 120
virtual, 140
representing object, 200
resolution, Galois, 321
restriction
functor, 208
of a linear representation, 142
of modules, 141
of sections, 194
resultant, 277, 288
of n equations in n variables, 288
of two binary forms, 277
system, 275
variety, 275, 288
reversing of arrows, 190
Reynolds operator, 113, 262

right

action of a ring, 106
adjoint

functor, 205
presheaf, 223

ideal, 26
module, 107
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ring
extension, 227
integral, 228
integrally closed, 228
normal, 231
of algebraic integers, 230
of fractions, 219
of invariants, 228
of representations, 140
of symmetric functions, 71
opposite, 107
root
adjunction, 296
of unity, 298
primitive, 298, 326
row
subgroup, 151
weight, 75
RSK-type correspondence, 85
rule
Leibniz, 40, 175
Grassmannian, 46
Littlewood—Richardson, 167
Littlewood—Richardson, 92
ramification, 167
Young’s, 166

s-commutativity, 30
s-commutator, 56
s-commutative multiplication, 30
scalar product
invariant, 128
scanning
column, 82
horizontal, 81
Schiitzenberger involution, 98
Schur
basis of symmetric polynomials, 59, 89
identity, 91
polynomials, 59, 88
combinatorial, 88
determinantal, 59
standard, 88
reciprocity, 128
representation of GL(V), 123
Schur’s lemma, 103
Schur-Weyl correspondence, 124
sections of a presheaf, 194
Segre
embedding, 7, 54
quadric in P3, 8
variety, 6, 8
semicontinuity theorem, 286
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semisimple
algebra, 125
module, 100
semisimplicial
category, 192
set, 192
separable
field extension, 298
polynomial, 297
separated
algebraic manifold, 270
presheaf, 195
sequence
exact, 224
short, 224
regular, 284
set
constructible, 291
open, 189, 194, 219
affine, 262
semisimplicial, 192
simplicial, 193
Zariski closed, 250
Zariski open, 250
shape
of a diagram, 213
of a poset, 98
of an array, 80
sheaf, 195
constant sheaf, 195
of ideals, 269
of local continuous maps, 195
of regular functions, 268
of regular rational functions, 254
of sections of a continuous map, 195
structure
of an algebraic manifold, 268
of an algebraic variety, 254
structure sheaf, 195
short exact sequence, 224
sign
automorphism, 156
representation of S, 120
simple
algebra, 125
field extension, 296
module, 100
simplex
combinatorial, 190
degenerate, 194
singular, 209
simplicial
category, 190
representation of S,,, 120
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set, 193
of singular simplices, 209
singular
hypersurface, 41
point, 41
simplex, 209
skew commutative algebra, 30
skew-commutativity relations, 29
small category, 188
smooth
hypersurface, 41
point, 41
surface, 292
solvable
field extension, 328
group, 328
source of a morphism, 187
space
tangent, 41
triangulated, 192
Specht module, 159
spectrum, maximal, 244
splitting
field, 302
principle, 53
square
Cartesian, 83, 216
cocartesian, 217
stable matching, 76
stalk of a presheaf, 219
standard
affine chart
on IP,, 266
on Gr(k, m), 267
DU-orbit, 86
Schur polynomials, 88
sl,-modules, 177
tableau, 160
structure sheaf, 195
of an algebraic manifold, 268
of an algebraic variety, 254
subcategory, 188
full, 188
submanifold, 269
submodule, 100
subspace, invariant, 100
sum, Gaussian, 326
supercommutative algebra, 30
support, linear
of a polynomial, 43, 47
of a tensor, 25
surface, 251, 255, 261, 274, 280, 283, 288, 289
smooth, 292
surjective morphism, 189

Sylvester

determinant, 277
formula, 277

symbol

Kronecker, 171
Legendre—Jacobi, 326, 334

symmetric

algebra, 27

function, 70

multilinear map, 27
universal, 28

polynomials, 57
complete, 61, 90, 93
elementary, 60, 90, 93
Newton, 62, 64
Schur, combinatorial, 88
Schur, determinantal, 59

Schur, standard combinatorial, 88

power of a vector space, 27

tensor, 32
symmetrization, 32, 120

symmetry type of tensor, 121

system
direct, 218
injective, 218
inverse, 218
of resultants, 275
projective, 218

tableau, standard, 160
tabloid, 157
module, 157
representation, 157
tangent
line, 41
space, 41
target of a morphism, 187
tautological
line bundle, 273
representation of S, 120
Taylor’s formula, 40
tensor, 4
algebra, 21
alternating, 32
Casimir, 17, 180
cube, 33
decomposable, 4
degenerate, 25
Lie, 121
monomial, 4
alternating, 34
symmetric, 34
multiplication, 4
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power of a vector space, 21
product
of abelian groups, 9
of commutative rings, 217
of DU-sets, 91
of free modules, 6
of linear maps, 13
of modules, 4, 15, 141, 206
sign alternating, 121
square, 32
symmetric, 32, 121
terminal object, 214
theorem
Abel-Ruffini, 332
Chevalley’s on constructibility, 291
Liiroth’s, 238
Maschke’s, 117
on double centralizer, 105
semicontinuity, 286
Tikhonov topology, 347
topological space
irreducible, 251
Noetherian, 252
reducible, 251
triangulated, 192
topology
discrete, 194, 195
product, 204, 347
Tikhonov, 347
Zariski, 250
total contraction, 22
trace
form, 230
bilinear, 314
linear, 314
of an algebraic element, 314
of an algebraic number, 230
transcendence
basis, 237
degree, 238
generators, 236
transcendental element, 235
transformation
functorial, 197
natural, 197
transition homeomorphism, 265
transpose array, 77
triangle relation, 87
triangulated topological space, 192
trivial
representation, 111
trivial family, 269
two-sided ideal, 26
type of DU-orbit, 86
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unital module, 107
universal
enveloping algebra, 174
multilinear map, 3

alternating, 30
symmetric, 28

property

of a universal enveloping algebra, 174
of free associative algebras, 21
of the Cartesian square, 216
of the cocartesian square, 217
of the colimit, 214

of the direct coproduct, 204
of the direct product, 203

of the fiber product, 83

of the fibered coproduct, 217
of the fibered product, 216

of the limit, 214

of the pullback, 83, 216

of the pushforward, 217

Vandermonde determinant, 59, 167

variety

algebraic, 266

affine, 242
projective, 272

Fano, 292
Grassmannian, 267
resultant, 275, 288
Segre, 6, 8

vector,

weight, 177

primitive, 177
Veronese

conic, 184

cubic, 185

embedding, 45, 54, 55, 184, 185
vertical operations on arrays, 76
Viete formulas, 60

homogeneous, 276

virtual

weight

representation, 140

of a content vector, 88
of a Young diagram, 89
of an sl,-module, 177
of an array

vec

column weight, 75
row weight, 75
tor, 177

primitive, 177

Weil divisor, 273
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Yamanouchi word, 82, 92
Young
column symmetrizer, 153
diagram, 151
filled, 151
skew, 92
row symmetrizer, 153
symmetrizer, 153
tableau, 81
semistandard, 82

Index

standard, 82
Young’s rule, 166

Zariski
closed set, 250
open set, 250
principal, 250
topology, 250
zero object, 214
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