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Preface

Welcome to the proceedings of the 7th Pacific-Rim Conference on Multimedia
(PCM 2006) held at Zhejiang University, Hangzhou, China, November 2-4, 2006.
Following the success of the previous conferences, PCM 2000 in Sydney, PCM
2001 in Beijing, PCM 2002 in Hsinchu, PCM 2003 in Singapore, PCM 2004 in
Tokyo, and PCM 2005 in Jeju, PCM 2006 again brought together researchers,
developers, practitioners, and educators in the field of multimedia from around
the world. Both theoretical breakthroughs and practical systems were presented
at the conference. There were sessions from multimedia retrieval to multimedia
coding to multimedia security, covering a wide spectrum of multimedia research.

PCM 2006 featured a comprehensive program including keynote talks, regular
paper presentations, and special sessions. We received 755 submissions and the
number was the largest among all the PCMs. From such a large number of
submissions, we accepted only 116 oral presentations. We kindly acknowledge the
great support provided by the Program Committee members in the reviewing
of submissions, as well as the additional reviewers who generously spent many
hours. The many useful comments provided by the reviewing process are very
useful to authors’ current and future research.

This conference would not have been successful without the help of so many
people. We greatly appreciate the support from our Organizing Committee
Chairs Fei Wu, Nicu Sebe, Hao Yin, Daniel Gatica-Perez, Lifeng Sun, Alejan-
dro Jaimes, Li Zhao, Jiangqin Wu, Shijian Luo, Jianguang Weng, Honglun Hou,
Xilin Chen, Qing Li, Hari Sundaram, Rainer Lienhart, Kiyoharu Aizawa, Yo-
Sung Ho, Mark Liao, Qibin Sun, Liu Jian, Yao Cheng, Zhang Xiafen, Zhang
hong, Zhou xin and advisory chairs, Sun-Yuan Kung, Thomas S. Huang, and
Hongjiang Zhang. Special thanks go to Fei Wu, the organization Vice Chair,
who spent countless hours in preparing the conference. Last but not least, we
would like to thank the sponsorship of National Natural Science Foundation of
China, Insigma Technology Co.,Ltd, Microsoft Research, and Y.C. Tang Disci-
plinary Development Fund (Zhejiang University).

August 2006 Yunhe Pan
Yueting Zhuang

Shigiang Yang

Yong Rui

Qinming He
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Abstract. This paper presents our recent and current work on expres-
sive speech synthesis and recognition as enabling technologies for affec-
tive robot-child interaction. We show that current expression recognition
systems could be used to discriminate between several archetypical emo-
tions, but also that the old adage ”there’s no data like more data” is
more than ever valid in this field. A new speech synthesizer was devel-
oped that is capable of high quality concatenative synthesis. This system
will be used in the robot to synthesize expressive nonsense speech by us-
ing prosody transplantation and a recorded database with expressive
speech examples. With these enabling components lining up, we are get-
ting ready to start experiments towards hopefully effective child-machine
communication of affect and emotion.

1 Introduction

In Belgium alone some 300.000 children need to be hospitalized for long periods of
time or suffer from chronic diseases [I]. Different projects exist which aim at using
Information and Communication Technologies (ICT) like Internet and WebCams
to allow these children to stay in contact with their parents, to virtually attend
lectures at their school, ete. [T], [2]

Together with the Anty foundation and the Robotics and Multibody Me-
chanics research group at our university, we participate in a project that aims
at designing a furry friendly robot called Anty [3], [4]. Anty will provide access
to ICT means like a PC and WiMAX in a child-friendly form and will act as a
friendly companion for the young hospitalized child. It is our task to design the
vocal communication system for Anty. Since it will be a long time before a real
speech dialog with a machine will become possible through speech understanding
techniques, we choose to develop an affective communication system that can
recognize expressive meaning in the child’s voice, such as the child’s intent or
emotional state, and that can reply using synthesized affective nonsense speech.

The paper is organized as follows: in section[2 we describe our current emotion
recognition system, in section 3] we describe our expressive synthesis system and
in section Ml we conclude with a discussion.

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 1-8 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2 Automatic Classification of Emotions in Speech

It is well known that speech contains acoustic features that vary with the
speaker’s affective state. The effects of emotion in speech tend to alter pitch,
timing, voice quality and articulation of the speech signal [5]. The goal of an
emotional speech recognizer is to classify statistical measures of these acoustic
features into classes that represent different affective states.

In our own work, we mainly used a segment based approach (SBA) for emo-
tion classification. As illustrated in Fig. [Il statistical measures of acoustic fea-
tures are calculated for the whole utterance as well as for each of its voiced
segments. We used 12 statistical measures of pitch, intensity and spectral shape
variation.

Utterance X

v

Feature

Extraction Segmentation

T
+ ‘
Feature Feature
Extraction Extraction

Feature
Set
Formation

Feature
Set
Formation

Classification Classification

T I T

Decision
Fusion

Decision

Fig. 1. Main components of the segment based approach for emotion classification

Four different emotional databases (Kismet, BabyEars, Berlin and Danish)
have been used and ten-fold cross validation has been mostly applied as the test-
ing paradigm. Fig. 2lshows the results that we obtained with our SBA approach
and with our own implementation of the AIBO emotion recognition system [6].
It can be noted that these results compare favourably to those that have been
previously reported in the literature for these databases ([5], [7], [8], [9]).

In [I0], we also reported some detailed cross database experiments. In these
experiments the databases Kismet and BabyEars were paired and the emotional
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Kismet BabyEars Berlin Danish
MLA AIBO SBA AIBO SBA AIBO SBA AIBO SBA
SVM 837 832 658 679 755 655 635 56.8
KNN 822 86.6 615 687 677 59.0 49.7 556

ADA-C4.5 8463 81 615 634 746 46.0 641 597

Fig. 2. Percentage recognition accuracy for emotion classification on four different
databases with two different systems and three different machine learning algorithms

classes that did not occur in both databases were dropped. The remaining com-
mon emotions were Approval, Attention and Prohibition. In a first set of ex-
periments, training was performed on one of the databases and testing on the
other. This off-corpus testing on the two corpora showed virtually no improve-
ment over baseline classification (i.e., always classifying the test samples as be-
longing to the most frequent class in the test database). On the other hand,
when the two corpora are merged into a single large corpus, classification accu-
racy is only slightly reduced compared to the scores obtained on the individual
databases.

In other words, we found evidence suggesting that emotional corpora of the
same emotion classes recorded under different conditions can be used to construct
a single classifier capable of distinguishing the emotions in the merged corpora.
The classifier learned using the merged corpora is more robust than a classifier
learned on a single corpus because it can deal with emotions in speech that is
recorded in more than one setting and from more speakers.

The emotional databases that are available contain only a small number of
speakers and emotions and with the feature sets that are usually employed in the
field, there is little generalization accross databases, resulting in database depen-
dent classifiers. Furtunately, we also found that we can make the systems more
robust by using much larger training databases. Moreover, adding robustness
to the feature set that is used to represent the emotion in the utterance could
compensate for the lack of vast amounts of training data. It would therefore be
interesting to investigate the use of acoustic features that mimic the process of
perception of emotions by humans.

3 Synthesis of Affective Nonsense Speech

3.1 System Design

We designed a system for producing affective speech that uses a database with
natural expressive speech samples from a professional speaker and a database
with naturally spoken neutral speech samples from the same speaker. Details of
the construction of these databases are given in section

In order to produce a nonsense utterance with a given desired emotion, the
synthesizer randomly selects an expressive speech sample of the proper type
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from the first database and uses this as a prosodic template. Next, a nonsense
carrier phrase is constructed that has the same syllabic structure as the selected
prosodic template. As explained in detail in section [3.3] this is done by concate-
nating segments from the database with neutral speech samples. Except that
inter-segment compatibility aspects are taken into account, the segments to be
concatenated are selected ad random.

Finally, the same pitch and timing structure as found in the prosodic template
is copied on the nonsense carrier phrase, a process that is known as prosodic
transplantation [I1], [12] and that effectively provides the synthetic output with
a same intonational pattern as the natural example. The prosodic modification
technique used in this prosody transplantation is summarized in section [3.41

Besides working in accordance with the concept of prosodic transplantation,
we believe that the strength of our synthesizer mainly resides in its high quality
and low complexity that was achieved by using an overlap-add technique for both
the segment concatenation and the prosodic modification, in accordance with
the source filter interpretation of pitch synchronized overlap-add (PSOLA) [13],
as introduced in [I4]. As will be explained, according to this interpretation, the
synthesizer can make use of the series of pitch markers to fulfill the concatenation.
More details about the synthesizer can also be found in [I5].

3.2 Speech Database

In order to produce expressive speech as close as possible to natural emotional
speech, the quality of the prosodic templates was an important parameter. The
speaker should be able to keep a same voice quality while recording the neutral
text and he should be able to express the desired emotions convincingly. Our
databases were constructed from the speech samples of a professional speaker.

Four primary human emotions (anger, joy, sadness and fear) were included.
First, samples of expressive and neutral utterances were recorded in an anechoic
chamber. Next, the utterances to use in the databases were selected through an
evaluation process using four criteria: color of the voice, the emotion perceived in
the utterance, closeness to the intended emotion, and the quality of the portray-
ing (faked/real). Each utterance was rated by four researchers who are familiar
with speech processing and one amateur musician. Finally, 14 utterances were
selected for inclusion in the database.

An interactive segmentation tool was developed based on the MEL-cepstral
distances between the hanning windowed frames on the left and the right of
each sample point. Large MEL-scale cepstral distances are an indication of a
phone transition, small distances indicate stationary speech parts. The tool we
developed plots these distances and, given the desired number of segments, the
user can specify the appropriate cut-points. These are stored in a meta-data file
that can be used for constructing the nonsense carrier utterances by concatenat-
ing randomly selected speech segments from the database. Fig. Blillustrates this
segmentation process.
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Fig. 3. MEL-cepstral distance based manual segmentation. The upper panel shows the
speech utterance 'not ring’. The bottom panel shows the MEL-scale cepstral distances.

3.3 Segment Concatenation

The synthesizer has to concatenate the selected segments in an appropriate way
in order to construct a fluently sounding speech signal. While concatenating
speech segments, one has to cope with two problems. First, the concatenation
technique must smooth the transition between the two signals in time, other-
wise these transitions will appear to abrupt and the concatenated speech would
not sound fluent, but chopped. Further, while joining voiced speech signals, the
introduction of irregular pitch periods at the transition point has to be avoided,
since these would cause audible concatenation artifacts.

As mentioned before, we opted to use PSOLA to perform the prosody trans-
plantation. PSOLA needs to identify the exact location of every individual pitch
period in the voiced speech segments using so-called pitch markers. The quality
of the output signal greatly depends on the correctness of these markers and we
designed an efficient and robust algorithm to accomplish this pitch marking [16].

Obviously, by choosing pitch markers as the segments cut-points, we can as-
sure that the periodicity of the speech signal will not be disrupted by the con-
catenation procedure. In order to further enhance the concatenation quality, we
designed an optimization method that selects the best cut-markers according to
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a MEL-scale spectral distance, as suggested in [I7]. This technique selects for
each join a pitch marker from the first and from the second segment in such a
way that the transition will occur where there is as much similarity between the
two speech signals as possible.

Once the cut marks are determined, the actual concatenation problem is tack-
led by a pitch-synchronous window/overlap technique. First, a number of pitch
periods (typically 5) is selected from the end cut-marker and from the begin-
ning cut-marker of the first and second segment, respectively. Then, the pitch
of these two short segments is altered using the PSOLA technique, which will
result in two signals having exactly the same pitch. Finally, the two signals are
cross-faded using a hanning-function to complete the concatenation.

Figure @ illustrates our concatenation method by joining two voiced speech
segments. To illustrate the method’s robustness, we used a first segment that
has a pitch value which is higher than that of the second segment, as one can see
in the upper panel of the figure. The middle panel shows the pitch-alignment of
the extracted pitch periods and the bottom panel shows the final concatenated
speech. This last plot illustrates that in the concatenated speech signal the seg-
ment transition is smoothed among a few pitch periods, which is necessary if
a fluent output is to be obtained. In addition, the output does not suffer from
irregular pitch periods.
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Fig. 4. Pitch-synchronous concatenation. The upper panel illustrates the segments to
be concatenated, the middle panel illustrates the pitch-synchronized waveshapes, and
the lower panel illustrates the result after cross-fading.

The proposed concatenation technique delivers results of the same auditive
quality as some more complex concatenation methods found in the literature.
The technique has been systematically judged against a spectral interpolation
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approach and it was concluded that the computationally more complex interpo-
lation could not outperform the proposed overlap-add method.

3.4 Adding Prosody

At this point we need to apply the correct prosody to the concatenated nonsense
speech signal by using the PSOLA technique for altering the timing and the pitch
of the speech. The pitch markers of the nonsense speech can be simply computed
from the pitch markers of the concatenated segments. These will then be used
as analysis-pitch markers for the PSOLA technique.

At the same time, each sample point that indicates a phoneme transition
in the synthesizer’s databases is memorized in the meta-data. By using these
transition points the synthesizer calculates the inherent length of each phoneme
present in the concatenated signal and in the prosodic template. Using these
two sets of values, the amount of time-stretching that is necessary to provide the
output speech with the correct timing properties is computed. Subsequently, the
PSOLA algorithm will synthesize the output signal by using a time varying time-
stretch value going from phoneme to phoneme. The synthesis-pitch markers used
by the PSOLA operation determine the pitch of the final output [14]. Obviously,
it suffices to calculate these pitch markers based on the pitch-parameters of
the prosodic template to ensure that the imposed intonation curve is correctly
assigned to the final speech signal.

4 Concluding Discussion

We presented our recent and current work on expressive speech synthesis and
recognition as enabling technologies for affective robot-child interaction.

We showed that our current expression recognition system obtains competitive
results and could be used to discriminate between several archetypical emotions.
However, we also showed that in this field the old adage ”there’s no data like
more data” is more than ever valid and in order to avoid having to record
hughe databases with expressive child speech, we plan to open a parallel track to
investigate robust features for emotion recognition as well as psychoacoustically
motivated dimensions of expressive speech.

We also designed a lightweight speech synthesis system that was successfully
used as a replacement for the back-end of the NeXTeNS open source text-to-
speech synthesis system for Dutch, thereby turning it into a Flemish speaking
text-to-speech application [15]. We are using the same acoustic synthesis modules
to construct a system for synthesizing expressive nonsense speech that copies
the intonation from a database with expressive speech examples onto a neutral
synthetic carrier phrase. In our future work we plan to investigate whether and
how aspects of voice quality should be incorporated in the system.

With these enabling components lined up, we are getting ready to enter a
new and very exciting research phase where we can start experiments towards
hopefully effective child-machine communication of affect and emotion.
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Abstract. We describe here our efforts for modeling multimodal signals
exchanged by interlocutors when interacting face-to-face. This data is then used
to control embodied conversational agents able to engage into a realistic face-
to-face interaction with human partners. This paper focuses on the generation
and rendering of realistic gaze patterns. The problems encountered and
solutions proposed claim for a stronger coupling between research fields such
as audiovisual signal processing, linguistics and psychosocial sciences for the
sake of efficient and realistic human-computer interaction.

Keywords: Embodied conversational agents, talking faces, audiovisual speech
synthesis, face-to-face interaction.

1 Introduction

Building Embodied Conversational Agents (ECA) able to engage a convincing face-
to-face conversation with a human partner is certainly one of the most challenging
Turing test one can imagine (Cassell, Sullivan et al. 2000). The challenge is far more
complex than the experimental conditions of the Loebner Prize' where dialog is
conducted via textual information: the ECA should not only convince the human
partner that the linguistic and paralinguistic contents of the generated answers to
human inquiries have been built by a human intelligence, but also generate the proper
multimodal signals that should fool human perception. We are however very close to
being able to conduct such experiments. Automatic learning techniques that model
perception/action loops at various levels of human-human interaction are surely key
technologies for building convincing conversational agents. George, the talkative bot
that won the Loebner Prize 2005, learned its conversation skills from the interactions
it had with visitors to the Jabberwacky website, and through chats with its creator, Mr
Carpenter. Similarly the first Turing test involving a non interactive virtual speaker
(Geiger, Ezzat et al. 2003) has demonstrated that image-based facial animation
techniques are able to generate and render convincing face and head movements.
Combining a pertinent dialog management with convincing videorealistic
animation is still not sufficient to reach a real sense of presence (Riva, Davide et al.

" The Loebner Prize for artificial intelligence awards each year the computer program that
delivers the most human-like responses to questions given by a panel of judges over a
computer terminal.

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 9— 2006.
© Springer-Verlag Berlin Heidelberg 2006
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2003). The sense of “being there” requires the featuring of basic components of
situated face-to-face communication such as mixed initiative, back channeling, turn
taking management, etc. The interaction requires a detailed scene analysis and a
control loop that knows about the rules of social interaction: the analysis and
comprehension of an embodied interaction is deeply grounded in our senses and
actuators and we do have strong expectations on how dialogic information is encoded
into multimodal signals.

Appropriate interaction loops have thus to be implemented. They have to
synchronize at least two different perception/action loops. On the one hand there are
low-frequency dialogic loops. They require analysis, comprehension and synthesis of
dialog acts with time scales of the order of a few utterances. On the other hand there
are interaction loops of higher frequency. These include the prompt reactions to
exogenous stimuli such as sudden events arising in the environments or eye saccades
of the interlocutor. The YTTM model (Thérisson 2002) of turn-taking possesses three
layered feedback loops (reactive, process control and content). Content and reactive
loops correspond to the two loops previously sketched. The intermediate process
control loop is responsible for the willful control of the social interaction (starts and
stops, breaks, back-channeling, etc). In all interaction models, information- and
signal-driven interactions should then be coupled to guarantee -efficiency,
believability, trustfulness and user-friendliness of the information retrieval.

We describe here part of our efforts for designing virtual ECAs that are sensitive to
the environment (virtual and real) in which they interact with human partners. We
focus here on the control of eye gaze. We describe the multiple scientific and
technological challenges we face, the solutions that have been proposed in the
literature and the ones we have implemented and tested.

Fig. 1. Face-to-face interaction: (a) gaming with an ECA; (b) studying human gaze patterns; (c)
our ECA mounted on the Rackham mobile robot at the Space city in Toulouse — France
(Clodic, Fleury et al. 2006). Copyright CNRS for (a) and (b).

2 Gaze and Mutual Gaze Patterns

The sampling process with which the eye explores the field of sight consists of
fixations, smooth pursuits and saccades. Saccades are the rapid eye movements
(approx. 25-40ms duration) with which the high-resolution central field (the fovea) is
pointed to the area of interest. Fixations (and slow eye movements) of relatively long
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duration (300ms) enable the visual system to analyze that area (e.g. identify objects or
humans). They are characterized by microsaccades that compensate for retinal
adaptation. Functionally these two components correspond to two complementary
visual streams, a ‘where’- and a ‘what’-stream (Grossberg 2003). The ‘what’-stream
is responsible for object recognition, the ‘where’-stream localises where these objects
and events are. The *what’-stream is assumed to be allocentric, i.e. object centered,
whereas the ‘where’-stream is egocentric, i.e. observer centered. An additional
mechanism, called smooth pursuit, locks slowly moving interest points in the fovea.

Scrutinizing a scene (either a static picture or a video) is more complicated than
just moving from one salient feature of the scene to the next. Perceptual salience is
not the only determinant of interest. The cognitive demand of the scrutinizing task has
a striking impact on the human audiovisual analysis of scenes and their interpretation.
Yarbus (1967) showed notably that eye gaze patterns are influenced by the
instructions given to the observer during the examination of pictures. Similarly
Vatikiotis-Bateson et al (1998) showed that eye gaze patterns of perceivers during
audiovisual speech perception are influenced both by environmental conditions (audio
signal-to-noise ratio) and by the recognition task (identification of phonetic segments
vs. the sentence’s modality). Attention is also essential: Simons and Chabris (1999)
suggest that attention is essential to consciously perceive any aspect of a scene. Major
changes to scenes may be ignored (‘change blindness') and objects may even not be
perceived (‘attentional blindness’) if they are not in our focus of attention.

Finally, eye gaze is an essential component of face-to-face interaction. Eyes
constitute a very special stimulus in a visual scene. Gaze and eye-contact are
important cues for the development of social activity and speech acquisition
(Carpenter and Tomasello 2000): theories of mind? (Scassellati 2001) rely on the
ability of computing eye direction of others. In conversation, gaze is involved in the
regulation of turn taking, accentuation and organization of discourse (Argyle and
Cook 1976; Kendon 1967). We are also very sensitive to the gaze of others when
directed towards objects of interest within our field of view or even outside (Pourtois,
Sander et al. 2004). In the Posner cueing paradigm (1980), observers’ performance in
detecting a target is typically quicker in trials in which the target is present at the
location indicated by a former visual cue than in trials in which the target appears at
the uncued location. The outstanding prominence of the human face in this respect
was shown by Langton et al. (1999; 2000). Driver et al. (1999) have shown that a
concomitant eye gaze also speeds reaction time.

The data presented so far show that gaze control is a complex cognitive activity
that not only depends on the environment — that of course includes other humans — but
also on our own cognitive demands.

3 Computational Models for the Observation of Natural Scenes

Most robots incorporate a computational model for observing their environment.
Mobile robots use the results for planning displacements and avoid obstacles.
Anthropoid robots embed cameras at eyes location and the movements that are

% The ability to understand that others have beliefs, desires and intentions that are different from
one's own (Baron-Cohen, Leslie et al. 1985; Premack and Woodruff 1978).
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necessary for controlling their field of view informs indirectly human partners on
their focus of interest. Most sociable anthropoid robots control gaze for
communication needs: robots constructed by the Humanoid Robotics Group at the
MIT Artificial Intelligence Laboratory have been designed to mimic the sensory and
motor capabilities of the human system. The robots should be able to detect stimuli
that humans find relevant, should be able to respond to stimuli in a human-like
manner. The first computational theory of mind built by Scassellati (Scassellati 2001)
was already incorporating a complex control of eye gaze et neck movements for
pointing and signalling shared visual attention. Robita developed at Waseda
University (Matsusaka, Tojo et al. 2003) points to objects and regulates turn taking in
group conversation by gaze direction.

Fig. 2. Models for observing natural scenes. Left: eye saccades of the ECA developed by Itty et
al (Itti, Dhavale et al. 2003) are sequenced by points of interest computed from a video input.
Right: Sun (Sun 2003) uses a multiscale segmentation to scrutinize an image by successive
zoom-ins and -outs.

Most gaze control strategies for ECA are more elementary. When no contextual
audiovisual stimuli are available (e.g. for web-based ECA), the basic strategy consists
in globally reproducing blinks and gaze paths learnt by statistical models from human
data (Lee, Badler et al. 2002). Attempts to regulate an ECA gaze from video input are
quite recent: Itti et al (2003) propose a visual attention system that drives the eye gaze
of an ECA from natural visual scenes. This system consists in computing three maps:
(a) a saliency map, a bottom-up path that computes a global saliency for each pixel of
the current image that combines color, orientation and flow cues; (b) a pertinence
map, a top-down path that modulates the saliency map according to cognitive
demands (e.g. follow white objects... that may cause attention blindness to events
connected to darker areas of the scene), and (c) an attention map that is responsible
with the observation strategy that switches between the successive points of interest.
The attention map also handles temporary Inhibition Of Return (IOR) so that all
points of interest in a scene have a chance to be in focus. Although mostly tested on
still images, the object-based attention framework proposed by Sun (2003) is based on
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a multi-scale segmentation of the image that computes a hierarchy of the points of
interest as function of salience, granularity and size of the objects.

We recently implemented a eye gaze control system that builds on Itti et al
proposal but replaces the pertinence and attention maps with a detector/tracker of
regions of interest as well as with a temporary inhibition of return that rules the
content of an attention stack (Xu and Chun 2006) that memorizes position and
appearance of previous regions of interest. The object detector is responsible for
detecting known objects (such as faces) that triggers further predetermined scrutation
(such as focus on mouth and eyes for speaking faces) and for building statistical
models of the shape and appearance of unknown objects (based yet on color
histogram). If necessary, the detector uses the built characteristics to perform a
smooth pursuit using a Kalman filter (see figure 3). Once the object of interest does
not move and fixation has been long enough for recognizing/building a model of the
object, the object is pushed in the attention stack and the system seeks for the next
salient object. While none is found, the system pops back the objects stored in the
attention stack. The stack is also used for storing temporally the characteristics of an
object that has not been entirely processed when a more salient object bumps in the
scene: the exogenous stimulus is urgently processed and the system goes back to its
normal sequential exploration.

Two natural videos have been used for testing (see figure 3): the first scene
features a subject waiving colored objects in front of him while the second one
features several person passing behind a subject facing the camera. Gaze patterns
computed by our system have been compared to human ones recorded using a non
invasive Tobii® eyetracker: main differences occur when innate objects have a
stronger intrinsic salience than faces in the scene (see figure 4). Subjects are in fact
more sensitive to faces than clothing since human faces are of most importance for
understanding natural scenes. When interacting with people, events occurring in the
immediate environment have also an impact on gaze and gaze interpretation. For
instance, Pourtois et al (2004) have shown that facial expressions of your interlocutor
is interpreted very differently depending on whether his gaze are directed to you
or not.

G

21970

Fig. 3. An ECA exploring a visual scene. The ECA scrutinizes a real scene displayed on a
transparent screen. Key frames are displayed. A black circle materializes the point of interest
for each image. Top: a subject waves a blue book in front of the ECA and the module
responsible for smooth pursuit controls the gaze. Bottom: a person passes behind the
interlocutor and a saccade is performed to track this new object of interest.
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Fig. 4. Comparing gaze trajectories (top: horizontal displacement; bottom vertical displace-
ment) generated by our eye gaze control system with those recorded from subjects observing
the same scene (the colored gauge is obtained by computing the variance between 5 subjects).
Major differences (enlightened) are observed in vertical displacement where the control system
is sometimes attracted by saturated colors of clothes of people passing in the background
rather than their faces.

4 Elan - Gerard_alix.eaf =laIx

File Edit Search View Options Help
~

1| aix_Gaze -
»| MNr |.|BeginTime| EndTime Curation |7
176, 00:07:31.7.../00:07:33.3... 00:00:01.5.,
177 00:07:333.. 00:07:335.. 00:00:00.2
178 00:07:335.../00:07:34.3... 00:00:00.8.,
179 . 00:07:34.3. 00:07:351... 00:00:00.7
P 180|. 00:07:35.1.. 00:07:35.9... D0:00:00.7..
181 00:07:35.8... 00:07:38.1... 00:00:02.2
182).. 00:07:381...|00:07:38.7... 00:00:00.5.,
183 00:07:387.. 00:07:39.3..|00:00:00.6
184/, 00:07:39.3...|00:07:41.9... 00:00:02.5.,
1856/ 00:07:41.8.. 00:07:432 /00:00:01.3
186 00:07.43.2...|00:07:45.4... 00:00:02.1.,
187 00:07:454 . 00:07:47 8. 00:00:02.3

%

00:07:35.193 Selection: 00:07:31.783 - 00:07:38.737 6954

(IR R e o e e [Ps]e ] [= =TT ] 0 selestion bode [T Losp Made
- dh
0o:o7 I32 oon 0o:07 I33 oon 00:07 I34 oon 00:07 IBE il 0007 ISE aon a0 I37 oon it} EI?'ISB oo EIEI'EI?"BB oo EIEI'EI?"MJ ooo
.
]

00:07:32.000 00:07:33.000 00:07:34.000 00:07:36 900 00:07:36.000 00:07:37 000 00:07:38.000 00:07:39.000 00:07:40.000 | =

>

Master

Gerard_action

Gerard_Gaze

listening prephon_|speaking

Alix_action

Alix_Gaze rnouth }ng Innse Imnuth right_gye }mnuth \a\sa else rnouth

A pemarrer| (3} & OB W B @ & ) papers 870 dodoc ... [z javaw - 1] 2 Microso... +| ) eye_trackin...| [£] Bb.oib-w... | | « W 1210

Fig. 5. Screenshot of the labeling framework for face-to-face interaction data (using the ELAN
editor® www.mpi.nl/tools/elan.html). The female listener fixates either the mouth or the right
eye of the male speaker when he is uttering a SUS utterance (see text).

4 Gaze Patterns in Face-to-Face Interaction

When interacting, people mostly gaze at the other’s face and gesturing. While speech
is clearly audiovisual (Stork and Hennecke 1996), facial expressions and gaze also
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inform us about the physical, emotional and mental state of the interlocutor. Together
with gesturing, they participate in signaling discourse structure, ruling turn taking and
maintaining mutual interest. Context-aware ECA should be reactive to gaze patterns
of their interlocutors and implement these complex interaction rules (Thérisson 2002).

Most data on eye movement of perceivers during audiovisual speech perception
have been gathered using non interactive audiovisual recordings (Vatikiotis-Bateson,
Eigsti et al. 1998). Several experiments have however shown that live gaze patterns
are significantly different from screening (Gullberg and Holmgqvist 2001): social rules
have in fact a strong impact on communication when interacting face-to-face.

We conducted preliminary experiments for determining the natural gaze interplays
between interlocutors according to their social status, their roles in the conversation
and the dialog task. We illustrate below the complex gaze patterns already observed
in a simple task such as repeating the other’s utterance. The experimental setting
involves two cameras coupled with two eye trackers (see figure 1b) that monitor the
gaze patterns of the interlocutors when interacting through two screens. We checked
that this setting enables an acceptable spatial cognition so that each interlocutor
correctly perceives what part of his face the other is looking at. The task just consisted
in a speech game where Semantically Unpredictable Sentences (see Benoit, Grice et
al. 1996, for description of SUS) uttered by one speaker in noisy environment have to
be repeated with no error by his interlocutor. The speaker has of course to correct the
repeated utterance as long as the repetition is incorrect. Mutual attention is thus
essential to the success of interaction. Preliminary results (see Table 1) confirm for
example that prephonatory (preparing to speak) activity is characterized by a gaze
away from the face of the interlocutor. Eyes and mouth are all scrutinized when first
listening to SUS whereas gaze during verification is focused on the mouth: gaze
patterns are of course highly depending on cognitive demands (Yarbus 1967).

Table 1. Gaze data from speaker X when interacting with speaker Y. A turn consists in trying
to repeat a SUS uttered by the partner with no error. Percentage of time spent on mouth and
eyes regions is given for various actions and roles of the interlocutors.

Regions of the face of Y gazed by X
SUS giver | Actions of X | Mouth Lefteye | Righteye | Other
X Prephonatory 48,1 0 6,9 45,0
Speaking 91,6 0 5,1 33
Listening 82,0 0 6,7 11,3
Y Listening 64,0 14,6 17,8 3,6
Speaking 48,4 29,2 19,2 3,2
Prephonatory 18,7 10,2 37,6 33,5

5 Comments

A control model for eyes direction should not only rely on a context-aware
multimodal scene analysis and a basic comprehension of the user’s intentions and
social rules but also rely on a faithful scene synthesis. Gaze patterns should be
rendered so that human partners perceive the intended multimodal deixis and mutual
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attention. In a preceding paper (Raidt, Bailly et al. 2006), we have shown that our
ECA is able to efficiently attract users’ attention towards its focus of interest. We
currently investigate the impact of the eye gaze rendering on performance. Eyelids
deformations as well as head movements participate to the elaboration of gaze
direction: adequate prediction of these deformations according to gaze direction
reinforces perception of spatial cognition.

Fig. 6. A 3D statistical shape model that reproduces geometric deformations of the eyelids of
one subject depending on gaze direction

6 Conclusions

This paper sketches a research framework for giving ECA the gift of situated human
interaction. The landscape on eye gaze research is of course incomplete and gaze is
one part of the facial actions that humans involve in face-to-face conversation.
Gestural scores should be properly orchestrated so that complementary and redundant
information is delivered at the right tempo to the interlocutor. Human behavior is so
complex and subtle that computational models should be grounded on quantitative
data (please refer for example to Bailly, Elisei et al. 2006, for a study of facial
movements involved in conversation). Interaction rules should be completed with
interaction loops that take into account the necessary coupling between signals
extracted by a detailed multimodal scene analysis and the comprehension of the
discourse and speaker’s desires and beliefs that the artificial intelligence is able to
built. Part of the success and realism of the interaction is surely in the intelligent use
the artificial intelligence can make of the symptoms of the comprehension of the
interaction the human partners who are present in the scene offer for free.
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Abstract. We present an audio-visual automatic speech recognition
system, which significantly improves speech recognition performance over
a wide range of acoustic noise levels, as well as under clean audio con-
ditions. The system consists of three components: (i) a visual module,
(ii) an acoustic module, and (iii) a Dynamic Bayesian Network-based
recognition module. The vision module, locates and tracks the speaker
head, and mouth movements and extracts relevant speech features rep-
resented by contour information and 3D deformations of lip movements.
The acoustic module extracts noise-robust features, i.e. the Mel Filter-
bank Cepstrum Coefficients (MFCCs). Finally we propose two models
based on Dynamic Bayesian Networks (DBN) to either consider the single
audio and video streams or to integrate the features from the audio and
visual streams. We also compare the proposed DBN based system with
classical Hidden Markov Model. The novelty of the developed framework
is the persistence of the audiovisual speech signal characteristics from the
extraction step, through the learning step. Experiments on continuous
audiovisual speech show that the segmentation boundaries of phones in
the audio stream and visemes in the video stream are close to manual
segmentation boundaries.

1 Introduction

Automatic speech recognition (ASR) is of great importance in human-machine
interfaces, but despite extensive effort over decades, acoustic-based recognition
systems remain too inaccurate for the vast majority of conceivable applications,
especially those in noisy environments, e.g. crowded envirenment. While incre-
mental advances may be expected along the current ASR paradigm, e.g. using
acoustic multi-stream Dynamic Bayesian Networks (DBN) [IL12,[3], novel ap-
proaches in particular those utilizing visual information as well are being stud-
ied. Such multi-modal Audio-Visual ASR systems have already been shown to

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 19-30 2006.
© Springer-Verlag Berlin Heidelberg 2006
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have superior recognition accuracy, especially in noisy conditions [45l[6]. The use
of visual features in audio-visual speech recognition is motivated by the speech
formation mechanism and the natural speech ability of humans to reduce audio
ambiguities using visual cues. Moreover, the visual information provides comple-
mentary cues that cannot be corrupted by the acoustic noise of the environment.
However, problems such as the selection of the optimal set of visual features, and
the optimal models for audio-visual integration remain challenging research top-
ics. In this paper, we provide improvements to the existing methods for visual
feature estimation and we propose speech recognition models based on Dynamic
Bayesian Networks (DBN) which are extension of the model proposed in [7].

The proposed framework for audio-visual analysis is as follows. Visemes are
recognized in the bimodal speech by means of their characteristic features in
both the audio and visual streams. The novelty in our framework is the inte-
gration method of both signal properties in a learning scheme. The learning
scheme of visemes distinguishes itself from the existing audio-only word recog-
nizers because it is able to segment the timing of the visual features. We have
currently constructed a single DBN model to recognize phoneme segments from
the audio stream, and a similar single DBN model to recognize viseme segments
from the corresponding image stream. Considering the study of the correlation
and asynchrony of audio and video, these models can be seen as the foundation
for a multi-stream DBN model that recognizes the audio-visual units from the
audio-visual speech.

We intend to apply the framework in automatic lip-sync using animation of
virtual faces [8] to improve the robustness of audio speech in noisy environments.

The paper is organized as follows. Section [2.1] discusses the visual features
extraction, starting from the detection and tracking of the speaker’s head in the
image sequence, followed by the detailed extraction of mouth motion, and section
lists the audio features. The usage of the extracted features in audiovisual
speech recognition is explained in section [B] along with experimental results.
Concluding remarks and future plans are outlined in section [l

2 Audio-Visual Features Extraction

2.1 Visual Feature Extraction

Robust location of the speaker’s face and the facial features, specifically the
mouth region, and the extraction of a discriminant set of visual observation vec-
tors are key elements in an audio-video speech recognition system. The cascade
algorithm for visual feature extraction used in our system consists of the follow-
ing steps: face detection and tracking, mouth region detection and lip contour
extraction for 2D and 3D feature estimation. In the following we describe in
details each of these steps.

Head Detection and Tracking. The first step of the analysis is the detection
and tracking of the speaker’s face in the video stream. For this purpose we use a
previously developed head detection and tracking method [9]. The head detection
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consists of a two-step process: (a) face candidates selection, carried out here by
clustering the pixel values in the Y'C,.C}, color space and producing labeled skin-
colored regions {R;}Y, and their best fit ellipse E; = (7,9, ai,bi,0) being
the center coordinates, the major and minor axes length, and the orientation
respectively, and (b) the face verification that selects the best face candidate. In
the verification step a global face cue measure M;, combining gray-tone cues and
ellipse shape cues @;, j =1,...,4, is estimated for each face candidate region
R;. Combining shape and facial feature cues ensures an adequate detection of
the face. The face candidate that has the maximal measure M; localizes the head
region in the image.

The tracking of the detected head in the subsequent image frames is performed
via a kernel-based method wherein a joint spatial-color probability density char-
acterizes the head region [9].

Figure [0 illustrates the tracking method. Samples are taken from the initial
ellipse region in the first image, called model target, to evaluate the model target
joint spatial-color kernel-based probability density function (p.f.d.). A hypothesis
is made that the true target will be represented as a transformation of this model
target by using a motion and illumination change model. The hypothesized target
is in fact the modeled new look in the current image frame of the initially detected
object. A hypothesized target is therefore represented by the hypothesized p.d.f.
which is the transformed model p.d.f. To verify this hypothesis, samples of the
next image are taken within the transformed model target boundary to create
the candidate target and the joint spatial-color distribution of these samples
is compared to the hypothesized p.d.f. using a distance-measure. A new set of
transformation parameters is selected by minimizing the distance-measure. The
parameter estimation or tracking algorithm lets the target’s region converge to
the true object’s region via changes in the parameter set.

This kernel-based approach proved to be robust to the 3-dimensional motion
of the face(see Figure[2)). Moreover, incorporating an illumination model into the
tracking equations enables us to cope with potentially distracting illumination
changes.

- —~—
model target ‘ﬁgandidate tar%—f candidate samples
— v
hypothesized p.d.f.—» distance

l”'tiou

transformation
parameters

model p.d.f.

Y

Fig. 1. Tracking algorithm

2D Lip Contour Extraction. The contour of the lips is obtained through the
Bayesian Tangent Shape Model (BTSM) [10]. Figure 2l shows several successful
results of the lip contour extraction.
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Fig. 2. Face detection/tracking and lip contour extraction

The lip contour is used to estimate a visual feature vector consisting of the
mouth opening measures shown in Figure Bl In total, 42 mouth features have
been identified based on the automatically labeled landmark feature points: 5
vertical distances between the outer contour feature points; 1 horizontal distance
between the outer lip corners; 4 angles; 3 vertical distances between the inner
contour feature points; 1 horizontal distance between the inner lip corners; and
the first order and second order regression coefficient (delta and acceleration in
the image frames at 25 fps) of the previous measures.

(b)

Fig. 3. Vertical and horizontal opening distances and angle features of the mouth: (a)
outer contour features; (b) inner contour features

3D Lip Motion Extraction. All facial expressions are produced by the 3D
deformation of the skin, the face shape (due to articulation), as well as the rigid
head movements. Estimating 3D deformation from 2D image sequences is an ill-
posed problem which we solved in [I1] by imposing physical constraints on the
face motion: the rigid motion consists of a rotation and translation relative to the
projection axes, and the natural deformations of the facial features are induced
by distributed muscle forces which are modeled in a mechanical displacement-
based finite element model (FEM). In this model, 3D deformation, also called
scene flow W [12], is obtained by solving the following energy function

W = argmin [ (S e — 5W) ) + ¢ e

where u is the estimated optical flow and (W) the parameterized optical flow
constructed as the projection of W, the sum is taken over all the vertices of the
wire-frame face model, and 1 are regularization terms expressing the smoothly
varying muscles forces that lie tangential to the face surface.
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Equation [ is solved using the quasi-Newton trust region method where in each
iteration the displacements are obtained from solving the mechanical FEM with
the updated forces input.

This approach for 3D motion motion extraction has the advantage that the
muscle topology does not need to be fixed as in the mass-spring models [13],
and that the face motions are not restricted to geometrical transformations as
in [I4]. The output of the deformation estimation around the mouth is not only
the displacement of the feature points, but also the direction and magnitude
of the forces needed for the articulation. 3D deformation (motion) estimation
results are shown in Figure @ and Figure [ illustrates the estimated forces at
automatically labeled landmarks.

VN
(a)

Fig. 4. 3D Lip motion extraction: (a) mouth initialization on first frame; (b) mouth
motion estimation at fourth frame

rE— 4
start of force of 005N

Fig. 5. Total estimated forces (at 3 landmarks) allowing the 3D deformation of the lip
from the first frame to the fourth frame of Figure []

2.2 Audio Features

The acoustic features are computed with a frame rate of 100frames/s. Each
speech frame is converted to 39 acoustic parameters: 12 MFCCs (Mel Filterbank

Cepstrum Coefficients [15]), 12 AMFCCs, 12 AAMFCCs, energy, A energy, AA
energys;

3 Audiovisual Recognition

3.1 DBN Model for Speech Segmentation

In recent years, single stream DBN and multi-stream DBN are applied to con-
tinuous speech recognition, and improvements have been achieved in the recog-
nition rates of words, as well as in the robustness to background noise [I}[7].
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In our framework, we design two single-stream DBN based learning schemes:
the first segments audio speech into phone sequence, and the second segments
visual speech to viseme sequence. In the following the audio-based DBN model
is described, for the video the same model is used. The training data consists of
the audio and video features extracted from labeled (word and phone/viseme)
sentences.

The DBN models in Figure[@lrepresents the unflattened and hierarchical struc-
tures for a speech recognition system. It consists of an initialization with a Pro-
logue part, a Chunk part that is repeated every time frame (t), and a closure of a
sentence with an Epliogue part. Every horizontal row of nodes in Figure[Gldepicts a
separate temporal layer of random variables. The arcs between the nodes are either
deterministic (straight lines) or random (dotted lines) relationships between the
random variables, expressed as conditional probability distributions (CPD). The
specific placement of the arcs is done according to the Bigram language model [7].

In the training model, the random variables Word Counter (WC') and Skip
Silence (SS), denote the position of the current word or silence in the sentence,
respectively. The other random variables in Figure are: (i) the number of
words in a sentence (W); (ii) the occurrence of a transition to another word
(WT), with WT = 1 denoting the start of a new word, and WT = 0 denoting
the continuation of the current word; (iii) the number of phone position in the
word (PP); (iv) the occurrence of a transition to another phone (PT), defined
similarly as WT; and (v) the phone identification (P), e.g. ’f’ is the first phone
and 'vI’ is the first viseme in the word "four’.

In our model, as opposed to the state-of-the-art word level speech recognition
systems [I1[3], we have changed the often used Whole Word State nodes into the
phone/viseme nodes (P) with a word-phone(or viseme) dictionary.

We Now define the CPDs, for each level of nodes of Figure[dl First, the acoustic
feature o; is a random function of the phone in the conditional probability func-
tion p(o¢|P;), which is calculated by a Gaussian Mixture Model(GMM) as in a
typical Hidden Markov Model (HMM) system. Next, the phone variable P; is
fully deterministic of its parents PP, and W;. This means that given the current
word and phone position, the phone is known with certainty:

SS
- ? ?
We K End-of- W I IS End-of-
Utterance Utterance
W WT
L PP
PP
PT
PT -
< e e
P P
Features é é 9 é Features é
Prologue Chunk Epiloge Prologue Epiloge
(a)

Fig. 6. DBN models: (a) training, (b) recognition



DBN Based Models for Audio-Visual Speech Analysis and Recognition 25

p(Pt:z|PPt:k,Wt:w):
{1 if 7 is the k' phone in word w

(2)

0 otherwise

The phone transition variable PT;} is a binary indicator that specifies when the
model should advance to the next phone. p(PT;|P;) takes its cue from the phone
variable P; meaning that each phone may have its own duration distribution.
For each phone, there is a nonzero probability of either staying at a phone or
moving to the next phone. But only when p(PT;|P;) is 1, PT; is assigned as 1
which means a phone transition is occurring.

Another important hidden variable is the phone position (PP), which denotes
the position of the current phone in a word:

PP, ifPT,1=0
PP,={ 14+ PP, if PT,_y =1 and WT}_; =0 (3)
0 W, =1

Furthermore, the other deterministic transition is the word transition (WT).
Here a word transition (W7T; = 1) occurs only if there is a phone transition
(PT; = 1) from the last phone position (PP; = k) of a word (W;_1 = w):

1if PT; = 1 and lastphone(k,w)
WT, =< 0if PT; =1 and ~lastphone(k, w) (4)
0if PT; =0

where lastphone(k,w) is a binary indicator that specifies if the phone reaches the
last position & of a word w (known from the word-to-phone dictionary).

1if PP,=kand W;_1 =w
0 otherwise

lastphone(k,w) = { (5)

Finally, the word variable (W) uses the switching parent functionality, where
the existence (or implementation) of an arc can depend on the value of some other
variable(s) in the network, referred to as the switching parent(s). In this case,
the switching parent is the word transition variable. When the word transition is
zero (WT;_1 = 0), it causes the word variable W; to copy its previous value, i.e.,
W, = W;_1 with probability one. When a word transition occurs (WT;_1 = 1),
however, it switches to the word-to-word arc and uses the bigram language model
probability p(W;|W;_1). So these DBN models switch implementations of a CPD
from a deterministic function to a random bigram language model, i.e. bigram
which means the probability of one word transiting to another word whose value
comes from the statistics of the training script sentences.

1 if i=j and k=0
p(Wy = ilWy_1 = §,WT, = k) = { bigramif k=1 (6)
0 otherwise
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In the training DBN model, the Word Counter (W(C') node is incremented
according to the following CPD:
p(WC't = iIWCt_l = j, WTt_l = k,SS = l) =
1if i=j and k=0

1if i=j and bound(w,j) =1,k =1

1if i=j+1 and bound(w,j) =0,l =0,k =1 1)
1if i=j42 and bound(w,j) = 0,1l =1,k = 1, realword(w) = 1

1if i=j+1 and bound(w,j) = 0,1 =1,k = 1, realword(w) = 0

0 otherwise

where bound(w, j) is a binary indicator specifying if the position j of the current
word w exceeds the boundary of the training sentence, if so, bound(w,j) = 1.
realword(w) = 1 means the coming word w after silence is a word with real
meaning.

The estimation/training of the above defined CPDs in the DBN is imple-
mented with the generalized EM algorithm with the graphical model toolkit
GMTK [I]. In the recognition process the inference algorithm [I] find the best
path through the nodes of the DBN structure to represent the audio or visual
speech in the best way by a time series of words as well as phones/visemes.

Using the same notation, the proposed multi-stream DBN model is illustrated
in Figure[7 Its advantage is that it not only considers the asynchrony between
the audio and the visual stream by assigning the phone position (PP) and the
viseme position (V P) independently, but also takes into account their tight cor-
relation by incorporating the conditions from both streams into the word transi-
tion (WT), through the arcs from PP and PT to WT, as well as the arcs from
VP and VT to WT.

() End of

?
3 ‘ Utterance @ End of
b

Utterance

@,
Mouth é é Mouth

Features Prologue Chunk Epiloge Begrures Prologue Chunk Epiloge

Fig. 7. Multi-stream DBN model

3.2 Experiments

We recorded our own audiovisual database with the scripts of the Aurura 3.0
audio database containing connected digits. 100 recorded sentences are selected
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to be used as training data, and another 50 sentences as testing data. In the
phone DBN recognition experiments, we first extract a word-to-phone dictionary
from the standard TIMITDIC dictionary [16] for the ten digits, as well as silence
and short pause 'sp’. Actually, only 22 phones are used due to the small size of
the vocabulary. In the viseme DBN recognition experiments, we first map the
word-to-phone dictionary to a word-to-viseme dictionary using a mapping table
we previously proposed in [§].

Recognition Results. For the single audio stream DBN, Table [Il, summarizes
the word recognition rates (WRR) using only acoustic features with white noise
at different SNRs. Compared to trained triphone HMMs (implemented using
HTK), one can notice that with the proposed DBN model we obtain equivalent
results in case of 'clean’ signal and better results with strong noise.

Table 1. Word Recognition Rate v.s. SNR

clean 40db 30db 20db 15db 10db 0db |
HMM|99.06 99.06 99.06 94.34 81.13 58.49 30.19
DBN [99.06 99.06 98.11 87.74 84.91 69.81 35.85

For the single video stream DBN, the word recognition rates has been of 67.26
percent for all SNR levels. This is normal as the visual data is not affected by
acoustic noise.

Segmentation Results. To illustrate the segmentation results we used a simple
audio-video stream corresponding to the sentence ”two nine”. Table [2] shows the
phones segmentation results from the audio stream, while Table [ shows the
visemes segmentation from visual stream.

Table 2. Phone Segmentation Results

|Phoneme| sil | t | uw | Sp | n | ay | n | sil |
|HMM(ms)| - | 0-510 |510-820|820-820|820-950|950-1230|1230—1460|1460-1620|
| DBN(ms) |0—420|430—540|550—820|830—840|850—970|980—1200|1210—1340|1350—1610|

Table 3. Viseme Segmentation Results

| Viseme |Vn|vd|vp|vj |Vm| vg | vp | ve | vp | vb |Vm| vj |

IDBN (image frame)[0-4]5-5]6-6]7-8[9-9]10-16]17-17]18-29]30-30[31-31[32-36|37-38)

The segmentation results together with the temporal changes of audio and
visual features are illustrated in Figure 8 using the following mapping between
visemes and phones: viseme 'vin’ corresponds to the mouth shape of the phone
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'vg’ to phone 'uw’, 'vp’ to phone 'n’; 'vc’ to phone ’ay’; and ’vj’ means silence
(sil in Table 2)). Some mouth images (frames) of the visemes are also shown.
From the phone and viseme segmentation results, one can notice that the
viseme boundaries are normally 20 ms to 30 ms earlier than their corresponding
phones. Similar results, from subjective evaluations, have been reported in [I7].
From Figure[§ we also see that even when we can’t hear any voice (silence), we
can observe some mouth movements in the images. This explains why there are
some visemes recognized in the silence fragments of the audio stream, as shown
in Table Bl

Energy

MFCCAH

Mouth Helght

Angle

1 1 1 1 1 1 1
o 8 10 13 20 25 30 39 40
Frame Mumber

SO

09(vm) 11(vg) 17(vp) 22(vec)

Fig. 8. Audio visual features and phone/viseme segmentation results
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4 Discussion

We have described a framework to recognize audiovisual speech. In the learning
scheme with DBN models we use the visual features to segment visemes and
the audio features to segment phones. Word recognition results from audio show
that DBN model is more robust to very noisy background than HMM. The visual
speech recognition is robust against noise, namely word recognition rate keeps
about 67.26 percent in all noise levels.

This improvement of the intelligibility of the speech in noisy environments,
together with the accurately extracted time boundaries of phones and visemes,
can be used to synthesize speech and mouth shapes in a talking virtual face.

The integration framework of the audio and visual modalities is extendible to
other scenarios than visual speech. In particular, we plan to address the emotion
recognition in the audiovisual video.
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Abstract. There are many types of digital watermarking algorithms, but each
type corresponds with a certain detecting method to detect the watermark.
However, the embedding method is usually unknown, so that it is not possible
to know whether the hidden information exists or not. An extensive digital
watermarking detecting method based on the known template is proposed in
this paper. This method extracts some feature parameters form the spatial, DCT
and DWT domains of the image and template, and then use some detecting
strategies on those parameters to detect the watermark. The experiment result
shows that the correct detecting rate is more than 97%. Obviously, the extensive
digital watermarking detection method can be realized, and the method is
valuable in theory and practice.

Keywords: digital watermarking; extensive detection; correlative detection.

1 Introduction

With the fast growing of network and media techniques, there has been growing
interest in developing effective techniques to discourage the unauthorized duplication
of digital data like audio, image and video. In traditional method, cryptology is often
used to protect them, but when the cryptograph has been decoded, copying and
republishing of the digital data would be out of control. The appearance of digital
watermarking can change this status, digital watermarking is a new technique which
protects the copyright in the circumstance of the open network, it also can attest the
source and integrality of digital data' * . Authors of digital media embed some
information into their works by using an unappreciable method, and those information
can not be found unless via a corresponsive detector.

Developing of digital watermarking techniques is in a high speed, there have been
many types of digital watermarking methods. But each type is independent from each
other, so the detection of each one should correspond with the method of embedding.

Generally, Methods of Images digital watermarking can be divided into two types,
methods in spatial domain and methods in transform domain. And methods of
transform domain can be divided into DCT domain methods and DWT domain
(wavelet domain) methods. Cox. I. J, professor of Imperial College London, has
proposed a frame of two steps watermarking detection®”, as Fig 1. The array of the

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 31 -[40] 2006.
© Springer-Verlag Berlin Heidelberg 2006
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watermarking image (the image which will be detected) in symbol spatial is extracted
by the watermark extractor. And then, the watermarking information (hidden
information) can be detected from the array by a simple detector. This simple detector
could be a linear correlate detector, unitary correlate detector or correlate coefficient
detector.

Watermarking Array in Watermarking

Image Symbol Space Information

—»| Watermarking Extractor Simple Detector —>

A 4

Fig. 1. Frame of the two steps watermarking detection

However, the method of embedding is usually unknown in the process of
watermarking detection. There are more than one hundred methods of digital
watermarking embedding, and because of the time consuming and the uncertainty
detecting result, it is nearly impossible to use every corresponsive method to detect
the watermarking information. In that way, does any extensive watermarking
detection methods exist? By the analyzing of the digital watermarking embedding and
detecting algorithms, an extensive images watermarking detection method is proposed
in this paper, this method extract the feature parameters form the spatial, DCT and
DWT domain (array in symbol space) of the image. These parameters would be taken
for the inputs of a watermarking detector, and the result of the watermarking detector
is the detecting value to judge the hidden information exists or not. The experimental
result shows that the method of extensive digital watermarking detection can be
realized, and it is very effective.

2 Method of Extensive Image Digital Watermarking Detection

2.1 Theoretic Analyze

Usually, two techniques are proposed for watermarking embedding' **°
v, =V, +ow, 1)
v =v,(1+ o)) 2

In above equations, V; is the feature parameter of the original image, and v; is the
feature parameter of the watermarking image in spatial, DCT and DWT domains (the
image which has been embedded some watermarking information); w, is the feature

parameter of the template; ¢ is the embedding intensity. Equation (1) is the additive
embedding method, and equation (2) is the multiplicative embedding method. Each of
them could increase the correlation between the image and the template. Thus, the
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calculation of the correlation between the image and the template can be used for
watermarking detection. The formula of unitary correlation is as follows °:

2, (V.W,)= gﬂi]w, AR A AR AU 5

N W,

In the equation (3), z,,. is the unitary correlate value between v and w, . The

unitary correlate value between two arrays means the cosine of their angle. That is:

“//.X/{ >7,, ©0<7, T,= cos™'(z,,) %)

From the equation (4), the unitary correlate value 7 . between feature parameters

nc

of the image and the template can be gotten, and then compared with the threshold

7, (7, is an experimental value), if 7, <7

e » the watermarking information
should not exist, or else it exists.

From above analyzing, a group of results could be obtained by comparing the
unitary correlate values, and then integrating the comparing results to get the final

detecting result.

2.2 The Framework of the Extensive Detection Method

As the Fig 2, is procedure of extensive images digital watermarking detection, the
method has three steps: classifying images and templates; extracting and combining
feature parameters of them; using some detecting strategies on those parameters to
detect the watermark, and integrating the results.

Type of the Parameters of the
Template
template Extract the Feature template
—»| Classifying >
Parameters
Type of the Parameters of the A 4 Parameters
Image
image Extract the Feature image Parameters group
—»| Classifying > >
Parameters Combining \
Whether the hidden
Unitary correlate All results Results information exists
q
>
detecting integrating

T

Detecting strategies

Fig. 2. Procedure of extensive images digital watermarking detection based on the known
template
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Images should be divided into two types: gray images and color images, and each
type should be divided into three sub-types: non-compressed, compressed by JPEG and
compressed by JPEG 2000. Templates should be divided into two types: smaller than
image in size and in the same size of the image. After then, different feature parameters
of images and templates can by extracted. The feature parameters of the images are
listed in Table 1, the sign of “Y” means that the feature parameter in the head of the

column could be extracted from the images of the type in the head of the row.

Table 1. Feature parameters and watermarking images

Types of the images
Gray images Color images
Feature parameters of P
ressed Pressed
templates Non- Pressed by Non- Pressed by
by by
pressed JPEG pressed JPEG
JPEG 2000 JPEG 2000
Coefficient in  gray v - - - - -
spatial
Coefficient in RGB N . N v . .
spatial
DCT coefficient in gray v v N N . .
spatial
8x8 DCT coefficient in v v - - - -
gray spatial
DCT  coefficient in
YCbCr spatial Y Y
8x8 DCT coefficient in _ _ _ v v _
YCbCr spatial
DWT coefficient in M v v v v v
levels
8x8 DWT coefficient in v v v v v
M levels

Templates’ feature parameters are listed in Table 2:

Table 2. Feature parameters and templates

Types of templates

Feature of templates - - -
Smaller than images At the same size of images

Coefficient in gray spatial Y Y
8x8 blocks in gray spatial — Y
mxn blocks in gray spatial Y —

When the feature parameters of images and templates are extracted, they should be
combined together, the parameters of image should be combined with parameters of
template. Table 3 shows feature parameters of the image and its corresponsive

parameters of the template.
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Table 3. Feature parameters of watermarking images and templates

Feature parameters of templates

Feature parameters of images Coefficientin  8x8 blocks in  mxn blocks in

gray spatial gray spatial gray spatial
Coefficient in gray spatial Y — —
Coefficient in RGB spatial Y — —
DCT coefficient in gray spatial Y — —
8x8 DCT coefficient in gray spatial — Y Y
DCT coefficient in YCbCr spatial Y — —
8x8 DCT coefficient in YCbCr spatial — Y Y
DWT coefficient in M levels Y — —
8x8 DWT coefficient in M levels — — Y

Some detecting strategies should be use to calculate the unitary correlate values of

the groups in table 3. Detection values Z,, Z,,...Z,, from these strategies should be

compared with their corresponsive thresholds 7, 7,,...7,, , and then the final detecting

result is obtained by fusing the comparing results.

2.3 Detecting Strategies

There are 10 groups of parameters in the Table 3, they correspond with 6 different
detecting strategies, and these strategies are showed in Table 4.

Table 4. Detecting strategies

Detecting strategies parameters (image parameters + template parameters)

Strategy 1 Coefficient in gray spatial + Coefficient in gray spatial ;

Strategy 2 Coefficient in RGB spatial + Coefficient in gray spatial ;

Strategy 3 DCT coefficient in gray spatial + Coefficient in gray spatial ;
DCT coefficient in YCbCr spatial + Coefficient in gray spatial ;

Strategy 4 8x8 DCT coefficient in gray spatial + 8x8 blocks in gray spatial;
8x8 DCT coefficient in YCbCr spatial + 8x8 blocks in gray
spatial;

8x8 DCT coefficient in gray spatial + mxn blocks in gray spatial;
8x8 DCT coefficient in YCbCr spatial + mxn blocks in gray

spatial;
Strategy 5 DWT coefficient in M levels + Coefficient in gray spatial ;
Strategy 6 8x8 DWT coefficient in M levels + mxn blocks in gray spatial.

Suppose that V' denotes the feature parameter of the image; W  denotes the
feature parameter of the template.
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Strategy 1: In strategy 1, unitary correlate values between V' and W should be
calculated by scanning. The front data of V' is used to calculate with W, and then,
V' is shifted, calculated with W_, ... From the whole process, a group of detecting

values Z;,,Z;5,-.-» Z;y should be produced; the mean of them is the final detecting

value of this strategy. The formula is as follows:

1 N
2 zﬁlzzli S

The whole process is simulated in Matlab platform as follows:

len v = length (v);
len w = length (w);

% detected on scanning.
for offset = 0 : 1 : ( len_.v - len_w )

vw = v ((offset + 1) : (offset + len_w ) );

% calculates the unitary correlate value

%$between vw and w.

z( offset + 1 ) = UniCorrelate( vw, w );
end
% calculate the mean of all detecting values
zl = mean( z );

Strategy 2: In this strategy, V has two-dimension matrix with three sub-vectors
(RGB). Unitary correlate values between V and W, should be calculated by
scanning in these three sub-arrays, and there would produce three groups of detecting

(R) _(R) (R) G) (6) (6) (B) _(B) (B)
values: Z5, "5 25y »--s 2oy s Zo1 3%y seeesZon s Zo1 s %y seeesZoy » the mean of

them is the final detecting value of strategy 2, that is:

Z, = max{z(R), Z(G), Z(B)}

1 & 1 & | & (6)
R) () ©) _ () B ®)

™= 25 77 = 2y 2P ==>"z

N Zl: 2 N z 2i N - 2i

i
)

Strategy 3: V is transformed into V’ with Zigzag. V'’ is an array in frequency
domain. Elements of V are frequency parameters of the image. They are from low
frequency to high frequency. The Unitary correlate value between V' and W_ is the
detecting value of strategy 3. The formula is as follows:

1 N
2 =NIZZ3I- 7

Strategy 4: V(i ) is transformed into V’(i ) with Zigzag (I means the number of
the block, and i from 1 to N). Elements of V’(i) are frequency parameters of the
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image block I . They are from low frequency to high frequency. Calculate the unitary
correlate value between V’(i) and W(l) and get a group of detecting value

24 (i ), 24 (i ),..., Zum (i ) , the mean of them is the detecting value of strategy 4. The

formula is as follows:

1 N m .
=N 22 2,0 @®)
0 j=0

i=l

N denotes the amount of the blocks.

Strategy 5: In this strategy, V has four sub-vectors, V' V(@ y () y
The unitary correlate values between W, and each sub-vector of V' should be

calculated by scanning. There are four groups of detecting values:

(ca) (ca) (ca) (ch) (ch) (ch) (cv) (cv) (cv)
Ts1 sZsp s Zsy s s 5 Zsp s lsy o Zsp s L5y e Zsy o
29D 24D ., 28 The formula is as follows:

- h - d
zg = max{z“, ", 7, D)

1 & 1 &
(ca) __ (ca) (ch) __ (ch)
== 5i == 5i 9
NS , N3 , ©)
] N
((V) (cv) (cd) __ (cd)
Zs; Z = 35
Z N = !

Strategy 6: Calculate the unitary correlate values between W(l) and each sub-
vector of V(i ) by scanning (I means the number of the block, i from 1 to N). There
would be 4xN groups of detecting values: z““ (1), z(m (1), 7 (l), 7 (l) ,
Z(m) (2),Z(ch) (2)7Z(CV) (2)7Z(Cd) (2) , o Z(Ca) (N)’Z(ch)(N)’Z(cv) (N),Z(Cd) (N) , N
denotes the account of the blocks. The formula of final detecting value is as follows:

1 N
72 7(i
Nz (10)

Z( ) max{z(w) Z;Ch),zi(w), Zi(cd) }

3 Experiments and Results

In the experiments, 720 images which are 256x256 pixel in size are used, all the
images were produced from 120 standard images by 6 different methods of digital
watermarking embedding 2°7®°'°. Methods of embedding are listed in Table 5. All
standard images and templates are from Standard Image Database of Signal & Image
Processing Institute, Electrical Engineering Department, School of Engineering, and
University of Southern California (USC).
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Table 5. Watermarking images in the experiment

No. Count Method of Embedding
| 120 Direct embed the information, which is modulated by
template into gray-scale of gray-images.
’ 120 Direct embed the information, which is modulated by
template into color-scale of color-images.
Direct embed the information, which is modulated by
3 120 . . .
template into DCT domain of images
Embed the information, which is modulated by template
4 120 . . .
into 8x8 DCT domain of images.
Direct embed the information, which is modulated by
5 120 . . .
template into DWT domain of images.
6 120 Embed the information, which is modulated by template

into 8x8 DWT domain of images.

All produced images and their original images were used by the method of
extensive images digital watermarking detection, in total, there were 120 results of
original images and 720 results of watermarking images. The Probability distribution
of the detecting values is showed in Fig 3. X-axis denotes the detecting values, Y-axis
denotes the probability of detecting values, real line denotes the probability
distribution of watermarking images’ detecting values, broken line denotes the
probability distribution of original images’ detecting values.
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Fig. 3. Probability distribution of detecting values (a) Strategy 1, (b) Strategy 2, (c) Strategy 3,
(d) Strategy 4, (e) Strategy 5, (f) Strategy 6

Fig 3 shows that means of original images detecting values are smaller than that of
watermarking images. Thus, watermarking images can be distinguished from original
images by choosing appropriate thresholds. In this experiment, thresholds of 6
strategies are listed in Table 6:
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Table 6. Thresholds of detecting values

Detecting strategies Thresholds Detecting rate (%) Error rate (%)
Strategy 1 0.917 100.00 0
Strategy 2 0.902 98.33 2.50
Strategy 3 0.014 100.00 2.56
Strategy 4 0.013 100.00 0.85
Strategy 5 0.910 100.00 0
Strategy 6 0.902 84.62 4.27

Mean — 97.16 1.70

Table 6 shows that the correct rate of the detecting method proposed in this paper
is 97.16%, and the error detecting rate is 1.70%. Obviously, the extensive
watermarking detection method has achieved very good capability.

If lower thresholds were used, the correct detecting rate could reach a higher level,
but the error detecting rate would be higher too. Oppositely, if higher thresholds were
used, the error detecting rate could be lower, but the correct detecting rate would be
lower too.

4 Conclusions

A new method of digital watermarking detection for images is proposed by this paper,
this method is extensive in some extent. It’s based on the known templates, the
images and templates’ feature parameters in spatial, DCT and DWT domains should
be extracted, and than combined these parameters to obtain the detecting values by
using the unitary correlative detection method; these detecting values show the
correlation between images and their templates in different domains and different
positions, so images can be divided into watermarking images or non-watermarking
images by the comparing between these detecting values and thresholds.

The method in this paper suits the detection for some methods of digital
watermarking based on templates which need templates to modulate the hidden
information for embedding. For these embedding methods, the method of detection in
this paper can detect whether hidden information exists in an image, without knowing
the method of embedding. And the correct detecting rate can achieve a high level
(about 97.16%) and the error rate is in a low level (about 1.70%). This paper proves
that extensive detection of digital watermarking can be realized in some extent (for
example, based on known templates). This extensive detecting method is very
important and useful in application of information hidden and information security.
The method of extensive digital watermarking detection based on unknown templates
will be the next study.
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Abstract. In this paper, we proposed a fast mode decision algorithm in
transform-domain for H.263+ to H.264 intra transcoder. In the transcoder, the
residual signals carried by H.263+ bitstreams are threshold controlled to decide
whether we should reuse the prediction direction provided by H.263+ or re-
estimate the prediction direction. Then the DCT coefficients in H.263+
bitstreams are converted to H.264 transform coefficients entirely in the
transform-domain. Finally, by using the new prediction mode and direction, the
H.264 transform residual coefficients are coded to generate the H.264 bitstream.
The simulation results show the performance of the proposed algorithm is close
to that of a cascaded pixel-domain transcoder (CPDT) while transcoding
computation complexity is significantly lower.

Keywords: transform-domain, pixel-domain, CPDT, transcoding.

1 Introduction

H.263+, or H.263 version 2, is backward compatible with H.263. The objective of
H.263+ is to broaden the range of applications and to improve compression
efficiency. H.263+ offers many improvements over H.263[1]. Nowdays, H.263+ has
been widely used in a number of applications from videoconferencing to distance
learning. And in some areas such as UTMS mobiles, H.263+ is compulsory.

H.264/AVC [2] is the latest international video coding standard jointly developed
by the ITU-T Video Coding Experts Group and the ISO/IEC Moving Picture Experts
Group. Compared to other video coding standard, it achieves higher coding efficiency
by employing techniques such as variable block-size motion estimation and mode
decision, intra prediction, and multiple reference frames. Due to its superior
compression efficiency, it is expected to replace other video-coding standards in a
wide range of applications. However, considering the fact that H.26x and MPEG-x
have been successfully used in many applications, the complete migrations to H.264
will take several years. So, there is a need to convert video in H.26x format or MPEG-
x format to video of H.264 format. This would enable more efficient network
transmission and storage.

In this paper, we will discuss some problems about H.263+ to H.264 transcoding
which belongs to inhomogeneous transcoding. Many approaches [3]~[5] exist to
improve transcoding of inter macroblock, usually, they reuse the motion vectors and

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 41 —, 2006.
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apply vector refining and re-quantization on inter macroblocks in order to reduce the
bitrate. Compared to inter macroblock transcoding, intra macroblocks are less
considered. In [6],a novel intra-frame prediction algorithm has been introduced to
reduce the computation complexity in MPEG-2/H.264 transcoders, since MPEG-2 is
quite different from H.263+ in many aspects, so it is not suitable for H.263+ to H.264
transcoding. In[7],a fast transcoding algorithm of intra-frames between H.263 and
H.264 is proposed, but the transcoding architecture is based on pixel-domain.
Although it reduce the computation complexity about 30% compared to fully search,
it has to perform inversing transform and transforming which will cost a lot of time.
As we all known, transform domain techniques may be simpler since they eliminate
the need of inverse transform and transform. In [8],Yeping Su presents an efficient
way to transcode intra-frame from MPEG-2 to H.264 in transform-domain ,but in his
proposed transcoding architecture, they use DCT coefficient and reference
marcoblocks in pixel-domain to decide the prediction mode and residual signal, this is
apparently unreasonable. Here we proposed a fast mode decision algorithm in
transform-domain for intra-frame in the H.263+ to H.264 transcoder. The simulation
results show the performance of our proposed algorithm is close to that of a cascaded
pixel-domain transcoder(CPDT) while transcoding complexity is significantly lower.
The rest of the paper is organized as follows: section 2 discusses the issues to be
addressed for intra transcoding operations. In section 3,we introduce a fast intra-frame
prediction algorithm suitable for the transcoding of H.263+ to H.264.In section 4,we
carry out a performance evaluation of the proposed algorithm in terms of its
computation complexity. bit rate and PSNR results. Finally, section 5 concludes the

paper.

2 Issues and Approaches

In the context of H.263+ to H.264 intra transcoding, there are two main issues to be
addressed, the first one is converting H.263+ DCT coefficient to H.264 transform
coefficient, which will be referred to as HT; the second one is the reuse and re-
estimation problem of H.263+ intra prediction mode.

H.264 standard uses an integer transform based on 4X4 block, and H.263+
standards use a Discrete Cosine Transform (DCT) based on 8 X8 block. In order to
realize transcoding in transform-domain, we have to convert the input 8x8 DCT
coefficients to 4x4 H.264 transform coefficients at first, hereinafter referred as DTH-
transform.

The conventional method is convert DCT coefficient into pixel-domain by
inverting DCT transform, then convert the pixel-domain coefficient to DCT
coefficient by 4x4 DCT integer transform. See figure 1.

e g e

8X8 block

4 4X4 block

Fig. 1. Conventional method
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In order to speed-up this process, we can use the transform domain DCT-to-HT
conversion method introduced in [9]:

F,;’=A xF; xA”. (D)

F, denotes four 4x4 block of H.264 transform coefficient, F; denotes an 8x8 block
of DCT coefficients, A is the kernel matrix and it is defined as follows:

1.4142 1.2815 0 -0.45 0 0.3007 0 -0.2549
0 0.9236  2.2304 1.7799 0 -0.8638 -0.1585 0.4824
0 -0.1056 0 0.7259 1.4142 1.0864 0 -0.5308
0 0.1169  0.1585 -0.0922 0 1.0379 22304 1.975
A= 1.4142 -1.2815 0 0.45 0 -0.3007 0 0.2549
0 0.9236 -2.2304 1.7799 0 -0.8638 0.1585 0.4824
0 0.1056 0 -0.7259 1.4142 -1.0864 0 0.5308
0 0.1169 -0.1585 -0.0922 0 1.0379 -2.2304 1.975

This process transforms the 8x8 DCT coefficients F; into four 4x4 H.264 transform
coefficients F; by using the kernel matrix A. Since matrix A contains many zero-
valued elements, this process is significantly less complexity and can save about 30%
of operations compared with the procedure depicted in Figure 3.

In H.263+, there is one intra-prediction mode and it is defined within frequency
domain. This intra-prediction mode consists of three different prediction options: DC
only, vertical DC and AC, horizontal DC and AC. This direction is used for all 4
luminance and both chrominance blocks equivalently.

In contrast to H.263, where the predicted signal consists of DCT coefficients, the
prediction process in H.264 is defined within the pixel domain. H.264 has three
different prediction mode: Intra4 ,Intral6 and Intra8. The first two modes are for
luminance blocks, and the third mode is for chrominance blocks. For Intra4 mode,
there exist 9 prediction directions while for Intral6 and Intra8, there are only 4
prediction directions.

Although there are remarkable differences for the intra-prediction process between
H.263+ and H.264, the reusing information is possible. Since there are some
similarities between the basic patterns of the directions which are defined for both
standards, and these patterns are vertical, horizontal stripes and DC prediction, thus
the coded direction can be used as estimation for re-encoding the bit stream.

3 Transform Intra-frame in Transform-Domain

The architecture of our proposed transform-domain intra transcoder is depicted in
Fig. 2.The incoming H.263+ bit stream is variable length decoded and inverse
quantized at first. Then the prediction mode, direction and the residual sum of the
intra macroblock is given to “PRED” stage for threshold controlling, then the 8x8
DCT coefficients are transformed to 4x4 DCT coefficient by DTH-transform. More
exactly, the prediction direction is reused if the residual sum of current intra
macroblock is smaller than threshold T (dash line shows), otherwise, if the residual
sum of current intra macroblock is bigger than threshold T, the prediction direction
should be re-estimated in transform-domain. (solid line shows).After the prediction
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mode and direction have been decided, we can get the prediction value and the
residual signal in transform-domain, after re-quantization, on one hand, the prediction
mode and residual signal are entropy encoded and send out, on the other hand, they
are inverse quantized and stored in the “Reference Macroblock” as reference value.
Our approach simplifies the intra-frame prediction by reusing the intra-prediction
mode and DCT coefficients available from H.263+. The exact algorithm works as
follows:

Input H.263+
Bitstream
DTH-transform -t PRED | VvLD/1Q ¢———

Output H.264
H264 |Bitstream

Lo e g T
- A Encoding

Inverse Q

.
4]_»
&
|
|
| v
Intra- “~® Mode
Prediction [ ~~7 Reuse
PR ———— Reference
- Macroblock
Mode Re-
< estimation nll
A

Fig. 2. Intra transcoding architecture in transform-domain

Stepl. Calculate the error residual sum R; for each 8 x 8 block i;

Step2. For all 4 luminance block in a macroblock, if all R; < T, (i € {1...4})
and the direction of four blocks are all the same, use Intral6 mode,and the new
direction is the same as those of H.263+; if al R, < T; (i € {1 .. .4 }),but the
direction of four blocks are different, select Intra4 mode but reuse the direction of
every block directly.

Step3. For all 4 luminance block in a macroblock, if R; >T; (i € { 1.. .4 }), select
Intra4 mode and re-estimate the direction for the ith block. The re-estimating process
is as follows: performing DTH- transform and convert the 8x8 DCT coefficient into
4x4 coefficient at first, then re-estimate directions in transform-domain, after Rate
Distortion Optimized (RDO) in transform-domain [6], we can get the most suitable
prediction direction. Using the new mode and the corresponding direction, the error
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residual is calculated and transformed, after entropy coding, it is written into the
H.264 output bit stream.

Step4. For chrominance blocks, if Rs > T or Rg > 7T, re-estimate chrominance
prediction direction, otherwise, reuse directions of H.263+.

StepS. For all chrominance and luminance blocks, if the direction is not available
in H.264 because of missing reference pixels, re-estimation is used. The re-estimation
process is the same as step3.

Large experiments show the main impact on performance loss is due to wrong
mode selection, which strongly depends on the threshold T. To improve the
algorithm’s performance, we introduce the relationship between QP and T, namely,
T=K-QP**+C.

4 Simulation Results

In order to evaluate our proposed algorithm, we have implemented the proposed
transcoder based on H.264 reference software JM9.0 [10]. Throughout our
experiments, we have used various video sequences with the same frame rate (30
frames/s) and format (CIF). Every frame of each sequence is encoded as Intra-frame
in order to obtain results for intra-frame prediction only.

Two transcoders are evaluated: Cascaded Pixel Domain Transcoder (CPDT) and
Transform-domain Transcoder with Fast intra mode decision (TTF). The
computational complexity is measured using the runtime of the entire transcoder. The
Rate-Distortion performance is also measured between the output H.264 video and
the corresponding raw video.

Table 1 shows the complexity reductions of TTF over CPDT.The computation
saving of TTF over CPDT is around 50%. The reason behind this fact is that in both
intral6 and intra4 mode, the use of the prediction direction 0,1 and 2 are more than
50% of the times. Furthermore, we can see the computation reduction Silent sequence
got is 44.6%, among all sequences, it is the lowest one. For compared to other
sequences, there are more motions in Silent sequence, thus it need to re-estimate more
macroblocks’ prediction directions and the re-estimation process will cost a lot of
time. On the contrary, Costguard and Stefan get higher computation reduction, they
are 55.6% and 53.2% respectively, compared to other three sequences, they have
reused more macroblocks’ prediction directions and re-estimated less macroblocks’
prediction directions. At the same time, we can see when use our proposed algorithm,
the lower the QP values, the higher the computation complexity, since selecting small
QP, the T also will be small and more macroblocks should be re-estimated.

Fig3 and Fig4 show the PSNR and bitrate for both transcoders. From them we can
see, compared to CPDT, the PSNRs are only slightly decreased while the bitrate is
slightly increased by using our proposed algorithm. When QP is 30,the PSNR
decreased 0.45dB,when QP is 45,the PSNR decreased 0.8dB. Depending on the
output bitrate, we measured an increment between 5% at high data rates and 9% at
low data rates.
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From the experimental results, we can see when QP increased, the computation
complexity is decreased while the PSNR is increased. Since for high QP the threshold
T is higher, more macroblock will be re-estimated, thus the computation process will
be more complexity and the prediction direction will be more accurate.

5 Conclusion

We proposed a transform-domain H.263+ to H.264 intra video transcoder. The
transform-domain architecture is equivalent to the conventional pixel-domain
implementation in terms of functionality, but it has significantly lower complexity.
We achieved the complexity reduction by taking advantage of direct DCT-to-DCT
coefficient conversion and transform-domain mode decision. We also presented a fast
intra mode decision algorithm utilizing transform-domain features that can further
reduce its computational complexity. Simulation results show that we can achieve
significant computational reduction without sacrificing video quality.

Table 1. Comparison of computation complexity for CPDT transcoder and TTF transcoder

News Costguard  Foreman  Stefan Silent

CPDT(ms) QP=30 75139 48891 70351 64019 69434
QP=45 68411 42632 62485 59675 63325

TTF(ms) QP=30 39212 21085 34096 34281 40211
QP=45 35209 18972 29225 29983 35108

Computation QP=30 479%  56.9% 51.5% 46.5% 42.1%
Reduction QP=45 485%  55.6% 53.2% 49.8% 44.6%
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Abstract. We design some simple binary codes that are very well suited to
reconstruct erased packets over a transmission medium that is characterized by
correlation between subsequent erasures. We demonstrate the effectiveness of
these codes for the transmission of video packets for HDTV over a DSL
connection.

Keywords: Triple play, IPTV, video over DSL, Forward Error Correction.

1 Introduction

When information is packetized and sent over a transmission medium, it is common
practice to provide protection on the physical layer against transmission errors (e.g.,
by using a Forward Error Correcting (FEC) code [1]). But even with this protection,
the occasional erasure of packets cannot be avoided. Indeed, the data link layer
will typically detect whether or not a packet is hit by residual transmission errors
by verifying the Cyclic Redundancy Check (CRC) sum of the packet; when
the checksum is wrong at some point during the transmission, the packet is elimi-
nated before even reaching the receiver. Hence, in order to recover these eliminated
packets, it is desirable to have additional protection of the packets on the transport
layer.

A straightforward way to protect the transmitted packets is to use an erasure code
[1-3]. This involves collecting K consecutive information packets, computing N-K
parity packets, and transmitting the total set of N packets. When a limited number of
these N packets get lost, the K information packets can still be reconstructed from the
remaining packets. Although codes come in many kinds and have been investigated
very extensively in recent decades (e.g. [4]), only a small subset of them are viable
candidates for many applications. Indeed, the use of erasure codes comes at a price in
terms of transmission overhead and latency, which both ought to be kept as low as
possible (e.g. for video transmission). As a consequence, one should try to limit at the
same time K (which determines the latency) and the ratio (N-K)/K (which determines
the overhead).

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 48 —, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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As far as erasure coding is concerned, it should be kept in mind that the FEC
coding on the physical layer and the nature of the transmission channel can have as an
effect that the destruction of several subsequent packets is more likely than the
random destruction of packets. As a consequence, there is some special interest in
codes that are attuned to the specific problem of erasure bursts. This urges us to focus
our attention in this paper on codes that are especially capable to deal with bursts of
erasures. Other aspects to keep in mind are the processing delay and the hardware
complexity associated with erasure decoding, which should remain as low as possible.
In this respect, binary codes [1] deserve our special attention, because their decoding
complexity is smaller than that for Reed-Solomon (RS) codes [5].

In this article, we systematically design erasure codes that meet the stringent
requirements set out above. So, we restrict our attention to systematic binary codes
because of the inherent low decoding complexity. We also limit ourselves to codes
with low overhead and a low number of information packets K (i.e. low latency) that
are able to restore bursts of (subsequent) erasures rather than random erasures over
the codeword. In section 2, we briefly describe the concept of erasure coding on the
transport layer, and develop some codes for erasure bursts consisting of two or three
consecutive erasures. In section 3, we illustrate the efficacy of these codes in the
special application of video transmission for High Definition TeleVision (HDTV) [6]
over a DSL connection [7]. Finally, section 4 summarizes our findings.

2 Erasure Codes for Packet Protection

In order to apply erasure coding to a stream of information packets, we collect a set of
K successive information packets (say B, B,, ..., Bx) of size I (bits), and we use
these packets to construct (N-K) parity (FEC) packets (say Py, Py, ..., Pyx) of the
same size that are transmitted along with these information packets (see figure 1). The
set of the kth bits of these N packets make up a codeword ¢ of a common binary
(N,K) code with generator matrix G and parity matrix Q:[1]:

¢ =B ,.,B By s Piss Py_k Zb(k)'[IK Q] M
B
hlk)

Lk>™ 2k

where B,y and Py are the kth bit (k =0, ..., I'-1) of packet By and P, respectively, and
I is the identity matrix of order K. For our convenience, we will refer to C = (B, B,,
..., B, Py, ..., Pyx) as a ‘Packet CodeWord (PCW)’.

Assume that some of the packets of a transmitted PCW C are erased during
transmission. In that case, all constituent codewords ¢® k=0, ..., I'-1) will exhibit
erasures at the very positions corresponding to those erased packets. In order to
restore the erased packets, one can try to solve for the erased bits in each codeword
¢ by means of the set of equations

Q
awL }:ﬁ@ﬂfzo )
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where H = [QT Iy] is the check matrix. In 2), ¢%) is the word that is composed of
the correctly received code bits of ¢ and code bits that are unknown since they have
been erased during transmission. Once the erased codebits have been recovered
through (2) for all codewords c® k=0, ...,T-1), we immediately can reconstruct the
erased packets.

Packet By: ‘BI.I ‘ B!,Z. B!..‘ B!.a‘ Bis| Bis ‘Bm ‘BI,RI ‘BLM‘ BI,F‘
Packet By: ‘BZ.I ‘ Bz,z. B, 4 ‘ Bz.a‘ Bys | Bag ‘ Bz,7‘ Bz,sl ‘Bz.m‘ Bz,r‘
K
informa-
tion
Packet Bg: ‘ Bi. ‘ B..z. Bis ‘ Bi4 ‘ Bis | Bis ‘ B..7‘ Big l ‘B.,rrl‘ B..r‘ packets
Packet Bk: ‘ BK,I‘ BK,Z.BK.3‘ BK.J‘ BK,S‘ BK,(\‘ BK.7‘ BK,SI ‘BK,M‘ BK,I“
Packet Py: | Piy | P2 I P1,3| P4 | Pis |PL6 | Pi7 | Pis | |P1‘r71| Pl,l‘|
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Fig. 1. Relation between information packets and constituent codewords

Unfortunately, solving (2) for the erased codebits will be possible only when the
columns of H corresponding to these codebits are independent. Although it is possible
to recover a single erasure by means of a single parity check code [1], the
reconstruction of more than one erasure will be less straightforward. In fact, it can be
shown [1] that the maximum number of erased packets e,,, that can be resolved
independent of their position by a binary (N,K) code has to meet the following two
inequalities:

Legus /2]
(NJ <oNK e SN-K 3)
i

i=0

For e = 2 and 3, (3) reduces to:
e, =23 — N<2V* -1, N-K=>e, )

In table 1, we illustrate the minimum required overhead and the corresponding
codeword length Niinoverhead fOr @ binary code with e, = 2 or 3 as a function of the
number of parity packets (N-K). From this table, we see that binary codes with the
ability to recover every double or triple erasure cannot have at the same time a low
latency (low N) and a low overhead.
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Table 1. Required overhead and N, overnead fOr binary codes that can recover all double or
triple erasures (note: for triple erasures only N-K > 3 applies)

N-K (N-K)/N Nmin»overhead
2 > 66% 3
3 >43% 7
4 >27% 15
5 >16% 31
6 >10% 63
7 > 6% 127

However, in many applications it is not a must to be able to recover all double or
triple erasures. In fact, a substantial quality improvement can oftentimes be achieved
by the use of codes that allow for the reconstruction of the most frequently observed
double or triple erasures. In this paper, we will focus on a system where subsequent
packet erasures are correlated as represented in the transition diagram of figure 2,
that is determined entirely by the conditional probabilities p; = Pr[packet i+1 is erased
| packet i is not erased] and p, = Pr[packet i+1 is erased | packet i is erased].
Depending on the value of p,, the probability of a burst of two (three) subsequent
erasures may be substantially higher than the probability of all other double or triple
erasures. By consequence, the packet error rate may be dominated by these bursts of
multiple erasures, and a substantial system improvement could be achieved by
application of binary codes that allow for the correction of all these potential bursts of
erasures (but not all other multiple erasures). In the following two sections, we turn
our attention to binary codes with low latency and low overhead that are able to
recover all bursts of respectively two and three erasures. In section 3, we will
illustrate the effectiveness of these special codes for the special case of HDTV
transmission over a DSL line.

Fig. 2. State diagram that describes correlation between successive erasures

2.1 Binary Codes with Two Parity Bits for Correlated Erasures

For a binary code with two parity bits, the check matrix H is given by H = [Q" | L],
where the columns of Q" can take three possible values: [0 l]T, [1 0]T and [1 l]T.
From (2), we can tell immediately that we will not be able to recover any triple
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erasure, since no three columns of H can be linearly independent. On the other hand,
two erasures can be resolved if and only if the corresponding columns of H are
independent, i.e. the columns have to be different. By selecting for H a matrix where
no two subsequent columns are equal, all erasure bursts of length two can be resolved.
Such a matrix H can easily be designed for any N. For instance, a matrix that satisfies
these requirements for N = 3n, is given by

110
H=|Z Z .. Z with 7= )
T 101

For N = 3n-k (k = 1, 2), one can simply omit the first k columns of H’ to obtain a
valid check matrix. Codes with check matrix (5) will allow for the recovery of all
double subsequent erasures. Although these codes do not have the potential to recover
all other double erasures, they will allow for the recovery of many other double (non-
subsequent) erasures as well, as long as the columns of the corresponding erased bits
are different.

2.2 Binary Codes with Three Parity Bits for Correlated Erasures

The check matrix H for a binary code with three parity bits is given by H = [Q" | I5],
where the columns of Q" can take 7 possible values: [0 0 o101 0110%[10
01 (101151 10Tand 11 11" In analogy to what was discussed in the previous
section, this code cannot recover any quadruple erasure, although it can recover all
subsequent double erasures by making sure that no two subsequent columns of H are
equal. When N = 7n, a possible realization of H that meets this requirement is

1 00
H'=\Z' 7' .. Z'| with Z'=|7" 0 1 O ©6)
—_
n times 0 0 1

where the columns of Z°” are [0 1 117, [1 0 1], [1 1 0]" and [1 1 1]", placed in a
random order. When N = 7n-k (k = 1, ..., 6), one can omit the first k columns of H”’
to obtain a valid matrix H.

As opposed to the case with only two parity bits, the code with three parity bits can
be designed to resolve triple erasures. All we have to do is make sure that for
the triple erasures we want to recover, the corresponding three columns of H’’ are
linearly independent, i.e. no two columns of the three are equal and the modulo-2
sum of the three columns is different from zero. Focusing now on codes with
check matrices of type H’’, in order to be able to recover all busts of three subse-
quent erasures, we have to search for a matrix Z’ that meets the following
requirements:

1. All three subsequent columns of Z’ are linearly independent
2. The first two columns and the last column of Z’ are linearly independent
3. The first column and the last two columns of Z’ are linearly independent
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In figure 3, we search by means of a tree diagram for a matrix (Z’)" that meets these
requirements. The search is started from the rows 5-7 of (Z*)", which make up I;. In
order to find the possibilities for row 4, we write out all possible rows that are
different from the rows 5-7 and independent of the rows 5 and 6. The possibilities for
row 3 are the rows that are different from the rows 4-7 (for the relevant branches) and
independent of the rows 4 and 5. The same procedure is repeated up to row 1. Four
branches seem to come to a dead end, while four other matrices are not valid (crossed
on figure 3), since the resulting Z’ does not meet the above mentioned condition 2 or
3. So, the tree search has led to the following two possibilities for Z’:

1 011100 1110100
Z'={1 110010 Z,,=/10 1 1 1 010 @)
0111001 1101001

rows 5-7:

Fig. 3. Tree search for binary codes that can resolve all erasure bursts of length three

3 Casein Point: HDTYV over DSL Line

To illustrate the effectiveness of the codes presented in the previous section in a
practical system, we will examine the performance of these codes in the case of
packet transmission for HDTV over a DSL connection operating at 20 Mb/s. For this
application, the latency (caused by the FEC code) should not exceed about 100 ms in
order to keep the zapping delay low, while the overhead has to be restricted to about
5% in order not to hamper the transmission on the connection [8]. In addition, even
when the video data is interleaved to counter the impulsive noise, there will remain
some residual correlation between successive erasures (as modeled in figure 2) due to
the coding on the physical layer.

When we protect the video packet by means of an erasure code, the presence of
one or more irrecoverable erased video packets in the PCW typically results in a
visible distortion of the video image. With Pgc the probability that at least one video



54 F. Vanhaverbeke et al.

packet of a PCW can not be recovered after erasure decoding, the mean time between
visible distortions Tyrpyp i given by

KT
T =" 2
HIev R,iq-Pgc @
where T is the size of the video packet (consisting of 7 MPEG-TS packets [9] of 188
bytes each, i.e., about 11e3 bits), Ry;q is the net video bitrate (taken as 8 Mbit/s [8])
and KI/R;q equals the duration of a PCW. For HDTV, one aims at achieving Tyrgvp
> 12h, corresponding to no more than 1 Visible Distortion in Twelve hours (VDT).
Hence, one needs to select a code that has low enough a Pgc to reach this goal.
Unfortunately, the latitude in selecting the FEC codes for this application is very
much restricted by the aforementioned requirements of low latency and low overhead.
In fact, apart from the requirement of low (de)coding complexity, the requirements on
the code can be summarized as:

latency <100ms < K <72
overhead <5% <& (N—-K)/K<5% 3)
Tyirgvp 2120 & Pge 2KT/(R,;;12h)

The first two requirements imply that the number of parity packets of the code can not
be higher than 3. Referring to table 1, we can immediately see that no binary code that
meets the requirements of (3) will be able to resolve all double erasures. However, as
there is correlation between subsequent erasures, the codes presented in section 2
might be able to provide for a satisfactory performance.

In figure 4, we show the achievable value of Tygyp When we apply the codes of
section 2 over a wide range of values p, (see figure 2), where p; is fixed at the
realistic value p; = 4e-5. As a comparison, we also added the performance of the
Single Parity Check code (SPC) and Reed-Solomon codes with two or three parity
packets. One can show that the highest possible value of p, amounts to 0.14, namely
when all video packets are transmitted back-to-back. In reality, the probability that
two packets are back-to-back will be given by some value g, and it can be shown that
for realistic traffic profiles the value of q does not exceed about 0.1 (i.e. p, < 0.014).
As a consequence, the binary code with three parity bits derived in section 2.2, always
achieves the goal of less than 1 VDT in any realistic scenario (p, < 0.014). As a
matter of fact, this binary code achieves a performance of about 0.2 VDT for all
practical values of p,. The code of section 2.1 with just two parity packets appears to
show a satisfactory performance (i.e. about or somewhat less than 1 VDT) for p, =
0.014, but is certainly up to the task of packet protection for values of p, lower than
0.014. This performance is to be compared with the performance of the more complex
RS codes that have about the same acceptable upper limits on p, in order to achieve
less than 1 VDT. Hence, the very simple binary codes of section 2 allow for an
equally efficient protection of the video packets as the more complex RS codes.

' We assume that the transmission of the parity packets has no material impact on the
transmission time of a packet codeword, e.g. by transmitting the parity packets in an
uninterrupted batch after the video packets. As a result, the transmission time of a packet
codeword is determined exclusively by the number of video packets K.
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Fig. 4. Comparison of the various codes with correlated erasures

4 Conclusions

In this paper, we designed some very simple binary codes that are especially suited to
protect packets on the transport layer over a system where subsequent packet erasures
are correlated. We demonstrated the efficiency of these codes in the special case of
HDTYV over a DSL line, and we found that these codes allow for a video quality that
is almost as good as the quality achievable through the more complex RS codes.
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Abstract. Collusion is a major menace to image fingerprint. Recently,
an idea is introduced for collusion-resilient fingerprint by desynchroniz-
ing images in raw data. In this paper, we consider compression domain
image desynchronization method and its system security. First, appro-
priate desynchronization forms for compression domain are presented;
secondly, the system security is discussed and a secure scheme is pro-
posed; thirdly, for evaluating the visual degradation of space desynchro-
nization, we propose a metric called Synchronized Degradation Metric
(SDM). Performance analysis including the experiments indicate the ef-
fectiveness of the proposed scheme and the metric.

1 Introduction

Now there are increasing availability of copying devices for digital media data,
which makes restraining illegal redistribution of multimedia objects an important
issue. One promising solution is to embed imperceptible information into media
to indicate the ownership or the user of the media. Fingerprint is to embed the
user’s information into the media by watermarking technique. In this case every
user will receive visually the same while in fact different copies. When the media
is illegally redistributed, the information in the media will be used to identify
the illegal users.

A most serious menace for fingerprint is the collusion attack. This attack
combines several copies of a media and derives a copy hard to identify the in-
formation of the attackers. This kind of attack is classified into two categories
[1]: linear collusion (average and cut-and-paste collusion) and nonlinear collusion
(minimum, maximum and median collusion). To this problem, some solutions
have been proposed. Orthogonal fingerprinting [2] makes each fingerprint orthog-
onal to another and keeps the colluded copy still detectable. The disadvantages
of this method include the high cost on fingerprinting detection and the limita-
tion in customer population [I]. The other method is coded fingerprinting which
carefully designs the fingerprinting in codeword that can detect the colluders
partially or completely. The Boneh-Shaw scheme [3][4] and the combinatorial
design based code [I] belong to this method which suffers the LCCA attack [5].

Recently, a new method called desynchronization based fingerprint [6][7] for
collusion-resilient fingerprint (DCRF) was proposed. This method aims to make
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collusion impractical: by desynchronizing the carrier, the colluded copy has seri-
ous quality degradation and no commercial value. Virtues of DCRF are: firstly,
it avoids the difficulty of tracing traitors through colluded copies. Although the
methods such as orthogonal and coded fingerprint have the ability to implement
the difficult task of tracing traitors, when more users, more colluders and com-
bined attacks including the all kinds of collusion attacks are considered, finishing
the task is too difficult [I][5]. secondly, because collusion does not need to be
considered for fingerprint coding, much shorter code is needed which makes the
media support more users or degrade less.

In most cases, image should be transmitted in compression format. For Celik’s
scheme [7], to finish the desynchronization, the image needs to be decompressed
firstly, processed and finally compressed. In our paper, a new scheme for di-
rectly desynchronizing image in compression domain is proposed. In this case
the processing does not need the decompression and compression. Additionally,
a metric for evaluating both the desynchronization and collusion is given.

In this paper, a DCRF scheme in compression domain is proposed. In Section
2, suitable DCRF forms for compression domain image are shown. The perfor-
mance of the proposed scheme based on the DCRF forms are analyzed in Section
3. In Section 4, a metric for space desynchronization and collusion degradation
is given followed by conclusions and future work in Section 5.

2 Suitable DCRF Forms for Compression Domain Image

There have been quite a few papers discussing compression domain processing
[8]. For images, since the compression process of JPEG is composed of block
DCT, Zig-zag scanning, quantization, RLE (run length encoding) and entropy
coding, the compression domain processing is classified into several types: the
processing after DCT, after scanning, et al (here JPEG standard is considered
because it is well used for image compression). Operators in compression domain
are also given, such as point operators with some predetermined values or another
image, filtering, resizing, rotation and others [8]. Condensation is introduced
to sparse the coefficient matrix [9]. Compared with space domain processing,
compression domain processing is computing efficient because of two reasons:
one is that most of the coefficients will be zero which saves memory; the other is
that the computing of IDCT and DCT is saved which reduces the time cost [§].
In the following content, the suitable DCRF operators for compression domain
image will be discussed.

There’re many kinds of desynchronization operators proposed for attacking
image watermarking such as RST, random warping et al. While for compression
domain processing, several conditions should be satisfied for saving time cost
and memory consuming:

1. Local random operations such as random warping should not be used because
doing so in compression domain is difficult. The same random operation is
applied to a line of the image is more reasonable;
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2. The operators dealing with complex locating and inter-block computing
should not be used. For images, it is better for the operator to utilize only
blocks neighboring to each other in scanning order;

3. The operators should not impact the visual quality of the image apparently.

Because of the above constraints, the most fitful desynchronization forms
are translation and shearing especially those operations along the horizontal
direction. For horizontal translation and shearing, only several MCUs (Minimum
Coded Units) of DCT coefficients need to be saved. For vertical translation
and shearing, several rows of MCUs need to be saved. The parameters used for
desynchronization include horizontal and vertical translation/shearing, and the
rotations computed by horizontally and vertically shearing [§].

We revise the algorithm in [§] for DCT domain translation and shearing
with image size unchanged (because compression domain resizing is complex
and transmitted image copies should be with the same size):

For the first block of a row or a column:

B=) LiAR/(i=1,..,N).

For the other blocks of a row or a column:

B=>) Li(AxR}+AxR}).

Here A is the current block and A is the former block.
Ri = [Pi(i—1) Py(N —i+1)]
R} = [P3(i —1) Py(N —i+1)]
R} =[Py(i—1) Py(N —i+1)]

where P; (i) is the N by ¢ zero matrix except with the first row elements being

1, P»(3) is the N by i zero matrix except with the upper i by ¢ matrix being

the identity matrix, Ps(4) is the N by ¢ zero matrix except with the lower ¢ by

i matrix being the identity matrix and P4(7) is the N by i zero matrix.
Because DCT can be described as follows:

T(A) = CAC",
then
T YT (L;AR;)) = T"Y(CL;AR;C")
=T YCL,C'CAC'CR;C") = T~ HT(L;))T(A)T(R;)). (1)
By this method, T'(L;) and T'(R;) can be computed off-line.
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3 The Proposed Scheme Based on DCRF Forms

3.1 The Proposed Scheme

In our method, oblivious watermarking is used: The i** fingerprinted signal is
formed as
Si = ¢i(S) + F;

where ¢;(-) is the desynchronizing function, F; is the " embedded fingerprint.
Compared with non-oblivious watermarking [7], oblivious watermarking can
avoid the problem of transmitting original copy and the hardness of resynchro-
nization especially when the received copies have been influenced by compression
and noise. The integral system illustrated in Fig. 1 is explained as follows:

A key is used to generate space desynchronization pattern parameters;

The picture is partially decompressed to get DCT coefficients;

The coefficients are space desynchronized according to the parameters;
Fingerprint is embedded into the sequence before (or after) run length and
entropy coding.

=W

In this scheme, the extraction process utilizes the blind watermarking ex-
traction techniques [I0]. By this scheme, the desynchronization in detection end
or the resynchronization in detection end are both avoided, which improve the
detection efficiency and security.

Desynchronization in Fingerprint

Compressed
compression domain embedding

Image

| e | e S i mae =t 1
| Customer’s ID [ = |
Partially | | l |
Decodi > \ I — [
A s o I 10M0..—» Embed> (2] =,

Key

Desynchronizing . :
Pattern generator
i Run length and

Entropy coding

Fig. 1. Our proposed DCRF

3.2 The Methods to Improve the System Security
The attacks to the strategy in Figure 1 include four aspects:

1. The desynchronized copy may suffer malicious attacks such as redesynchro-
nization and recompression. Robust blind watermarking embedding and ex-
traction technique [I0] is better for coping with this attack;
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2. With or without some post processing, the copy after collusion may have no
apparent artifacts. For coping with this attack, the discretizing step of the
parameters for desynchronizing should be large enough while not influencing
visual quality apparently [6];

3. The desynchronized copies may be registered to a certain copy [7]. For deal-
ing with this attack [7], larger range of the parameters for desynchronizing
should be used which can increase the seeking range of registration;

4. When the desynchronizing pattern database is published (for example, as
part of standard) or known by attackers, the desynchronizing patterns of
the copies may be guessed. For this attack, large space for the desynchro-
nizing parameters is needed (determining the key space). While in [0] (see
Table 1 of [6]), there’re only 256 kinds of composition considered which will
limit the security. Here, we propose a secure DCT domain DCRF named as
"divided DCT domain DCRF” (DDDCRF, D3CRF): divide the image into
parts and apply different desynchronization patterns for different parts. For
maintaining visual quality: the moving distance in neighbor parts should not
be larger than one or two pixels. By the method, the original O(1) parameter
space is enlarged to be O(N) (N is the pixel number). For example, assume
8 levels are permitted for the translation of a line, and neighbor lines are
translated with different levels and the difference is no more than one. For
a 512 % 512 image, only considering horizontal translation, the translation
parameter space is 8°12/8 = 864 which is much larger than 256 in [6].

3.3 Performance Analysis

The result of D3CRF is in Figure 2. Although there’s initial research of eval-
uating visual influence of geometrical distortion [12], there has been no wide
accepted evaluation metrics. On the other hand, the evaluation using PSNR and
normalized correlation for D3CRF is very the same to that of DCRF [7], then
here we only judge the influence of D3CRF by visual evaluation. In Figure 2,
(a)(d) are the original image and one part of it, (b)(e) are the image desyn-
chronized by different patterns for different block rows in DCT domain and one
part of it, (¢)(f) are the averaging image between two desynchronized images
by different desynchronizing patterns and one part of it. From the figure, the
visual quality of colluded copy is bad especially for the texts such as the "US
Air Force” and the textures such as the mountains.

The comparison between the features of Celik’s method [7] and D3CRF is in
Table 1.

4 Synchronized Degradation Metric (SDM)

Although geometric distortion is a very hot topic for watermarking research, the
methods of evaluating geometric distortion are very few. Most of geometric dis-
tortion evaluation is by subjective method [11]. There has been also research for
objective evaluation for geometric distortion [I2], but from our knowing there’s
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(a) (b) (c)
i - - 5
U .S AR FORCE U S.AIR FORC A B IR

~ 9 »~ p P

(d) (e) (®)
Fig. 2. [llustration for D*CRF: (a)(d) Original Airplane image and one part of it; (b)(e)

The Airplane image after using D®*CRF and one part of it; (c)(f) Collusion result of
two images after using divided D*CRF and one part of it

Table 1. Comparison of D*CRF and method of Celik

Method D?CRF  [Celik’s method
Security High Middle
Efficiency High / middle Middle
Robustness Middle Middle
Compression compliant With Without

no research for evaluating space desynchronized images’ collusion distortion.
Here, we propose a metric called SDM for evaluating both space desynchronized
and colluded copies:

SDM (Ppesyn) = - PSNR(Imagesyn) + 3 - 1og10(Max(Prin, Presyn) * Pini)-

where PSN R(-) is operator for computing PSNR of image, Imagesyn 1S resyn-
chronized image, Presyn is the value for this resynchronization, and a, 8, Prin,
P;,; are parameters. In our experiments, we only consider horizontal transla-
tion for analysis convenience, « = 1,8 = =5, P = 0.1, Py = 20. In Fig.3,
(a)~(e) are respectively the original image, desynchronized image, image with
noise, image with both desynchronization and noise, colluded image of differ-
ent desynchronized images. From Fig.3, the visual effect of (b) is visually much
better than (c)~(e), while PSNR of (b) is worse than or similar to (c) (see (a)
of Fig.4), then PSNR is not appropriate for evaluating visual degradation of
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(d) (e)

Fig. 3. (a)~ (e) are respectively the original image, desynchronized image, image with
noise, image with both desynchronization and noise, colluded image of different desyn-
chronized images
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Fig. 4. (a) PSNR of noised, warped, noised and warped, colluded images with different
warped parameters or different variance Gaussian noise; (b)SDM of different noised,
warped, noised and warped, colluded images

desynchronization and collusion. Compared with PSN R, SDM of (b) in Fig.3 is
better than (c)~(e) in Fig.3 (see (b) of Fig.4). Then, SDM is more uniform to
human’s perception.

5 Conclusion and Future Work

In this paper, a secure D?CRF scheme is proposed. Virtues of D3CRF include:
firstly, it does not need to solve the difficult problems of extracting the user ID
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from colluded medias and punishing the attendees; secondly, security is enhanced
by introducing blind fingerprint extraction and enlarging desynchronization pa-
rameter space; thirdly, the method processes JPEG compressed image directly
and does not need to decompress and compress the image. In the future, D3CRF
system in compression domain will be studied for video processing. Compared
with the mature technique of high efficient JPEG compression and decompres-
sion, high efficiency compression domain operation for desynchronization should
be devised.
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Abstract. The increased popularity of multimedia applications such as
JPEG2000 places a great demand on efficient data storage and transmission
techniques. Unfortunately, traditional encryption techniques have some limits
for JPEG2000 images, which are considered only to be common data. In this
paper, an efficient secure encryption scheme for JPEG2000 code-streams in
broadcasting applications is proposed. The scheme does not introduce
superfluous JPEG2000 markers in the protected code-stream and achieves full
information protection for data confidentiality. It also deals with the stream data
in sequence and is computationally efficient and memory saving.

Keywords: JPEG2000, Format-Compliant encryption, JPSEC, Broadcasting
application.

1 Introduction

In the latest still image compression standard JPEG2000, the syntax requires that any
two consecutive bytes in the encrypted packet body should be less than OxFF90 [1]. A
JPEG2000 code-stream is composed of markers and data packets. The markers with
values restricted to the interval [0OxFF90, OxFFFF] are used to delimit various logical
units of the code-stream, facilitate random access, and maintain synchronization in the
event of error-prone transmission. The packets carry the content bit-streams whose
codewords (any two contiguous bytes) are not in the interval [0xFF90, OxFFFF].
Since the output of a good cipher appears “random”, straightforward application of a
cipher to encrypt code-stream packets is bound to produce encrypted packets, which
include superfluous markers. Such markers will cause potentially serious decoding
problems (such as loss of code-stream synchronization and erroneous or faulty image
transcoding). To overcome the superfluous markers problem, the encryption method
must be JPEG2000 code-stream syntax compliant. Such a compliant encryption
method does not introduce superfluous markers in the encrypted packets and
maintains all the desirable properties of the original code-streams.

* This work is supported by Ningbo Industrial Scientific and Technological project (2005-
B100003) and Natural science foundation of Ningbo, China. (2005A620002).

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 64 2006.
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Conan[2] described a technique which selectively encrypt JPEG2000 code-streams
in order to generate compliant encrypt JPEG2000. In that scheme, if any byte, says X,
has a value less then OxFO0, the four LSBs (Least Significant Bits) of X are encrypted
with a block cipher. Clearly, the security of this scheme is weak. Wu and Ma[3]
proposed two packet-level encryption schemes based on stream ciphers and block
ciphers respectively. They showed that the two schemes protected most of the code-
stream data. However, they are not able to regain synchronization when some
transmission error occurs. These algorithms are adopted by on-going JPSEC, which is
the part 8 of JPEG2000 and is concerned with all the security aspects of JPEG2000
image codestreams. Later Wu and Deng[4] gave a code-block level compliant
scheme. They claimed that this scheme could provide full protection of code-streams.
However, this algorithm needs iterative operations to achieve practicable key stream
and has a probability of never generating conditional-satisfied encrypted code-stream.
Even if it can generate compliant out streams in some cases, its iterative method is
computationally inefficient.

In this paper we propose a new scheme to encrypt and decrypt the code-stream in
sequence and provide full protection of the information.

2 Brief Description for JPEG2000 Packet Structure

The structure of a JPEG2000 packet is depicted in Fig.1. A packet consists of a packet
header followed by a packet body. To note, the Standard ensures that none of the
code-stream’s delimiting marker codes (these all lie in the range OxFF90 through
OxFFFF) can appear in the packet-stream except marker segment SOP (start of
packet) and marker EPH (end of packet header).

byte aligned byte aligned
# packet header ¢ packet body
A s
T |

HL LH HH HL LH HH
tags tags tags

empty header bit
SOp EFH

code bytes code bytezcode bytes

Fig. 1. JPEG2000 packet structure

3 Compliant Code-Stream Encryption Scheme Description

To hold the JPEG2000 structure, the proposed scheme is to encrypt the packet body
data. The marker codes (ranging from OxFF90 to OxFFFF) will be kept their original
values and will not appear in the packet body. Let M express a part of packet body,
and M =m,llm,ll.. llm,, where |l denotes concatenation and each m; depicts one byte in
M. In the same way, we denote ciphertext as C =c,llc,ll...llc,, where c; depicts one
byte.
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3.1 Encryption Algorithm

Generate the key stream as a byte sequence. Discard those bytes with value of
0x0. 0x70. OxEO. This constraint is to ensure the byte with value of OxFF will
change its value while encrypting. Denote the result key stream as S =s,llsll...lls,,
where s; denotes one byte. Use c,;; to mark whether the previous byte is once
encrypted to OxFF.

The encryption algorithm is illustrated in Fig.2.
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Fig. 2. Diagram of compliant encryption

(D For the first byte m;, if c,,;; equals OXFF in the first encryption and m;, >=0x90, ¢,;4
should be encrypted for a second time and m, will be encrypted to ¢,>=0x90 in the
next step. Otherwise, no special processing needs to be done and ¢; =c,,;4. It is worth
noting that If ¢,,;; =0xFF and m; <0x90, m, will be encrypted to ¢, <=0x90 in the next
step. In this way, we can infer whether a byte OxFF needs to be decrypted for a second
time in consideration of the next cipher-byte while decrypting.
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@ For m; (i=2 to n-1), seven kinds of cases may occur, in which Fig.3 depicts six
special cases.

The first case is m;; =0xFF and the second is ¢, ; =0xFF. These cases indicate that
m; is less than 0x90. Therefore, keep the encrypted byte ¢; less than 0x90 too. Thus c;
can indicate the previous byte need to be decrypted only once. These cases are also
depicted in Fig. 3 (a) and (b).

If the first two cases are not true and c,,;; = OxFF, which indicates current m; >=
0x90, it shows that the previous byte was encrypted to OxFF ever and was encrypted
twice. So m; should be encrypted into a value no less than 0x90. In this way, we can
conclude whether the previous byte needs to be processed twice while decrypting.
Then if the new c,,;; =0xFF and the next byte m;,; >=0x90, m; needs to be encrypted
for a second time, which is the third case. It is also depicted in Fig. 3 (f). Otherwise, if
the new c,,;; #0XFF or m;,; <0x90, the fourth case and the fifth case occur. Then let ¢;
= cniq- They are also depicted in Fig. 3 (d) and (e) respectively.

If the above cases are not true, the last two cases occur. In these two cases, the
previous m;_; #0xFF and c; ; #0xFF and c,,;; #0XxFF. So the encryption of current m; is
independent of the previous byte m;_; and can be processed the same as the first packet
byte m;. Fig.3(c) also depicts the case in which m; is encrypted twice.

(£

Fig. 3. Special cases in encryption process

(® The last packet byte m,, is processed to ensure that c, is of the same range as m,,. In
other words, it may either belong to interval [0,0x8F] or belong to interval [0x90,
O0xFF]. Because the JPEG2000 compressed code-stream does not allow OxFF as the
ending byte for each Code-block Contribution to Packet (CCP), our scheme selects
CCP as the processing unit because the end byte of CCP is non-OxFF. If the last byte
is encrypted to ¢, =0xFF, ¢, is encrypted for a second time by s,. Thus the last byte is
ensured to never be OxFF.
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3.2 Decryption Algorithm

In the decryption process, we also deal with the encrypted JPEG2000 code-streams in
sequence. Generate the same key stream S as that in the encryption algorithm firstly.
Then decrypt each cipher byte according to the case it belongs to. This process is just
an inverse to the encryption. We use m,,;; to mark whether the previous cipher byte is
decrypted to OxFF just like c,,; in encryption algorithm. Fig.4 depicts the decryption
algorithm.
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Fig. 4. Diagram of compliant decryption

(DFor the first byte c;, let m,,; =(c1 — s1) mod 256. If m,,;; =0xFF and ¢, >=0x90, it
shows a second time of decryption needs to be done, otherwise, m; =m, ;.
@For i=2 to n-1,

a) If ¢;.; =0xFF or m,_; = OxFF, it shows that the correspondent mi is less than 0x90.
So m;=( ¢; — s;) mod 0x90, m,,;; =0x0.
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b) Otherwise, if m,,;; =0XxFF and ¢; >= 0x90, which indicates m; is also >=0x90, let
Mg = (¢; —0x90 — 5;) mod 0x70+0x90. Then if the new m,,;; =0xFF and c;,; >= 0x90,
it indicates m; was encrypted twice and a second decryption is needed, or else let m;
equal to m,,,.

c) If the previous cases are not true, the current byte is independent of the previous
byte. So the decryption process is the same as the first byte.

@ For the last byte c,, we first judge which range it belongs to, then it is decrypted
according to the correspondent formula. When the recovered m,, is OxFF, it needs to
be decrypted for a second time.

4 Security Analysis

In our scheme, s; in the key-stream will never be 0LJ0x70 or OXEO. For byte 0, the
ciphertext will never be 0,0x70, 0XEQ; for byte 1, the ciphertext will never be 1, 0x71,
OxE1l,.... Therefore, if our scheme is used in non-broadcasting applications, in which
there may be many different key streams for a same original content, based on the
observation of the ciphertext pattern, the attacker may guess the original byte. In other
words, if the attacker get protected code-streams generated from the same original
codestream for k times, he can guess byte O if there is no 0, 0x70 and OxEO in the
same position of the protected streams. For one cipherbyte, k should be Ox6F at least.
Let n denote the number of possible ciphertext value. In our scheme n=0x6F and
k>=n.

Let Aj ={one byte with value of j does not occur when attacker gets ciphertext for k
times}, Then

(- D (1—1)" i=12,...n. (1)

n

p(A)=—7—

Similarly, A, N A {Value i and value j do not occur when attacker gets cipherbyte

for k times}. It is easy to check

(n— 2) 2

p(ANA)= =(1-5)" Lj=12,...ni#]. 2)
n

n—1 . .
p(A NAN.NA )=0-—")" iy, €{12,..,n}. 3)
n—l1 n
So the probability that n possible bytes do not occur is

p(ANAN,...NA_NA)= (1—%)’< =0. @)
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Let S, Zp(A) p =D D —C,i(l—l)", (5)
n
S, Zp(A Na)=c,;a- —) (©)
i<j
= Y (A NANNA =Crla-""hy @)
iy <iy <...<i_y n
S, =0. (8)

Now we assume A={at least one possible cipherbyte for an original byte does not
occur when the attacker gets ciphertext for k times}.

Then we have p(A) = p(U A)=S, =8, +8;,—..+(=D"S, . )
j=1
Let B={each possible cipherbyte for an original byte has occurred when the attacker

gets ciphertext for k times}, Therefore

p(B)=1-p(A)=1-S,+S, +..+(=1)""'S |

_1)k. (10)

=1—C:l(1—l)k +C,f(1—%)" et (=D -t
n n

Obviously, p(B) in Eq.(10) is the probability of guessing the individual byte. We set

k=500, which means the attacker get ciphertext for the same original byte for 500
times. In this case, the probability of information recovered is 0.2893. For a group of
bytes, we assume that each byte in the code-stream is independent, so the probability

of guessing them is { p(B)}", where m denotes the length of the group of bytes. For

example, If m=100 and & is also 500, the probability of guessing them is 1.3664e-54,
which means it is difficult to recover an image code-stream because of its large sizes
and the scheme is safe. As k is getting larger and larger, the probability increases
rapidly. Therefore this vulnerability limits the applications of our scheme. It cannot be
used in the condition that the attacker can get large different copies of the same
information. So the broadcasting mode is appropriate, in which only one key stream is
used for the same original bit-stream. Thus the attackers can’t recover the original
information with cipher-only attack.

5 Experimental Results

Fig. 5a and Fig. 5b show the origin and encrypted Lena image respectively. The
encrypted view of the image is totally incomprehensible.
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Fig. 5. Experiment result. a) Origin image b) encrypted image.

6 Conclusion

In this paper, a method of compliant encryption for JPEG2000 code-streams in
broadcasting applications is proposed. The scheme provides full protection for image
information. Because the encryption and decryption of the code-streams are in
sequence, much less memory is needed. Also in this scheme there are at most two
iterations in encryption and decryption of each byte. Therefore it is computationally
efficient and is easy to be implemented into FPGA based coding and decoding
architectures. So our scheme is especially practicable for large images. Furthermore,
the fully compliant encrypted code-streams maintain all the nice characteristics of
original JPEG2000 code-streams, such as error resilience and scalability.
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Abstract. A new algorithm for Euclidean distance transform is proposed in this
paper. It propagates from the boundary to the inner of object layer by layer, like
the inverse propagation of water wave. It can be applied in every dimensional
space and has linear time complexity. Euclidean distance transformations of
digital images in 2-D and 3-D are conducted in the experiments. Voronoi dia-
gram and Delaunay triangulation can also be produced by this method.

1 Introduction

Distance transform (DT) is the transformation that converts a digital binary image to
another gray scale image in which the value of each pixel in the object is the mini-
mum distance from the background to that pixel by a predefined distance function.
Three distance functions are often used in practice, which are City-block distance,
Chessboard distance and Euclidean distance. In this paper, we mainly concentrate on
the Euclidean distance transform (EDT).

The signed Euclidean distance transform which represented the displacement of a
pixel from the nearest background point, was defined in [1], and exploited in applica-
tions like curve smoothing, detecting dominant points in digital curves, finding con-
vex hulls etc. Mitchell et al used a gray scale mathematical morphology approach for
Euclidean distance transform [2], [3]. Morphological erosion is an operation which
selects the minimum value from the combination of an image and the predefined
weighted structure element within a window, so it is appropriate for EDT. And they
applied decomposition properties of mathematical morphology for parallel comput-
ing. Shih et al achieved correct and efficient EDT by size-invariant four-scan algo-
rithm in [4] and two-scan based algorithm in [5]. Vincent [6] encoded the objects
boundaries as chains and propagated these structures in the image using rewriting
rules. This method could achieve exact results and was very efficient. Other variations
of fast and exact EDT methods were given in [7] and [8].

Several linear time algorithms were proposed recently, many of which were based
on the pre-computed Voronoi diagrams [9], [10] and [11]. The emphasis of some
articles is on exploiting a general method in arbitrary dimensions like [11] and [12].

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 72-{79] 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Some literature developed methods for parallel computing or hardware implemen-
tation of Euclidean distance transform. Zhang et al implemented Euclidean distance
transform in real time with stack filters using only binary logic gates [13].

The results of distance transforms may be very useful in skeleton extraction [14],
[15], [16], shortest path planning [17], shape description [18]. Leymarie et al [18]
proposed a novel method for shape description of planar objects. They combined EDT
with an active contour model to minimize an energy function and extract a Euclidean
skeleton. EDT was applied in the application of medical image processing such as
automated path finding in virtual endoscopy and analysis of 3D pathological sample
images in [19].

In this paper, we propose an algorithm to deal with Euclidean distance transform
which has the properties as follows:

I The algorithm has a uniform framework and can be applied in arbitrary dimen-
sions.
IT The algorithm has the linear computational complexity of O(m), where m is
the number of pixels in the object.
IIT The algorithm can be applied in dynamic images whose boundary doesn’t need
to be close and its pixels can increase dynamically.
IV Voronoi diagram and Delaunay triangulation can be two byproducts of this
algorithm.

The remainder of the paper is organized as follows. In section 2, we elaborate on
the principle of the proposed algorithm. Analysis and discussion are presented in
section 3. Some results of Euclidean distance transformation in 2-D and 3D are illus-
trated in section 4. We conclude the paper and open perspectives for future work in
the end.

2 Boundary Propagation Algorithm

2.1 Basic Terms

In this part, we define some basic symbols which may be used throughout the paper
and without the limitation of dimensions. Suppose I is an binary image in n-

dimensional space, in which O is the set of pixels in the object, and B = Qis the set of
pixels on the background. X =(x,, x,,...,x,) € Z" is a pixel in image I and m=IOl is

the total number of pixels in the object. The value of the pixel X is defined as follows:

1 if XeO

f(X):{O if XeB (1)

The neighborhood N(X) of pixel X in n-dimensional space is given as below. It
can be found that when n=2, the neighborhood is 8-connected neighborhood and
when n=3, it becomes 26-connected neighborhood. There are at most 3" —1 adjacent
pixels of a pixel in n-dimensional image when the pixel is not on the boundary of the
image.
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NX)={Y|Y=(y, ¥y, )€ Lly, —x, ISL1<Si<nY # X } 2)

Next, we give the definition of the set of boundary pixels S. It belongs to the back-
ground and is the outlier or the neighboring shell of the object.

3)
S={Ylre B,3Xxe0:YeN(X)}

The goal of Euclidean distance transform of a pixel X in the object is to find the
minimal Euclidean distance from background pixels to X, that is also equivalent to
find the pixel in S which minimizes the distance between the pixel X and the back-
ground. Function g represents the Euclidean distance transform from binary image I
to gray scale image I', and d means Euclidean distance.

g(X)=d(X,B)=d(X,S)=min{d(X,Y),Y € S} 4)

At last, to a pixel X in the object, we define the nearest pixel in background as
NP(X). Generally, there is may be more than one pixel which has the smallest Euclid-
ean distance. In this situation, we select one of them randomly.

NP(X)=argmin{d(X,Y),Y € S} (5)
Y

For the sake of the requirement of the algorithm, NP(X) also has definition when
Xe S. S was also called zero-distance set in [1] since the Euclidean distance of pixels
in S equal to zero from this definition.

NP(X)=X ifXeS 6)

2.2 Propagation Algorithm

The propagation algorithm comes from the inverse analysis of the results from signed
Euclidean distance transform [1] and Voronoi diagram [10]. For every pixel X in the
object after the signed Euclidean distance transform, NP(X) can be computed from
the displacement. Hence, the field in the object can be divided into at most IS| parts
according to all the nearest boundary pixels NP(X), X € O. This kind of division
makes up of a Voronoi diagram in n-dimensional space.

The algorithm propagates from the boundary pixels to the object pixels layer by
layer, like the inverse propagation of water wave. It is very similar to the algorithm
presented in [6] by Vincent, which was suitable for the exact EDT of closed bound-
ary. Here, we use a data structure—queue Q to record one layer of pixels and iterate it
until the queue is empty. For each pixel X in the object, we save its information of the
nearest boundary pixels NP(X), minimal Euclidean distance dmin(X) etc. There are
mainly two operations—insert and delete to the queue. Clear procedure of this algo-
rithm is given by the following pseudocode.

// Initialization
0=S5;
For (each X in O)
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{
dmin(X)=+ ©o;
NP(X)=NULL,
}
// Iteration
while (Q!=empty)
{
get the first element Y in Q;
for(each Z in N(Y))
if(Z€O && NP(Z)!=NP(Y) && dmin(Z)>d(Z,NP(Y)))
{
NP(Z)=NP(Y);
dmin(Z)=d(Z,NP(Y));
insert Z to the end of Q;
}
delete Y;

/

In the initialization part, we set S as the initial queue, and let Euclidean distance of
each pixel X be a very large integer. In the iteration part, to a pixel Y in the queue, we
propagate it to its nearest neighborhood N(Y). If a pixel Z in the neighborhood hasn’t
been handled or the current minimal distance dmin(Z) is larger than the distance be-
tween Z and NP(Y), then the nearest pixel in background NP(Z) inherits from Y by
NP(Z)=NP(Y).

3 Algorithm Analysis and Discussions

3.1 Computational Complexity

The efficiency of the algorithm is comparable with that in [6], we give the upper
bound of the computational complexity for further analysis here. The iteration part
occupies most of the computation time in this algorithm. We don’t discuss the imple-
mentation of square root, addition and multiplication operations here, which has been
well solved in former literature. Instead, we concern with the number of insert opera-
tion, which is proportional to the computation time. Suppose m=IOl is the number of
pixels in the object. Each pixel is inserted to the queue at least once, but the upper
bound can not be determined because of the complicated shapes of the object. On
average, the times of insert operation of a pixel X is less than the number of its direct
neighborhood N(X). This is because the nearest boundary pixel NP(X) can be propa-
gated from any direction of its neighborhood.

Based on the above analysis, the computational complexity of the algorithm is
O((3" —1)m) in n-dimensional space. In 2-D and 3-D, the linear time complexity are
O(8m) and O(26m) respectively, which can also be approved by summing up the num-
ber of insert operation in experiments. Since NP(Z)!=NP(Y) and dmin(Z)>d(Z,NP(Y))
are the conditions for insert operation in the pseudocode, the pixel Z doesn’t need to be
put into the queue anymore if it has found the correct NP(Z).
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3.2 Accuracy Discussion

Vincent pointed out many algorithms suffered from inaccurate problem of the trans-
formed results and illustrated it in two sketches. He solved this problem and achieved
exact Euclidean distance transform by decomposing the boundary of the object into
several convex chains. However, his algorithm had a limitation that the object must
have a close boundary.

To this boundary propagation algorithm, the only imprecise distance comes from
the isolated pixel in the object. Isolated pixel X means that NP(X) is different from
any of the NP(Y), Y EN(X). The Euclidean distance of this kind of isolated pixel
can not be correctly computed, but it appears rarely in practice. It should be pointed
out that in some applications of distance transformation like skeleton extraction, a
consistent distribution of the object pixels is preferred according to the nearest
boundary pixels. In other words, our algorithm could have some advantages in these
applications.

4 Experimental Results

4.1 Dynamic Insert Operation

Some of the literature for EDT is based on a scanning flow, such as [4] and [5]. After
the scanning, the EDT results of the whole image are got. If the boundary pixels in-
crease dynamically with time, the boundary propagation algorithm is more dominant
because it only acts on the partial area surrounding the newly added pixels. Hence,
this algorithm is compatible to others’ and can be used afterwards in dynamic images.
The left of Fig. 1 shows a Euclidean distance map with 7 boundary points (zero-
distance set), which are denoted as red points. We randomly add another three bound-
ary points in the image. The new Euclidean distance map is given in the right of Fig.
1. As we can see, the algorithm becomes faster when the number of boundary points
increases. This is because there are fewer pixels whose Euclidean distances need to be
modified as the new boundary pixel added in.

Fig. 1. Left: Euclidean distance map of 7 boundary points. Right: Euclidean distance map of the
left image with three new boundary points added in.
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4.2 Byproducts of the Algorithm

Paper [10] and [11] constructed the Voronoi diagram firstly and then built Euclidean
distance based on it. In this algorithm, we produce Euclidean distance directly and
avoid Voronoi diagram, but it can be an accessory of the algorithm. In the Euclidean
distance map, if a pixel has the same minimal distance to two or more boundary pix-
els, then it is in the edge of Voronoi diagram. Blue lines in the left of Fig. 2. constitute
the Voronoi diagram after we have generated the Euclidean distance map. If two
boundary pixels share one edge in the Voronoi diagram, then there exists an edge
between them in the corresponding delaunay triangulation, which is desribled by
green lines in the right of Fig. 2.

Fig. 2. Left: Voronoi diagram from Euclidean distance map. Right: Delaunay triangulation
from Euclidean distance map.

4.3 EDT Examples in 2-D and 3-D

Here, we give two examples of Euclidean distance map of real image or object with
close boundary in 2-D and 3-D.

Butterfly is a commonly used image for Euclidean distance transformation and
skeleton extraction in 2-D. The left of Fig. 3 shows the distance transform result of

Fig. 3. Left: Euclidean distance map of the butterfly. Right: Euclidean distance map of the
bunny model.
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our algorithm. The close boundary is denoted by red pixels. In 3-D space, since it is
hard to show the values of Euclidean distances, we regard them as the sizes of the
voxels when rendering. In the following example—the right of Fig. 3, we first get the
voxels of the bunny model by a voxelization method. Boundary propagation algo-
rithm is carried out to this 3-D digital image afterwards. It can be seen that the voxels
near the boundary are rendered by small points and voxels far from the boundary are
of big size.

5 Conclusions and Future Work

In this paper, we introduce a novel method to compute Euclidean distance transform
in arbitrary dimensions. Experiments are conducted successfully both in 2-D and 3-D
space for visualization of the results. This propagation algorithm has the advantages
that it can be used in dynamic images in arbitrary dimensional space and has linear
complexity. By experiments, we also find that the algorithm is very efficient. It
achieves real-time to compute EDT when new boundary pixel is added to Fig. 1. It
takes only few seconds to compute EDT in Fig. 3.

In the future, the distance transformation results can be applied in various fields,
such as skeleton extraction and shape description. Connectivity and simplification of
the skeleton in 3-D space are the urgent affairs for 3-D shape representation.
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Abstract. This paper presents two steganographic methods for
JPEG2000 still images which preserve histograms of discrete wavelet
transform (DWT) coefficients. The first one is a histogram quasi-
preserving method using quantization index modulation (QIM) with a
dead zone in DWT domain. The second one is a histogram preserving
method based on histogram matching using two quantizers with a dead
zone. Comparing with a conventional JPEG2000 steganography, the two
methods show better histogram preservation. The proposed methods
are promising candidates for secure JPEG2000 steganography against
histogram-based attack.

1 Introduction

Steganography is the practice of hiding or camouflaging secret data in an inno-
cent looking dummy container. This container may be a digital still image, audio
file, or video file. Once the data has been embedded, it may be transferred across
insecure lines or posted in public places. Therefore, the dummy container should
seem innocent under most examinations. On the other hand, steganalysis is the
task of attacking steganographic systems. Considering the aim of steganography,
it might be sufficient if an attacker can detect the presence of hidden data in a
container.

In steganography using digital images, data embedding into compressed im-
ages should be primarily considered since images are usually compressed before
being transmitted. The JPEG compression using the discrete cosine transform
(DCT) is now the most common compression standard for still images, and
therefore a number of steganographic methods have already been proposed for
JPEG images [I]-[6]. Several steganalysis methods for JPEG steganography have
also been proposed to detect whether messages are embedded or not in a JPEG
image [2],[7]. Such steganalysis methods usually exploit some changes on the
histogram of quantized DCT coefficients caused by embedding.

JPEG2000 using the discrete wavelet transform (DWT) is an incoming image
coding standard which has rich desirable features and is believed to be used

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 80-87 2006.
© Springer-Verlag Berlin Heidelberg 2006



JPEG2000 Steganography Possibly Secure Against Histogram-Based Attack 81

widely. Therefore steganographic methods for JPEG2000 images might be com-
monly used in the near future but only a few methods have been proposed before
now [8],[9]. As far as we know, steganalysis for JPEG2000 steganography has not
been studied yet.

This paper presents two steganographic methods for JPEG2000 still images
which can preserve histograms of quantized DWT coefficients. The histogram
preservation should be a necessary requirement for secure JPEG2000 steganogra-
phy since steganalysis for JPEG2000 steganography is likely to exploit histogram
changes by embedding. The first method is a histogram quasi-preserving method
which uses quantization index modulation (QIM) [10] in DWT domain with a de-
vice not to change the after-embedding histogram excessively. The second one is
a histogram preserving method which uses a histogram matching technique using
two quantizers, where the representatives of each quantizer are given in advance
and the intervals for each representative are set so as to preserve the histogram
of cover image. Here we call the first method QIM-JPEG2000 steganography and
the second one histogram matching JPEG2000 (HM-JPEG2000) steganography.

2 Histogram Preserving and Quasi-preserving JPEG2000
Steganography

Two JPEG2000 steganographic methods using two quantizers in DWT domain
are here presented. In principle these two methods follow our previous methods
in DCT domain for JPEG images [6]. However, unlike JPEG compression, there
is a problem in JPEG2000 compression that a true quantization step size for
a DWT coefficient is not known at the quantization step of DWT coefficients.
Since the problem is resolved later in Section Bl at the moment we assume that
the true quantization step size is known at the quantization step.

2.1 Histogram Quasi-preserving QIM-JPEG2000 Steganography

Consider applying QIM [10] using two different quantizers to embed binary data
at the quantization step of DWT coefficients. Each bit (zero or one) of binary
data is embedded in such a way that one of two quantizers is used for quantization
of a DWT coefficient, which corresponds to embed zero, and the other quantizer
is used to embed one.

Assuming that the probabilities of zero and one are same in binary data to
be embedded, consider how histograms of quantized DWT coefficients change
after embedding. This assumption is quite natural since any compressed data
has such property. From now on, we assume that DWT coefficients belonging to
a codebloclﬂpare divided by its quantization step size in advance and then two
codebooks, C? and C*, for two quantizers can be defined as C° = {0, =+ (25 +
0.5);7 € {1,2,...}} and C* = {£(2j + 1.5);5 € {0,1,2,...}} for all frequency

! The codeblock is a unit processing block in JPEG2000 coding, as described in Section
The quantization step size can be different from codeblock to codeblock.
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subbands. Let h; and h_;, i € {1,2,...} denote the number of DWT coefficients
whose values w are in the interval ¢ < w < i+ 1 and —i —1 < w < —i,
respectively, and hg in the interval —1 < w < 1. These settings reflect the
feature of JPEG2000 that the absolute values of DWT coefficients are bit-plane-
encoded to integers and decoded by adding 0.5 to the encoded absolute value
except for 0, i.e., for example, w = —3.8 is encoded as -3 and decoded as -3.5.
Let h; and h] denote the number of DWT coefficients in the lower and higher
half interval of h;, respectively, and therefore h; + h;r = h;. After embedding
by QIM, the histogram h; is changed to h; as

1 1 _
h; = §hi + §(h;‘t1 + hita)- (1)

The change in [I) can be understood as follows. For example, if 4 is a positive
even number, and C? is used for embedding zero, half of DWT coefficients in the
interval i < w < i+1 are used for embedding zero and their quantized coefficients
are unchanged after embedding. However the other half, (h; +h;")/2 coefficients
are used for embedding one, resulting in that h; /2 coefficients are quantized to
i—1and h] /2 coefficients to i+ 1. Alternatively, h;" ; /2 coefficients from the bin
i—1 and h; /2 coefficients from the bin i 41 are quantized to i for embedding
zero. With similar consideration, it is easily understood that the change shown
in () holds true for any number 4.

Eq. (@) indicates that if h; = h; | + h;\ 1, then the number in the bin ¢ does
not change. In particular for ¢ = 0, &1, however, much difference between h; and
hi y + hi,, causes the significant change on h; after embedding. That is, since
ho is usually larger than hy and h_1, the most significant changes are decrease
of hy and increase of h; and h_i. Therefore a straightforward application of
QIM in the DWT domain cannot be allowed for secure steganography against
histogram-based attacks.

Now let us try to preserve hg, h; and h_; after embedding. We introduce
a dead zone for DWT coefficients w, t; < w < tf (=1 <t; <0 <t} < 1)
where DWT coefficients are not used for embedding. The number of positive
DWT coefficients V. ;‘ and that of negative coefficients IV, in the dead zone are
described as Nj = N(0 < w < t}) and N; = N(t; < w < 0), respectively.
th and t; are determined by optimum N and N, values which minimize the
histogram changes for the bins 0 and +1.

By introducing the aforementioned dead zone, part of h;{ and hy , i.e., har—Nj
and hg — N are used for embedding, and therefore hg, hy and h", become as
follows.

’ _ ]_ — - ]- —
hozN;"‘Nd +§{(h3_N;)+(ho _Nd)}+§(ht1+h1)
; 1, 1 _
hlzi(hl +hf)+§{(h§—NJ)+h2}

’

1 1 _ _
h_y = §(h71 +ht)+ §{hi—2 + (hg — Ny )}
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The optimum values for Nj and IV, can be derived by minimizing the sum of
squared histogram changes over bin indices 0 and +1, Z;:_l(hi —h;)Q. Note that
in the proposed QIM-JPEG2000 steganography, quantized coefficients Os cannot
be treated as zeroes embedded in them, because they cannot be discriminated
from Os in the dead zone. Regarding this problem and its solution, see [6].

2.2 Histogram Preserving HM-JPEG2000 Steganography

Consider histogram matching at quantization step of DWT coefficients, assuming
that the probabilities of zero and one are same in binary data to be embedded.
Histogram matching is here considered separately for positive coefficient part
and negative one, since there sometimes exists asymmetry between both parts.
In the following, the matching for positive part is only described (negative part
can be treated in the same way).

Two quantizers, Q°(w) and Q'(w) are prepared: the former used to embed
zero and the latter to embed one.

0 ) <w <ty
0 _ ) 0 1
Q(w)_{2j+0.5,t§?<w<t§?+1,je{1,2,...}, (2)
Q'(w) =2j+ 1.5, t] <w <tj,, j€{0,1,2,.. .}, (3)

where w is a positive DWT coefficient and ¢§ = ¢t} = 0. The decision threshold
values t9,j € {1,2,...} for Q°(w) are set so that they satisfy

1 & =

V() <w <tj,) = {Z; Ei j e ?1,2,...}, (4)
where N(t) < w <19, ) depicts the number of coefficients in the interval ¢} <
w < tg +1- Note that 1/2 in () means that half of relevant coefficients are used for
embedding zero and its number is adjusted to h{ or ha; of cover image to preserve
the histogram of cover image. The decision threshold values tjl, je{1,2,...} for
Q' (w) are similarly set as they satisfy

1 .
5N(t} <w < tiy)=hgjp, j€{0,1,2,...}. (5)

From Eqgs. @) and (), it is found that histogram preservation can be realized
if ha_ + Z]oozl hgj = Z]Oio h2j+1 = N(O < w < OO)/Q . The condition ha_ +
Yy hej = 3072 haj+1, e, fleven = fodd does not hold true in general. The
relation feven > fodd usually holds true, and in high frequency (low level)
subbands, feven > odd because hg is much larger than others.

Consider how to match after-embedding histogram with before-embedding one
under the relation of feven > fodd. We introduce a dead zone, 0 < w < tg (tg <
1) in which DWT coefficients are not used for embedding. ¢4 is determined as it
fulfills

Ng= N0 < w < tq) = feven — fodd. (6)
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Eq. (@) means that fodd is equal to feven with least Ny coefficients removed.
Then using tq and Ny, the decision threshold values ¢9,t5,j € {1,2,...} for
Q°(w) and Q'(w) are set so that they satisfy

%N(td <w <)) =hd — Ny (7)
%N(t? <w <t9,)) =hgj, jE{1,2,...}, (8)

1 1

SN(ta<w<ti)=h (9)
lN(t} <w <tj)=hg, j{1,2,...}, (10)

2

respectively. Eqs. (@) to (I0) indicate that fodd and feven — N,y are equal to
N(tq < w < 00)/2 and then histogram matching becomes possible.

3 Implementation of the Proposed JPEG2000
Steganography

JPEG2000 encoder consists of several fundamental components: pre-processing,
DWT, quantization, arithmetic coding (tier-1 coding), and bit-stream organiza-
tion (tier-2 coding) [I1]) (see the left part of Fig.[Il). Pre-processing includes inter-
component transformation for multi-component images, typically color images.
After the DWT is applied to each component, wavelet coefficients are quantized
uniformly with dead zone. The quantized wavelet coefficients are then bit-plane
encoded by arithmetic coding. In JPEG2000, each subband of the wavelet trans-
formed image is encoded independently of the other subbands. Furthermore, each
subband is partitioned into small blocks called codeblocks, and each codeblock
is independently encoded. The compressed data from the codeblocks are orga-
nized into units called packets and layers in tier-2 coding, where the bit-stream
of each codeblock is truncated in an optimal way to minimize distortion subject
to the constraint on bit rate. This rate-distortion optimization determines the
optimal number of bit-planes for each codeblock under the given bit rate. That
is, the true quantization step sizes for DWT coefficients are determined at the
final stage of compression.

Considering the aforementioned feature of JPEG2000, data embedding by the
proposed JPEG2000 steganography is decided to be performed after the arith-
metic decoding in decoding process, where the optimal bit-plane structure and
the true quantization step sizes for a given bit rate are available. The procedure
for data embedding and extraction in the proposed JPEG2000 steganography
is shown in Fig. [ The proposed JPEG2000 steganography was implemented
using JJ2000 Java software of JPEG2000 compression [12].

The entire process to embed data follows the solid line arrows shown in Fig.
@ An image is encoded into JPEG2000 bit-stream, whose size can be met al-
most exactly to a target bit rate. The JPEG2000 bit-stream is then decoded,
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but decoding is halted after the arithmetic decoding. At this point, given raw
DWT coefficients and the true quantization step sizes, data embedding can be
carried out using two quantizers. The quantized DW'T coefficients modified by
embedding are then subjected to JPEG2000 encoding again, which produces
secret-data-embedded JPEG2000 bit-stream.

The data extraction procedure follows the dashed arrows in the middle part
of Fig. @ JPEG2000 decoding of the secret-data-embedded bit-stream starts
from bit-stream unorganization and is halted after the arithmetic decoding. At
this point, extraction of secret data is carried out using the quantized DWT
coefficients.

Original Image

Pre-Processing
DWT Coefficients
DWT Quantization
l Secre& data  Step Size Secret data
Quantization Extraction Embedding
| ! }
Arithmetic Coding Arithmetic Decoding Arithmetic Coding
(Tier-1 Coding) (Tier-1 Decoding) (Tier-1 Coding)
| L |
Bit-Stream Bit-Stream Bit-Stream
Organization Unorganization Organization
(Tier-2 Coding) (Tier-2 Decoding) (Tier-2 Coding)
x
Bit-Stream ——M8 ———— e Bit-Stream
(Embedded)

Fig.1. A flowchart of data embedding and extraction in the proposed JPEG2000
steganography

4 Experiments

The proposed QIM-JPEG2000 and HM-JPEG2000 were evaluated comparing
with JPEG2000-BPCS steganography [8], which is the first JPEG2000 stegano-
graphic method proposed by us. JPEG2000-BPCS embeds data into complex
blocks in the least significant bit-planes of quantized DWT coefficients. The
complexity of each block can be measured and it is used to determine whether
the block is complex enough to embed data. These three methods were tested
using eight standard images: Lena, Barbara, Mandrill, Airplane, Boat, Goldhill,
Peppers, and Zelda. These images are 512 x 512 pixels in size, 8 bit per pixel
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(bpp) gray images, and were compressed with 1 bpp as the before-embedding
target bit rate.

The histogram change can be measured by Kullback-Leibler divergence, which
is defined as

g (11)

where P; and P, are probabilities of quantized coefficient i before and after em-
bedding, respectively, and N is the total number of coefficients for each frequency

subband. Here Eq. ([I)) was evaluated only for nonzero h; and nonzero h;.

Table 1. Results of embedding experiments

method embedded data compressed image PSNR KL prob. of
size (bytes) size (bytes) (dB) divergence embedding (%)
(no embedding) - 32974 38.0 - 1.4
QIM-JPEG2000 3855 39780 35.4  0.0028 0.8
HM-JPEG2000 3781 39919 34.6  0.0012 1.2
JPEG2000-BPCS 3711 39315 35.2  0.0106 26.8

Experimental results with almost equal amount of embedding performed are
shown in Table [I where each result is the mean value for eight images. For
QIM-JPEG2000 and HM-JPEG2000, their maximum amount of embedding was
performed. In JPEG2000-BPCS, the amount was adjusted by setting a thresh-
old of the complexity as 10, which is larger than a typical threshold value 8 for
4 x 4 block size, and therefore the embedded amount was smaller than that in
usual JPEG2000-BPCS [8]. The KL divergence and probability of embedding in
the table are those averaged over three subbands (LH, HL, and HH subband)
of third-level in five-level wavelet transform used. The third-level subbands are
here selected considering the balance between the total number of DWT coef-
ficients and the number of non-zero DWT coefficients in a subband. That is,
in a higher level subband, the total number of coefficients is smaller and there-
fore its histogram is less reliable, and in a lower level subband, the number of
non-zero coefficients is smaller. The KL divergence value for JPEG2000-BPCS
is much larger than those for QIM-JPEG2000 and HM-JPEG2000. Smaller KL
divergence values represent better histogram preservation. Regarding histogram
preservation, HM-JPEG2000 is the best as is expected, but in terms of quality
(PSNR value) of stego image, it is the worst. The probability of embedding [2]
is a measure related with the chi-square attack to steganography based on the
least significant bit (LSB) flipping, i.e., the probability of chi-square statistic
under the condition that the LSB flipping is applied. It could be concluded that
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the chi-square attack cannot work for the proposed methods but it may possibly
detect the embedding by JPEG2000-BPCS.

5 Conclusions

Two JPEG2000 steganographic methods, QIM-JPEG2000 and HM-JPEG2000
have been presented. QIM-JPEG2000 is a histogram quasi-preserving method us-
ing QIM with a dead zone and HM-JPEG2000 is a histogram preserving method
based on histogram matching using two quantizers with a dead zone. Comparing
with JPEG2000-BPCS steganography, the two methods show better histogram
preservation. It is also shown that the chi-square attack cannot work for the
proposed methods. The proposed methods are promising candidates for secure
JPEG2000 steganography against histogram-based steganalysis.
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Abstract. The depth of image is conventionally defined as the distance between
the corresponding scene point of the image and the pinhole of the camera, which
is not harmony with the depth perception of human vision. In this paper we de-
fine a new perceptual depth of image which is perceived by human vision. The
traditional computation models of image depth are all based on the physical im-
aging model, which ignore the human depth perception. This paper presents
a novel computation model based on the visual perception theory. In this ap-
proach, we can get the relative perceptual depth from a single 2-D image. Ex-
perimental results show that our model is effective and corresponds to the human
perception.

1 Introduction

The depth information of a scene is very important in computer vision. It is a useful
clue, for instance, for the purpose of object recognition and scene interpretation. The
traditional definition of the depth of a visible surface is the distance from the surface
to the camera. i.e., it is the distance between the surface to the thin convex lens[1].
This definition is not harmony with the human depth perception, thus we redefine a
perceptual depth conception based on the visual perception in this paper.

So far, various methods for depth estimation have been proposed. The method of
stereopsis [2] is most popular of them. In this method, the same scene is imaged by
two different cameras at two different positions. And then we can get the depth from
the binocular disparity. In addition to this method, researchers have used the camera
focus for depth recovery, which is called depth-from-focus (DFF) method [1, 3, 4, 5].
This method is based on the defocus and blurring in the image to determine its depth.
Besides these, A. Torralba and A. Oliva proposed another depth estimation algorithm
called depth estimation from image structure [6], which is based on the whole scene
structure that does not rely on specific objects. In these methods, some just use a sin-
gle 2-D image to estimate the depth [1, 6, 7]. Depth estimation from a single image is
simple and more usually used in many situations. In our method, we also only use a
single image.

All these depth estimation methods are only derivate from physical image model,
which neglect the depth perception of human beings. The depth of image is just the
depth which human perceive from the image. In this paper, a depth estimation model

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 88 {95] 2006.
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based on visual perception theory is proposed. Both the physical imaging process and
the human depth perception are considered in our model.

This paper is organized as follows. In Section 2, some principles about depth per-
ception in visual perception theory is described. Then we propose the definition of
perceptual depth and computable model of depth estimation based on visual percep-
tion theory in section 3. The experimental results using this model are presented in
Section 4. Section 5 concludes this paper.

2 Some Depth Perception Theories

In this paper, we mainly use two theories in the visual psychology. One is depth per-
ception theory and the other is the size constancy theory. The two theories are discov-
ered by psychologists long before. We will discuss these theories in the follow sec-
tions.

2.1 Depth Perception

Human beings always perceive the depth correctly and quickly. How do human be-
ings get the depth from the images on their retinas? According to scientific re-
searches, visual psychologists have concluded five main clues for the depth percep-
tion: binocular disparity, convergence, motion parallax, accommodation, and pictorial
cues. [8]

large plane

snall plane

left eve right eve

[CY) (B) w©

Fig. 1. Example of binocular disparity: because the two planes have different distances from the
observer, the images on retinas are different. (A) is the image on the left retina; (B) is the image
on the right retina.

Fig. 1 shows an example of the binocular disparity. The vision system can estimate
the depth according to the disparity of the two images. If the images in two eyes are
same, it means that the large plane and the small plane are on a same plane. The con-
vergence, motion parallax and accommodation factors are illustrated as Fig. 2.

The four factors above are so important for depth perception, but they all have less,
even no, use when observer looks at a single 2-D image. Depths still can be perceived
by human in certain conditions. In this situation, the pictorial cues play a key role.
What are pictorial cues? Pictorial cues include perspective, shade, and occlusion and
so on. Generally, all the depth cues like these in the image are called pictorial cues
[8]. If there is no pictorial cue; human beings can perceive nothing about depth from a
single 2-D image. So pictorial cues are necessary for depth estimation from a single
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image. Different pictorial cue gives us different depth perception. Consequently, our
depth estimation method just uses the real ground cue in the image. Fig.3 shows an
example about different pictorial cues.

Fig. 2. Three factors of depth perception: (A) shows convergence factor. The two eyes con-
verge at a certain point: angle o is larger than angle  because of the different depths. (B) de-
scribes the factor of motion parallax. Point A is farther than point from the observer. When the
observer moves from P1 to P2, the change angles of the two points are o and B, a is obviously
larger than . Accommodation factor is shown in picture (C).When the observer stares at A,
point B, which is father than point A, is blurry in human eyes.

w (8) J ©

Fig. 3. Example about pictorial cues: Different pictorial cue gives us different depth perception.
We have no idea about depths of the two trees in (A) because of no cue of image. The two trees
have different depths in (B) due to the road’s perspective. The depths of the two trees we per-
ceived in (C) are same, but they have different heights.

2.2 Perceptual Size Constancy

Our perception of objects is far more constant or stable than our retinal images. Reti-
nal images change with the movement of the eyes, the head and our position, together
with changing light. If we relied only on retinal images for visual perception we
would always be conscious of people growing physically bigger when they came
closer, objects changing their shapes whenever we moved, and colors changing with
every shift in lighting conditions. Counteracting the chaos of constant change in reti-
nal images, the visual properties of objects tend to remain constant in consciousness.
This phenomenon is called perceptual constancy in visual psychology theory. Psy-
chologists classified the perceptual constancy into four categories: color constancy,
brightness constancy, size constancy and shape constancy [9, 10].

The size constancy is playing a key role in human vision in recognizing objects.
Psychologists have discovered computation theory of size constancy [8]. They have
got an expression to compute the perceptual size as:
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S=kxAxD (1

where S is the object’s perceptual size, A is the angle of view, D is the perceptual
depth of object, k is the zoom coefficient of human eyes or camera, it keep invariable
in a certain imaging process. The angle of view A can be represented by the size of
object in the image.

Fig. 4. Example of computation of size constancy: The images of two trees in human retina
have different heights. Tree 1’s image is higher than tree 2’s in the retina, but the heights
which human perceive are same.

Fig. 4 shows an example of the computation theory of the size constancy. The view
angles of the two trees are a and B. The view angle can be represented by the size of
object in the image. We define the sizes of the trees in the image as S; and S,. In addi-
tion, according to the pinhole imaging model, the size of the object in image is in
inverse proportion to the distance between the object and the observer. From equation
(1), we can compute the perceptual size of the two trees, we define the perceptual size
of the two trees are PS; and PS,, the relationship between PS; and PS, is as follow

PSl kX ax dl (e dl
- = = —_x—==1
PS2  kxBxd, B d )
From the computation of the size constancy, we find the perceptual size of treel is
equal to the perceptual size of tree2. Although they have different size images on
human retina, the sizes human perceive are same.

3 Perceptual Depth Estimation

In this section, we mainly discuss the depth estimation method. But above all, we
define a novel image depth called perceptual depth (PD) based on the visual percep-
tion theory.

3.1 Definition of Perceptual Depth

The traditional definition of image depth is not harmony with human depth percep-
tion. According to visual cognition theory and our common sense, human vision per-
ceives the distance from the foot of object to human foot (foot-to-foot), rather than
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from other parts of the object to human eye, as the depth of this object, because the
ground supporting feet of objects is the most important reference surface for depth
perception of human vision [11]. In fig.5, the scene points P’ and Q’ have the same
depths, because they have a same foot. All the points on a same straight line on the
ground, which is parallel to the image plane, will be perceived as the same depth, just
like line L; and L, in the Fig. 5. Consequently, we define the distance from the scene
point to the plane, which contains the point O and is parallel to the Image Plane, as
Perceptual Depth (PD) of its corresponding image point. For instance, in Fig.5, the
PD of the point p in the image is the distance from P’ to E.

o)
2
]
Image plane 3
)
2
.
eﬂ
.
<

Optical axis Pinhole O o

Vanishing poipt V

f

Q "

P AESIT

P\ e U E A
e d
1 Real ground

Fig. 5. The pinhole imaging model with real ground: O is the pinhole, f is the focus distance.
Image plane is vertical with the real ground plane.

3.2 Perceptual Depth Estimation

We will use the geometrical optics knowledge and the visual perception theory to
estimate the perceptual depth. Fig.5 shows the pinhole imaging model with real
ground. P’ and U’, which images are P and U relatively, are on the ground. In the
image, U’ is the nearest point to the pinhole. The distance between U’ and E is d. The
horizon (vanishing line) between the real ground and the real sky surely projects
along the optical axis onto the image plane, and form the image line L;, which must
be parallel to the real ground plane, as shown in Fig.5. O’ must be the center point in
the image.

According to physical imaging process, line P’U’ and U’M have a same image in
the image plane, that is PU. We denote length of line PU as h. According to the equa-
tion (1), the perceptual size of U’M, which is noted as PS;, can be obtained as:

PS,=kx|PU|x|U"E| = kxhxd (3)

And then we denote the perceptual size of P’'U’ as PS,, according to the geometrical
relation, we can compute PS, as follow:

PS, = P§S, Xtan @ 4)
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where @is ZP"'MU ", which is equal to ZOPQO".And tan ZOPQO' can be com-

puted as follow according to geometry:

tanf@=tanZOPO ' = ﬂ = L Q)
|PO| |PO]

where fis the focus distance. Because O’ is the center of the image and |PUl=h, sup-
pose the height of image is H, so |IPO’I=H/2 — h. And in equation (3), if k=1/f, PS; is
just the real size of U’M. Consequently, let k=1/f,, we can get PS, form (3), (4) and
(5) as follow:

PS,=kxhxdx f =L><h><d>< f = h xd (6)
|po| f H/2-h H/2-h

Suppose the Y-coordinate of point P in the image is P,, and pixel is used as the unit
of H, h and P, . Then h can be expressed as (H - P, ). The perceptual depth of P’ in
Fig. 5 is denoted as PD, which can be described as follow:
PD=PS, +|U'E]| S oy
H2-h H2-h 2P-H
From equation (7), image height H and Y-coordinate of P can be easily obtained
from an image. If knowing the depth of closest point U’ that is d in the equation or
any point’s distance in the ground, we can compute the perceptual depth of any point
in the real ground. And the depths of objects can be obtained through its referenced
foot on the ground. If d is not known, the relative depth of each point can be com-
puted by equation (7) using d as the unit. So given a single 2-D image, we can obtain
the depths easily form equation (7).

xd (HI2<P, <H) (7)

4 Experimental Results

We use our method to estimate the PD in the follow 2 images and measure the real
data to check our method. The detail experiment data is shown in the table 1.

Fig. 6. Estimate the PD of trees in the two images: The number of tree becomes bigger from
nearness to farness in the two images. The nearest right tree in (A) is 1%, the farthest tree is 7™.
The nearest right tree in (B) is 1%, the farthest one is 8"
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Table 1. The height and width of the two images are 2048 and 1480 relatively. CPD is the
distance of the closest point, RPD is the relative perceptural depth; PD is perceptual depth,
which is computed by our method; RD is real depth that is obtained by measurement; RE is
relative error and ARE is average of relative error.

Image | Object | CPD P, RPD PD RD RE ARE
(m) | (pixle) (m)
1 tree 2.9 1070 2.242 6.503 7 7.1%
2" ree 2.9 935 3.795 11.005 11.9 7.52%
Fig.7 37 tree 2.9 872 5.606 | 16.258 16.9 3.80%
(A) 4™ tree 2.9 832 8.044 | 23.326 21.9 6.51% [14.95%
5T tree 2.9 811 10.423 | 30.225 26.8 12.78%
6™ tree 2.9 793 13.962 | 40.491 31.7 | 27.73%
70 tree 2.9 782 17.619 | 51.095 36.7 39.22%
1™ tree 3.9 1130 1.897 7.398 7.4 0.00%
2" ree 3.9 953 3.474 | 13.549 13.6 3.72%
3 tree 3.9 884 5.139 | 20.042 20.0 2.08%
Fig.7 4™ tree 3.9 849 6.789 | 26.477 26.0 1.83% | 3.51%
(B) 5™ tree 3.9 810 10.571 | 41.229 40.3 2.30%
6™ tree 3.9 799 12.542 | 48.915 46.3 5.65%
70 tree 3.9 790 14.800 | 57.720 54.3 6.30%
8T tree 3.9 785 16.444 | 64.133 60.4 6.18%

From the table 1, comparison of the real value with the perceptual depth is shown
in Fig. 7. We can safely draw a conclusion that the farther is the object from the ob-
server, the larger is the relative error. This conclusion is also consistent with human
visual perception. In fact, if the object is far enough, human beings also can’t perceive
the depth accurately.

—+—Real Depth

—=— Perceptual Depth)

Fig. 7. The change curves of the two experiments: (A) is the curve of Fig.6(A); (B) is the
change curve of Fig.6(B)

The two charts in Fig.7 show that relative error in image (A) is larger than image
(B). The reason is that optical axis of the camera is not completely horizontal in im-
age (A). From our many experiments, we find the perceptual depth we estimate is



Perceptual Depth Estimation from a Single 2D Image 95

relative accurate in the condition that the angle made by optical axis of camera and
horizon is between -30 degrees and 30 degrees. That means in this range, our method
can be used effectively. The greatest strongpoint of our method is that only one image
and no priori information is needed. The computation in our method is also simple
and the parameters are easily to obtain.

5 Conclusion

Image depth is a very important clue in computer vision. In this paper, deriving from
human visual perception, we give a new definition of image depth (PD). The visual
perception theory is continuously used to obtain the computation of the perceptual
depth. This depth estimation method is simple, quick, general and effective, which
has an extensive use. From beginning to end, both the physical model and human
perception are considered. We tentatively introduce the depth perception into the
computer vision and get an effective depth estimation method. It is maybe a novel
effective way to solve some problems in CV with visual perception theory.
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Abstract. To improve the degree of immersion for strategic situation
representation in strategic war gaming, the concept of virtual news and
automatic generation model are presented in this paper. Via analyzing
characteristic of news video, the design and generation algorithm for virtual
news narrative template are given, which borrow the idea of Natural Language
Process and combine the specialties of news video. And the narrative template
revise algorithm is also proposed based on time constraints. Virtual News is
automatically generated driven by virtual news narrative template, which
retrieving relative news segments in multimedia database and selecting
appropriate representation method based on the model- EEDU (Extended
Entity-Description-Utility). This approach can generate virtual news according
to text description about strategic situation provided by users, and furthermore
provide personalized service for decision-makers. Finally, experiment results
are used to indicate the validity of our system.

1 Introduction

News is new information about some subjects which the public has interest in. It has
the characteristic of specialties, novelty, and interests and so on U But virtual news is
not real news edited by TV stations and generated to represent strategic situation
according to the strategic war gaming simulation course of some round. Its goal is to
show the cause and effect of news event streams happened during some periods of
simulation for decision maker. It is organized based on the collected and processed
news information materials.

PERSEUS project ® creates personalized multimedia news portals, which provides
relevant information, selected from newswire sites on the Internet and augmented by
video clips automatically extracted from TV broadcasts. A personalized video story
generation approach '*! based on the user’s interests is presented, but these systems
above does not consider the narration in news and virtual news representation style. A
framework ! for home movie making is presented and implemented, where there are
essentially three phases to make film. (1) Storyboarding: Entails the selection of a
narrative template, a decision as to the intent of the production, and the resulting
automatic generation of a storyboard. (2) Directing: Footage is actually captured,
according to the generated storyboard of phase 1. (3)Editing: The captured footage is
assembled into the final film according to the storyboard. The approach in [4]
provides a workflow for film making but it is not appropriate for our work. Because

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 96— [103] 2006.
© Springer-Verlag Berlin Heidelberg 2006
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the time for decision making between rounds in strategic simulation is restricted, it’s
impossible to take a long time to go to the locale to capture and create relative
materials for our purposes. Therefore the collected, existed and processed news video,
picture, audio must be utilized fully in our system.

Considering the characteristic of strategic simulation virtual news has following
specialty: (1) Fast generation. Because of the continuity and pressure of strategic
simulation process, virtual news must be generated quickly so that decision makers
can understand the changing situation in time. (2) Time constraints. The length of
generated virtual news is about 15 minutes and cannot be too long to affect the
process of strategic simulation. Automatic generation of virtual news is driven by the
strategic situation description text documents like news report provided by users and
the length of these documents is different. These documents introduce the content of
some event in detail and the audio track of virtual news video is created by speech
systemization engine based on documents. If all the content of one document is read
by anchor, the synthesized speech will be too long for the final generated virtual news
video. So the important task of our system is to process the text documents based on
time constraints of strategic simulation.

The following parts of this paper are organized as follows: Section2 gives our
system an overview. Section 3 introduces the automatic generation of virtual news
narrative template and implementation algorithm. And the method for virtual news
template revision based on time constraints is presented. In section 4, we discuss the
multimedia materials retrieval model—EEDU and representation style for virtual
news. In the section 5 the experiment result is given. At last, in section 6, we draw
conclusion for our system and give some ideas to improve the system in the future.

2 System Architecture of Virtual News Generation

An overview of the implemented system architecture can be seen in Fig.1. Generally
speaking, the system includes the main 3 phases: automatic generation of virtual news
narrative template, multimedia materials retrieval and virtual news video generation
(as shown in grey block). The specific block diagram of our system is as follows:

(1) User provides a set of news description documents like internet news report about
some event;

(2) Analyze text document sequentially and generate news heading, anchor
commentary, time and so on for each news document;

(3) Generate virtual news narrative template using processed text document with
news heading, announcement commentary, time etc;

(4) Revise the narrative template based on time constraints until satisfy condition of
time restriction. The computing of time lies on the length of the synthesized
speech of anchor commentary in template.

(5) Search appropriate media materials driven by narrative template based on model
EEDU and select appropriate representation style for virtual news;

(6) Synthesize media materials and generate virtual news video for decision-makers.

The approach for representing situation via virtual news is like telling stories to
decision makers and show the effect and cause of an event clearly, which will be great
help for decision makers.
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Fig. 1. The block diagram of generating virtual news automatically

3 Automatic Generation of Virtual News Narrative Template

3.1 Establishment of Virtual News Narrative Template

Considering the criterion of news report video like CCTV news, we establish the
following virtual news narrative template to represent the virtual news for satisfying
the needs of user:

News heading Subject Description:
News overview Event (Action) Description:
Content of Virtual news / O.b ject Description:
Time:
Place:
Content of Virtual news n News heading:
Anchor commentary: X
News ending XXX XXX XXX XXX X X

Fig. 2. Fig2 (a) shows the virtual news narrative template, and Fig2 (b) the specific content
format for the k™ virtual news

News heading —news overview —content representation of the first news
—...—content representation of the nth news— news ending (Fig.2(a)). From Fig.2
(a) it shows that there many virtual news in a template. And each virtual news has its
own description format including subject description, object description, time, place,
event, action, anchor commentary about news (Fig.2 (b)). The description format of
each virtual news content embodies many essential elements of news report, such as
Who, When, Where, What, How and so on. Virtual news narrative template is the
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base for generating virtual news, which not only provides standard format, but also is
the key part for retrieving relative media materials.

3.2 Automatic Generation of Virtual News Narrative Template

The goal of this phase is to generate the virtual news narrative template from a set of
documents about a subject provided by user. The elements of each virtual news in
narrative template can be extracted by information extraction technology combing
with technology of natural language process (NLP). The tasks of creating virtual news
narrative template include automatic generation of time, place, anchor commentary
and news heading from documents etc.

(1) Time extraction

Time is one of the most important elements in news report, which represents the time
that an event happens. The standard time format in this paper is defined as follows:
time= yyyy-MM-dd-hh-mm-ss. There are three kinds of time: (1) Absolute time. It is
easy to convert this kind of time into the standard format, such as “2008(] 9] 1J” in
Chinese can be converted into the following standard time format: 2008-09-01-00-00-
00; (2) Relative time. Relative time can be obtained by extracting or setting some time
reference point in document; (3) Fuzzy time. Because it is fuzzy there is no way
transforming this kind of time into standard time format. For example, “few day ago”.
This kind of time will be processed manually.

Because time of strategic simulation is often virtual and not relative to real time,
attributes of documents such as the latest modified time and creation time cannot be
used for time extract. We achieve time by the time mark tagged during the words
segmentation in a document. And each round of strategic simulation has its own

virtual time interval. Assume that the interval of the Jth round is [timelf Jtime ], if the

extracted time is not in the interval, time will be designated manually. The case of
place extraction is like time.

(2) Anchor commentary extraction

Anchor commentary in narrative template is important element for introducing news
content in detail, which will be read by anchors. Anchor commentary extraction is
implemented like news abstraction generation. Our approach uses conventional vector
space model to represent documents. Each document is represented by a vector of
weighted terms. Document, paragraphs, and sentences in paragraph are represents
term vector with the same length. And the similarity between document and
paragraph, paragraph and sentence are computed by cosine distance. The relative
concept definition of algorithm for anchor commentary extraction and detailed
algorithm description are defined as allows:

Definiton 1. Let 7' denote a document, and let V(T)= (W,,W,,---,W, ) denote term’s

weight vector for document7 , W, represents theith term’s weight. For weight of

term in body of document 7T , we use traditional “ltc” version of the #f -idf scheme [3].

W,,,---,W, ) denote

i

Definiton 2. Let P, denote a paragraph in document7 .V(P)= (
term’s weight vector in P, where W, represents the j th term’s weight in the i th

paragraph.
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Definiton 3. Let S, denote the j th sentence in the i th paragraph in document
T,v(s,)=W,.W,

i1 Wiasee ”,()denote term’s weight vector in S, where W, represents

z/m

the weight of the mth term.

Definiton 4. The similarity between paragraph P and document 7 is define
| V(B)evir)

i

V) lr)

1 1
V(p)= (W,.IZ+WI.22 +---+W,.k2ﬁ,|v(T)| = (WIZ+W22+---+Wk2F

as: S(P,T ,where V(P ZW:}XW/' , WyeV(R) , W,ev(T) ,

ij

Definiton S. The similarity between sentence S; and paragraph B is defined as:
) V(Sij) V(P,)

A N
ij i

Algorithm 1. The extraction algorithm of anchor commentary is described in detail as
follows:

s(s,.P

i

Stepl: Construct term vector V(T) for a given input document T

Step2: Extract all paragraphs for a document and construct term vector V(P;) for
each paragraph;

Step3: Compute similarity between each paragraph and document by formula §
(P.1);

Step4: If S(P;,T)>B(predefined threshold, 0.65)[1P; is considered as a subject
paragraph. First and last paragraph are processed as subject paragraph no matter what
the similarity is more than threshold;

Step5: Construct term vector V(Sj;) for each sentence in subject paragraph;

Step6: Computing the similarity S(S;P;) between each sentence S; in subject
paragraph i and paragraph i;

Step7: Sentences of subject paragraph are ordered by descend based on S (Sj, Pi).
The sentences with higher similarity S(S;,P;) is selected as subject sentence. In this
paper the sentence selection ratio is 0.3, which will be adjusted based on time
constraints discussed in next section;

Step8: All sentences labeled as subject sentence in document are organized as a
rough commentary according to the sentence’s sequence in original document.

After all subject sentences are extracted, we use sentence parser approach [5] to
extract syntactical structures to fill the narrative template.

3.3 Virtual News Template Revision Based on Time Constraints

To satisfy the requirements of the characteristic of time constraints between the
rounds of strategic simulation, the revision method based on time reduction for each
virtual news is adopted in this paper. It mainly reduces the length of anchor
commentary because the anchor speech is created by speech synthesize engine and
the synthesized speech’s time must fulfill the time constraints. Suppose the total time
of virtual news is L minutes, there is N news, denoted as VN = {VNl,n-,VN N}. Assume
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that the synthesized time is L, corresponding to the k™ virtual news’s anchor

N
commentary. To satisfy the condition ) I <L, time reduction method must be

i=1
adopted to revise the virtual news narrative template. There are two kinds of tactics
for time reduction: average tactics and importance tactics. Our system uses the
average tactics as default and allows user to select appropriate time reduction tactics.

(1)Average tactics

Average tactics means that all virtual news in template is of the same importance. So
the time assigned for introducing the news content is identical. First scan the virtual
news sequentially. Then compute the time of synthesized speech for anchor
commentary. If time is more than average time, we use algorithml to generate anchor
commentary again and reduce the number of selected subject sentences until satisfy
the time constraints.

(2) Importance tactics

All news is ordered by its importance and urgency. The more important and urgent
virtual news is, the more possibility of keeping original length of anchor commentary.
We use the principle of top n, which computing the maximum value of i satisfying the

condition ' L, - L.

i=1

4 Generation of Virtual News Based on Narrative Template

Narrative template is the most important part in automatic generation of virtual news.
It describes the whole virtual news along timeline and introduces the content for each
virtual news in detail. And it is also the base of the following process, such as the
retrieval of media materials relative to news.

4.1 Multimedia Materials Retrieval Based on EEDU Model

We propose a multimedia retrieval model — EEDU by extending the EDU model,
which is the abbreviation of Extended Entity-Description-Utility (Ref Fig.3). Some
concepts used in EEDU will be introduced next.

(1) Entity Space. Entity space includes many kinds of entities from videos, images,
audios or graphics. The so-called entity is the existence in multimedia. It can be
notional, or physical. Take video for example, from top to bottom, we regard all video
files, stories, scenes, shots and frames as entities. Entities at different levels form the
structure of videos, and each entity has its attributes and predications. Entity is, in
fact, a subset of videos, images, audios and graphicsJwhich can be temporal or
spatial. Supposing a video segment containing N shots, then the k™ shot can be
described in this way: Shot, ={f, € P(f)|start(k) < f, <end(k)}k e [1,N],Where f; is
a frame, P(f) is the set of all frames, start(k) and end(k) is the start and the end frame
number of shot k respectively.
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Fig. 3. Search Engine based on EEDU (Extended Entity-Description-Ultility)

(2) Description Space. Description is the abstract and general explanation of an
entity. Different from the original information, description is the processed and
extracted information, which can be more understandable. Description space is the set
of descriptions. Here we use the description schema (DS) in MPEG-7 to describe the
content of an entity. For example, SemanticTime DS, SemanticPlace DS, Event DS,
Object DS, Face DS etc at the conceptual layer are used.

Different levels of entities have different descriptions. The description of an entity
is formed from several descriptors. For example, entity E; can be described as
follows: D, :{dkl’de’dkfi""}’ Where dy;, dio, dis, ... are descriptors of the entity.

Users can add descriptors to the entity.

(3) Utility Space. Utility is the contribution of an entity. In other words, it explains

how much work the entity does in representing some concept. We use descriptions of

each entity to evaluate the utility. And by the utility function, we can get a series of

utilities. Based on these utilities, we can finally select entity with highest utility.
Generating utility from descriptions, which can be shown as follows:

U=¢(D), wherey = (u,,u,.,..., u,)’ and » means the utility function. Supposing it is

the simple weight sum function, thenuk — iw. d. > Whereiw_ —1» and Z is the
J ij j E
j=1 j=1

normalization utility of the j ™ description of entity i. For different kinds of media and
users with different interests, the weight of each descriptor is not invariable. We
calculate the initial weight according to user’s custom and experience. When user
interacts with our system, the weight will be adjusted.

4.2 Multimedia Materials Retrieval Based on EEDU Model

After the relative media materials with highest similarity to narrative template are
retrieved by EEDU model, appropriate representation style for virtual news must be
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A picture or video for overview
of virtual news
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Virtual
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Fig. 4. two representation styles for virtual news

selected to make the generated virtual news video like real news video. There are two
styles for representation adopted in our system as follows (Fig.4):

(1) Anchor shot+ little window (a picture or video for overview of virtual news) (Fig.
4-1): In this kind of representation style only anchor shot appears and anchor
introduces all the news content by speech.

(2) Anchor shot+ little window([Jand then introduce the detailed news content by
speech and video, picture, or graphics (Fig.4-2).

The description of the representation style for virtual news is based on XML, which
adopts the method of DES timeline '*". The description includes the information about
the time and space of the materials in generated virtual news video.

The synthesized time of news’s anchor commentary is determined during the
process of section 3. Then the technology of DES (DirectShow Editing Service) ' is
used to synthesize many multimedia materials searched by EEDU. It considers the
representation style and the following rules:

(1) Process of station mark and closed caption. During the collection of media
materials the method for TV station mark and caption detection "' is used and
then detected areas are processed with mosaic.

(2) Consistency of anchor materials. To keep continuity of news video program, the
anchor appeared in materials must be only one and cannot change during the
program. If the anchors in multimedia materials often change, the reality of
generated news program will be reduced.

5 Experiment Results

Our experiment is carried out in Pentium 4 2.0 Ghz CPU, 512 RAM and Windows
2000 professional system. To test the effectiveness of the proposed method,
experiments are carried out on the news materials collected from the CCTV news and
Phoenix news. The news materials are processed into shots, scenes, and stories etc
and annotated with semantics, which is the base of our system. To generate the
personalized virtual news, user provides situation description text like news report
after some periods of strategic simulation ends. In our experiments, user submitted 10
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documents and the relative subjects include “Russia’s president hosts American
Counterpart”, “Chinese Military Exercises”, “American Defense Minister visits
China”, etc. Furthermore it is required that the whole length of final virtual news
video is not more that 5 minutes. So each virtual news’s time is less than 30 seconds
according to the average tactics. The revised anchor commentary of each documents
are listed in Table 1. The 3™ column “Initial num” in tablel refers to the original
sentence’s number of one document, while the “revised num” denotes the revised
sentence’s number based on time constraints.

Table 1. Results of news description text documents process

Virtual news Subjects Initial num  Revised num  Revised Time

ID time

VNI Russia’s president 19 17 00:25” 2009-10-1
hosts  American
Counterpart

VN2 Foreign minister’s 17 15 00:22" 2009-10-2
station

VN3 American Defense 19 18 00:24" 2009-10-2
Minister visits
China

VN4 Chinese Military 25 21 00:30" 2009-10-3
Exercises

Fig.5 (a) shows the user interface of anchor commentary extraction. The final
generated virtual news video program along timeline is shown in Fig.5 (b).

From the above experiment results we can draw the conclusion that the text
process algorithm can satisfy the time constraints during the generation of virtual
news. And the generated personalized virtual news video introduces the news clearly
like telling stories to users and augments the immersion of strategic simulation. But
the shortcoming of the virtual news is that the lipping of anchor is not matching with
the synthesized speech, which is also the emphasis of our future work.

00.00 0:00720.00 0:01700.00 0:01720.00 0:0174

0:00740.00

Video track [ X 1 ®

J { | | |

Audio track

(a) Interface of generation  (b) Video and audio synchronization and
for anchor commentary integration based on DES timeline

Fig. 5. Relative interface of our system for generating virtual news automatically
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6 Conclusions

This paper introduces our system for generating virtual news automatically and
discusses the relative approach, which has the following three phases: (1) Virtual
news narrative template is generated by information extraction combing natural
language process automatically and revised based on time constraints. (2)The relative
media materials are retrieved based on model EEDU. (3) Virtual news video is
generated by DES considering the representation style. The proposed approach in this
paper augments the degree of automation for virtual news’s generation, which can
improve the immersion of strategic simulation and help decision makers to understand
the current situation for further decision making.
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Abstract. This paper addresses an image fingerprinting scheme for the print-to-
capture model performed by a photo printer and digital camera. When capturing
an image by a digital camera, various kinds of distortions such as noise, geo-
metrical distortions, and lens distortions are applied slightly and simultane-
ously. In this paper, we consider several steps to extract fingerprints from the
distorted image in print-and capture scenario. To embed ID into an image as
a fingerprint, multi-bits embedding is applied. We embed 64 bits ID informa-
tion as a fingerprint into spatial domain of color images. In order to restore a
captured image from distortions a noise reduction filter is performed and a rec-
tilinear tiling pattern is used as a template. To make the template a multi-bits
fingerprint is embedded repeatedly like a tiling pattern into the spatial domain
of the image. We show that the extracting is successful from the image captured
by a digital camera through the experiment.

1 Introduction

Digital fingerprinting is a technique for enforcing digital rights policies whereby
unique labels are inserted into content prior to distribution. Developing specification of
fingerprinting (watermarking) schemes depends on the application which means their
usage scenario. In general the design of fingerprinting (watermarking) schemes focuses
on specific attacks: compression, additive noise, blurring, sharpening, collusion and
geometrical distortions. It is so difficult to handle against those kinds of attacks to-
gether that the fingerprinting schemes are quite different according to applications.

Recently, as a kind of illegal distribution behavior, the method by a digital photo
printer and a digital camera are used widely. For example, high-quality still images
like nude and advertisement images serviced with fee through mobile and Internet are
printed by a high-performance digital photo printer and used in magazine (or poster,
advertisement stuff, interior, etc.) illegally. Digital fingerprinting can be a good alter-
native solution for this problem. The content owner (or seller) can extract fingerprint-
ing information from the image and trace a re-distributor back.

Some fingerprinting techniques based on watermarking have been proposed
[11[3]1[4][9] for embedding information in multimedia signals. But, these techniques
are not enough to present the variety of customer information as a fingerprint. To

Y. Zhuang et al. (Eds.): PCM 2006, LNCS 4261, pp. 106 —[[13] 2006.
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identify lots of customers’ multi-bits embedding scheme is required. Additionally, in
a captured image by digital camera there exist many distortions slightly. So a new
fingerprinting scheme which considers these kinds of distortions is also required.

Generally high-quality still images for advertisement (or poster) have high-price
rate. By this reason, high-quality still images are copied illegally very well and used
widely for the purpose of advertisement in magazine or interior poster, etc. In this
case it is not easy to trace the first illegal re-distributor unless a customer ID is em-
bedded into the image as a fingerprint. The motivation of this paper is to trace the
customer who re-distributes illegally at first using a customer ID from the printed
images. In this paper, to obtain a still image from off-line(magazine or poster) we use
a high-performance digital camera. The reasons we choose a digital camera as an
image acquisition device are that a digital camera is one of convenient mobile devices
and is spread well in public.

The most difficult thing to extract fingerprint from the captured image is to restore
the image from distortions due to D/A-A/D conversion. In this case we can predict
these kinds of distortions from the fingerprinted and captured image.

® Geometrical Distortion

- RST distortion: According to the angle of the camera geometrical distor-
tions such as RST(rotation, scaling, and translation) are occurred slightly.

- Cropping: After capturing the image the boundary portion of the image
could be cropped.

- Perspective: Due to the distance between a camera and a picture perspec-
tive distortion could be occurred. This distortion also produces trapezoid
geometric distortion.

- Lens distortion: If a distorted lens is used then the curvature of the lens is
changed. It makes the image concave or convex.

e [llumination Distortion: This distortion includes the refraction caused by shin-
ing a bright light or sunburst into the camera. Distortions are light and sun-
burst distortions.

® Quality Degradation: Due to the skill of a photographer and performance of
the digital camera the quality of the original image could be degraded. This
distortion such as blurring is occurred when the camera is out of focus.

In this paper, we propose a new fingerprinting scheme which embeds 64 bits cus-
tomer ID into the spatial domain of a color image and print out using a photo printer
and extract this ID from the image captured by a digital camera. Additionally we do
not consider collusion attacks because we conclude that it is not easy to collude to-
gether in the proposed scenario. In this In Section 2, we show how to embed and
extract fingerprinting information. Experimental results and conclusion are shown in
Section 3 and 4.

2 Proposed Fingerprinting Scheme

2.1 Embedding

In the fingerprinting system accommodation of multi-bits is necessary because the
amount of fingerprinting data to be embedded is not small and customer information



108 W.-g. Kim, S.H. Lee, and Y.-s. Seo

is also complex. In this paper, we construct a 64-bits fingerprinting code and embed
into the spatial domain of the image repeatedly. Assume that we are given a 64-bits
message which can be separated as 8 symbols whose length is 8 bits.

In the proposed scheme we assume that each symbol can has only Alphabet capital
and small letters and numeric numbers from 0 to 9, S={s; s 53...5v} €
{a,...zA,...,.Z,0,...,9]. Then, we generate random sequences for every symbol from a
secret key which can be represented in r;&{-1, +1}. Therefore, the total number of
possible sequence, r; is (26 X2+10)*8 = 496. We assume that all 496 random se-
quences are orthogonal each other. The length of the random sequence depends on the
size of unit block in this scheme. In order to produce fingerprint signal, F, the only
eight random sequences corresponding to eight fingerprint symbols are selected and
merged together. Finally the sign of the merged sequence is taken as follows:

F = sign (Zsl r,(s;))

Next, we describe how to embed the fingerprint signal into an image adaptively.
HVS(Human Visual System) is a weighted function to make the image robust to vari-
ous kinds of attacks and to improve imperceptibility. In the proposed scheme we
design a simple HVS function for the spatial domain of the image. The basic idea of
our HVS is that fingerprint is embedded strongly into the less recognizable regions of
the image. To do this, we separate the image into three regions; flat, strong edge,
texture region. A criterion of area is as follows:

Flat if Std(i, j)<2
x(i, j)=<Strong edge if Edgdi, j)>T where T = Ave}gdg‘,(l)+2*SIDE[,KP(I)
Texture if StD(i, j)>2

Aver(i,j), Std(i,j), and Edge(i,j) are local average, standard deviation and edge de-
tection value on x(i,j) respectively. For edge detection Prewitt operator is used. Aver-
edge(I) and StDpg.(I) are average and standard deviation of edge detection values,
Edge(i,j). HVS function is as follows:

A0, ) o Flat , Strong edge area
i, j) =

/ StD (i, j) *WF (Avg (i, j)) Otherwise

where , WF (i) = (2 —tanh( i/25))/3, i =1[0..255]

o is minimum embedding strength and set to 2. WF(*) is a weighted function for dark
and bright area. So, fingerprint is embedded strongly by this function because these
areas are less sensitive than normal area.

To extract fingerprint correctly from the image captured by a digital camera, it is
important to restore the image from geometrical distortions. In the proposed system a
rectilinear tiling pattern is used to do this. To construct the latticed template random
sequence, R, described the previous section is embedded repeatedly as shape of unit
block. Embedded unit blocks are used as a template to restore the captured image. In
this paper, the size of unit block is 128x128. For instance if the image size is
512x512, then unit block is embedded 16 times repeatedly around the center point of
the image. In extracting step minimum 9 points from the center of the image are ex-
tracted and we can construct a latticed template using these points. If the image size is
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Fig. 1. Overall embedding process; Embedding domain is luminance channel of the spatial of
the image. The fingerprint is a customer ID consisting 8 ASCII characters and numerical num-
ber from O to 9. The size of unit block is 128x128. In the case of Lena image, fingerprint signal
is embedding 16 times repeatedly. Minimum size of the image for resistance against geometri-
cal distortions is 512x512.

not multiple of 128, the unit blocks are embedded into the available area of the image
from the center point. The overall embedding steps are described in Fig. 1.

2.2 Extracting

In this paper, a general correlation detector is used to extract a fingerprint. But, pre-
processing is needed before extraction because much noise and various kinds of distor-
tions are performed in the captured image. Extracting process proposed in this paper
consists of 2 steps; image restoration including resizing and noise reduction, and fin-
gerprint detection. Fig. 2 shows the overall extracting process for print-to-capture
model. For blind extracting original estimation step is needed. In original estimation
the noise signal including fingerprinting signal is filtered using an adaptive wiener
filter.

As we described in Section 1, there is too much noise in the captured image depend-
ing on a digital camera and photographing condition. In the proposed system, to reduce
false alarm probability, resizing and pre-filtering for noise reduction are applied before
extracting. When taking a photo by a digital camera, the size of image is too big be-
cause the resolution of a digital camera is high in general. So, we cut out the real
image from the captured image and resize appropriately and an adaptive wiener filter
is applied to remove the noise.

After removing the noise, the image restoration by reverse information is needed to
extract a fingerprint from the geometrically distorted image. Geometric attacks are
thought of as one of the most dangerous attacks in the digital watermarking and fin-
gerprinting area. Auto-correlation function (ACF)-based watermarking is known to
have great potential for combating geometric attacks [2][5]. It handles geometric
attacks by embedding a periodic pattern. Due to the periodicity, periodic peaks are
found in the ACF of the fingerprint. The fingerprint detector estimates the applied
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geometric transform by referring to the peak pattern in the ACF of the extracted fin-
gerprint. The fingerprint signal is detected after inverting the estimated geometric
transform. Because of this two-phase detection mechanism, the correct detection of
the AC peaks is crucial for detection of the fingerprint. However, the detection of the
AC peaks is still not easy.

‘Original estimation

Fingerprinted &
captured Image

Fingerprint «—— |

Fig. 2. Overall extracting process; Extracting is completed by the order of luminance channel
selection, noise reduction, original estimation, RS correction, accumulation, and message de-
modulation. In this process translation correction is not needed because the location of maxi-
mum correlation peak is not important in message de-modulation step. Translation error just
changes the location of maximum correlation peak.

In the proposed system reverse information is calculated from the latticed template
pattern which is detected by auto-correlation function (ACF). We can detect 16 peaks
at least because a unit block consisting of random sequences is embedded repeatedly
in the embedding process, but it is 9 peaks in the center of the image that are only
needed to detect the latticed template. In this paper, using the latticed template con-
sisting of 9 peaks is proposed to calculate reverse information of the distorted image.
In the proposed system we apply auto-correlation function to the wiener-filter coeffi-
cients because the fingerprint is noise-like pseudorandom sequence. We use the aver-
age of 3x3 local variance of the whole image as an estimated noise variance in the
wiener filter.

In practice, as many candidate peaks are detected after performing auto-correlation
function, we choose 9 peaks which construct a lattice template as following steps.

Step 1: Choose a maximum peak value in local window. The size of local window
used in this proposed system is from 16x16 to 64x64.

Step 2: Choose 3 peaks on a line satisfying next 2 conditions among remaining can-
didate peaks after Step 1.

A.  |distA—distBl £ T and |distCl < T
B.  |Anglel <7 and |Anglel <90 - v
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PAN
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! P distC Ps

Angle = (90- v)

Where, |distAl and |Anglel are the distance between two peaks and difference of the
gradient between two lines. The threshold t(pixels) and v(degree) are decided experi-
mentally according to the performance of the system. Through the proposed steps we
can get 6 lines consisting of 3 peaks from the captured image that is shown in Fig.3.

Image restoration for rotation and scaling is performed by the template consisting
of 6 lines. As we also know the original template pattern, we can calculate reverse
angle and scaling factor without difficulty. Other geometrical distortions like projec-
tion can be corrected by reforming the detected template to a perfect square. As the
worst case when detecting only 1 line we can estimate reverse angle and scaling factor
from the line. The advantage of the latticed template proposed in this paper is that
correcting process for non-linear distortions is simpler than other template patterns
proposed before[2][5].

(a) All possible lines (b) Template (c) Restored image

Fig. 3. After detecting peaks from ACF, all possible lines consisting 3 candidate peaks are
selected like image (a). Lines are filtered by angle and distance conditions from all possible
lines and construct a lattice-like template showed in (b). From the template reverse angle and
scaling rates are calculated and restore image like (c).

To extract fingerprinting symbols is performed by correlation detector used in gen-
eral watermarking scheme. At first, we generate 496 random sequences representing
symbols from a secret key used in the embedding process. Next, the fingerprinting
signal is estimated by performing the wiener filter on the restored image. The noise
variance of the wiener filter is the average of the local variances of the whole image.
The estimate signal is divided into 128x128 unit blocks and summed together.

Fingerprinting symbols are calculated by performing cross-correlation function be-
tween the summed block(the estimated fingerprint) and 496(62*8 symbols) random
sequences(the reference fingerprint) each. For each symbol the random sequence which
has max correlation value is chosen as a fingerprint symbol. In the proposed method
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translation correction is not needed because the only random sequence which has max
correlation value is chosen without any consideration of the location of the peak.

3 Experimental Results

Test is performed on color images whose size is from 1283x770 to 1425x870 and the
printed image size is around A4 size. A HP Photosmart 7960 photo printer which
supports 600 dpi resolution and high-quality photo paper are used to print out images.
The digital camera used when capturing images is FUJI FinePix S2 Pro, which sup-
ports 5 mega pixels image size.

We first embed a fingerprint ID into images and hang them on the wall or board in
various parts of the laboratory and get a captured image using a digital camera and a
tripod. Finally we cut and resize the captured image and apply a wiener filter to re-
move noise, and then we try to extract a fingerprint ID using the proposed scheme.
When taking a captured image we control focus range to choose appropriate scaling
factor of the image. Available scaling range covered by the proposed scheme is from
90% to 110%.

Table 1. Detection results for test images

Mode Test images Success Detection rate(%)
TIFF 30 27 90.0
JPEG 30 26 86.7

Table 1 shows the detection results. We try to extract fingerprint IDs from 30 images
and succeed in extracting IDs completely in 27 images in TIFF mode of the digital
camera. PSNR of the test images after fingerprinting is 38 dB on average. Detection
rate is almost same in two modes because the digital camera uses high-performance
JPEG quality to compress a picture. Fig. 4 shows the example of the test images.

Fig. 4. The test and success images; the images hanging on board in the first row are the cap-
tured images digital camera in JPEG mode. The images in the second row are re-edited images.
Unnecessary background like board is removed roughly using image editing software. We suc-
ceed extracting fingerprints from all 4 images using the proposed scheme.



Image Fingerprinting Scheme for Print-and-Capture Model 113

4 Conclusion

In this paper, we propose an image fingerprinting scheme for print-to-capture scenario
performed by a photo printer and a digital camera. To embed ID into an image as a
fingerprint multi-bits embedding is applied. 64-bits ID information is embedded as a
fingerprint into spatial domain of color images. This embedding method doesn’t need
to correct translation error. In order to restore a captured image from distortions a
noise reduction filter is performed and a rectilinear tiling pattern is used as a template.
To make the template a multi-bits fingerprint is embedded repeatedly like a tiling
pattern into the spatial domain of the image. In extracting process to detect template
noise reduction filter is performed first and correlation peaks are calculated by ACF
function. Finally lattice-like template is derived from candidate peaks using angle and
distance conditions and image is restored. In experiment we embed fingerprints into
30 high-quality images and hang them on broad. We also show that the extracting is
successful from the image captured by a digital camera through the experiment.
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Abstract. High-Definition (HD) videos often contain rich details as well as
large homogeneous regions. To exploit such a property, Variable Block-size
Transforms (VBT) should be in place so that transform block size can adapt to
local activities. In this paper, we propose a 16x16 Integer Cosine Transform
(ICT) for HD video coding, which is simple and efficient. This 16x16 ICT is in-
tegrated into the AVS Zengqgiang Profile and used adaptively as an alternative
to the 8x8 ICT. Experimental results show that 16x16 transform can be a very
efficient coding tool especially for HD video coding.

Keywords: HD video coding, ICT, AVS.

1 Introduction

High-Definition (HD) videos often contain rich details as well as large homogeneous
regions. In other words, spatial correlation varies greatly throughout an HD video se-
quence. To exploit such a property, Variable Block-size Transforms (VBT) should be
employed, such that smoother regions can be transformed using larger transforms for
better energy compaction and better visual quality, and for more detailed areas,
smaller transforms can avoid the ringing artifacts and reduce complexity.

The existing video coding systems with VBT use 8x8 as the largest transform
block size. However, our study shows that 16x16 transforms are very efficient in cod-
ing large homogeneous regions in HD videos, thus improving the overall perform-
ance. In this paper, a 16x16 transform is proposed to the Audio Video Coding Stan-
dard (AVS) Zengqiang Profile [1] which is the developing profile of the national
standard of China aiming at HD video coding. Since there is an 8x8 ICT already ex-
isting in the AVS Zenggiang Profile, the 2 transforms are used adaptively according
to the local activities of frames. The proposed 16x16 transform is designed as a type
of Integer Cosine Transform (ICT), which was first introduced by W. K. Cham in
1989 [2] and has been further developed in recent years. ICT can be implemented us-
ing integer arithmetic without mismatch between encoder and decoder and if well-
designed, can provide almost the same compression efficiency as Discrete Cosine
Transform (DCT).

The contribution of this paper mainly lies in 2 parts. Firstly, a 16x16 ICT is de-
signed, which avoids mismatch between encoder and decoder and has very close
decorrelation capability to that of the DCT. Furthermore, to minimize the increasing
computational complexity caused by the additional larger transform, we design the
16x16 ICT suitable for simple 16-bit integer arithmetic implementation and compatible
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with the 8x8 one. Secondly, to integrate the proposed 16x16 ICT into the AVS
Zengqiang Profile, the related problems of transform size selection, 16x16 intra predic-
tion, and 16x16 block entropy coding have been solved.

The remainder of the paper is organized as follows. A brief review of ICT is given
in Section 2. Section 3 describes the proposed 16x16 ICT. Section 4 introduces in de-
tail how the related problems are solved when the 16x16 ICT is integrated into the
AVS Zenggqiang Profile. Section 5 reports the experimental results, followed by the
conclusion in Section 6.

2 Review of ICT

ICT originates from the DCT in order to simplify the computation of DCT and it en-
ables bit-exact implementations. Its transform matrix is generated from the DCT ma-
trix with the principle of dyadic symmetry [2] and contains only integers. Since the
transform matrix is not normalized, a normalization process, known as scaling, is re-
quired after transformation. The process of transformation and scaling can be ex-
pressed by (1) and (2), respectively,

F_ =T xf_ XT' (1)

nxn

S =Fra /IR ., )

nxn T T nxn

where f,,, is the input data, T, is the nxn transform matrix, S,, is the transformed
data and symbol // indicates that each element of the left matrix is divided by the ele-
ment at the same position of the right one. The elements in matrix R, are all integers
and can be derived from the norms of basis vectors of T,. Interested readers may refer
to [2] for details.

The divisions in (2) are usually approximated by integer multiplication and shifting
as shown in (3),

S E,®P >N 3)

nxn T nxn

where symbol & indicates that each element of the left matrix is multiplied by the
element at the same position of the right one and >>N means right shifting N bits.
R, x, from (2) and P,, from (3) satisfy (4) and P, is defined as the scaling matrix.

P, xR, (0 j)=2" “4)

Similarly, for the inverse ICT, the whole process including inverse scaling and in-
verse transformation can be represented in (5) as

£ =(T X(S,,, ®P, )XT, )>>N (5)

nxn nxn

3 The Proposed 16x16 ICT

3.1 16-Bit Integer Implementation

As shown in (6), the transform matrix T4 is very simple. All coefficients have only
7 different magnitudes and can be represented by 5-bit integers. Due to the small
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magnitudes of the coefficients, the transform matrix is suitable for 16-bit integer
arithmetic implementation.

8 8§ 8 8 8 § 8 8 8 8 8 8 8 8 8
1 11 9 8 6 4 1 1 -9 -11 -11 -11
w9 6 2 2 6 9-10-109 6 -2 2 6 9 10
8§ 6 4 1 -11 -11-11 9 9 11 11 11 -1 4 -6 -8
0 4 4-10-10 4 4 10 10 4 -4 -10-10 4 4 10
11 9 -11-11 4 -1 8 6 -6 -8 1 4 11 11 9 -11
9 210 6 6 10 2 9 9 2 10 6 6-10 2 9
1 4 -6 -8 9 11 -11 -11 11 11 -11 9 8 6 -4 -l
T = § 8 8 8 8 8 8 8 8 8 8 8 8 B -8 8 (6)
4 -1 8 6 11 9 -11 11 -11 11 9 -11 -6 8 1 -4
6-10 2 9 9 210 6 6 10 -2 9 9 2-10 6
imw-1 9 1 6 8 1 4 4 -1 -8 6-11 9 11 -1
4 -10 10 4 -4 10-10 4 4 -10 10 4 410 -10 4
9 -11 11 -11 -1 4 -6 8 -8 6 -4 1 11 -11 11 -9
2 6 9-1010-9 6 -2 -2 6 9 10-109 -6 2
L6 -8 1 -4 11 -11 9 -11 11 9 11 -11 4 -1 8 -6]

The 8x8 ICT in the AVS Zengqiang Profile is a type of Pre-scaled Integer Trans-
form (PIT) [3], which means that the scaling of the inverse ICT is moved to the en-
coder side and combined with that of the forward ICT as one single process. With
PIT, there is no scaling and thus no scaling matrix stored for decoding, whilst the
computational complexity and memory requirement on the encoder side remain un-
changed. Due to these advantages of PIT and to be compatible with the 8x8 ICT, the
proposed 16x16 ICT is also designed as a PIT.

The whole process of ICT, including transformation and scaling, can be imple-
mented by (7) and (8), respectively.

Flous = (Tio X fpa6 X Tg +2°) >> 7 @)

16x16 —

Si6a6 = (Fgas ® Prgas + 2]5) >>16 ®)

Right shifting 7 bits in (7) and 16 bits in (8) guarantee that the intermediate results
for multiplication or addition are all smaller than 16 bits. And the factors, 2% and 2" in
(7) and (8) are for rounding.

For inverse ICT, since the PIT is employed, the inverse scaling step is saved and
the implementation of (5) is simplified as below:

bga6 = (S16><16 XTe + 22) >>3 9)

fioas = (Ti6 Xbygue +2°) >>7 (10)

16x16 —

Right shifting 3 bits for horizontal transform in (9) and 7 bits for vertical transform
in (10) ensure that any intermediate result in the inverse ICT process is smaller than
16 bits.

3.2 The Performance of the 16x16 ICT

Besides the simple structure, the proposed ICT also shows good energy compaction
capability especially in those homogeneous regions in HD videos. This is because the
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first 3 basis vectors of the transform matrix which represent relatively low frequency
components resemble those of the DCT, including the same dyadic symmetries. Sup-
pose that the input data are so highly correlated which can be approximated by a 1-D
first-order stationary Markov source with correlation coefficient ptending to 1. Table
1 shows the transform efficiency of Karhunen-Loeve Transform (KLT), DCT and the
proposed ICT, respectively, with different p, where the transform efficiency 1 can be
calculated by (11). As evident in Table 1, the efficiency of the proposed ICT is very
close to that of the DCT, especially when the input data is very highly correlated, e.g.,
p=0.95.

15
2 [Si6s -1
N=4%7pn—"— (11)
‘Slﬁxlﬁ(i’ J)‘

i=0 j=0

Table 1. The transform efficiency of different transforms

P KLT DCT Proposed ICT
0.95 1.00 0.