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1 Introduction

David Cobham and Ghassan Dibeh

Monetary policy, including monetary policy frameworks, central bank inde-
pendence and exchange rate regimes, is an area in which both academics and 
policymakers have made enormous strides in the last two decades. The main 
thrust of work in both academic institutions and central banks has been towards 
a better understanding of what monetary policy can and cannot do and how it 
can best be designed. Most of this work has focused on the industrial countries 
and on a small number of developing countries, mostly in Latin America, while 
the economies of the MENA region remain under-researched in this respect. As 
regards monetary policy frameworks, economists at the Central Bank of Turkey 
have produced a number of research papers (eg Emir et al., 2000; Ozatay, 2005) 
and other economists have made important contributions (eg Celasun and Rodrik, 
1989; Canova and Favero, 2005). Pesaran (2000) has studied money demand in 
Iran and found a structural break between the pre- and post-revolutionary periods 
which has implications for monetary policy. Bonato (2008) has studied the 
monetary causes of infl ation in Iran during the period 1988–2006. Some work has 
been done on monetary policy in Lebanon (e.g. Dibeh, 2002; Makdisi, 2004) and in 
Egypt (e.g. Abdel-Khalek, 2001; Ikram, 2006). However, the quantity of research 
on these countries is limited and that on other Arab countries is even more so. For 
example, the Bank of England survey (Mahadeva and Sterne, 2000), which gives 
basic information on monetary policy targets and central bank independence for 
some 90 countries, includes only Bahrain, Egypt, Jordan, Kuwait, Lebanon and 
Turkey from the MENA region, which means it excludes the Maghreb countries, 
Libya, Syria, Iraq, Iran, Saudi Arabia, Qatar, Oman and the UAE.

Research on the political economy of central banking and monetary policy 
has highlighted the importance of politics and institutions in the determination of 
monetary policy in both developed and developing countries. According to various 
perspectives in this line of investigation, the role of social and political groups, cen-
tral bank independence (CBI), and private sector preferences are all important in 
the determination of central bank policy stances such as infl ation-fi ghting or output 
stabilisation (Epstein, 1992; Cukierman, 1992; Henning, 1994; Franzese, 2002).

Maxfi eld (1998) has also shown that in developing countries the international 
dimension to the politics of central bank independence and currency values is sig-
nifi cant. Moreover, the resultant monetary policy adopted by central banks, such 
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as infl ation-targeting or commitment to output stabilisation, has important social 
and economic effects.

Elson and Cagatay (2000) have shown that in the 1990s a ‘defl ationary bias’ in 
macroeconomic policy in many developing countries caused high interest rates, 
tight monetary policies and fi scal restraint with a negative impact on unemployment. 
In this respect, debates on the appropriate institutional and legal set-up of central 
banks can shed light on the interaction between central banking and economic 
development. In a recent paper, Epstein (2005) has argued that central banks have 
historically played an active role as agents of economic development. Moreover 
the relationship between central bank independence, democracy, transparency and 
accountability (Blinder, 1998) has obvious relevance for MENA countries, where 
CBI is typically low (and transparency and accountability lower).

In the MENA region the political economy of monetary policy has not received 
much attention. Sadek, Jarehi and Latifah (1996) assessed the independence of a 
small number of Arab country central banks. Abdel-Rahman (2000) used Partisan 
Theory to study the effect of the different policy stances of political regimes on 
output growth, infl ation and political cycles, focusing on fi nance and monetary 
policy in the MENA region.

Dibeh (2002) studied the infl ationary period of the 1980s and early 1990s in 
Lebanon and the role of different social and economic groups in engendering 
infl ation and currency collapse during this period. Mitchell (1999) linked the 
monetary restraints practised in the 1990s in Egypt to the triumph of neo-
liberalism in framing the economic discourse in Egyptian society. A recent study 
has linked political violence and currency markets in Egypt, a relation that may 
have signifi cant monetary policy implications (Fielding and Shortland, 2005). 
However, a comprehensive evaluation of CBI in the MENA region has not been 
available until now, and for many countries there were no serious case studies 
available either.

Substantial progress has been made in recent years in analysing the advantages 
and disadvantages of different exchange rate regimes, for both industrial and 
developing countries. Calvo and Reinhart (2002) identifi ed the ‘fear of fl oating’ 
which means that many governments which claimed that their currencies were 
fl oating were in fact intervening heavily in one way or another in the foreign 
currency markets. Levy-Yeyati and Sturzenegger (2005), Bailliu et al. (2003) 
and Reinhart and Rogoff (2004) produced classifi cations of de facto as opposed 
to de jure exchange rate regimes, and various authors studied the macroeconomic 
impact and durability of different regimes (e.g. Bailliu et al. 2003; Husain, Mody 
and Rogoff, 2005).

The importance of investigating alternative exchange rate regimes for the 
MENA region cannot be overstated given the recent developments in international 
currency markets, especially the weakening of the dollar which has fuelled infl ation 
in some MENA countries. Most MENA countries have pegged their currencies 
more or less continuously to the US dollar, although more of their trade is typically 
with European Union countries than with the US. In this respect, Frankel and Rose 
(2002), noting that Egypt and Turkey had more trade with the eurozone than with 
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the dollar zone, predicted on that basis that they would gain more from joining the 
European Economic and Monetary Union (EMU) than from dollarisation.

The Euro–Med Agreements which have been signed in recent years between 
the European Union (EU) and Algeria, Egypt, Jordan, Lebanon, Morocco, the 
Palestinian Authority, Syria and Tunisia are likely over the next decade to have a 
signifi cant positive infl uence on the fl ows of trade and investment between the EU 
and these MENA countries. In addition, the emergence of the euro and the eurozone 
mean that there is now, for the fi rst time, a substantial and viable alternative anchor 
currency for these countries and, indeed, for the other MENA countries. This 
peg-switching alternative is not, of course, the only alternative in the choice of 
exchange rate regime for MENA countries. Some observers have highlighted the 
need for greater fl exibility in MENA exchange rates as a means of establishing 
more fl exible open economies in the region (Jbili and Kramarenko, 2003), while 
currency substitution and (partial) dollarisation have been investigated by Shahin 
and Freiha (2005), for Lebanon and Egypt, and Civcir (2005) for Turkey.

The papers in this book address in different ways the above areas of monetary 
policy, central banking and exchange rate choice in the MENA region. Part 1 
covers central banking and monetary policy, Part 2 monetary policy and exchange 
rate regimes. In chapter 2, Ghassan Dibeh examines the political economy of 
central banking in the MENA countries, with particular reference to Lebanon. He 
presents empirical relationships between central bank independence and infl ation 
in MENA, and then focuses on the political economy of the Lebanese central bank 
mainly during the formative years of the Banque du Liban between 1964 and 1971. 
The analysis shows that CBI may be necessary for low infl ation but it is certainly 
not suffi cient, and a wider range of factors affect macroeconomic outcomes in the 
MENA countries.

In chapter 3 Enrico Gisolo presents an analysis of CBI in a large sample of 
countries which includes most of the MENA region (plus Malta and Cyprus), using 
a methodology constructed at the International Monetary Fund (IMF) by Lybek 
(1999) and Gutiérrez (2003). His fi ndings show that CBI is indeed relatively low 
in these countries and confi rm the previous evidence (on a much smaller sample) 
that the relationship between CBI and infl ation is weak.

In chapter 4 Gunther Schnabl and Franziska Schobert examine the monetary 
policy operations of central banks in MENA countries. Following work by 
McKinnon and Schnabl (2004a, 2004b) on East Asia, they distinguish between 
‘creditor’ central banks such as those of the US and the eurozone, which typically 
supply liquidity to the markets, and ‘debtor’ central banks such as those in most 
transition and developing economies which typically mop up the excess liquidity 
arising from foreign exchange market intervention in the presence of payments in-
fl ows. Schnabl and Schobert show that most MENA region central banks are fi rmly 
in the latter category, and identify the differing ways in which they intervene.

In chapter 5 Abdallah Zouache and Mohamed-Cherif Ilmane investigate the 
evolving independence of the Algerian central bank which, from having in the 
1970s and 1980s been something close to the Soviet Gosbank, has experienced 
over the last two decades fi rst high and then decreasing de jure independence, 
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associated with fl uctuating de facto independence. Their analysis shows that the 
de jure/de facto distinction is crucial in Algeria, and that institutional constraints 
of different kinds are often more important than the legal statutes for the practical 
independence of a central bank.

Adel Boughrara, Mongi Boughzala and Hassouna Moussa examine the feasibility 
of introducing a formal monetary framework of infl ation targeting in Tunisia. They 
fi rst consider the issue of institutional adequacy, with respect to the Tunisian central 
bank (which is insuffi ciently independent, accountable or transparent), the Tunisian 
banking system (which has a high ratio of non-performing loans) and the pressures 
in Tunisia towards fi scal dominance. They then analyse the impact on the banking 
system of a move to infl ation targeting, in the context of shocks to infl ation and 
to supply; they fi nd that such shocks lead to rises in the ratio of non-performing 
loans which imply increases in the fragility of the fi nancial system. Their analysis 
therefore places a question mark against the infl ation targeting proposal.

In the fi rst chapter of Part 2, Christopher Adam and David Cobham present 
gravity model estimates of the trade effects of alternative exchange rate regimes 
for MENA countries, drawing on other work where they have developed the 
ability to handle a wide range of bilateral exchange rate regimes in a way that takes 
proper account of the ‘multilateral trade resistance’ effects. Their simulations for 
the MENA countries suggest that for most MENA countries their trade would be 
higher if they anchored on the euro rather than, as at present, on the dollar.

In chapter 8 Elias El-Achkar and Wassim Shahin examine the relationship 
between exchange rate policies and infl ation for 18 MENA countries over a 30 year 
period. Their results indicate that exchange rate regimes (where they distinguish 
between pegged and non-pegged regimes) have no signifi cant relationship with 
infl ation, but exchange rate variability is negatively related to infl ation. These 
fi ndings provide interesting contrasts with those of other researchers for developing 
and industrial countries.

In chapter 9 Chrysost Bangaké, Jean-Baptiste Desquilbet and Nabil Jedlane 
consider the choices facing the Maghreb countries, using a three-country model 
in which they can analyse the effects on welfare (evaluated in terms of unemploy-
ment, infl ation and transactions costs) of a range of scenarios: all three countries 
allow their currencies to fl oat; the two small countries peg to the larger country; 
the two small countries form a monetary union which fl oats against the larger; and 
so on. Their analysis identifi es the various advantages and disadvantages of the 
different choices and the factors on which these magnitudes depend.

In chapter 10 Ozan Hatipoglu and C. Emre Alper model the behaviour of an 
infl ation-targeting emerging market central bank under fl oating exchange rates, 
namely the Central Bank of Turkey (CBT) since 2001. They estimate an augmented 
Taylor rule with time-varying parameters by means of a dual extended Kalman 
fi lter. Their fi ndings indicate that in this case the real exchange rate gap should not 
be included directly in the rule itself, though exchange rates obviously infl uence 
expected and observed infl ation and output; and that the CBT has reacted more 
aggressively to infl ation as time goes on (it may have been concerned earlier about 
fi scal dominance).
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Finally, in chapter 11 Sergio Rossi proposes a means by which the MENA coun-
tries could embark on monetary integration by introducing a common currency 
(the ‘MENA dinar’) to be used in transactions between MENA central banks and a 
MENA settlement institution, rather than adopting a single currency on the pattern 
of the Economic and Monetary Union in Europe. His proposal requires countries 
to offset surpluses or deficits on trade with purchases or sales of securities. 
It would, he argues, promote exchange-rate stability between MENA countries and 
encourage capital infl ows, notably in the form of foreign direct investment.

In sum, these papers offer a mix of region-wide and country-specifi c studies 
which should bring about a step improvement in our understanding of the institutions 
and operations of monetary policy and the strategic choices it faces in the Middle 
East and North Africa.
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Central banking and 
monetary policy





2 The political economy of central 
banking in the MENA region 
with special reference to Lebanon

Ghassan Dibeh

Introduction

Most Middle Eastern and North African (MENA) countries have either adopted or 
are in the process of adopting economic and fi nancial market reforms that include 
the conduct of monetary policy and the role of central banks in the process of 
monetary policy making.1 In this respect, the independence of central banks in 
relation to political authorities is considered an important aspect of any institutional 
monetary reform, as evidenced by central bank reforms conducted in Europe, Latin 
America and the transition economies in Europe (Walsh, 1995). The modern theory 
of optimal monetary policy was developed by Kydland and Prescott (1977) and 
Barro and Gordon (1983) where central banks maximise social welfare given an 
expectations-augmented Phillips curve.

This social planner approach shows that a central bank with an employment 
motive aiming at deviation of real output from potential output will generate an 
infl ation bias. This infl ation bias on the part of central banks can be mitigated 
according to Rogoff (1985) by delegating monetary policy not only to an inde-
pendent central bank but also to a ‘conservative’ central banker. The conservative 
central banker has higher infl ation-aversion than all other economic agents and 
groups in society and is protected from the political infl uences of various social 
groups by its legal and instrumental independence. The basic theoretical model of 
a conservative independent central bank predicts less infl ation bias than a normal 
central bank.

This approach to central banking paved the way for new political economy 
models which consider the central bank’s objective function as a political 
compromise between distributionally motivated advocates of employment and 
advocates of lower infl ation (Cukierman, 1992). In these models, also, central 
bank independence is suffi cient to generate a lower infl ation bias. Early empirical 
work (Cukierman, 1992) which found a positive relationship between central bank 
independence and low infl ation has been corroborated by many researchers for 
different economic regions and periods (Cukierman et al., 2002; Dolmas et al., 2000; 
Jacome and Vasquez, 2005; Loungani and Sheets, 1997; Sturm and de Haan, 2001).

In contrast, Posen (1995) has shown that central bank independence is neither 
exogenous nor suffi cient for the generation of low infl ation. Independent central 
bank preferences are determined endogenously by the fi nancial sector’s opposition 
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to infl ation. In this respect, the distributional effects of monetary policy become the 
prime determinant of the central bank’s policy stance as winners and losers form 
the political basis for competing claims on policy preferences, where historically 
the fi nancial sector has been the dominant group among the different groups that 
lobby for price stability both in the developed and developing countries.2 The Posen 
proposition agrees with political economy models of monetary policy and central 
banking which show that competing claims on infl ation, employment and output 
by different groups in the economy can infl uence the institutional status and policy 
objectives and outcomes of central banks. In many countries, for example, political 
setups were conducive to infl ation (Davis, 1963; Beckerman, 1995; Blumenschein, 
1995). Epstein (1992) develops a political economy model of central banking that 
takes into account various competing claims in the economy and their effect on 
the objective function of the central bank. Such a political economy methodology, 
which has been applied by Epstein (1982; 2003) and Epstein and Schor (1989, 
1990) to the US and Italy allows for a more general analysis of the political 
determinants of monetary policy and central bank institutional design. For Epstein 
(1992), the wage-profi t nexus and fi nance-industry relations, in addition to the 
international position and political independence of the central bank, form the basic 
building blocks of monetary policy-bias.

In other studies of the politics of monetary policy, Henning (1994), for example, 
shows that private sector preferences play an important role in external monetary 
policy making and exchange rate management. These preferences are also the 
outcome of the structural relationship between banking and industry. The public 
sector plays a role in exchange rate policy given the degree of independence of the 
central bank from the political authorities and the relative roles of the central bank 
and the ministries of fi nance in external monetary policy making.

Moreover, Maxfi eld (1997) argues that in developing countries the international 
dimension to the politics of central bank independence is signifi cant. The international 
framework analyses the impact of the need for international creditworthiness and 
balance of payments equilibrium on the domestic politics of the different sectoral 
groups and the government in relation to the degree of independence of the 
central bank. Discussing several cases of central bank independence in developing 
countries, Maxfi eld (1997) reaches the conclusion that the greater a country’s need 
for capital infl ows and foreign investment, the higher is the push by the fi nancial 
sector and the government for an independent central bank.

This chapter studies the political economy of central banking in the Middle East 
and North Africa, specifi cally the relationship between central bank independence 
and infl ationary outcomes in a set of MENA countries. The chapter also studies the 
rise of central banking in Lebanon, the MENA country with a tradition of free market 
policies implemented by most governments in Lebanon in the post-independence 
period. Examples of studies of specifi c country experiences are given in Goodman 
(1992) for Western European countries, Livingston (1986) for the United States of 
America (USA), Cukierman (2007) for Israel and Makinen (2001) for a specifi c 
period in the case of Poland.

This special reference to the Lebanon experience investigates further what we 
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can call the Posen Hypothesis (Posen, 1993; 1995) on the importance of political 
arrangements and especially the infl uence of the fi nancial sector on the choice of 
a particular central banking regime. The lessons of the experience of Lebanon 
show that an independent central bank follows anti-infl ationary policies more 
effectively in political-economic setups that are conducive to infl ation-fi ghting. 
This corroborates the Posen hypothesis that political setups override central bank 
independence in generating infl ationary or disinfl ationary biases in the economy. In 
such a model, central bank independence is endogenous to the political-economic 
matrix of relations.

The chapter is divided as follows. Section 1 investigates empirically the relation-
ship between central bank independence as proxied by the Cukierman index and the 
central bank (CB) governors’ turnover rate (TOR) and infl ationary outcomes in the 
MENA region. Section 2 discusses Lebanese monetary policy in the period before 
the establishment of the Banque du Liban (BdL) and the political environment 
surrounding its establishment in 1964, especially the banking sector’s opposition 
to it and the subsequent post-BdL monetary policy. Section 3 presents the political-
economic matrix that contributed to the BdL’s eventual status and stance and its 
transformation in the pre-civil war era between 1971 and 1975, especially with 
respect to capital-labour and fi nance-industry relations. Section 4 concludes.

1 Central Bank independence and infl ation in MENA

The drive towards monetary reforms in the MENA region has been in place for some 
time now. The main reforms are aimed at eventually creating more independent 
central banks with more autonomy in their choice of monetary policy objectives 
such as infl ation targeting. Such reforms are in line with the increase in CB 
independence in the world in the 1990s as a result of the increase in the importance 
of price stability, given the dismal performance of high infl ation countries and 

Table 2.1 Ranking of MENA central banks by the Cukierman index of independence in the 
1990s and corresponding TORs

Economy CBI TOR

Lebanon 0.603 0.0

Egypt 0.5 0.0

Algeria 0.497 0.0

Libya 0.452 0.25

Tunisia 0.43 0.0

Jordan 0.426 0.25

Morocco 0.375 0.0

Syria 0.364 0.25

Sources: CBI from Sadek et al. (1996); TORs from Sturm and de Haan (2001).
Notes: TOR = Turnover rate.



12 G. Dibeh

globalisation (Cukierman, 2006). Table 2.1 shows the ranking of MENA countries 
by the Cukierman index of CB independence (CBI) in the 1990s.

The basic model which argues that cross-country differences in central bank 
independence cause a defi nite cross-country correlation in infl ation is presented 
in Cukierman (1992). The Cukierman proposition states that the mean rate of 
infl ation in a country is higher the lower the independence of the country’s central 
bank. This proposition has been empirically tested for developed and developing 
countries with mixed results. Cukierman et al. (1992) have shown that there is a 
robust relationship between CBI measures and infl ation in developed economies 
which breaks down for developing economies, where the TOR is signifi cantly 
related to infl ation. Bouwman et al. (2005), on the other hand, show that central 
bank independence as proxied by TOR is signifi cantly related to infl ation only 
in high infl ation developing countries. Jacome and Vazquez (2005) have shown, 
however, that in Latin America increased central bank independence played a role 
in successful disinfl ations in the 1990s. Finally, Loungani and Sheets (1997) show 
that there is a robust negative relationship between CBI and infl ation in twelve 
transition economies. The standard econometric model estimated for the MENA 
countries is the following:

uTORq ++= )( (1)

where

+
=

1
q

is infl ation transformed in order to reduce heteroescedasticity, a standard procedure 
in independence-inflation econometric tests (Cukierman, 1992; Jacome and 
Vazquez, 2005) where 0 ≤ q ≤ 1.

First, the model is tested for 13 MENA countries that have data on turnover rates 
(TOR) for the periods 1980–1989 and 1990–1998.3 The TOR index is a proxy for 
CBI and is widely used when there is a divergence between legal and actual central 
bank independence, especially in developing countries.

Table 2.2 shows that TOR is signifi cant in the 1990s. Higher turnover rates are 
associated with higher infl ation. However, the relationship between infl ation and 
TOR is insignifi cant for the 1980s. To further investigate the relationship between 
central bank independence and infl ation, the following econometric model was 
estimated

uCBIq ++= )( (2)

for the period in the 1990s given that the data on CBI is not widely available com-
pared with the TOR. The results show that there is a positive signifi cant relationship 
between Cukierman’s CBI measure and infl ation in MENA countries in the 1990s. 
Higher independence is hence associated with higher infl ation. This result is based 
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on a limited sample. However, the basic fi nding is broadly confi rmed by Gisolo 
(2009) who fi nds an inconclusive relation between his new CBI index for the 
region and infl ation.

The empirical fi ndings in the MENA region for the effect of central bank 
independence on inflation are mixed. The results offer little support for the 
Cukierman proposition. This may be due to political-economic factors in 
MENA that render central bank independence or the turnover rate devoid of sig-
nifi cant effects on monetary policy. One possible explanation is that produced 
by Cukierman (1992), which is a legalistic argument that legal independence in 
developing countries is not respected by totalitarian regimes or that ‘adherence to 
the law is more rooted in developed democracies’ (p. 454). In this respect, Dolmas 
et al. (2000) showed that in non-democracies the measure of legal central bank 
independence is of little signifi cance while the TOR is signifi cant at the 10 per cent 
level. On the other hand, the lack of robustness of infl ation to CB independence 
in MENA countries may be a result of the lack of political-economic support for 
lower infl ation despite the existence of independent central banks and market 
reforms.

Table 2.2 Estimation results for transformed infl ation vs. TOR in MENA sample

Dependent variable: q 1990–1998 1980–1989

TOR 0.074
(0.034)

0.334
(0.29)

Intercept 0.439
(0.188)

0.058
(0.072)

R2

No. of Observations
0.331

13
0.107

13

Sources: For infl ation in MENA other than Lebanon, IFS database. For Lebanon, 1980–1994, IFS 
database; for 1995–1997, data tables in Eken and Helbling (1999); for 1998, Bank Audi (2005). For 
Tunisia in 1980–1982, the WPI is used instead of CPI. Numbers in parentheses are standard errors.

Notes: 
TOR = Turnover rate.

Table 2.3 Estimation of the effect of CBI on infl ation in MENA sample

Dependent variable: q
Regressors:

1990–1998

CBI 0.667
(0.176)

Intercept –0.206
(0.081)

R2

No. of Obs.
0.704

8

Note: Numbers in parentheses are standard errors.
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2 The rise of the Banque du Liban

In Lebanon, the central bank is a relatively new institution. The Banque du Liban 
(BdL) was established in 1964 during the modernist Chehab regime more than 
twenty years after Lebanon gained independence in 1943. It came on the heels 
of the civil war of 1958 which interrupted a period of relative stability and high 
growth at an average of 6.5 per cent annually in the period 1950–1956 (Issawi, 
1964). The Chehab regime was the fi rst administration in Lebanon’s post-inde-
pendence period that gave priority to development planning, public administration 
building and modernisation of the state apparatus.

By 1963, and due to increased government intervention in the economy, the 
budget was in defi cit and the state policy had moved away from the traditional 
free market policies implemented by most governments in Lebanon in the post-
independence period.4 The establishment of the BdL was one of the modernisation 
projects of the regime. The BdL is still today one of the most independent central 
banks in the MENA region. Table 2.4 shows the degree of independence of the BdL 
given various measures of central bank independence for the 1980s and 1990s.

Prior to its establishment, central banking activities were conducted by a private 
bank, Banque de Syrie et du Liban (BSL), which issued the common Lebanese 
and Syrian currency. The BSL, by and large a French institution, was established 
in 1919 to take over the note issue in Lebanon after the collapse of the Ottoman 
Empire. This institutional setup had been a convenient one for the main fi nancial 
players: the commercial banks and the BSL itself. The BSL acted more as an issuer 
of the currency than a modern central bank with macroeconomic policy objectives 
or regulatory powers. The BSL’s objective was the stability of the currency. 

Table 2.4 Various measures of CB independence in Lebanon, MENA and World

BdL MENA Developing 
Countries

Developed 
Countries

Cukierman 
Indexa (1980s)

0.4 0.277b 0.34c 0.37d

TOR (1980s) 0.2 0.2 e 0.265f NA

TOR (1990s) 0 0.07e 0.190f NA

Cukierman 
Indexg (1990s)

0.603 0.435h NA NA

Sources: Averages are calculations by author from cited sources: aIndex from Cukierman et al. (1992). 
bMENA={Egypt, Qatar, Morocco} sample from Cukierman et al. (1992). cDeveloping countries 
sample from Cukierman et al.(1992)—including Israel, Turkey and NICs. dDeveloped countries from 
Cukierman et al. (1992). eMENA={Algeria, Bahrain, Egypt, Jordan, Iran, Kuwait, Libya, Morocco, 
Qatar, Syria, Tunisia} sample from Sturm and de Haan (2001). f Developing Countries sample of 
80 countries from Sturm and de Haan (2001). gIndex calculated by Sadek et al. (1996), hMENA={Algeria, 
Egypt, Jordan, Libya, Morocco, Syria, Tunisia} sample from Sadek et al. (1996).

Notes: 
a TOR=Turnover Rate of Central Bank governors. 
b Cukierman Index=an index of legal independence of central banks with 0 for least independent and 

1 for most independent.
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According to one of its presidents the role of the BSL was to guarantee ‘the safety 
of money, so that no abuse of credit leads to infl ation’ (Badrudin, 1984, p. 31).

The BSL followed a conservative note issuing policy with 100 per cent gold 
coverage of the note issue. At the time, the gold coverage and monetary stability 
were considered of the utmost importance to the confi dence of economic actors 
in the Lebanese fi nancial system (Persen, 1958). The gold coverage objective of 
the BSL was accompanied by the reliance of the economy on capital infl ows to 
fi nance a chronic defi cit in its foreign trade accounts. The banking system and 
the economy became outward-oriented, forming a fi nancial centre for the whole 
Middle East (Badrudin, 1984).

The gold coverage with free capital mobility formed a quasi-gold standard. 
Foreign capital fl ows determined the main macroeconomic variables: the exchange 
rate, infl ation and output fl uctuations.5 The quasi-gold standard cohabited well with 
the assignment of money issuing rights to a private institution. The BSL adhered 
to its narrow note-issuing role. Output stabilisation was not a policy option for the 
BSL during its tenure, even during the defl ationary cycle between 1950 and 1954. 
The discount rate, under BSL control, was left to be determined by the market in 
order to guarantee the stability of the Lebanese pound through the mechanisms of 
the quasi-gold standard.6

The commercial banking system grew at a tremendous rate during the 1950s as 
a result of the banking secrecy law enacted in 1956 and the infl ux of capital from 
neighbouring countries. This ultimately led to the decline of the relative share of 
the BSL in the banking sector by the time the BdL was introduced in 1964. In 
the early 1950s the BSL held around 50 per cent of deposits and 70 per cent of 
advances and discounts. However, by March 1964 it held only 15 per cent of total 
deposits (Asseily, 1967). Moreover, the BSL’s profi t rate fell from an average of 
12 per cent in 1954 to around 4 per cent by 1964 (Badrudin, 1984).

The introduction of the BdL was, however, met by opposition from the fi nancial 
sector led by the Association of Lebanese Bankers (ABL) (Badrudin, 1984), and it 
was only after many amendments were introduced into the newly established money 
and credit code (MCC) that the ABL accepted the establishment of the BdL.7 The 
ABL feared an increase in regulation and control of the banking sector by the new 
public monetary authority. Owen (1976) observed that Chehab ‘created a central 
bank and instituted some control over Lebanon’s free for all banking system’ (p. 29).8

Up to this period, the commercial banks were subject to the Commercial Code 
which governed other commercial establishments. This state of affairs was seen by 
Guenther (1964) as ‘curious and incongruous.’ The planned MCC, which would 
govern the banking system and its relationship to the BdL, was the locus of a 
contest between the state and the commercial banks. The commercial banks fought 
a fi erce battle with the government in defence of banking secrecy and in an attempt 
to maintain the fi nancial sector’s dominance of the Lebanese economy.

In an ABL letter to the prime minister during the discussion over the MCC, the 
ABL said ‘The Lebanese Banks’ Association considers that any attempt to touch 
the Banking Secrecy law is an attempt to change the foundations of our economic 
system’(Asseily, 1967:21).
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The BdL was established despite such opposition but its legal and instrument 
independence was enhanced as a result of the ABL's opposition. The ABL opposed 
many proposals by the government regarding the institutional structure of the BdL. 
A proposal by the government’s planning board that the director of the ministry 
of fi nance be a representative of the government on the central council of the BdL 
with powers to hold for ten days any decision taken by the council was met with 
opposition from the ABL. The actual law came out against such a proposal and 
the two members of the central council from the government ministries would not, 
by law, represent the views of their government. In addition the ABL was able to 
introduce into the BdL structure the requirement that the governor and his deputies 
be specialists in money and banking and the institution of a loose relationship 
between the government and the BdL.

Moreover, the BdL was not given the authority to require commercial banks 
to hold statutory reserves, which deprived it of one of the main tools of monetary 
policy.9 Furthermore, article 100 of the MCC forbad the BdL from discount-
ing commercial, industrial, and agricultural bills with terms exceeding 90 days 
(Asseily, 1967), which further constrained the BdL. Hence, as a result of such 
opposition, the BdL was established as a Rogoff-type central bank, an independent, 

Figure 2.1 The growth of credit and money supply in the post-BdL period.

Source: IFS database.

Figure 2.2 The discount rate in Lebanon 1950–1979.

Sources: For the years 1950–1963, calculations by author from monthly data on the BSL discount rate 
given in Asseily (1967). For 1964–1979, IFS database.
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anti-infl ationary institution with the highest weight given to the stability of the 
value of the currency.10

In addition, the basic principles of the MCC were tailored to ensure that the 
central bank did not interfere with the fundamental principles of a free fi nancial 
system. A former deputy governor of the BdL said, ‘Lebanon should pay the 
price of freedom in order to remain an international centre, with regard to capital 
movements.’ (Badrudin, 1984, p. 43). During the sixties, the BdL largely followed a 
noninterventionist policy except during the Intra crisis which threatened the 
banking system with wholesale bankruptcy. This incident enhanced the regulatory 
functions of the BdL through increased control of the banking industry. However, 
on the macroeconomic level, the BdL did not wield any of the traditional tools of 
monetary policy especially for output stabilisation.11

The conduct of monetary policy in 1964–1971 refl ected the independent status of 
the newly formed central bank which had a clear anti-infl ation bias.12 In the 1960s, 
the growth rate of the economy weakened (Mallat, 1980). However, monetary 
aggregates grew at lower rates than before 1964. During the pre-1964 period, the 
M1 growth rate averaged 12.6 per cent while during the period 1964–1971, M1 
grew at an average rate of 2.5 per cent (Saidi, 1981). Figure 2.1 gives the evolution 
of money supply and private credit in Lebanon during the period 1964–1975. It 
clearly shows a credit and money crunch during the 1964–1970 period. The BdL’s 
passive policy in 1964–1971 was refl ected in the constant discount rate policy 
followed by the BdL despite the credit crunch and the slowdown in economic 
activity during this period. Figure 2.2 shows the evolution over time of the discount 
rate for the BSL and BdL periods. The BSL quasi-gold system where infl ation was 
determined by the exchange rate and economic activity was a function of capital 
fl ows was not broken by the BdL.13

3 The political economy of the BdL

In section 2 the fi nancial sector was shown to have been instrumental in infl uencing 
the legal status of the BdL as an independent central bank. This overwhelming 
infl uence of the fi nancial sector confi rms the Posen hypothesis. This section 
undertakes further investigation of the other components of the political-economic 
matrix in Lebanon during the formative years of the BdL. The political-economic 
matrix of relations that might influence the central bank’s status and policy 
objectives are the relationship between industry and fi nance, the wage-profi t nexus 
and the position of Lebanon in the international economy (Epstein, 1992).14

Finance-industry relations

The relationship between finance and industry during the period up to the 
establishment of the BdL was governed by the liberal policies espoused by Lebanese 
governments in the post-independence period which favoured the development of 
a fi nance-biased liberal economy. The 1949 monetary law combined with an 
offi cial gold-buying policy during the second world war and the liberalisation of 
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the foreign exchange market in 1948 paved the way for the Lebanese economy to 
become the regional fi nancial centre. The industrialists were dealt a major blow 
when the Syrian-Lebanese Customs Union was dissolved in 1950, an event that 
Owen (1976) considered the major decisive element in the economic orientation of 
Lebanon in the post-independence period. The trade and fi nance orientation caused 
commercial activity to increase by 56.4 per cent between 1950 and 1957 (Owen, 
1976) and the share of fi nance in the Net National Product (NNP) doubled from 
3.8 per cent to 7.0 per cent between 1948 and 1957 (Gates, 1989).

The dominance of trade and fi nance in the Lebanese economy did not hamper 
greatly the development of an industrial sector which, after a negative shock 
resulting from the abolition of the customs union, was able to develop into a sizable 
export-oriented sector (Gates, 1989). However, industry remained relatively weak 
in the political-economic nexus of Lebanon. In 1971, for example, an attempt 
by the government to raise import duties on some goods was met with a ten day 
general strike by Beirut traders and shopkeepers and the eventual reversal of the 
government’s policy. However, the fi nance-industry relationship was very weak 
during the 1960s. The banking sector was not a major source of industrial fi nance. 
Industrial establishments relied on internal revenues and familial relationships in 
raising capital for investment (Smith, 1974).

Moreover, the banks were prohibited by the MCC from transforming short-term 
deposits into the long-term contracts that industrial development needs (Karam, 
1979). However, a relatively small amount of the credit that was extended to the 
industrial sector took the form of long-term credit through the act of refi nancing 
short-term (90 days) papers. In general, the share of credit granted to the industrial 
sector was low compared to commercial loans; it hovered during this period around 
13 per cent of all credits advanced to the economy by commercial banks (this in a 
period when the economy was suffering from a credit crunch). Hence the fi nancial 
system’s interests were highly independent from industry. This independence and 
the general fi nance-bias in the Lebanese economy pushed the fi nancial sector to 
take a very conservative stance on stable prices and the currency.

The position of Lebanon in the international economy

Closely connected with the rise of the fi nancial sector and the subsequent fi nance-
industry relations is the position of Lebanon in the international economy. In the 
discussion of the fi nance-bias of the Lebanese economy, it was seen that Lebanon 
became a fi nancial centre for the Middle East. The rise of the banking system com-
bined with political stability in Lebanon (Persen, 1958) formed the prerequisites 
for a growing and vibrant economy. Maxfi eld (1987) has already shown through 
several case studies of developing countries that the more open the economy is 
and the greater is the need for capital infl ows and foreign investment, the higher 
will be the independence of the central bank.

This hypothesis exactly fi tted Lebanon during the 1950s and 1960s. Lebanon 
during this period maintained a fl exible exchange rate system which was unique 
during this period, as most countries followed the IMF fi xed exchange rate system. 
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Such a place in the international economy obliged Lebanon’s monetary authorities, 
whether the BSL or the BdL, to follow monetary policies that did not threaten the 
economy with capital outfl ows which would destabilise the whole system.

The fi nancial crisis of Lebanon in the mid 1960s is a case in point. The crisis 
was mainly a liquidity crisis that ended with the collapse of the largest bank in 
Lebanon, Intra Bank. The crisis showed the vulnerability of the Lebanese fi nancial 
system to international economic events. The crisis was caused by the massive 
outfl ow of capital from Lebanon in the period 1965–66 as a result of the interest 
rate differential created by the policies of the US and UK monetary authorities, 
which led to unprecedented interest rate hikes on the US dollar and the British 
pound (Ghattas, 1970).

Capital-labour relations

According to Epstein and Schor (1989) in ‘countries that experience high levels 
of labour militancy, shifts in the distribution of income towards wages, or social 
unrest, the independence of the central bank is crucial to the policy response’ 
(p. 147). In 1962, the establishment of a new association of workers, the General 
Confederation of Workers of Lebanon, led to higher demands by workers who were 
becoming more organised (Warburg, 1964). Although by 1967 only 25 per cent of 
Lebanon’s labour force was unionised and the dominance of family, village and 
sectarian associations weakened class-based politics, as argued at the time by Khuri 
(1969), the 1960s witnessed the germination of an effective workers’ movement 
that was strengthening its position in both the political and economic spheres.

Capital-labour relations during this period were tense for several reasons: fi rst, 
labour militancy was increasing and there was a signifi cant rise in the number and 
frequency of strikes and disputes compared to the 1950s. The number of labour 
disputes rose from 208 annually in 1955 to 1068 in 1963 and the number of strikes 
rose from 4 in 1955 to 36 in 1963, with a peak of 58 in 1959 (Khalaf, 1965). Labour 
unions were pushing for and obtaining higher wages during the period from 1961 
to 1966. In addition, collective bargaining was instituted in 1964 by a legislative 
decree that gave workers more bargaining power vis-à-vis management.

Second, employers were not in total control of the labour process, which affected 
negatively corporate profi tability.15 Although during the 1960s rural workers had 
departed in increasing numbers to the cities and hence constituted a large pool 
of reserve labour to be tapped by the industrialists (Smith, 1974), workers were 
not receptive to the process of industrialisation. Management complained of 
absenteeism, slackness, damage to equipment, and lack of commitment to work on 
the part of the workers (Khalaf, 1967). Thus, the lack of a culture of industrialisation 
led to a slowing of the processes of labour-saving mechanisation and the deskilling 
of craft workers. The low level of productivity-augmenting investment rendered 
wages, although absolutely low, costly due to the low productivity of unskilled 
labour (Guenther, 1964).16

Mallat (1980) reports that between 1955 and 1965 there were increasing pres-
sures for higher salaries and wages which were showing ‘anti-economic upward 
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trends’, prompting the government to rationalise what Mallat called ‘the social 
excesses of labour’ (p. 212). In addition to the specifi c increase in labour militancy 
in the 1960s, there was a general trend in the 1960s for the usage of strikes, riots 
and violence as means for achieving political and economic goals amongst various 
sections of the population (Suleiman, 1972).

Hence, there is suffi cient evidence to doubt that the process of industrialisation 
could have continued at a faster rate without endangering the profi tability of the 
industrial sector. The rate of industrialisation was, however, impressive in the 
1960s compared to the 1950s when employment in industry increased very slug-
gishly from 35013 workers in 1955 to 39000 workers in 1960 (Raphaeli, 1967). 
This trend accelerated in the 1960s. In 1964, the number of establishments was 
at 6300 (Smith, 1974), which increased to 11000 by 1971 (Dubar and Nasr, 
1976). Problems of fi nance, the resistance of the working class to the discipline 
of industrialisation, and the increasing intensity of industrial confl ict may have 
prevented the industrialists from pursuing a higher growth strategy.

Given the productivity problems and the lack of linkages between production 
and demand in the local market, we can assume that the wage-relation was 
Marxian (any growth oriented strategy would have decreased the profi t share). 
The growth of real wages decreased in 1964–1966 and stabilised after 1966. At 
the same time, during the period 1964–1971, the trend in relative shares in industry 
showed a secular rise in the profi t share. Measured by the ratio of profi ts to wages, 
the share of capital increased from 177 per cent in 1964 to 204 per cent in 1971 
(Akel, 1985). Without yearly time series data, the effect of the defl ationary policy 
on the cyclical component of the relative shares cannot be accurately discerned. 
However, since the minimum real wage increased from 1965 to 1966, followed 
by real wage stagnation in 1967–69, we can assume that the effect of the passive 
monetary policy on wages was an important element in the secular rise of the 
profi t share during the period 1964–71. Hence, with regard to monetary policy, it 
is safe to assume that within the parameters of the prevailing political-economic 
and social structure, the industrialists were generally neutral towards the de facto 
disinfl ationary policy of the BdL.

Transformation in the political-economic matrix

The political-economic developments in the period following the establishment of 
the BdL also shed some light on its political economy. During the period 1971–75 
before the start of the civil war, there was a qualitative change in the matrix of 
relations between different social groups and in the fundamental relations between 
economic variables, signalling the rise of a new political-economic regime.

The most important development was the convergence of interests between 
the industrialists and the fi nancial sector as more credit was forthcoming to the 
industrial sector (Hani, 1984).

The infl ux of unprecedentedly large amounts of capital infl ows (Badrudin, 1984) 
during the early 1970s and an increase in the demand by the Arab Gulf states for 
Lebanese goods (Chaib, 1981) led to this fusion of interests between industry and 
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fi nance. The banking system in this period lost its fear of infl ation and growth as the 
profi tability of the industrial sector started to refl ect positively on the profi tability 
of banks. Credit to the industrial sector increased in that period at a 27 per cent 
annual rate (Makdisi, 1979) which propelled the industrial sector to become a major 
component of the Lebanese economy.

From 1971 to 1973, industrial investment totalled 350 million LL. (Lebanese 
pounds), which represented 30 per cent of the total capital stock (Dubar and Nasr, 
1976). Given that fi nance and industry were becoming more integrated during this 
period, both parties would have had a genuine interest in a non-interventionist 
monetary policy. The economy was being transformed from the ‘gold standard’ to 
what Lipietz (1986) called a credit economy. The monetary authorities responded 
with only limited measures against infl ation. The BdL’s policy during this period 
was overwhelmed by massive capital infl ows. During the period 1971–74, high 
liquidity rendered the discount rate policy of the BdL ineffective despite repeated 
increases in the discount rate.

These developments (higher credit, capital infl ows, BdL policy failure) led 
to higher rates of infl ation. These infl ationary tendencies were validated by the 
practices of the banks, the industrial sector, and the import conglomerates.17 First, 
the import oligopolies were practicing an over-pricing strategy; they marked up 
the price of imports above the increases in world-price levels (Makdisi, 1979). 
Second, the growth in short-term industrial credit, with the added cost of 2 per 
cent fees for revolving credit (Smith, 1974), added tremendously to the costs of 
production. Third, given the increased monopolisation and concentration of the 
industrial sector (Dubar and Nasr, 1976), these increased costs were transferred 
to prices through higher mark-ups. These practices led to infl ationary pressures in 
the economy exceeding 8 per cent annually.

Infl ation transformed what was a Marxian wage relation formed by capital-
labour relations in 1960s into a Keynesian one resulting in a redistribution of 
income. Although the real wage showed an increase during the period 1971–1973 
(followed by a sharp drop in 1974), the rate of surplus value increased by 4.3 per  cent 
in the years 1972 and 1973 and by 0.8 per cent in 1974 (Akel, 1985). Hence, the 
increase in real wages during that period did not lead to a lowering in the profi t 
share but, on the contrary, economic growth, investment, and export expansion led 
to an increase in the profi t share of employers.

4 Conclusions

The relationship between central bank independence and infl ationary outcomes in 
the MENA region has been similar to that in other developing countries or non-
democracies. Central bank independence, although necessary for low-infl ationary 
outcomes, is not suffi cient. Political setups accommodating central bank infl ation 
objectives may play a decisive role in the ultimate policy outcome of central banks, 
as Posen (1993) argued. This paper has shown that central banking in Lebanon has 
enjoyed from its inception in 1964 a high level of independence from the political 
authorities and this independence was supported by a political-economic setup 
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conducive to price stability. In the formative years of the BdL, capital-labour relations,
fi nance-industry relations and the position of the economy in the international 
economy provided the political support for the BdL’s disinfl ationary bias.

Notes

 1 The monetary authorities in Morocco and Tunisia, for example, have shifted their 
monetary policy from targeting the nominal exchange rate to targeting the real exchange 
rate in an effort to maintain the competitiveness of their economies (Dropsy and Grand, 
2004). For reforms in Egypt, see Galal and Lawrence (2005).

 2 In his comments on Posen’s paper, Alesina (1995) argued that the impact of the fi nancial 
sector’s opposition to infl ation can be incorporated into Rogoff’s model by its impact 
on the value of the infl ation-aversion weight in the central bank’s loss function.

 3 Data from Sturm and de Haan (2001). The countries are: Algeria, Bahrain, Egypt, Iran, 
Jordan, Kuwait, Lebanon, Libya, Morocco, Qatar, Sudan, Syria and Tunisia.

 4 The intimate relationship between the laissez-faire thinking and the economic regime 
implemented during the post World War II period has been analysed by many students 
of post-independence political and economic thought in Lebanon (Issawi, 1964; 
Shehadi, 1987; and Traboulsi, 2002). The state’s economic policy and the predominant 
schools of economic thought in Lebanon were vehemently Classical in the period 
from 1943 until the advent of the Chehab regime. One of the major achievements of 
the regime was the strengthening of the Ministry of Planning which instituted the fi rst 
fi ve-year development plan for the period 1962–1967 (Raphaeli, 1967). In retrospect, 
Saidi (1981) faults the creation of the Central Bank as an ‘externality’ that contributed 
to the bank failures that occurred in the period 1964–1967.

 5 For a discussion of the gold standard in the industrialised countries and its effect on 
infl ation and output dynamics, see Lipietz (1986) and Boyer (1990a, 1990b).

 6 To investigate the role of the discount rate during this period, the following equation 
was estimated for 1950–1962:
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  where D = discount rate, y = GDP and E = exchange rate (LP/$). The coeffi cient of 
Gross Domestic Product growth was insignifi cant while the coeffi cient of the exchange 
rate was signifi cant, lending support to the idea that the discount rate was passive during 
this period.

 7 ABL is the French acronym for the Association of Lebanese Banks.
 8 There is a similar incident in central banking history in Germany. The shopkeepers 

and farmers favoured the nationalisation of the ReichBank while the bankers preferred 
private ownership because of fear of infl ationary policies (Goodman, 1992).

 9 According to Banaian et al. (1983) statements and laws concerning the independence 
of the central banks are important indicators of CB independence. Moreover, Uusitalo 
(1984) stressed the importance of evaluating the relative autonomy of CB with respect to 
government and the parliament. For example, who appoints the members of the central 
organs of the central bank and to whom they are responsible are important questions 
that would determine eventually the institutional-legal relationship between the state 
and the central bank.

 10 For historical analyses of the rise of central banks in the United States, France, Germany, 
and Italy from a political economy perspective, see Livingston (1986) and Goodman (1992).

 11 Makdisi (1979) argued that the main declared and undeclared policy objectives of the 
Lebanese government during the 1960s were price stability, maintenance and expansion 
of existing foreign exchange reserves, and balance of payments equilibrium.
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 12 As a sign of the Banque du Liban’s policy orientation the items discussed in the BdL 

council meeting in June 1964 represented clearly the bias of the central bank. The items 
were: stimulation of bank credit to the real estate sector to solve the problems of frozen 
investment, encouraging foreign savings and attracting foreign capital by removing 
taxes on bank deposits, and reducing corporate profi t taxes (Badrudin, 1984).

 13 The practices of the banking system were also governed by a conservative and outward-
looking stance. Commercial banks were, for example, taking advantage of the high 
interest rates on the Euro-dollar and Euro-sterling markets during 1965–66. Between 
September 1965 and September 1966, the foreign assets of Lebanese banks rose by 
30 per cent (Ghattas, 1970). These practices were in part responsible for the fi nancial 
crisis of 1966 which resulted in a further outfl ow of capital and tightening of the local 
money market.

 14 Empirically Epstein (1992) has shown that the political economy matrix of increased 
central bank independence, speculative fi nance and Marxian wage relations led to 
higher output gaps in eight OECD (Organisation for Economic Co-operation and 
Development) countries in the 1980s.

 15 For a discussion on the relationship between control of the labour process and the 
profi tability of the capitalist enterprise, see Edwards (1979).

 16 In the 1950s, the banks were the monopoly source of credit to the agricultural sector, 
which led to the channeling of resources to large commercial agriculture at the expense 
of the small farmer (Gates, 1989). Small producers were thrown out of work, which 
also explains the mass exodus from the rural areas to the cities that created a large army 
of labour.

 17 Moreover, a militant labour movement combined with increased left-wing activity 
also contributed to the creation of a political-economic environment conducive to 
infl ation.
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3 The degree of legal central bank 
independence in MENA countries
International comparisons and 
macroeconomic implications

Enrico Gisolo

Introduction

Central bank independence (CBI) has been a widely explored fi eld of research 
for industrialised countries since the seminal work of Alesina (1988). During 
the fi rst half of the 1990s other prominent papers (see section 1 below) helped 
to characterise more clearly the concept of independence in order to provide an 
adequate taxonomy of the phenomenon and to explore the alleged relation between 
central bank independence and macroeconomic performance, which is particularly 
complex in the current context of increasing globalisation.1

However, there has been relatively little analysis of central bank independence 
in developing and emerging economies. Two recent contributions from the IMF 
propose a simplifi ed methodology to calculate the de jure independence in some 
developing regions. But until now there has been no assessment of the degree of 
legal independence for the central banks of the countries of the south shore of the 
Mediterranean Sea.

Limiting the analysis to de jure independence involves both advantages and 
shortcomings. The fi rst, rather obvious, advantage is that the evaluation has to be 
based only on legal documents, without considering any political or institutional 
arrangements (usually informal and complex) or any actual procedures or practices 
not clearly established in law. In other words, the assessment can be factual and 
the information set limited to a small number of easily available sources. Another 
advantage is that one can consider only well established and legally enforced 
rules, which are likely to prevail against informal procedures in the case of serious 
confl icts between different institutional bodies.

Moreover, what the law states is likely to became actual, even if it is not yet 
fully implemented, once appropriate enforcement mechanisms are set up. Thus 
the examination of central bank laws, insofar as the government authorities are 
committed to their fulfi lment, can help to determine the future degree of central 
bank independence.

On the other hand, there may also be cases, for instance that of Israel in the 
Mediterranean region, where established practices can give guidance for the legis-
lative authorities in preparing future laws. However, this is probably an exception 
which is not likely to prevail in transition economies.
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There is also an obvious disadvantage in considering only central bank charters: 
this does not allow us to apprehend the current degree of independence and this 
may result in a misperception of the actual framework in which monetary policy 
is currently conducted. It is also true that any consolidated informal institutional 
agreement is likely, sooner or later, to become law when it is politically and 
institutionally validated (with a possible temporal delay that depends on the insti-
tutional framework). Overall, however, the legal approach should be considered 
a suitable one.

The aim of the present paper is to assess the degree of de jure central bank inde-
pendence enjoyed by the central banks of the south shore of the Mediterranean 
Sea (which belong to the Euro–Mediterranean Partnership2) and of some other 
Middle East countries, and to shed some light on the macroeconomic outcomes 
associated with different degrees of independence. The chapter is organised as 
follows: section 1 briefl y reviews the literature on central bank independence, 
section 2 describes the approach followed by this study, section 3 presents the 
results, section 4 sheds some light on the macroeconomic impact of central bank 
independence in the countries considered, and section 5 concludes.

1 A brief survey of the literature on central bank independence

A comprehensive review of the large body of literature on central bank inde-
pendence goes beyond the aim of the present work. But it is worth noting here that 
several empirical studies of industrialised economies provide evidence that higher 
central bank autonomy is associated with lower average infl ation (see, for example, 
Grilli et al., 1991, or Cukierman, 1992). Since 1970, during the post Bretton Woods 
period, the industrialised countries which accorded greater legal autonomy to their 
central banks also experienced lower average infl ation, while this seems not to have 
negatively affected average real growth. However, the correlation between legal 
autonomy and lower infl ation did not appear, at least until the end of the 1990s, to 
be empirically signifi cant in developing countries. Nonetheless, some more recent 
studies have introduced new variables in the empirical studies and the results have 
not always been so clear-cut (see, for example, Campillo and Miron, 1997, or 
de Haan and Kooi, 2000).

For a brief but complete survey of studies regarding industrialised countries, 
which is also interesting for its consistent comparison of different indicators and 
for the innovative multivariate methodology presented by the authors, see de Haan 
et al. (2003). For a more comprehensive review of the literature, with some insight 
also on developing countries, see Gutiérrez (2003).

The remainder of this section will deal with some recent works focused on 
emerging markets economies.

Lybek (1999) initially set the stage for an indicator of central bank de jure 
independence suitable for emerging economies. His study deals with countries of 
the former Soviet Union in the period 1995–1997. As regards the index used, it 
embodies most of the elements found in other similar indexes, but, in addition, it is 
specifi cally tailored to suit the guidelines followed by the Monetary and Exchange 
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Affairs Department and the Legal Department of the International Monetary Fund 
when they provide technical assistance.

Gutiérrez (2003) argues that the alleged lack of correlation between legal central 
bank independence and infl ation in emerging economies may depend on the lower 
level of enforcement of the law in these countries relative to industrialised ones 
and, thus, considers only the provisions embodied in the legal documents of the 
highest rank (constitutions), where he fi nds evidence that those countries in Latin 
America and the Caribbean that entrench the independence of central banks in their 
constitutional charters, exhibit a better infl ation performance. The index of legal 
independence employed is basically the same as in Lybek (1999), with a slight 
modifi cation in the scale of the evaluation scores.

Dvorsky (2000) measures the degree of legal and actual central bank independ-
ence in fi ve Central and Eastern European transition economies (namely, the Czech 
Republic, Hungary, Poland, Slovakia and Slovenia) using the Cukierman (1992) 
and the Grilli, Masciandaro and Tabellini (1991) indices for legal independence 
and the turnover rate of central bank governors to proxy the degree of actual 
central bank independence. The main conclusion of the paper is that, together with 
central bank independence, other requirements were needed (such as structural 
reforms and a proper coordination of fi scal and monetary policies) to fi ght infl ation 
effectively in those countries, join the European Union and, at a later date, adopt 
the euro as the currency.

Sturm and de Haan (2001) analyse whether central bank independence affects 
infl ation in an extensive set of developing countries, based on the turnover rate 
of central bank governors, covering the 1990s. They fi nd that, in general, central 
bank independence does not appear signifi cant in explaining infl ation when they 
control for various infl ation-related variables, except in the case of very high-
infl ation countries.

Beblavý (2003) uses a different approach to central bank independence, present-
ing the results of a questionnaire proposed personally by the author to the deputy 
central bank governors of the Czech Republic, Hungary, Poland and Slovakia, in 
order to assess which they thought were, out of the various criteria proposed in the 
literature, the most important indicators of central bank independence. As a control 
sample the author uses the analogous information provided for industrialised 
countries by Masciandaro and Spinelli (1994). The main results are that central 
bankers from both groups agree strongly on the importance of two aspects of 
central bank independence: goal independence and freedom to implement these 
goals (together with the freedom to determine the terms and limit the amount of 
the credit granted to the government).

In a recent work Arnone et al. (2006) analyse certain aspects of central bank 
independence based on an upgrade of the Grilli, Masciandaro and Tabellini index 
as of the end of 2003 for a rather extended set of OECD, developing and emerging 
economies. For a sub-set of countries the work assesses the change in central 
bank autonomy between 1992 and 2003, based on a methodology inspired by that 
of Cukierman (1992). The evidence shows a signifi cant improvement in central 
bank autonomy, particularly for developing countries. Moreover, the increase 
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in central banking independence seems to follow a common pattern, consisting 
of three stages: fi rst the establishment of the political pre-conditions, secondly 
the development of a certain degree of operational autonomy and thirdly the 
confi rmation of independence and/or its formalization through the appointment 
of high profi le senior managers and by the enactment of appropriate laws. These 
results confi rm the validity of the approach of the present work which considers 
the legislative step as a milestone, both prospectively or as a result of a recognised 
process, on the road to achieving a suitable degree of central bank independence.

2 Methodology and brief regional overview

Methodology

The methodology followed in the present work is derived from Gutiérrez (2003), 
who drew heavily on the simplifi ed approach to assessing central bank independence 
in emerging market economies originally proposed by Lybek (1999). According to 
this method, only the legal situation is taken into account, without any consideration 
of the general monetary policy framework as determined by (informal) agreements 
and common practices.

The methodology evaluates central bank independence along fi ve dimensions: 
Central bank objectives, Policy formulation, Political autonomy, Economic 
autonomy and Accountability. Each dimension presents a different number of sub-
dimensions (two in the case of Central bank objectives and Accountability, four 
in the case of Policy formulation and Economic autonomy, seven in the case of 
Political autonomy). Each sub-dimension presents an evaluation scale of three to 
fi ve degrees to each of which a score ranging from minus one (-1) (higher degree of 
dependence) to one (1) (higher degree of independence) is associated. Aggregation 
of scores by dimension is made by summing the sub-dimension scores.

As already indicated, there are two possible versions of the IMF methodology, 
one as in Lybek (1999), the other as in Gutiérrez (2003). Basically the two meth-
odologies coincide, apart from the scale of the scores. The second one appears 
to be more suitable since it allows for negative evaluations on single aspects of 
independence, and thus seems to present a higher discriminatory power.

Some slight modifi cations of the Gutiérrez analysis benchmarks have been 
necessary to apply the methodology to the Mediterranean countries. These 
modifi cations have been kept to a minimum, in order to preserve the comparability 
of the results of the present analysis with other studies. A comprehensive description 
of the revised methodology is reported in Appendix 1. It is worth noting that the 
present study does not consider, as Gutierrez (2003) does, the constitutions, since 
the practice of embodying central bank provisions in constitutions is not present in 
the Mediterranean region. Instead, ordinary laws have been considered. Obviously, 
the fact that the independence of the central banks of the region considered in the 
present study is enshrined in a law or even a decree and not in the constitution does 
not safeguard these provisions to the same extent from frequent legislative reforms. 
In order to reduce the analyst-sensitivity of the results, the evaluation of legal 



The degree of legal central bank independence in MENA countries 31

independence according to the criteria for each country has sometimes been re-
scaled by subtracting from it the relevant average value. In these cases (all except 
the total results in fi gures 1 and 2, which are absolute values) the results should be 
interpreted on a comparative basis rather than on an absolute one.

Like any other index for measuring independence, that used in the present 
study can be considered subjective. Indeed, Mangano (1998) claimed there was 
an important ‘subjectivity’ bias, deriving from an interpretation bias, when the 
results of the most commonly used indicators (those of Grilli, Masciandaro & 
Tabellini (1991), and Cukierman (1992)) were compared. In fact, the claim that the 
construction of indexes is likely to involve subjectivity is hard to reject.

The legal documents that have been used, which reflect the major legal 
developments in the South Mediterranean region, are summarised in Table 1.

Table 3.1 Legal central bank provisions in the South Mediterranean countries

Algeria Ordonnance relative à la monnaie at au credit, no. 03-11, 
26 August 2003

Cyprus Central Bank of Cyprus Law of 2002, no. 138(1) 2002

Egypt Presidential Decree no. 64 of 2004, promulgating the Statute of 
the Central Bank of Egypt, based on Law of the Central Bank, 
the Banking Sector and Money, promulgated by Law no. 88 of 
2003

Israel Bank of Israel Law, 5714–1954, effective from December 1954

Jordan Law no. 23 of 1971, Law of the Central Bank of Jordan, as 
amended by Laws no. 37 of 1989, 14 of 1991, 10 of 1992, and 
16 of 1992

Lebanon Code of Money and Credit, promulgated by Legislative Decree 
no. 13513 of 1 August 1963

Libya Law no. 8 of 1425(M)*/1996 and Law no. 1 of 1993 Concerning 
Banking, Currency and Credit

Malta Central Bank of Malta Act, Chapter 204, Act XXX1 of 1967, as 
amended by Acts X and XXIX of 1968, XVII and XX of 1971, 
XXIV of 1972, XIX and LVIII of 1974; Legal Notice 148 of 
1975; and Acts XX of 1981, XIII of 1983, XXXVIII of 1986, XI 
of 1988, XIV and XXVI of 1984, XXIV of 1995, IX and XVI of 
1997, XVII of 2002 and III of 2004

Morocco Statutes of Bank Al-Maghrib, Dahir no. 1.59.233 hijra 1378 (30 
June 1959). Also Dahir bearing law no. 1-93-147 of 6 July 1993 
Relating to the Activity and Control of Credit Institutions

Palestinian Authority Law of 16 December 1997

Tunisia Law no. 58-90 of 19 September 1958, establishing the Central 
Bank of Tunisia

Turkey Law on the Central Bank of the Republic of Turkey, no. 1211, 
date of acceptance 14 January 1970, as amended by Law no. 
4651 of 25 April 2001
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A brief regional overview of the Mediterranean region

Some Mediterranean countries have experienced in recent years, or are still going 
through, legal developments in central bank laws. Generally these developments 
have led to an improvement of de jure independence. In some cases (Malta, Cyprus 
and Turkey) the reforms were related to the EU accession process. In some others, 
they can be seen in the wider framework of a move towards structural reform and 
fi nancial system liberalisation and modernisation. Morocco’s parliament has been 
discussing since late 2005 a widely announced but not yet defi nitively approved 
new law on central banking activity, whose general outlook is expected to increase 
substantially the independence of the Bank Al-Maghrib. Egypt has very recently 
modifi ed the statute of its central bank. One exception in this move towards greater 
independence is Algeria, where the legal framework was changed (in 2001 and 
2003) in ways that enhance to some extent the infl uence of the government on the 
activities of the central bank.

Finally, it is worth noting that there are several features of the Mediterranean 
region, some common to the region as a whole, and others specifi c to a particular 
country, that may help in understanding the results of the study. The diversity 
within the region is important, since this set of countries brings together the 
Maghreb-Mashreq ones with Israel, Malta, Cyprus and Turkey, which feature 
different characteristics:

1 The recent economic history of the Maghreb-Mashreq countries, for exam-
ple, has undoubtedly infl uenced the degree of independence of its central 
banks; most of the countries in the region had adopted centrally-directed 
economic models, in which the offi cial sector had a very important role in 
the economy. Therefore, a transition towards a market-oriented and private 
sector-led economy has been initiated in recent years – and is still continuing 
– with structural reforms including deregulation, liberalisation, promotion 
of competition etc. With respect to the fi nancial sector, these reforms have 
aimed at increasing central bank independence, privatisation, liberalisation of 
interest rates, etc. Thus, the move towards central bank independence has to 
be framed in this context, in which the public sector is starting to withdraw 
itself from heavy interference in the private sector, but the process is still 
ongoing.

2 The accession of Malta and Cyprus to the EU in May 2004 undoubtedly 
contributed to the modifi cation of their Central Bank laws in the direction of 
more independence. Indeed, during the convergence process both the European 
Central Bank (ECB) and the European Commission guided these countries 
towards the modifi cation of their statutes in order to achieve full compliance 
with those of the ECB. The same applies, though under a different process 
since the accession procedure is not so advanced, to the case of Turkey.

3 Israel is probably the only country that cannot be classifi ed into any of the 
above mentioned blocks. As a developed country, its Central Bank might be 
expected to be very independent, but this is not the case in legal terms.
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4 At the same time, exchange rate regimes also matter: if central banks are 
really independent but the country has an open capital account and a fi xed
exchange rate regime, in practice it is very diffi cult for the central bank to 
actively pursue its main objectives independently (i.e. the so-called “im-
possible trinity”). Furthermore, with a currency board, for example, there is
not much room for an independent national monetary policy. However, 
there are no such cases in this region. Some countries have evolved towards 
a more fl exible exchange rate, in line with developments in a wide range 
of other countries. The exchange rate regimes of the countries considered 
(excluding Palestine3 and Malta and Cyprus due to their accession status) are 
as follows:

• Soft pegs: Morocco;
• Hard pegs: Jordan, Lebanon;
• Exchange rate bands: Israel (free fl oating de facto: exchange rate band 

around 50 per cent);
• Managed fl oating exchange rates: Algeria, Tunisia, Egypt (though offi -

cially classifi ed as fl oating);
• Independently fl oating exchange rate: Turkey.

 As regards Libya, it pursues (like other oil producing countries such as Iran, 
Nigeria and Venezuela) an exchange rate regime which has some sort of tie to 
the value of the dollar, although it does not fi t exactly under any of the above 
mentioned categories.

The following paragraph examines the results in the light of the above mentioned 
peculiarities.

3 Results

The Mediterranean region

The preliminary application of the methodology to the 12 Mediterranean countries 
considered (excluding Syria4 and including Libya), led to the results set out in 
Appendix 1 and graphically displayed in Figure 3.1. The ranking of countries is 
determined by their degree of independence.

While some of the results are intuitively understandable, others are probably 
different from what might have been expected, possibly because de facto 
independence is sometimes very different from what merely legal considerations 
would imply. A notable example of this is the case of Israel in which the de facto 
independence is much greater than the de jure independence (see Box 1), which 
is the opposite of the case of the Palestine Monetary Authority, whose de jure 
independence is much greater than its de facto independence – except for the 
political autonomy criterion – mainly due to the delicate socio-political situation 
and to the fact that Palestine does not issue its own currency.
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The degree of actual independence that the central bank of Israel enjoys 
is higher than what the law would suggest. A suitable measure of central 
bank independence is the weighted index used in Cukierman, Webb 
and Neyapti (CWN, 1992). The index features a normalised average of 
16 characteristics ranging from 0 (lower independence) to 1 (highest 
independence). More recently, Cukierman (2007) analysed the degree 
of actual independence enjoyed by the Bank of Israel year by year, as 
well as the legal score in the original charter of 1954, after the relevant 
amendment of 1985 and after the implementation of the modifi cations 
proposed in 1988 by the Levin Committee (Chart 3). This Committee was 
composed of independent experts appointed by the Israeli Prime Minister 
in 1987 to issue recommendations aimed to align the central bank 
statute to the best international practice. The Committee recommended, 
among other things, that price stability be set as the overriding goal for 
monetary policy.

Box fi gure 3.1 Israel – legal vs. actual independence.

Source: Author’s calculations based on data from Cukierman. 

The issue of the independence of the central bank of Israel also came to 
the attention of the European Central Bank (ECB), which was requested 
to evaluate an amendment proposed by the Ministry of Finance (Draft 
Bank of Israel Law, amendment No. 20, 5762–2002), in the context 
of the Association Agreement between the EU and Israel. The ECB 
assessment stated that the Bank of Israel Law and the amendment 

Box 3.1 Central bank independence in Israel
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proposed would have been basically inconsistent with the EU Treaty 
and the ESCB Statute. Also the IMF, in its 2004 Article IV Consultation, 
highlighted the need to amend the law to ‘refl ect international best 
practice regarding monetary policy objectives and procedures, along the 
lines of the recommendations of the Levin Committee’.

In 2005, after years of unsuccessful attempts, a proposed new 
Bank of Israel law was fi nally drafted by the government. Parliamentary 
approval is still pending. Key principles of the proposed new law 
include the creation of a monetary committee responsible for interest 
rate decisions; the formation of a management board responsible for 
oversight of administrative matters and the establishment of price 
stability as a primary policy objective. The proposed law should fi nally 
reconcile de facto and de jure central bank independence and fulfi ll the 
recommendations of the Levin Committee.

According to the fi gure, the new EU member States, Cyprus and Malta, rank 
among the fi rst places. Tunisia also seems to have a very independent law, while 
the case of Algeria is an anomaly that derives from the use of the methodology, as 
explained in the following paragraph. Morocco ranks in the last position, which 
explains why it is in the process of modifying its central bank law to make the Bank 
Al-Maghrib more independent. As for the second worst result, Jordan, this is due 
mainly to the strong governmental involvement in the appointment and dismissal 
of the governor and members of the Board.

Apart from considerations on the measured level of independence, the graph 
also displays an important characteristic of any law: its internal coherence. In fact, 
a given level of independence might be less effective when some highly positive 
components face some other signifi cantly negative ones compared to the case in 
which all the components are coherently positive. With this respect the case of 
Algeria shows, perhaps surprisingly, a good example of a coherently balanced 
law, despite the recent modifi cation designed to reduce the independence of the 
central bank and the methodological caveats that will be put forward below, in the 
discussion of political autonomy.

As the Gutierrez methodology does not coincide with that used by the Euro-
system to assess compliance with the Treaty, we also show a weighted version of 
the index, in which the weights for the criteria have been assigned according to
the importance given to them in the compliance assessment4 pursued by the 
European Central Bank (ECB) with respect to accession countries. The results are 
shown in Figure 3.2.

A paradoxical consideration is that, once we consider the ECB-criteria 
weighted indicator, the ranking of Cyprus and, to a larger extent Turkey, decrease, 



Figure 3.1 Assessment of central bank independence (absolute values).

Source: Author’s calculations.

Figure 3.2 Assessment of CB independence (weighted) (absolute values).

Source: Author’s calculations.
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notwithstanding the efforts undertaken by these countries to implement the acquis 
communautaire. This is surprising, as these two countries have been considered 
as complying with the EU criteria. The source of the difference is methodological 
in nature and concerns the political criterion, or ‘personal independence’ in the 
ECB’s terminology, in several aspects:

• Concerning the term of offi ce of the Governor and the Board, the ECB criteria 
establish a minimum term of offi ce of fi ve years as acceptable, whereas for 
Gutierrez (2003) the benchmark is established through the comparison of the 
term with that of the appointing body (it should be longer).

Figure 3.3 Comparison between CWN and S (Cyprus, Malta and Israel) (absolute values).

Source: Author’s calculations.

Figure 3.4 Legal central bank independence: objectives (difference from average).

Source: Author’s calculations.
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• Concerning the competent authority to appoint the Governor and Board 
members, the ECB criteria do not establish which is the competent authority, 
while according to Gutiérrez (2003) it should not be the Executive alone or 
the Executive must not have a predominant role.

As a result, Turkey and Cyprus can be in full compliance with these ECB criteria 
and at the same time do not reach fully satisfactory results according to the 
Gutiérrez methodology.

On the other hand, if we consider the three countries for which we have both 
the Cukierman, Webb and Neyapti (1992) indicator (CWN), updated to 2001, and 
the score developed in the present study (S), namely Cyprus, Malta and Israel, the 
weighted version of the latter seems, apart from a scale factor, to present more 
similarity with the former (see Figure 3.3).

In the remainder of this section, the results of the assessment for each dimension 
of evaluation are presented and briefl y discussed (for details of the methodology 
applied, see Appendix 2).

For the rest of the paper the scores are presented in terms of differences from 
the respective average, in order to emphasise the comparative dimension of the 
analysis.

Central bank objectives

This dimension of the evaluation analyses the situation concerning economic 
policy and the fi nancial system. As for economic policy, it is very near to the 
ECB’s defi nition of independence (which depends on the extent to which price 
stability is the overriding goal for monetary policy). The component relative to the 
fi nancial system is based on the rationale that when the law attributes to an inde-
pendent authority the supervision of the fi nancial intermediaries, the autonomy of 
the central bank as regards the conduct of monetary policy is higher, because the 
monetary authority is not committed to different, potentially confl icting, goals. 
Accordingly, the countries that recently joined the European Union (Malta, and 
Cyprus) as well as the candidate country, Turkey, have higher degrees of autonomy, 
together with one of the Maghreb countries, Tunisia, while all the other countries 
show an unsatisfactory level of independence as regards the determination of the 
objectives of monetary policy (Figure 3.4). This is also the ranking in total terms, 
since the second objective does not really discriminate among countries, with the 
notable exception of Lebanon.

The second aspect, the fi nancial system, considers whether supervision is 
explicitly delegated to an autonomous agency, granting a better mark if this is the 
case. Nonetheless, it is not universally accepted that the separation of supervision 
from the Central Bank is necessary for independence or better on effectiveness 
grounds.5 Indeed, the ECB criteria on independence refer to this issue in the fi nancial 
independence provisions, which state that the decisions made by the supervisory 
authorities within the CB but through an independent decision-making body of 
the central bank should not endanger the fi nances of the central bank as a whole.
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Figure 3.5 Legal central bank independence: policy formulation (values compared to the 
average).

Source: Author’s calculations.

In fact in the present study this criterion does not tell us much, since all central 
banks are ranked equally, because most of them are in charge of supervision 
themselves, or do not make a reference to the issue. The exception is Lebanon, 
which has established an independent Banking Control Commission. I considered 
that this Commission could not be regarded as an “autonomous government 
agency” since its budget must be ratifi ed by the Higher Banking Council, whose 
chairman is the Central Bank governor, and thus this contingent fi nancing could 
interfere with the conduct of its functions. This is the reason why in total terms 
Lebanon is around the average, but on the “weighted criteria” according to the ECB 
this exception diminishes in importance.

Policy formulation

Apart from the fact that long run price stability should be regarded as the pre-
eminent objective for monetary policy, an important component of central bank 
independence is the capacity to formulate concrete policies independently from the 
government. From this perspective, this criterion analyses the situation regarding 
monetary policy, foreign exchange policy, coordination of policies and resolution 
of confl icts.

In global terms, Cyprus and Turkey show a satisfactory independence level, 
while Malta is slightly below the average, even if joining the European Union is 
likely to further insulate the implementation of monetary policy from excessive 
governmental pressures. Algeria and Jordan also show a comparatively high 
degree of independence in policy formulation, while the legislation of the other 
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countries seems to be more binding on this issue (see Figure 3.5). Palestine gets 
a surprisingly high mark here, but this is explained by having a good law which 
gives the Palestine Monetary Authority (PMA) a responsibility in the conduct of 
monetary and exchange rate policy which is obviously not matched by reality: 
the PMA does not issue its own currency, so obviously we are referring here to a 
merely legal and not de facto autonomy.

Concerning the specifi c objective of Monetary Policy, there are subtle differ-
ences in the wording used by each Central Bank Law which hide differences in the 
degree of power of the Central Bank: the ranking goes from “outline” the monetary 
policy (Lebanon), to “shape” it (Israel), to “give its opinion” (Morocco).

Political autonomy

Political autonomy is the dimension that in this study presents the widest range of 
scores, due to the fact that it is the sum of two components related to the position of 
the governor and the position of the other members of the board (Figures 3.6 and 3.7).

As shown in Figures 3.1 and 3.2, political autonomy is the only dimension that 
is globally negative for all countries, with the notable exception of Algeria. In the 
case of Algeria, however, it should be noted that the fact that there is no reference 
in the law to the term of offi ce of the governor and vice-governors, and no reference 
to the grounds for dismissal, tends to raise Algerian CBI because of the scores 
applied; I have evaluated these aspects with a zero (“0”), which means that there 
is no reference in the law, while most other countries have negative scores on these 
issues. Nonetheless, since the articles mentioning the fi xed term of offi ce for the 

Figure 3.6 Legal central bank independence: political autonomy (governor) (difference 
from average).

Source: Author’s calculations.



The degree of legal central bank independence in MENA countries 41

Governor and vice-governors were expressly deleted from the law in a reform that 
took place in 2001, we might consider here that the deletion in fact grants powers 
to the Executive to freely dismiss the governor and Board members at any time, 
and that their term is shorter or equal to that of the Executive, in which case the 
assessment would be negative.

At the same time, the EU members and the EU candidate country do not rank 
very high on this aspect, which refl ects the methodological difference between the 
ECB criteria and the Gutiérrez ones concerning the term of offi ce of the governor 
and Board of Governors and their appointments.

Israel has not been included in Figure 3.7 since it is the only central bank in the 
region which does not have a Board of Governors, nor a Monetary Policy Committee.

As stressed before, legal indices of central bank independence are often 
incomplete and noisy indicators as laws are not able to specify explicitly the 
distribution of powers between central bank and political authorities under all 
contingencies (and, even when the laws are quite explicit, actual practices may 
deviate from them). Cukierman (1992), for example, argues that legal independence 
measures may be a better proxy for effective independence in industrial countries 
than in emerging market economies. Thus, as an alternative, Cukierman (1992) 
and Cukierman et al. (1992) used as a proxy of (actual) central bank political 
independence in the 1980s the actual average term of offi ce of the governor, 
assuming that, at least up to some threshold, the longer this term is, the higher is the 
independence of the central bank from politicians. Following this line of thinking, 
Sturm and de Haan (2001) built an extensive data set of the turnover rate (TOR) of 
governors for 90 emerging market economies during the 1980s and the 1990s.8

Figure 3.7 Legal central bank independence: political autonomy (board) (difference from 
average).

Source: Author’s calculations.
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Figure 3.8 plots a TOR-based indicator (TORav - TORi), namely the differ-
ence between the average TOR in the Mediterranean region and the TOR in 
each of the 12 Mediterranean countries considered in this study, as well as in the 
90 emerging economies as a whole. By construction, positive values of this index 
correspond to higher political independence and vice versa. Besides the values 
for the entire period considered by Sturm and de Haan (2001), values for the two 
sub-periods 1980–1989 and 1990–1998 are also reported. Countries are ranked, 
in ascending order, following the value of the respective TOR-based indicator for 
the period 1980–1998. It is clear from Figure 3.8 that the overall numbers for the 
Mediterranean region are better, in terms of central bank independence, compared 
to the whole sample of emerging economies (only Libya and Turkey show average 
fi gures worse than the average of the 90 emerging countries). While most of the 
countries have experienced an improvement in the degree of independence of the 
central bank from politics (which has been signifi cant in countries such as Algeria, 
Egypt, Israel and Tunisia), for Jordan, Malta and Syria the opposite holds.

Furthermore, the TOR can be helpful in evaluating whether there is a correlation 
between the indicator of legal political independence shown in Figures 6 and 7 
and a measure of the actual degree of political independence, which can be 
proxied by the TOR-based indicator. Figure 3.9 plots the dismissal of the governor 
component of the political independence indicator, as well as the TOR-based 
1980–98 indicator.

It is worth noting that the countries considered can be clearly split into two 
subsamples: Algeria, Morocco, Cyprus, Lebanon and Malta present a positive 
correlation between the turnover of the governor and the relative legal provisions, 
while the other countries show a negative correlation. In particular Libya, Jordan, 
Tunisia and Israel show a turnover rate higher than the one that would have been 
implied by the legal framework, while the opposite holds for Turkey and Egypt.

Figure 3.8 Turnover rate of governors (1980–1998) (difference from average).

Source: Author’s calculations based on data reported in Sturm and de Haan (2001). 
Note: Countries are ordered by TOR 1980–98 (dotted line, right scale).
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Economic autonomy

As regards the economic autonomy attributed by law (which basically coincides 
with whether central banks have dedicated capital, their independence of judg-
ment in fi nancing the government and their ability to operate freely on the capital 
markets) the Mediterranean sample is almost equally divided into two. Lebanon, 
Palestine, Tunisia, Turkey, Egypt and Cyprus seem to enjoy the highest level 
of economic independence, while Jordan, Libya, Malta, and, to a larger extent, 
Morocco and Israel present a level of legal economic independence below the 
average (Figure 3.10). Nonetheless, the situation in Morocco in this regard is about 
to change according to the new law which is being elaborated.

Lebanon ranks fi rst here because it is the only country that states that the Central 
Bank cannot operate with non-fi nancial institutions (i.e. undertake quasi-fi scal 
activities) and also establishes clear limits on credit to the government, which is 
only allowed in extraordinary circumstances and subject to safeguards.

Accountability

According to the index used in the present work, the majority of central banks 
present a satisfactory (above average) level of accountability, in terms of the 
publication of statements and audit procedures. The EU member countries, together 
with Turkey, rank fi rst on this criterion. On the other hand, Tunisia, Lebanon, 
Morocco, Algeria and Libya appear to have almost no accountability.

Figure 3.9 Legal vs. actual (TOR) political autonomy (dismissal of governor) (average 
values).

Source: Author’s calculations.
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Figure 3.10 Legal central bank independence: economic autonomy (difference from 
average).

Source: Author’s calculations.

Figure 3.11 Legal central bank independence: accountability (difference from average).

Source: Author’s calculations.
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Syria, Iran and the United Arab Emirates

Syria, although it participates in the Barcelona process, can be considered more 
similar to (and compared with) other Middle Eastern countries, namely Iran 
and the United Arab Emirates (UAE). The inclusion of Saudi Arabia has not 
been possible due to the unavailability of an offi cial English translation of its 
monetary law.

The legal documents considered in the present analyses are as follows:

1 Syria: Law No.23 of 2002, concerning the ‘Central Bank and the Basic 
Monetary Order’;

2 UAE: Union Law No. 10 of 1980, concerning the ‘Central Bank, the Monetary 
System and the Organisation of Banking’;

3 Iran: the Law on the Central Bank of Iran, approved on Tir 18, 1351 (July 9, 
1972).

The results of the analyses are reported in Figure 3.12 and Appendix 1. Not 
surprisingly, Syria is the least independent of the countries considered: before 2002 
the Central Bank of Syria was in fact not much more than a special branch of the 
Ministry of Economics and Finance, while the current formulation of the central 
bank law still maintains aspects of substantial dependence on the executive.

Figure 3.12 Syria, Iran, UAE: weighted independence index and its components.

Source: Author’s calculations.
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4 The macroeconomic impact of central bank independence

The Mediterranean region

The previous section of this chapter reported the results of an extensive analysis 
of the charters of the central banks of the southern shore of the Mediterranean Sea 
and thus gave a picture of the degree of central bank legal independence in the 
area. Nevertheless, as stated above, legal independence does not necessarily imply 
actual independence, at least in the short run. To make a preliminary assessment 
of the extent to which legal independence may correspond to actual, an analysis 
of the relationship between the calculated independence indicator and the average 
infl ation over the past ten years may prove to be useful. The results of such an 
analysis are reported in Figure 3.13 which plots the independence indicator and 
the average infl ation rate.6

As mentioned, the central bank of Israel enjoys a degree of actual independence 
higher than the one suggested by the legal indicators. Bearing in mind this consid-
eration, Figure 3.13 clearly shows how (amongst the central banks of the countries 
of the Barcelona Process for which data are both reliable and comparable), we can 
identify a group of fi ve which shows the expected correlation between the legal 
independence indicator and infl ation (Egypt, Israel, Cyprus, Malta and Tunisia) 
and two central banks whose actual anti-infl ation behaviour seems stronger than 
that implied by the legal indicator (Jordan and, even more, Morocco). On the other 
hand, Algeria shows a higher-than-expected medium-term infl ation rate when 
compared to the legal independence enjoyed by its central bank.

By comparing the legal independence indicators with a measure of the medium 
term excess money growth (EMG), defi ned as the average difference between 
the growth rate of quasi-money and that of GDP over the last ten years (as in 
Figure 3.14) the following conclusion can be drawn: EMG is highly correlated 
with infl ation, as might be expected, except for Morocco and Jordan. This may 
imply a different interpretation of the behaviour of the national central banks: they 
may have actually pursued an expansionary monetary policy that has been only 
partially translated into prices due to some defl ationary pressures. In other words, 
they may have not been as conservative as the analysis of medium term infl ation 
would suggest.

Notwithstanding the fact that economic theory does not present any conclusive 
argument in favour of the view that infl ation, at least within common recorded 
values, may lower growth, there is a quite widespread consensus that when infl a-
tion is under control, the market’s uncertainties are reduced, the price formation 
mechanism is thus more effective and, as a consequence (provided that the market 
mechanisms are working) the resulting better allocation of resources (through price 
adjustments) should foster long term growth. The evidence from the last ten years 
in the countries considered does not contradict this common understanding. In 
fact, if we exclude Algeria, where prolonged episodes of civil war during the last 
decade have reduced medium-term growth rates, a trade-off seems to exist between 
the ten year average infl ation rate and the same period growth rate. A relevant 
exception seems to be represented by Egypt, at least if we do not consider the high 



Figure 3.13 Weighted legal independence index vs. average infl ation (1996–2005).

Source: Author’s calculations and IFS data (IMF). Note: values are standardised around the average.

Figure 3.14 Mediterranean: independence indicator, EMG and infl ation (1996–2005) (index 
and ten year average).

Source: Author’s calculations and data from IFS. 
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devaluation of the currency in 2003, which contributed to the vigorous recent rise 
of infl ation (Figure 3.15).

The available data suggest that a strong commitment to reducing infl ation seems 
to be conducive to a better long term macroeconomic performance (except for 
Malta, where relative low infl ation seems not to have implied faster growth), that 
is, the expected relation between long run infl ation and growth seems to be verifi ed 
in the majority of the countries considered.

Syria, Iran and the United Arab Emirates

The preliminary results on the impact of central bank independence on macro-
economic performance in Syria confi rm the general picture obtained for the South 
Mediterranean countries.

In fact, there seems to exist a clear positive correlation between central bank 
independence and growth, as shown in Figure 3.16.

On the other hand, an alleged direct relationship between central bank inde-
pendence and infl ation seems more diffi cult to identify. Figure 3.17 plots the 
weighted CBI index against the 25–year average infl ation rate.7 While a trade-off 
between CBI and infl ation cannot be clearly identifi ed, it is possible to argue that 
the less independent central banks (Syria, Iran) have experienced, on average, a 
substantially higher level of infl ation compared to the UAE.

Figure 3.15 Weighted legal independence index vs. average growth (1996–2005).

Source: Author’s calculations and IFS data. Note: values are standardised around the average.
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Figure 3.16 Syria, Iran, UAE: weighted independence index vs. growth (1996–2005).

Source: Author’s calculations and IFS data. Note: values are standardised around the average.

Figure 3.17 Syria, Iran, UAE: weighted independence index vs. infl ation (1981–2005).

Source: Author’s calculations and IFS data. Note: values are standardised around the average.
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5 Concluding remarks

Central bank independence, as resulting from legal provisions, has been analysed, 
together with its relation with overall macroeconomic performance, in a number 
of studies. Notwithstanding the arguments against, there is a broad consensus on 
the fact that central bank independence should (at least in industrialised countries) 
make for lower infl ation, and thus foster growth. The nexus between de jure 
central bank independence and its possible macroeconomic implications has 
been explored rather less for emerging economies, though some recent attempts 
have shed some light on this in some developing areas, including Latin America, 
the Baltic states and the Commonwealth of Independent States (CIS) republics,
Eastern and South-Eastern Europe. Nevertheless, an assessment of central bank 
independence for the MENA countries had not been conducted so far. The present 
work represents a fi rst investigation of the situation in this area. From a country-
specifi c point of view, the present study shows that very few laws succeed in 
reaching a balanced equilibrium between all the aspects of independence. Indeed, 
even the countries that have a positive assessment overall and that rank among 
the fi rst on most criteria, such as Cyprus and Malta, show noticeable exceptions; 
for example, Cyprus ranks number nine in the case of Political Autonomy-
Governor, and Malta ranks number ten in Economic Autonomy. The same could 
be said as regards Tunisia, which always ranks number two or three except for 
two important exceptions in which it is nearly the last country in the list: Policy 
Formulation (number 11) and Accountability (last one, number 12). Lebanon 
could be considered an average country, with two exceptions: it is the last one in 
the assessment of Political Autonomy-Governor, and the fi rst one in Economic 
Autonomy. The same could be said about the Palestine Monetary Authority, with 
exceptions; it ranks fi rst concerning Policy Formulation. At the lower rank in the 
sample, we fi nd Egypt, Jordan, Libya and Morocco.

Further research is needed to understand better the extent to which the actual 
situation is coherent with the legal picture, even if this effort presents non-
trivial challenges, mainly due to the lack of detailed information on internal 
procedures and unoffi cial agreements and relationships. An immediate fi eld for 
further research on central bank behaviour in the MENA region could be a better 
assessment of other features of the central banks of the area (e.g. the degree of 
‘conservativeness’ or, in other words, of the infl ation-fi ghting commitment) and, 
consequently, a more in-depth exploration of the relationship between the features 
of the individual central banks and the respective country-specifi c macroeconomic
developments.

Notes

1 For a general overview of central banking in the framework of economic globalisation, 
see Fry et al. (2000).

2 Libya has only observer status. The basic analysis excludes Syria, because the relative 
central bank law was not available (but see the later parts of sections 3 and 4).

3 Palestine is a rather peculiar case as it currently lacks a national currency: in the status 
quo three different currencies are used: the new Israeli shekel, the Jordanian dinar (used 
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more in the West Bank than in Gaza) and the US dollar, with the former being used for 
most retail transactions, and the latter two used mostly for saving deposits and for some 
durable good transactions. Against this background, the most likely development seems to 
be the creation of a new Palestinian currency anchored, either under a currency board or 
under a fi xed but adjustable parity, to the shekel, the dinar and the dollar and/or the euro.

4 The weights, individually ranging from 0.2 to 1, are the following: Economic policy: 1; 
Financial system: 0.2; Monetary policy: 1; Foreign exchange policy 0.6; Coordination: 
1; Resolution: 0.8; Appointment of Governor: 1; Term of the Governor: 1; Dismissal 
of Governor: 1; Government representation: 0.8; Appointment of Board Members: 1; 
Terms of Board Members: 1; Dismissal of Board Members: 1; Credit to the Government: 
1; Quasi-fi scal activities: 0.4; Monetary instruments: 1; Solvency: 1; Publication of 
statements: 0.2; Audit: 0.8.

5 See, for example, Goodhart and Schoenmaker (1995).
6 Data are taken from the International Financial Statistics (IFS) of the International 

Monetary Fund. Due to the non-availability or poor quality of the data reported for 
infl ation and GDP growth in the latest available version of the IFS, Palestine, Lebanon 
and Libya have been excluded from the present analysis. Turkey has been excluded as 
well because available data, although reliable, show a hyperinfl ation pattern, not common 
to the area, that seems to have come to an end only very recently.

7 Due to the extremely erratic profi le of the variations of the consumer price index in 
Syria, which amounted on average to 18.8 per cent per annum in the period 1980–1995 
and to 1.9 per cent in 1996–2005, a longer reference period has been chosen for this 
comparison.
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4 Monetary policy operations of 
debtor central banks in MENA 
countries1

Gunther Schnabl and Franziska Schobert

Introduction

During the fi rst few years of the new millennium the world experienced historically 
low levels of interest rates. Starting from 1999 the Bank of Japan kept the Japanese 
interest rate at zero to reactivate the ailing Japanese economy. After the burst of 
the IT-bubble in the year 2000, the Federal Reserve cut the federal funds rate to 
historically low levels and only started to increase interest rates during the year 
2004. Albeit to a lesser extent, the European Central Bank also reduced interest 
rates considerably and only started to increase interest rates during the year 2006.

The liquidity conditions in the large industrial countries in North America, 
East Asia and Europe had a strong impact on the emerging market economies. 
As economic activity in the industrialised countries was (comparatively) weak 
and interest rates were low, investors discovered investment opportunities in the 
emerging markets where interest rates tended to be high(er). Driven by this ‘hunt 
for yield’, some emerging markets experienced an unprecedented degree of capital 
infl ows. In other emerging markets and developing countries, foreign exchange 
infl ows were driven by the global increase of commodity prices and thereby high 
export revenues.

The impacts of strong foreign exchange infl ows into emerging market economies 
are diverse. While foreign exchange infl ows contribute to lower interest rates and 
thereby higher investment, consumption and growth, monetary authorities may also 
face the threat of overinvestment, infl ation and overheating. Then central banks 
may be inclined to absorb surplus liquidity from the domestic fi nancial system to 
prevent risks to price and fi nancial stability.

As will be shown in this chapter the central banks of emerging market economies 
can use a broad variety of instruments to withdraw liquidity from the markets. 
Whichever instrument is used, there will be an asymmetric pattern of monetary 
policy as between large industrialised countries and small emerging market 
economies. While the fi rst ones are liquidity-providing (creditor central banks), 
the latter ones are liquidity-absorbing (debtor central banks).

In section 1 we will characterise the asymmetric world monetary system and 
its impact on exchange rate and monetary policies. We explain in general the 
reasoning for becoming debtor and creditor central banks. The case studies in 
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section 2 will show how central banks in countries of the Middle East and North 
Africa (MENA) conduct monetary policy operations in this environment. Section 
3 concludes.

1 Monetary and exchange rate policies by creditor and debtor 
central banks

The asymmetric nature of the world currency system

McKinnon and Schnabl (2004a, 2004b) stress the asymmetric nature of the world 
currency system. While the United States as the issuer of the most important 
international currency pursues an independent monetary policy, most countries 
outside Europe tend to stabilise exchange rates against the dollar. A similar 
situation applies to the euro area and its periphery. The European Central Bank 
is fully independent in monetary policy making, while at the periphery of the 
European Monetary Union the euro is widely used as an intervention, reserve, and 
pegging currency (European Central Bank, 2007).

The central banks of large countries issuing international currencies such as 
the European Central Bank and the Federal Reserve seldom participate in foreign 
exchange markets. Interest rate decisions are focused on domestic infl ation, growth 
and interest rate smoothing. The exchange rate is (widely) left to market forces. 
Foreign exchange intervention takes place occasionally to calm ‘disorderly market 
conditions’.2 The large countries issuing international currencies can fl oat their 
currencies freely for two main reasons. First, in large closed economies long-term 
fl uctuations in the exchange rate level affect a comparatively small part of the 
economy. Second, highly developed capital markets provide a broad variety of 
instruments to hedge the foreign exchange risk of short-term payments fl ows.

In contrast, McKinnon and Schnabl (2004a, 2004b) provide the rationale 
for exchange rate stabilisation in small open economies with underdeveloped 
capital markets. They argue that emerging markets and developing countries 
cannot choose their monetary framework exogenously based on specifi c targets of 
economic policy making. Rather, the regime choice is endogenous, determined by 
several inherent and interdependent factors such as macroeconomic stabilisation, 
international trade, and the currency denomination of international capital fl ows.

In emerging market countries and developing countries exchange rate pegs 
help to anchor both infl ation and infl ation expectations and are an important tool 
for domestic price stabilisation. Even if low infl ation in principle can be achieved 
within infl ation targeting frameworks, exchange rate volatility feeds into domestic 
macroeconomic instability in small and open economies (McKinnon, 1963): as 
world market prices can be assumed to be given and imported goods take a large 
share in domestic prices, stabilising exchange rates is equivalent to stabilising the 
domestic price level.

Exchange rate stabilisation in emerging markets and developing countries is also 
motivated from international goods markets as transaction costs for international 
trade decline. From this perspective fi xed exchange rates are particularly important 
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for small open economies with a high share of international trade as percent of 
GDP as well as for highly integrated economic regions with strong intra-regional 
trade linkages such as Europe and East Asia (McKinnon and Schnabl, 2004a). In 
this context, invoicing habits also matter.

While the trade of the large industrialised countries tends to be invoiced in 
domestic currencies, the trade of emerging markets is overwhelmingly invoiced 
in international currency. Given this phenomenon of ‘external currency pricing’ 
(Cook and Devereux, 2006) (real) exchange rate devaluations fail to have an 
expansionary impact on the economy through rising exports, because exports are 
not immediately more competitive. While exports remain constant over the short 
term, imports collapse due to a rapid pass-through of the exchange rate change into 
import prices. As import volumes remain constant over the short term, nominal 
imports increase and the external balance deteriorates. Furthermore, over the longer 
term the depreciation will reduce the import demand of a country for imports. 
Therefore, there is an additional incentive to keep exchange rates stable.

Finally, underdeveloped capital markets as they are prevalent in emerging 
markets and developing economies (Eichengreen and Hausmann, 1999) provide 
an incentive for exchange rate stabilisation. Due to a long tradition of infl ation 
and depreciation, which have partially resulted in a high degree of dollarisation or 
euroisation of the various economies, banks and enterprises cannot use the domestic 
currency to borrow or to lend internationally. International investors and debtors are 
unwilling to accept liabilities and assets denominated in local currencies. The foreign 
exchange risk of net international debt and assets remains widely unhedged.

The monetary authorities can provide a substitute for fragmented capital markets 
by exchange rate stabilisation (McKinnon and Schnabl, 2004a, 2004b). From a 
short-term perspective, reducing day-to-day exchange rate volatilities softens the 
risk for short-term payments fl ows. From a more long-term perspective, fi xed 
exchanges rates contribute to macroeconomic and fi nancial stability as fl uctuations 
in the exchange rate level constitute a risk for the balance sheets of banks and 
enterprises. In particular, in the case of liability dollarisation, sharp depreciations 
lead to an increase in liabilities in terms of domestic currency. In highly euroised 
countries with a high stock of foreign debt, such as for instance Croatia, the incen-
tive to avoid sharp exchange rate fl uctuations is even stronger (Chmelarova and 
Schnabl, 2006).3

The asymmetric incentive for exchange rate stabilisation in anchor currency 
countries and in emerging market countries is refl ected in both the balance sheets 
of central banks and the working mechanisms of monetary policies. While the 
European Central Bank and the Federal Reserve (henceforth creditor central 
banks) provide liquidity in their open market operations (OMOs), central banks 
of emerging market economies (henceforth debtor central banks) mainly supply 
liquidity by intervening in the foreign exchange market (i.e. by purchasing foreign 
assets). If the liquidity supply resulting from foreign exchange intervention is 
regarded as ‘excessive’, debtor central banks will absorb part of the liquidity by 
sterilisation operations.

A creditor central bank faces a liquidity defi cit in the domestic banking system, 
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whereas a debtor central bank faces a liquidity surplus. The defi nition of a liquidity 
defi cit or surplus and therefore the defi nition of a creditor or debtor central bank 
depends crucially on the defi nition of autonomous factors. Autonomous factors 
affect liquidity and therefore they affect commercial banks’ deposits held at the 
central bank, however, they do not belong to the monetary policy operations of the 
central bank.4 They can be determined by the behaviour of the public, as in the case 
of banknotes in circulation, or by the exchange rate objectives of the central bank, 
as net foreign assets change due to foreign exchange interventions. If the sum of 
the autonomous factors is larger on the liability side than on the asset side of the 
central bank balance sheet this implies that the central bank faces a liquidity defi cit 
in the domestic banking system and vice versa in the case of a liquidity surplus.

When, for example, net foreign assets are the only liquidity-providing auto-
nomous factor and banknotes in circulation are the only liquidity-absorbing 
autonomous factor, the central bank will be in a creditor position if banknotes in 
circulation exceed net foreign assets. In contrast, net foreign assets will exceed 
banknotes in circulation in the case of a debtor central bank. A creditor central 
bank, therefore, will supply liquidity in its regular monetary policy operations by 
providing new balances on banks’ accounts at the central bank, with which banks 
can refi nance their business operations. In contrast, if foreign exchange interven-
tions have already provided excess liquidity, a debtor central bank will need to 
absorb liquidity by its monetary policy operations, i.e. sterilisation operations. This 
implies an asymmetric causality in monetary policy making. While the monetary 
policy operations of the euro area and the US primarily steer domestic money 
market conditions, the monetary policy operations of emerging market central 
banks tend to respond to changes in liquidity conditions usually generated by 
concerns over exchange rate stability.

Creditor central banks

The working mechanism of monetary policy by creditor central banks and the 
respective impact on the central bank’s balance sheets can be explained by referring 
to the stylised central bank balance sheet as shown in Table 4.1. The European 
Central Bank and the Federal Reserve issue base money by independent decisions 
on open market operations which supply liquidity to the fi nancial system. As 
the economy grows and currency in circulation expands on the liability side, the 
central bank increases its volume of open market operations on the asset side of 
its balance sheet. Liquidity is mainly provided by increases in low-risk domestic 
assets based on outright purchases of domestic government bonds, repurchase 
agreements (repos) or collateralised lending to banks. Foreign assets remain widely 
unchanged.

Figure 4.1 shows the development of the most important balance sheet items 
for the Eurosystem since 1999. The balance sheet consolidates the balance sheets 
of national central banks participating in the European monetary union. The large 
stock of foreign reserves – in comparison to the US – is mostly due to the past 
history of exchange rate stabilisation under the Bretton Woods System and the 



Table 4.1 Stylised Central Bank balance sheet

Assets Liabilities & Capital 

1. Net Foreign Assets (incl. gold) 3. Base Money
 3.1 Currency in circulation
 3.2 Deposits of commercial banks
 3.2.1 Required reserves
  3.2.1.1 Domestic currency
  3.2.1.2 Foreign currency
 3.2.2 Other deposits of commercial banks

2. Domestic Assets
 2.1 Claims on central government
 2.1.1 Securities
  2.1.1.1 OMO: outright purchases
  2.1.1.2 Purchased by other procedures 
 2.1.2 Others: loans, advances
 2.2 Claims on the banks
 2.2.1 OMO: repos, collateralised lending
 2.2.2 Others: credit, bail-out operations
 2.3 Claims on private sector
2.4 Other assets 

4. OMO: Debt securities sold 
5. Liabilities to banks 
 5.1 OMO: reverse repos, deposit taking 

auctions 
 5.2 Others
6. Government deposits
7. Other liabilities
8. Capital and reserves

Note: OMO = open market operations. 

Figure 4.1 Consolidated balance sheet of the Eurosystem (1999–2006).

Source: ECB.
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European Monetary System. Net foreign assets are the main autonomous factor on 
the asset side. Changes in net foreign assets, however, are low and mainly driven 
by valuation changes because the Eurosystem as a large and independently fl oating 
area hardly intervenes in the foreign exchange market.5

Currency in circulation and government deposits are the main autonomous fac-
tors on the liability side and the sum of the two exceeds net foreign assets. In fact, 
even without government deposits as an autonomous factor, currency in circulation 
exceeds net foreign assets and therefore puts the Eurosystem in a creditor position. 
Thus, the Eurosystem faces a liquidity defi cit, and open market operations on the 
asset side such as repos and collateralised lending are the main liquidity-providing 
instruments, whereas currency in circulation is the main liquidity-absorbing item 
and expands together with open market operations on the asset side.6

Apart from currency in circulation, other items on the liability side are shown 
as negative fi gures in Figure 4.1. Reserve requirements develop steadily, refl ecting 
the fact that the reserve ratio has remained constant since the creation of the 
Eurosystem. Minimum reserves in the Eurosystem contribute to the institutional 
framework of monetary policy implementation by stabilising interest rates in the 
money market and enlarging the structural liquidity shortage. In contrast to open 
market operations they are not used for actively implementing changes in the 
monetary policy stance. The size of government deposits is small, as many national 
central banks within the Eurosystem only provide essential fi scal agent functions 
to their governments, whereas most other banking services to the government are 
provided by commercial banks.

The Eurosystem provides an example of a typical creditor central bank, because 
the central bank faces a liquidity defi cit in the domestic banking system which is 
mainly created and enlarged by the demand for currency. In this monetary policy 
setting, domestic interest rates are the operational targets of monetary policy which 
is conducted primarily with respect to domestic targets such as domestic price sta-
bility. International capital fl ows and exchange rates are allowed to adjust freely to 
these ‘exogenous’ interest rate changes. As a result, exchange rate volatility both 
in terms of levels and day-to-day returns is high. As the interest rate decisions of 
creditor central banks are focused primarily on domestic targets, foreign exchange 
intervention is rare. When it takes place it is sterilised because unsterilised interven-
tion would impair the independence of domestic monetary policy making.7

Debtor central banks

Foreign versus domestic assets

The causality in monetary policy operations by debtor central banks tends to be 
in the reverse direction compared to the monetary policy operations of creditor 
central banks. Creditor central banks independently decide on monetary policy 
and therefore conduct their liquidity management usually by aiming at a domestic 
short-term interest rate as an operational target. Monetary policy operations by 
debtor central banks tend to react to exchange rate concerns which play a dominant 
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role. Foreign exchange interventions against pressure for the appreciation of the 
domestic currency lead to autonomous increases of liquidity due to increases in 
net foreign assets. Monetary policy operations then react and sterilise the excess 
liquidity created by foreign exchange interventions.

Foreign exchange infl ows can be driven by several factors such as foreign 
direct investment, short-term capital infl ows attracted by high interest rates, 
remittances (as in Jordan or Lebanon) or current account surpluses (as in the oil 
exporting countries). As foreign exchange infl ows lead to appreciation pressure, 
the central banks of emerging markets tend to intervene in the foreign exchange 
market thereby creating liquidity. The central banks may react to ‘exchange rate 
driven’ liquidity creation by sterilisation operations because they attempt to reach 
two goals at the same time: fi rst, exchange rate stability as well as (second) price 
and/or fi nancial stability.

This general pattern can be observed in many emerging market economies and 
is also refl ected in the balance sheets of the MENA central banks. Typical debtor 
central banks such as the central bank of Jordan in our sample face a liquidity sur-
plus in the domestic banking system which is created by foreign exchange market 
interventions. Net foreign assets are the main liquidity-providing autonomous factor 
and exceed currency in circulation as the main liquidity-absorbing autonomous 
factor. In the face of foreign exchange infl ows, net foreign assets on the asset side 
of the central bank balance sheet increase. If the reserve accumulation remains 
fully unsterilised, changes in the stock of foreign reserves correspond to changes 
in base money. Then the liquidity supply to the domestic economy can become 
‘excessive’ and the central bank may decide to withdraw liquidity from the market 
by sterilisation operations.

Additionally, the size of the liquidity surplus will depend not only on the size 
of the autonomous factors on the asset side, but also on the size of the autonomous 
factors on the liability side that absorb liquidity. The autonomous liquidity demand 
will be comparatively high in countries with a (history of a) sound macroeconomic 
environment and therefore a low degree of currency substitution. In this case, 
currency in circulation will be relatively high and increasing. In contrast, in 
countries with a long history of macroeconomic instability and infl ation, domestic 
transactions may be widely based on international currencies. Then, as for in-
stance in Lebanon or Israel, currency in circulation will be relatively low and 
hardly change with economic activity. Comparatively small liquidity expansions 
as created by foreign exchange interventions or fi scal fi nancing will then create a 
comparatively large amount of surplus liquidity.

Therefore, a debtor central bank can also emerge in countries that face balance 
of payments defi cits over some years, as long as the accumulated level of autono-
mous factors on the asset side, e.g. net foreign assets, exceeds autonomous factors 
on the liability side, e.g. currency in circulation. The level of foreign reserves 
may not emerge endogenously from foreign exchange infl ows and exchange rate 
concerns, but it may be guided by a notion of what is an adequate level of foreign 
reserves. Given a suffi ciently low demand for domestic currency, net foreign 
reserves can then quickly outweigh currency in circulation and even interventions 
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that have accumulated only a minimum adequate level of foreign reserves will have 
already created a liquidity surplus in the domestic banking system.

Finally, and in addition to the liquidity creation due to reserve accumulation, 
central banks in emerging market economies may create (excessive) liquidity 
by purchasing government bonds. In this case domestic assets become a major 
liquidity-providing autonomous factor. For instance, in Egypt, a substantial part 
of central bank assets consists of government bonds, which – in contrast to the 
position at creditor central banks – usually refl ects not monetary policy operations 
but a form of fi scal fi nancing.8 Liquidity creation takes place by non-monetary 
policy operations on the asset side, i.e. fi scal and quasi-fi scal operations. If this 
operation puts price stability at risk, the central bank absorbs liquidity partly by 
monetary policy operations on the liability side.

Liquidity-absorbing transactions

There are different forms of liquidity-absorbing monetary policy operations which 
are refl ected on the liability side of the stylised central bank balance sheet in 
Table 4.1.9 Item 3.2 includes ‘required reserves’ (item 3.2.1) and ‘other deposits 
of commercial banks’ (item 3.2.2). These other deposits of commercial banks may 
simply refl ect excess reserves and thereby signal an unabsorbed liquidity surplus. 
But item 3.2.2 may also include more market-oriented monetary policy instruments 
other than required reserves, such as deposit facilities. Banks can use deposit 
facilities on their own initiative to place excess liquidity at a given interest rate at 
the central bank. Deposit facilities are therefore more market-oriented than required 
reserves, which often are not remunerated. Open market operations are considered 
as the most market-oriented monetary policy instruments and are refl ected in items 
4 and 5.1 (i.e. debt securities issued, reverse repos, or deposit taking auctions). 
They usually bear an interest rate that is close to a market rate.10

Because the rate of return of market oriented central bank sterilisation instruments 
competes with the other investment opportunities of commercial banks, the 
interest rate paid on market based sterilisation instruments needs to be close to the 
domestic market interest rate level. The downsides of market-oriented sterilisation 
instruments can be substantial sterilisation costs, in particular if the interest rate 
differential between emerging market economies and reserve currency countries is 
positive and high. Sterilisation costs can have an impact on the fi nancial soundness 
of the central bank. Eventually the central bank’s independence can be affected if 
sterilisation costs erode the central bank’s capital base (Schobert 2006a).

Less costly ways to sterilise are reserve requirements. Central banks can use 
an active reserve requirement policy in order to absorb liquidity. It is less costly, 
because central banks can determine the respective remuneration rate at their own 
discretion or often decide not to remunerate it at all. The downside is that increasing 
and changing reserve requirements will lead to higher and more volatile interest 
rates and even fi nancial disintermediation. As commercial banks may tend to 
circumvent reserve requirements with low remuneration the central bank may be 
forced to successively broaden the reserve base.
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Alternatively, government deposits held at the central bank can restrict liquidity 
growth in the domestic banking system. Government deposits are usually regarded 
as an autonomous factor on the central banks’ balance sheet in large industrial 
countries. In some countries, government deposits can nevertheless function like 
quasi-monetary policy operations, as changes in government deposits actively 
assist the liquidity management of the central bank. This instrument is common in 
countries in which the government receives a major share of the infl ows in foreign 
currency. For example the revenues can originate from oil exports such as in Algeria 
and Iran, and are placed in so-called stabilisation funds held at the central bank.

Large privatisation receipts of the government can also be deposited at the cen-
tral bank to avoid undue liquidity expansion, as for example in Tunisia in 2006. 
In both cases close cooperation between the central bank and the fi scal authorities 
is necessary as the degree of sterilisation will hinge strongly on government 
decisions to preserve the central bank’s desired liquidity conditions. This can also 
be regarded as a downside, because an independent central bank would rather 
conduct its liquidity management without cooperating with the government.11 
The costs of this alternative way of restricting liquidity growth will correspond to 
the remuneration of the government deposits, if the deposits are interest-bearing.

2 Monetary policy operations at debtor central banks in MENA 
countries

Overview and data

The country study on debtor central banks in the MENA region includes Algeria, 
Egypt, Iran, Israel, Jordan, Kuwait, Lebanon, Morocco, Saudi Arabia, Syria, 
Tunisia and Turkey. Energy exports play a major role in Algeria, Iran, Kuwait 
and Saudi Arabia, which belong to the Organisation of Petroleum Exporting 
Countries (OPEC), as well as in Syria and Egypt, which are major non-OPEC oil 
exporting countries.12 Exchange rates in these six countries as well as in Jordan 
and Lebanon are pegged or tightly managed to the US dollar. Tunisia and Morocco 
peg or tightly manage their currencies to a basket including the euro. Turkey 
and Israel offi cially claim fl oating exchange rates within an infl ation targeting 
framework.

The central bank balance sheet data are collected from the fi nancial state-
ments of central banks or other statistical publications of the respective central 
bank with the exception of net foreign assets. Net foreign assets are calculated 
by using data for monetary authorities from the International Financial Statistics 
of the International Monetary Fund. To compare the structural differences across 
countries and over time we present annual data of the most important balance 
sheet items from 1997 until 2006 (depending on data availability). They include 
currency in circulation, net foreign assets, monetary policy operations, banks’ and 
government deposits and – if applicable – other liquidity creating operations such 
as fi scal or quasi-fi scal operations.

Generally, required reserves are used as liquidity-absorbing monetary policy 
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instruments by all central banks in the sample. All the central banks apart from 
Syria and Saudi Arabia report market-based sterilisation operations, though the 
size and activity differs widely both in cross section and over time (see Figures 4.2 
to 4.4). Government deposits play an important role in the central banks’ balance 
sheets in Algeria, Iran, Saudi Arabia, and Syria. Fiscal operations on the asset side 
are refl ected in the balance sheet item ‘claims on the government’. They usually 
include direct advances to the government, i.e. lending for budgetary purposes, or 
outright purchases of government securities for monetary policy purposes. The 
item ‘claims on banks’ can emerge, even if the banking system in aggregate has a 
liquidity surplus. It refl ects either a malfunctioning of the interbank market, in the 
case of open market operations, or often bail-out operations or preferential loans 
to individual banks in the case of other credit operations.

Country analysis

Algeria, Iran, Kuwait and Saudi Arabia

The balance sheets of the central banks of Algeria, Iran, Kuwait, and Saudi Arabia 
as shown in Figure 4.2 refl ect the fact that these OPEC countries depend heavily on 
oil export revenues. On the asset side of the central bank balance sheets net foreign 
assets dominate.13 All four central banks are debtor central banks. Excess liquidity 
is absorbed mainly by reserve requirements and also by open market operations 
in the case of Kuwait.

In Algeria, Iran and Saudi Arabia, net foreign assets increase signifi cantly 
together with government deposits. Liquidity creation due to the infl ow of oil-
related foreign exchange revenues is restricted by the ‘parking’ of these revenues in 
government deposits. In the cases of Algeria and Iran, government deposits refl ect 
the working of the stabilisation funds that have existed in both countries since 2000 
(Amuzegar, 2005). Saudi-Arabia has not yet offi cially announced a stabilisation 
fund. Liquidity creation from oil-related foreign exchange revenues is nevertheless 
restricted as government deposits increase with net foreign assets. Kuwait also 
uses a stabilisation fund, however, it is not held at the central bank. Therefore, the 
increase of net foreign assets at the central bank under-represents the increase of 
foreign reserve holdings due to oil-related foreign exchange revenues.

Kuwait is the only OPEC country in the sample that has actively used open 
market operations, i.e. the sale of Central Bank of Kuwait bonds, over recent years 
in order to sterilise excess liquidity.14 In Iran the increase in net foreign assets is 
augmented by the increase of claims on the government. Despite high oil revenues, 
Iran continues to face budgetary pressures, which have presumably forced the 
central bank into fi nancing the government.

Tunisia

As shown in the upper left panel of Figure 4.3 the asset side of the balance sheet of 
the Central Bank of Tunisia is dominated by foreign assets which have increased 
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substantially since 2001 and exceed currency in circulation. The Central Bank of 
Tunisia has only marginally embarked on sterilisation operations. Open market 
operations have emerged only over the last few years; they are small in volume 
and are liquidity-providing, i.e. outright purchases of treasury bills, or liquidity-
absorbing operations, i.e. the sale of central bank debt securities. Thus, open market 
operations are not systematically used to absorb a structural liquidity surplus in 
the domestic banking sector.

In particular, in 2006, liquidity creation from increases in net foreign assets 
due to the sale of state shares in Tunisie Telecom was restricted by an increase 
in a special government account. The foreign currency revenues were deposited 
on a pending account of the government that is reported as an adjustment item 
on the liability side of the central bank balance sheet not shown in Figure 4.3. 
Furthermore, the item ‘liabilities to banks’ that has emerged since 2004 includes 
foreign currency-denominated borrowing by the Central Bank of Tunisia in 
the money market and the sight deposits of Tunisian authorised fi nancial inter-
mediaries. It restricts liquidity growth due to the increase in net foreign assets.

Fiscal and quasi-fi scal operations are refl ected in the items ‘claims on the 
government’ and ‘claims on fi rms’. Claims on the government mainly include 
direct advances to the state. 15 Claims on government-related fi rms, namely claims 
on the National Oil Board and Cereal Board, were purchased from the National 
Agricultural Bank in 1996 and have continuously lost value.

Turkey

The central bank balance sheet of Turkey as shown in the upper right panel of 
Figure 4.3 shows that claims on the government play a dominant role on the asset 
side. During the 2000/2001 fi nancial crisis, net foreign assets became negative and 
the central bank supported the fi nancial system with exceptional fi nancing based on 
liquidity-providing open market operations and substantial purchases of govern-
ment bonds, which can be mainly regarded as fi scal operations.16 Thus, both net 
foreign assets and claims on the government are major autonomous factors on the 
asset side, which exceed currency in circulation and thereby put the Central Bank 
of Turkey into a debtor position.

On the liability side remunerated required reserves, reverse repos and interbank 
money market (IMM) transactions have been used as liquidity-absorbing instru-
ments. The size of these sterilisation instruments has increased considerably 
since 2000. During the crisis, however, the central bank provided and absorbed 
liquidity by conducting both types of open market operations, which signals the 
malfunctioning of the interbank market during this period.

Egypt

The balance sheet structure of the Central Bank of Egypt is shown in the lower 
left panel of Figure 4.3. Although on the asset side foreign reserves have increased 
substantially, the dominant liquidity creating items are claims on the government, 
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in particular in the form of government security holdings. Part of the large stock 
of government securities held on the central bank’s balance sheet is due to outright 
purchases by the central bank on the primary market and can therefore be regarded 
as fi scal fi nancing.17

The substantial increase in assets is matched by a substantial rise in liquidity-
absorbing items on the liability side of the balance sheet. Required reserves and 
other central bank deposits of commercial banks have traditionally been the most 
important liquidity-absorbing instruments, but their relative size has decreased over 
time. Since 2003, sterilisation is increasingly conducted by OMOs, e.g. outright 
sales of bonds, deposit-taking auctions and – since 2005 – by selling debt instru-
ments (certifi cates of deposit (CDs) and Central Bank of Egypt notes) to domestic 
banks.18 Also the size of government deposits at the central bank has increased 
over time.

Morocco

The balance sheet of the Central Bank of Morocco is shown in the lower right 
panel of Figure 4.3. Given tight exchange rate stabilisation based on a currency 
basket and lively foreign exchange infl ows, net foreign reserves have increased 
substantially since the year 2000 and are the main liquidity-providing autonomous 
factor.

The liquidity created by foreign reserve accumulation has been partially 
sterilised by small-scale OMOs, i.e. deposit-taking operations placed on so-called 
liquidity withdrawal accounts as well as required reserves included in the item 
‘banks’ deposits’. Despite an aggregate liquidity surplus some banks conduct 
bilateral credit operations with the Bank of Morocco. Claims on the government 
consist mainly of advances although the size is smaller than claims on banks.

Jordan

Given a tight dollar peg and strong foreign exchange infl ows Jordan has accumulated 
a large stock of foreign reserves on the asset side of the central bank balance sheet 
(upper left panel of Figure 4.4). Net foreign assets are therefore the main liquidity-
providing autonomous factor on the asset side and exceed currency in circulation.19

In contrast to other central banks in the region, a large part of liquidity-absorbing 
transactions take place in open market operations, for instance by the sale of 
Certifi cates of Deposit (CDs). In addition required reserves have absorbed liquidity 
from the domestic money markets. Despite a liquidity surplus in the total domestic 
banking system, some banks conduct bilateral credit operations with the Central 
Bank of Jordan (a major share of claims on banks are reported as bail-out operations).

Syria

The Central Bank of Syria discloses little information on its balance sheet positions 
which are shown in the upper right panel of Figure 4.4. Since 1998 liquidity has 
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been created mainly by the accumulation of foreign reserves. Together with 
net foreign assets, claims on the government and on commercial banks can 
be regarded as autonomous factors on the asset side, however, they have not 
changed substantially. Furthermore, claims on the government on the asset side are 
matched by government deposits of similar size on the liability side. Sterilisation 
mainly takes place by minimum reserve holdings, which have increased over the 
sample period.

Lebanon

As shown in the lower left panel of Figure 4.4, the Banque du Liban reports an 
extremely large stock of foreign reserves in relation to currency in circulation. Due 
to a high degree of dollarisation the demand for domestic currency is comparatively 
low. Liquidity creation by either the accumulation of foreign reserves or purchases 
of government securities, the two most important autonomous factors on the asset 
side, increases the liquidity surplus in the domestic banking system.

The increase of net foreign assets and government securities in 2003 refl ects 
the impact of the Paris II conference. The objective of Paris II was to seek support 
from the international community to alleviate the burden of the public debt and 
to reverse the macroeconomic and fi scal imbalances of the Lebanese economy. 
According to the Ministry of Finance the conference resulted in 10.1 billion dollars 
of grants and loans for the Lebanese government. 2.4 billion dollars were provided 
by seven lending countries, 3.6 billion dollars by commercial banks operating in 
Lebanon and 4.1 billion dollars from a Central Bank scheme,20 which is refl ected in 
the increase of government securities on the asset side of the central bank balance 
sheet.

In addition to the large offi cial infl ows related to Paris II, private capital infl ows 
surged in 2003 and this contributed to the increase in net foreign assets on the 
central bank’s balance sheet. Liquidity-absorbing items are included in the item 
bank deposits, of which the structure is not further disclosed. They include reserve 
requirements and presumably also certifi cates of deposit which the Banque du 
Liban uses to sterilise excess liquidity.

Israel

Due to the fact that the Bank of Israel has not intervened in the foreign exchange 
market since 1997, the level of net foreign assets has remained broadly unchanged. 
Nevertheless, foreign reserves remain the dominating autonomous factor on the 
asset side of the balance sheet as shown in the lower right panel of Figure 4.4. As 
in Lebanon, foreign reserves are very high compared to currency in circulation 
due to a high degree of dollarisation. The consequently low demand for domestic 
currency prevents the central bank escaping from its debtor situation, even though 
it does not create additional liquidity by foreign exchange intervention and only 
to a limited extent by credit operations with banks.21

Liquidity-absorbing open market operations consist of required reserves, 
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deposit-taking auctions and debt securities sold, so-called makam. Debt security 
sales have become the dominating sterilisation instrument over the last few years. 
According to the Short-Term Loan Law 5744–1984 the government is authorised 
to issue bonds to be sold only to the Bank of Israel. Theoretically the Bank of 
Israel then buys and sells these bonds from and to the public to regulate liquidity. 
In practice, makam have been mainly used for soaking up excess liquidity. 22

The government is obligated to deposit the entire proceeds of these bonds sales 
in the Bank of Israel and may not use the proceeds for anything apart from repaying 
the loan or paying the interest on it. The balance of makam shown in the balance 
sheet refl ects the redemption value of bills held by the public less the balance of 
the discount not yet amortised (Bank of Israel, Financial Statements 2005).

3 Conclusions

The asymmetric incentive for exchange rate stabilisation in anchor currency 
countries and in emerging market countries is refl ected in both the balance sheets 
of central banks and the monetary policy operations in each group of countries. 
While the European Central Bank and the Federal Reserve as creditor central 
banks provide liquidity based on different kinds of open market operations, the 
central banks of emerging market economies supply liquidity mainly by purchasing 
foreign assets and sometimes by increasing claims on the government due to fi scal 
fi nancing. As the liquidity resulting from foreign exchange interventions (and fi scal 
operations) tends to be excessive with respect to the maintenance of price and/or
fi nancial stability, debtor central banks absorb liquidity partly by sterilisation. 
This implies an asymmetric causality in monetary policy making. In the balance 
sheet of a typical debtor central bank net foreign assets increase in the face of high 
foreign exchange infl ows while on the liability side sterilisation instruments such 
as required reserves and liquidity-absorbing open market operations increase.

In the group of MENA countries the central banks are typically debtors to 
the domestic banking system. This is most evident in the central bank balance 
sheets of Jordan and Morocco. The central banks in oil exporting countries such 
as Algeria, Iran and Saudi Arabia as well as the central bank of Tunisia can be 
seen as another type of debtor central bank: they restrict liquidity increases due 
to foreign exchange infl ows by placing these infl ows in government deposits at 
the central bank. This kind of sterilisation requires close cooperation between 
the central bank and the government with respect to monetary policy targets. In 
Kuwait the sterilisation of oil revenues takes place partly via a sterilisation fund 
outside the central bank. In addition the central bank uses open market operations 
as sterilisation instruments.

Egypt, Iran, Lebanon, Syria and Turkey represent countries, in which – in 
addition to reserve accumulation – fi scal operations have contributed to the surplus 
liquidity which can be linked to sterilisation operations. Additionally, in Lebanon 
and Israel, the debtor position of the central bank is further enhanced due to high 
dollarisation and a correspondingly low demand for domestic currency. Even 
without creating additional liquidity by increasing autonomous factors on the asset 
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side, it will therefore be diffi cult for these central banks to change their debtor 
position into a creditor position.

Notes

 1 We thank Holger Zemanek for excellent research assistance and Michael Sturm as well 
as other workshop participants at the Mediterranean Research Meeting of the European 
University Institute in March 2007 for helpful comments. Any remaining errors are 
those of the authors. The fi ndings, interpretations and conclusions do not necessarily 
represent the views of the Deutsche Bundesbank.

 2 The Federal Reserve defi nes disorderly market conditions as rapid exchange rate 
changes as well as cases when the exchange rate does not refl ect fundamental economic 
conditions (http://www.ny.frb.org/aboutthefed/fedpoint/fed44.html).

 3 By contrast, in countries which are able to hold international debt and assets in domestic 
currencies such as the US and the euro area, exchange rate fl uctuations leave the balance 
sheet of domestic banks and enterprises largely unaffected.

 4 For a similar defi nition see ECB Monthly Bulletin, May 2002, p. 42.
 5 Since the start of the monetary union in 1999, the Eurosystem has only intervened in the 

foreign exchange market in autumn 2000. There were three consecutive interventions 
aimed at strengthening the euro against the dollar.

 6 Euro cash was introduced in January 2002. Since then, the stock of currency in 
circulation has been steadily increasing.

 7 In line with this assumption, the Federal Reserve Bank of New York which is in 
charge of US foreign exchange intervention sterilises its foreign exchange intervention 
automatically, fully and instantaneously (Cross 1998: 93). The European Central Bank 
takes foreign exchange intervention into account within the monetary policy operations 
of the same maintenance period.

 8 In general the central banks of emerging market economies and developing countries 
will prefer to hold the bonds of the large industrial countries rather than domestic 
government bonds, because US or euro area government bonds are less risky assets.

 9 For an overview of monetary policy operations see Bindseil (2005).
 10 These forms of market-based sterilisation operations are for instance widely used by the 

central banks in Central and Eastern Europe that intend to join the European Monetary 
Union and therefore have adopted market oriented principles.

 11 It is for this reason that many national central banks in the Eurosystem prefer government 
deposits to be held at commercial banks and hold only low levels of government deposits 
in order to fulfi l essential fi scal agent functions.

 12 Egypt is a growing gas producer.
 13 In Kuwait foreign reserves declined temporarily following the fi rst Gulf war.
 14 A positive side effect of this sterilisation operation is that such central bank bond sales 

contribute to develop a domestic money market.
 15 The major share of direct advances is an advance to the state for Tunisia’s capital subscription 

at the International Monetary Fund and the Arab Monetary Fund. A small part of the direct 
advances is restructured old public debt, on which the state pays preferential interest rates.

 16 At the Central Bank of Turkey direct advances to the government were already banned 
in 1997. However, a major part of the position “claims on government: bonds” consists 
of public fi nancing restructured during the crisis (Schobert 2006b). This portfolio mostly 
bears returns below market rates.

 17 For example, the central bank fi nances cash defi cits on government accounts at the 
central bank (Annual Report of the Central Bank of Egypt, 2002–2003, 32).

 18 Since June 2005 the central bank has also implemented an interest rate corridor for the 
interbank market which has largely stabilised money market rates (see Annual Report 
of the Central Bank of Egypt, 2005–2006).
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 19 In comparison to the foreign reserves, other liquidity-providing items of the asset side 

of the balance sheet such as claims on the government and commercial banks are small 
and have hardly changed during the observation period. Claims on banks consist of 
advances and a special government bond. This non-interest bearing bond was issued by 
the Ministry of Finance to the order of the central bank in accordance to a special law 
in 1992 that deals with the settlement of extraordinary advances (Annual Report of the 
Bank of Jordan 2005, 122).

 20 See www.forlebanon.net/bio.htm.
 21 The small size of direct lending to banks also includes bail-out operations. Claims on 

the government mainly include a portfolio of tradable securities and long-term advances 
that were made until 1988.

 22 On 28 Feb 2007 the Bank of Israel announced that it would now use makam as an active 
monetary tool. After more than a decade of gradually expanding the quantity of makam 
in order to establish it as a monetary instrument, the Bank of Israel will begin using 
makam for restoring or soaking up liquidity according to the circumstances (Bank of 
Israel 2007, Recent Economic Developments, 117).
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5 Central bank independence in a 
MENA transition economy
The experience of Algeria1

Abdallah Zouache and Mohamed-Cherif Ilmane

Introduction

The paradigm of time inconsistency (Kydland and Prescott, 1977) applied to the 
problem of monetary policy by Barro and Gordon (1983a) established the possibil-
ity of an infl ationary bias. Devices have therefore been suggested in the literature to 
reduce this bias. Barro and Gordon (1983b) conclude that the best solution for the 
time-inconsistency problem consists of the introduction of fi xed rules in monetary 
policy, that is, the authorities commit themselves to certain policy rules. Following 
the pioneering work by Rogoff (1985), the delegation of monetary policy making 
powers to independent central banks has been widely believed to bring about 
lower infl ation. Since then, a number of studies have provided empirical support 
for this negative relationship between central bank independence and infl ation for 
various samples of developed economies (Alesina and Summers, 1993). However, 
empirical evidence from developing countries has been less clear-cut (Fuhrer, 
1997). Furthermore, there are few studies of the independence of the central 
banks of Middle East and North African (MENA) countries, and especially of the 
independence of the Bank of Algeria.

In 1996, the Arab Monetary Fund evaluated the degree of independence of 
eleven Arab central banks on the basis of the Cukierman (1992) scoring. The Bank 
of Algeria (score 0.4966) was ranked in fourth place after the Bank of Lebanon 
(0.603), the Monetary Agency of Saudi Arabia (0.502) and the Central Bank of 
Egypt (0.500) but before the Tunisian Central Bank (0.430) and the Moroccan 
Bank El-Maghrib (0.375). Accordingly, one could conclude from this study that 
the Bank of Algeria enjoyed considerable independence. However, in a more 
recent study by Gisolo (2009), the Bank of Algeria obtains a bad ranking as regards 
its independence. Gisolo concludes that Algeria ‘shows a higher-than-expected 
medium-term infl ation rate when compared to the legal independence enjoyed by 
its central bank’ (p. 46). What is interesting is that Gisolo (p. 35) views Algeria 
as an ‘anomaly’, a statement that derives according to him from the methodology 
he uses. In our opinion, Algeria does indeed deserve a special mention, but this 
is not because of the methodology used but because of its profi le. In this sense, 
Gisolo’s statement is very revealing of the case of Algeria. We would say that the 
experience of Algeria is original (to avoid the term ‘schizophrenic’) as a result of 
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the profi le of the country. A former socialist state, classifi ed as a MENA country, 
an oil and gas producer in the same vein as the Gulf countries, Algeria is also a 
former French colony, with a colonial past that should be borne in mind when one 
analyses Algeria’s economic and monetary organisation, and especially the statute 
and the role of its central bank.

This chapter analyses the evolution of the independence of the Bank of Algeria 
since the political independence of the country in 1962. In particular it examines 
the role of the central bank in the recent transition period after Algeria chose to 
abandon the Soviet model at the end of the eighties. The chapter then confi rms two 
main results from the literature on the independence of central banks in developing 
countries: First, the attention that should be paid to the distinction between de jure 
and de facto independence, and second, the need to go further than quantitative 
measures of legal independence in order to fully understand the inde pendence of 
central banks. The chapter is organised as follows. Section 1 reviews the lessons 
that can be drawn from the literature on central bank independence. Section 2 
emphasises the role of the institutional legacy in understanding the autonomy of 
the Bank of Algeria. Section 3 analyses the evolution of the de jure and de facto 
independence of the Bank of Algeria since 1990. Section 4 concludes.

1 Does central bank independence matter in developing countries?

The academic literature has developed a broad consensus on the desirable frame-
work for central bank independence. It is widely believed that a high level of 
central bank independence, coupled with some explicit mandate for the bank to 
restrain infl ation, is an important institutional device to assure price stability. While 
central bank independence promotes price stability (Eijffi nger and de Haan, 1996), 
it has no measurable impact on real economic performance (Alesina and Summers, 
1993). The aim of this section is to draw the lessons from this literature for the issue 
of the independence of the Bank of Algeria. In particular, many empirical studies 
prove the limitations of a quantitative approach when one deals with developing 
countries.

Defi nitions and measures of central bank independence

The literature distinguishes between legal and actual independence. Legal 
independence refers to the legislation that governs the functioning of the central 
bank, especially with respect to its relationship with the government. Actual inde-
pendence concerns the level of autonomy that this central bank enjoys with respect 
to the authority (prime minister or minister of fi nance, treasury). In a recent article, 
Cukierman (2007) prefers to use the terms de jure and de facto independence. De 
jure independence is derived from central bank charters and is seen as a proxy for 
de facto independence.

Grilli, Masciandaro, and Tabellini (1991) have focused on two key dimensions 
of independence: political independence and economic independence. Debelle 
and Fisher (1994) called these two aspects goal independence and instrument 
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independence. Goal independence refers to the central bank’s ability to determine 
the goals of policy without the direct infl uence of the fi scal authority. To defend its 
goals, however, a central bank must wield effective policy instruments. Instrument 
independence refers to the central bank’s ability to adjust its policy tools freely 
in pursuit of the goals of monetary policy. A bank is independent with respect to 
its instruments if it is free to choose the means by which to achieve its goals. It is 
not independent if it requires government approval to use its policy instruments. 
The issue is then to determine whether central banks should have both forms of 
independence or if instrument independence is a suffi cient criterion when one 
assesses the autonomy of central banks.

Since the pioneering attempt made by Bade and Parkin (1982), these defi nitions 
have produced several measures of central bank independence. The index of Grilli, 
Masciandaro, and Tabellini (1991) is based on factors such as whether or not the 
central bank governor and the board are appointed by the government, the length 
of their appointments, whether government representatives sit on the board of the 
bank, whether government approval is required for monetary policy decisions and 
whether the ‘price stability’ objective fi gures explicitly and prominently in the 
central bank statute. Generally, the combined score for both political and economic 
independence is employed as an indicator for legal independence. The Cukierman 
(1992) and Cukierman, Webb, and Neyapti (1992) index is based on four legal 
characteristics as described in a central bank’s charter. First, a bank is viewed as 
more independent if the chief executive is appointed by the central bank board 
rather than by the prime minister or minister of fi nance, is not subject to dismissal, 
and has a long term of offi ce. These aspects help insulate the central bank from 
political pressures. Second, independence is higher the greater the extent to which 
policy decisions are made independently of government involvement. Third, a 
central bank is more independent if its charter states that price stability is the sole 
or primary goal of monetary policy. Fourth, independence is greater if there are 
limitations on the government’s ability to borrow from the central bank.

The challenge for developing countries

Although most studies on central bank independence are confi ned to industrial 
countries, several papers deal with developing countries. While standard indices 
of central bank independence are negatively associated with infl ation in developed 
economies, this does not hold for developing economies (Fuhrer, 1997). The 
challenge raised by these results is that the legal central bank independence could 
be very different from actual independence in countries where the practice of 
monetary policy deviates from the letter of the law. In other words, even when 
the laws are quite explicit, actual practice may deviate from them. Accordingly, 
Cukierman (1992) argues that legal independence measures may be a better proxy 
for actual independence in industrial countries than in developing countries. As 
an alternative, Cukierman et al. (1992) developed a yardstick for central bank 
autonomy based on the actual average term of offi ce of central bank governors 
in a number of countries from 1950 to 1989. This indicator is based on the 
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presumption that a higher turnover of central bank governors indicates a lower 
level of independence, at least above some threshold, and that even if the central 
bank law is quite explicit, it may not be operational if a different tradition takes 
precedence.

Studies of the turnover rate as a proxy for central bank independence led to two 
conclusions (Eijffi nger and de Haan, 1996). First, the turnover rate differs greatly 
across countries. Second, the mean and standard deviation of the turnover rate 
for developing countries are much higher than the corresponding measures for 
industrial countries. Consequently, although legal independence is seen as a good 
proxy for actual autonomy in industrial countries, proxies such as the turnover rate 
of the central bank governorship or the political vulnerability of the central bank 
should be used for developing countries.

Other scholars believe that more autonomy for central banks in transition 
countries will be insuffi cient to guarantee a permanently lower level of infl ation 
(Eijffi nger and de Haan, 1996); a principle also valid for developed countries 
(Posen, 1998). Fuhrer (1997) found ‘no clear relationship … between central 
bank independence and any measures of economic performance, either infl ation 
or real activity’. In the same vein, but for developed countries, Hayo and Hefeker 
(2001) argued that central bank independence is neither necessary nor suffi cient 
for reaching monetary stability. Ismihan and Ozkan (2004) went further and 
argued that, in developing countries where infl ationary fi nance was important and 
the productivity of investment was high, delegating monetary policymaking to 
an independent central bank might even harm infl ation performance in the long 
term. Their argument is that lower contemporaneous infl ation produced by an 
independent central bank reduces the fi nancing available for public investment, 
which impacts unfavourably on the productive capacity of an economy, and hence 
on the scope for infl ation reduction in the future.

It follows from these studies that existing indices of central bank independence 
are often incomplete and noisy indicators of actual independence. This does not 
mean that they are uninformative, but it does imply, as pointed out by Cukierman 
(2007), that their use should be supplemented by judgment of the problem under 
consideration. That proposition is particularly relevant for a country such as 
Algeria where the institutional context has been so varied and so important in the 
post-1962 period.

2 Institutional heritage and the independence of the Bank of Algeria

In our opinion, the experience of Algeria should not be considered without taking 
a look at the institutional framework in which the Bank of Algeria has been 
involved. This section emphasises that the Bank of Algeria has been dependent 
on institutional constraints. This institutional detour examines the peculiarities of 
the Algerian case, and asks whether Algeria should be considered as a transition 
economy or a MENA country.
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The socialist legacy: the Bank of Algeria in a planned economy (1962–1990)

The literature on transition economics deals especially with the former East 
European countries and with the Russian case. Cukierman et al. (1992) consider 
certain East European economies but without including Algeria. Siklos (1994), 
Eijffi nger and Van Keulen (1995), Loungani and Sheets (1997), Lybek (1999) 
and the synthesis of Cukierman et al. (1992) proposed a more elaborate approach 
which takes ac count of the peculiarities of Eastern Europe but again without 
considering Algeria. In fact, Algeria is not included in the group of transition 
economies which includes Central and Eastern European transition economies, the 
Baltic States and the Commonwealth of Independent States (e.g. United Nations 
World Economic Survey).

Nevertheless, economic studies from the international institutions consider that 
Algeria is facing a number of similar challenges, especially that of achieving the 
transition to a market economy in order to guarantee lasting growth (IMF, 2006; 
OECD, 2006). Furthermore, Algeria is very close to the path that Eastern Europe 
took since it was a socialist economy characterised by the planned organisation of 
economic activities, in the line of the Union of Soviet Socialist Republics (USSR). 
Thus, the adjustment to a more market-based economy means that Algeria has had 
to face similar issues to those faced by centrally planned economies. This section 
illustrates to what extent this part of Algeria’s institutional past had an impact on 
the role of the central bank after the independence of the country.

Until 1967, the structure and the organisation of the Algerian economy, espe-
cially as regards the monetary and banking system, corresponded to the norms 
of a market economy. The choice of centrally planned command economy as a 
system for organising the development of the national economy was made in the 
fi rst four-year plan, from 1970 to 1973. This system was the result of an ideological 
choice that considered that planning was more effi cient than market coordination 
for developing the ‘national economy’. This Soviet-type planning was formulated 
in physical terms. The fi nancial side was ‘reformed’ in the 1971 fi nance law. The 
fundamental principles that governed the fi nancing of planned investments were 
the following:

• The centralisation of internal and external fi nancial resources at the level of 
the Treasury, including central bank advances whose limitation to 5 per cent 
of ordinary fi scal revenues by the 1962 banking law was replaced sine die by 
the 1965 complementary fi nance law;

• Those fi nancial resources were to be used to fi nance long term planned invest-
ment via the banking system;

• Otherwise, investments would be fi nanced by medium-term credits that were 
automatically re-discountable at the central bank;

• The obligation for public enterprises to keep their accounts at a single 
bank;

• The obligation imposed on those enterprises to make all their payments by 
banker’s order.



90 A. Zouache and M.-C. Ilmane

This economic organisation led to huge investments that surely explain the good 
performance of the Algerian economy after independence (see Figure 5.1). But this 
scheme also had consequences for the independence of the Bank of Algeria through 
three dimensions of the monetary system: the organisation of the banking system, 
the function of money and the role of monetary policy, and the management of 
the exchange rate.

First of all, it must be noted that, given the planning mechanism, it was not 
obvious that there was an Algerian banking system as such. Once the plan was for-
mulated and approved in physical terms, it was necessary to add the fi nancial part. 
The fi rst step (this was the role of the Treasury) was to centralise long-term external 
and internal resources which were then distributed by the public banks among the 
public enterprises in charge of planned investments. The second step was to call on 
the public banks to take charge of medium-term investments in the form of credits 
that were both legally and effectively re-discountable by the central bank. Banks 
also fi nanced the working of public enterprises insofar as short-term credits were 
freely re-discountable by the central bank. One consequence of this system was that 
the Bank of Algeria had no autonomy as a lender of last resort. We can go further 
and assert that the Algerian banking system was close to the Soviet model of the 
Gosbank. There was no real hierarchy between the commercial banks and the Bank 
of Algeria so that the banking system constituted a one level system.

Of course, the aim of this fi nancial and banking system was to control the reali-
sation of planned investments by the banks. But, from a monetary point of view, it 
led to the introduction of a two-sided monetary circulation: bank money circulation 
between public enterprises and fi duciary circulation between households and 
private enterprises. As regards the household sector, the payment function was 
impeded by the structural insuffi ciency of aggregate supply: Kornai (1984) has 

Figure 5.1 GDP per capita growth (annual %).

Source: World Bank Indicators.

-30

-20

-10

0

10

20

30

40

1960

1962

1964

1966

1968

1970

1972

1974

1976

1978

1980

1982

1984

1986

1988

1990

1992

1994

1996

1998

2000

2002

2004

GDP per capita growth (annual %) 



Central bank independence in a MENA transition economy 91

shown how this kind of economic organisation leads to generalised shortage. The 
possession of means of payment gives no choice to the consumer, as is shown by 
the development of forced substitutions: forced saving, forced expenditure, an 
informal market, and so on.

Finally, money failed to perform its true role in the public sector as well as in 
the private and household sectors. This situation had direct consequences for the 
practice of monetary policy. Indeed, the aim of monetary policy was to control, 
via the manipulation of the dinar, the fulfi lment of the plan. Monetary policy was 
meant to ensure that the monetary fl ows were in accordance with the real fl ows 
decided in the plan. One can even conclude that there was no monetary policy in 
this scheme. Accordingly, to talk about the independence of the Algerian central 
bank in this socialist system would be absurd.

Finally, the Bank of Algeria was also dependent on the planning system as 
regards its exchange rate policy. From January 1974, the exchange rate of the 
Algerian dinar was pegged to a basket of currencies in which the U.S. dollar was 
assigned a relatively large weight due to its importance in hydrocarbon export 
receipts and debt-service payments, with adjustments taking place from time 
to time. In 1986, Algeria’s economy experienced the reverse oil shock, and the 
government responded to the dramatic erosion of export revenue by borrowing 
abroad and intensifying import restrictions. In parallel, the Bank of Algeria let 
the Algerian dinar depreciate against the basket by 31 per cent between 1986 and 
1988 (Koranchelian, 2005). In 1988, the Bank of Algeria installed a system by 
which foreign exchange was allocated to the fi ve public commercial banks within 
a framework of credit ceilings, which were consistent with balance of payments 
targets. The public banks in turn would allocate foreign exchange to their client 

Figure 5.2 Infl ation, consumer prices (annual %).

Source: World Bank Indicators.
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public enterprises. This kind of exchange rate policy survived the liberalisation 
of the economy.

The question of independence was raised at the end of the eighties, after the 
collapse of the economy and the years of high infl ation (see Figures 5.1 and 5.2). 
The upgrading of central bank independence and the creation of best-practice 
western-type central banks in the former socialist countries was part of a more 
general attempt by these countries to create the institutional framework needed 
for the orderly functioning of a market economy. The fact that many of these 
new central banks, and notably the Bank of Algeria, were granted substantial 
de jure independence was no doubt motivated by evidence from the industrial 
economies, suggesting that inflation and legal independence are negatively 
related.

Algeria as a MENA country: the Bank of Algeria in a ‘capitalist’ economy 
(1990–2005)

Being a transition economy, Algeria is nevertheless classifi ed in the regional group 
of Middle East and North Africa countries, also referred to as MENA countries, 
whose composition straddles the Africa and Middle East regions (IMF, 2007). 
This group is defi ned as the Arab League countries plus the Islamic Republic 
of Iran. Algeria is also classifi ed according to the following analytical criterion: 
the type of export earnings. On that basis it is viewed as a fuel country since its 
main exports are crude oil and natural gas. The role that the Bank of Algeria had 
in the 1990–2005 period is related to three institutional factors: the liberalisation 
of the economy, political events and the control that the IMF had in the 1990s 
on the fi nances of the country. Indeed, from 1990 to 2000, Algeria experienced 
many political and economic troubles and was even forced by the IMF to follow a 
structural adjustment programme between 1994 and 1998. Three sub-periods can 
be distinguished.

On the impact of political constraints: the independence of the Bank of 
Algeria at the time of the ‘events’ (1990–1993)

In this sub-period the political and social context – what Algerians discreetly call 
the events (‘les évènements’) but which was more like a civil war – and the low oil 
price undermined the degree of freedom of the authorities. Figure 5.3 shows that 
this sub-period was characterised by high infl ation and unemployment combined 
with low growth. Infl ation was caused, with a lag of up to twelve months, by an 
increasing budget defi cit linked to an excessive growth of the money supply (M2). 
As a consequence of this political context, the authorities, and notably the Bank 
of Algeria, were obliged to sustain public enterprises. That led to spending defi cits 
that were fi nanced through money creation. Monetary policy was accommodating 
in order to avoid a collapse of the banking system. The fi nancing of the budget was 
made possible by the suspension of the law that limited the advances of the Bank 
of Algeria to the Treasury (see section 3).
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The dependence of the Bank of Algeria on the IMF: the impact of the 
adjustment programmes (1994–1998)

A ‘true’ monetary policy appears for the fi rst time with the macroeconomic 
stabilisation programme (April 1994 to March 1995) and the structural adjustment 
programme (April 1995 to March 1998). However monetary policy and thus 
the Bank of Algeria were not independent. Monetary policy was a part of a 
broader ‘package’ – consisting of exchange rate policy, import liberalisation and 
the rescheduling of the Algerian debt – whose aim was to revive the transition 
process and to revitalise the Algerian economy. Indeed, at the end of 1993, the 
Algerian economy was in bad shape: recession, unemployment close to 30 per 
cent, a budget defi cit equal to 8.7 per cent of GDP, a rapid growth of the money 
supply (+21 per cent), a defi cit on the balance of trade exacerbated by a fall in the 
exchange reserves until they could cover only six weeks of imports, and a debt 
burden of 82 per cent of GDP. Within the context of the macroeconomic stabili-
sation programme, Algeria obtained a rescheduling of its external public debt at 
the Paris Club and of its exter nal private debt at the London Club. Algeria also 
obtained multilateral loans from international institutions (IMF, World Bank, Arab 
Monetary Fund, etc.). Finally, the government drastically cut social expenditures 
and public investments.

Monetary policy was an appendage of this stabilisation programme. The aim 
was to lower the infl ation rate. The trouble is that the Bank of Algeria did not have 
many instruments at its disposal. Without a secondary market for bonds, no open-
market operations were possible. Instead, the Bank of Algeria used two techniques: 
credit by tender and the re-discount rate. This policy led to the following results. 
The rate of growth of the money supply (M2) decreased from 21.5 per cent in 
1993 to 10.5 per cent in 1995. The infl ation rate (on the consumer price index for 

Figure 5.3 Infl ation, growth and unemployment.
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Greater Algiers) increased from 20.5 per cent in 1993 to 29.8 per cent in 1995. 
The growth rate became positive and reached 3.9 per cent in 1995 as opposed to 
–2.2 per cent in 1993.

The structural adjustment programme, which operated from April 1995 to 
March 1998, followed the aims of the macroeconomic stabilisation programme: 
to promote growth by liberalising the economy (privatisation, reduction of tariffs, 
control of wages and decreases in investment expenditures). The fi rst objective 
of monetary policy was to fi ght infl ation. Under the supervision of the IMF, the 
Bank of Algeria ran a restrictive quantitative monetary policy limiting the growth 
of the money supply through the control of its internal assets. The policy was a 
success since the infl ation rate decreased enormously from 30 per cent in 1995 to 
5.7 per cent in 1997 (Greater Algiers index). On the other hand, the GDP growth 
rate declined to 1.2 per cent and the unemployment rate rose to 28 per cent. The 
tight Algerian monetary policy at this period, together with a strict fi scal policy and 
sustained by the rises of the oil price and of the exchange rate between the dinar 
and the dollar, led to a stabilisation of the price level during this period at the cost 
of high unemployment and low GDP growth.

The exchange rate regime was also brought within the control of the IMF. Under 
the structural adjustment programme, Algeria’s exchange rate regime became in 
1996 a managed fl oat with no pre-announced path for the exchange rate. This 
fl oating exchange rate regime was established in several steps. From September 
1994 to December 1995, the managed fl oat regime was implemented through fi xing 
sessions between the Bank of Algeria and the commercial banks. At the end of 
1995, the Council of Money and Credit initiated an inter-bank foreign exchange 
market that was established in 1996. But this market has never really functioned, 
since forward transactions have not been made feasible. Accordingly, the Algerian 
dinar turned out to be a partially convertible currency: it is not fully convertible but 
it is commercially convertible, which means that any locally registered enterprise 
can import goods and pay by debit of its Algerian dinar account without prior 
approval from the Bank of Algeria. For payments of services, prior approval from 
the central bank is needed. This partial convertibility of the Algerian dinar enables 
the Bank of Algeria to monitor all international fi nancial operations carried out by 
public and private banking institutions.

A political and economic context favourable to the independence of the Bank 
of Algeria: 2000/2001–2005

The factors that constrained the independence of the Bank of Algeria were relaxed 
in the 2000s: the ‘events’ came to an end, the dinar was more stable (against the 
US dollar) (see Figure 5.4), the oil price increased and that led to a positive balance 
of trade and a banking system with excess liquidity. Within this new context, it 
was possible for the Bank of Algeria to formulate and conduct an independent 
monetary policy. Since 2001, the single fi nal objective has been price stability 
with an infl ation target of 3 per cent. Algeria experienced stable and moderate 
infl ation. In the tradition of the quantity theory, the infl ation target was attained 
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through two intermediate targets: the growth rates of money supply (M2) and of 
credit supply (in other words credit rationing). Both targets have been controlled 
through mandatory reserves and the mopping up of bank liquidity. Furthermore, 
the authorities have aimed to maintain a stable real effective exchange rate against 
a basket of currencies weighted on the basis of the trade shares of Algeria’s main 
trading partners so that Algeria anchors to the euro. The real effective exchange 
rate of the Algerian dinar was stabilised at the end of 2003 around the time-varying 
long-run equilibrium exchange rate (Koranchelian, 2005).

3 The evolution of the de jure and de facto independence of the Bank 
of Algeria

The evolution of the institutional constraints in Algeria reviewed in the former 
section helps to explain the evolution of the independence of the Bank of Algeria. 
Two periods can be distinguished. In the fi rst period, from 1990 to 2003, the 
Bank of Algeria benefi ted from a legal framework – the 90–10 law relative to 
money and credit (LMC) promulgated on 14 April 1990 – which improved its 
legal independence compared to the socialist era, but the Bank did not enjoy 
a de facto independence, in particular because of the political context and the 
supervision of the IMF. In the second period, since 2003, the new ordinance led to 
a decrease of the legal independence of the Bank of Algeria. However, in practice, 
with the relaxation of the institutional constraints, the de facto independence 
increased.

Figure 5.4 Exchange rate dinar/dollar and dinar/euro (base=100 at 31/12/2003).

Source: Bank of Algeria.
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De jure and de facto independence from 1990 to 2003

The transition process in the fi nancial sphere was fi rst legitimised through the 1990 
law relative to money and credit (LMC) which was inspired by French monetary and 
fi nancial arrangements. There is a general agreement that the LMC was a decisive 
step on the path of economic reforms that Algeria took at the end of the 1980s. 
We should nevertheless ask to what extent the LMC contributed to the transition 
toward a market economy in Algeria. In fact, the LMC was more than a law. It was 
an act providing a framework for a monetary programme since it not only codifi ed 
existing practices but also established new monetary and banking rules whose aim 
was to introduce market mechanisms. What was the main infl uence of this law on 
the independence of the Bank of Algeria relative to the old socialist system? On 
the one hand it increased the de jure independence of the Bank of Algeria, but on 
the other hand it had little effect on its de facto independence.

Why the Bank of Algeria took the path towards de jure independence

First, the LMC cancelled the legal domination of public enterprises over public 
banks by suppressing (a) the obligation for a public enterprise to keep its accounts 
at a single bank, and (b) the automatic granting of credits to public enterprises by 
public banks. Furthermore, the granting of credit had to follow prudential rules, 
notably on the division of risks and the provision of funding.

Second, the LMC increased the autonomy of the central bank relatively to the 
Treasury. From the 1965 complementary fi nance law that suppressed the limitation 
of central bank advances to the Treasury, the budget defi cit had been systematically 
monetized. At the end of 1989, the debt of the Treasury with regard to the central 
bank was equal to 110 billion dinars. At this date, the overall debt of the Treasury 
vis-à-vis the banking system represented 50 per cent of the internal public debt.

The LMC put an end to this situation through the following articles:

• Article 213 obliged the Treasury to repay its debt to the central bank over 
a period of fifteen years and according to a convention between both 
institutions.

• Article 78 restricted the impact of the annual public budget since it put an 
upper limit on central bank advances to the Treasury equal to 10 per cent of the 
ordinary fi scal revenues of the current fi scal year and set a maximum duration 
of 240 days. The whole of the advances has to be paid back before the end of 
the fi scal year.

• Article 77 put an upper limit on the amount of public assets that the central 
bank could hold in its portfolio to 20 per cent of the ordinary fi scal revenues 
of the current fi scal year.

• Article 80 obliged the central bank to keep in its National Girobank account 
(CCP) an amount of resources equivalent to its annual expected needs.

• Finally, article 93 established mandatory reserves which allowed the central 
bank to regulate banks’ liquid assets so that the compulsory subscription of 
Treasury bonds by the banks no longer had any raison d’être.
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Third, the LMC created a two-stage banking system. Having the monopoly of 
issue of the reserve currency (art. 4), the Bank of Algeria became a lender of last 
resort in a system where it was at the top of the hierarchy. No legal arrangement 
obliged it to furnish automatically to the banks the amounts of currency they 
desired. Furthermore, the LMC allocated to the central bank the design and the 
conduct of monetary policy (art. 55). The Bank of Algeria was also in charge of 
defi ning the prudential rules that banks and fi nancial institutions should respect 
(art. 92). Finally, the LMC gave the central bank the possibility of controlling the 
hiring conditions of the banks and of the executive managers of fi nancial institu-
tions (arts. 95 and 125).

The LMC also created an institution in charge of supervising banks to ensure 
they respected the regulations: the Banking Commission. This is an autonomous 
institution composed of two judges (three since the 2003 law) and two persons 
who are known to be highly competent in the fi nancial, banking and accounting 
domains, and chaired by the governor of the central bank. The sanctions go from 
public criticism to the withdrawal of licences or liquidation. The autonomy of 
the Commission was reinforced by the 2003 ordinance which confers the power 
of nominating the members of the Commission on the President of the Republic, 
whereas this had been the responsibility of the Prime Minister under the LMC.

For these reasons, one can conclude that the LMC gave a de jure independence 
to the Bank of Algeria. Here it is useful to consider four criteria that usually 
contribute to the defi nition of legal independence: how the managers are elected, 
how monetary policy is conducted, the role of price stability among the targets of 
monetary policy, and the link with the budgetary sphere.

The election of the managers

• The governor is nominated by a decree of the president of the Republic (1996 
constitution) for a six–year term of offi ce that can be renewed once. Legally, 
the governor cannot be fi red except for medical reasons or for major errors. The 
same arrangements apply to the three vice-governors except for the duration 
of their term which is fi ve years. Power over monetary matters resides in the 
Council of Money and Credit, which is composed of three external members 
without a fi xed term and chosen by the Prime Minister, plus the governor and 
three vice-governors. Note that the external members also have a position at 
the central bank.

The conduct of monetary policy

• The question here is the role of the Council of Money and Credit (CMC). The 
LMC established this council (in its art. 44) to be in charge of the regulation 
of every banking activity but also of the defi nition of the instruments and 
intermediate objectives of monetary policy. The Council on Money and Credit 
is responsible for issuing licences and regulations. However, the law forces 
the government to consult the Bank of Algeria on every element of regulation 
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linked to fi nance or money in general. And the governor and three vice-
governors constitute a majority over the three external members nominated 
by the government.

The stability of prices

• There is a risk of confl ict between the various objectives given to the central 
bank, especially in bad economic circumstances. The law does not establish 
the priority between the objectives, so that the central bank is free to choose 
the target it considers appropriate.

The budget defi cit and monetary policy

• The LMC does not prohibit the fi nancing of the public defi cit but it sets 
limitations on the amount and duration of such fi nancing.

However, an examination of the practice of monetary policy reveals that de jure 
independence was not a good proxy for the de facto independence of the Bank of 
Algeria in the 1990s.

From de jure to de facto independence in the 1990s

In theory, the relations between public banks and public enterprises were subject 
to contractual arrangements. But, in reality, the public banks continued to fi nance 
public enterprises and allowed them huge bank overdrafts. Those overdrafts 
plus charges were transformed into nonperforming assets. From 1991–1992, the 
Treasury habitually converted those bad claims into bonds. Up to the end of 2003, 
the former director of the Treasury reported that those conversion operations 
concerned 1100 billion dinars, that is approximately 15 billion US dollars 
(Kessali, 2005: 23). According to Kessali, at the end of 2003, the banks possessed 
631 billions of dinars in treasury bonds corresponding to 20 per cent of their assets 
and providing them with one third of their profi ts.

In the same vein, the public banks did not respect the prudential rules. In 2003, 
the provisioning shortfall for the fi ve largest public banks was 24 per cent. Three 
quarters of the provisioning shortfall was attributable to loans extended to major 
state enterprises, 14 per cent to private sector loans and the balance to smaller state 
enterprises (IMF, 2004). This situation obliged the Treasury either to re-capitalise 
those banks or to buy a part of their bad debts. It seems that the choice was made 
to repurchase 283 billion dinars of bad debts to public fi rms in fi nancial diffi culties 
(Banque d’Algérie, 2005b: 3). This constituted an offence under the new regulation 
and the banks should have been punished but the Banking Commission did nothing. 
Note that the private sector was not in a better condition. According to the IMF 
(2006), the checks made by the Bank of Algeria revealed that 40 per cent of credits 
attributed to public enterprises were nonperforming. The corresponding proportion 
for the private sector was 33 per cent at the end of 2003.
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It seems that some entrepreneurs enjoyed certain facilities in seeking credits 
because of their personal relationships with political circles. Accordingly, some 
credits were given without any relationship to the size or the potential of the fi rms. 
For example, the fi rm Tonic Emballage obtained credits for an amount of more 
than 10 billion dinars that have never been reimbursed. The managers of the bank 
(BADR) and of the fi rms were subsequently arrested. The Bank of Algeria had not 
been able to reject these over-risky credits. In contrast, the Bank of Algeria pun-
ished private banks by withdrawing the licences of El Khalifa Bank, the Bank of 
Commerce and Industry (BCIA), the Union Bank (UB) and the Algerian Banking 
Company (CAB).

The independence of the Bank of Algeria has also been infl uenced by the 
political context and especially by the characters of the governor, the Prime 
Minister, the Minister of Finance and even the President who nominated these 
people. In Algeria, the political authorities can break the law for their own benefi t 
whatever the social cost. But above all they put pressure on the Bank of Algeria. 
For instance, in 1992, the governor suffered a political dismissal by the High 
State Committee (HCE) which was designed to fi nd a solution to the Algerian 
political conflict. At his first meeting with the managerial staff of the Bank 
of Algeria, the new governor declared that he had been nominated to ensure 
‘a mission for the head of government’. In article 172 of the fi nance law for 
1993, the government suspended one of the arrangements of the LMC on the 
creation of money to fi nance the budget defi cit. This article stated that ‘despite 
the legal dispositions programmed otherwise, the ceiling at 31 December of 
the accumulated advances consented to the Treasury by the Bank of Algeria is 
fi xed at one hundred and seventy billion dinars’. This legislative change made it 
possible for the government to raise the overall budget defi cit from 12.2 billion 
dinars in 1992 to 100.6 billion in 1993, that is from 1.2 per cent of GDP to 
8.7 per cent of GDP. At the same time, infl ation increased from 20.5 per cent in 1993 to 
29 per cent in 1994.

Finally, the predominance of the public banking sector – a legacy of the socialist 
planning system – weakened the economic independence of the Bank of Algeria, 
since it was not able to fully exert its supervision over the fi nancial system for 
two reasons. First, it seemed to be inappropriate for the central bank to suspend 
the licence of a public bank. Second, when the fi nancial system was illiquid, the 
Bank of Algeria was obliged to refi nance it. Of course, this is its function as lender 
of last resort in the Algerian economy. But the real issue is that this lending was 
a substitute for structural measures that should have been imposed on the public 
sector. In other words, this last resort lending was not justifi ed from a monetary 
point of view since it was a way of avoiding heavy restructuring in the public 
industrial sector. Such ‘politically biased’ fi nancial behaviour is often the source 
of infl ation in transition economies (Ilieva and Healey, 2001).

It thus seems that the legal independence of the Bank of Algeria, both economic 
and political, was, in practice, a fi ction.
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What has changed with the 2003 ordinance

The 2003 ordinance caused the de jure independence of the Bank of Algeria to 
shrink. At the same time, the practice of the Bank reveals that its de facto inde-
pendence increased.

The LMC had asserted that

the mission of the central bank is to create and maintain in the monetary, credit 
and exchange fi elds the most favourable conditions for an orderly development 
of the national economy, promoting the employment of all the productive 
resources of the country and, at the same time, guarding the internal and 
external stability of the currency.

(LMC, art. 55, fi rst paragraph)

This article raised the question of which goal was most important for the Bank of 
Algeria: there could be a dispute in the prioritisation of tasks, as between ‘orderly 
development’ and ‘internal and external stability of the currency’. As for the target 
of currency stability, this is a standard objective for western central banks but, in 
this article, it seems not to be considered as a priority for the Bank of Algeria. We 
will see that this a priori diffi culty has been resolved by the central bank itself.

Let it fi rst be noted how this article was modifi ed in ordinance 03-11. The 
fi rst paragraph of article 35 of this ordinance amends signifi cantly article 55 of 
the LMC:

The mission of the Bank of Algeria is to create and maintain in the money, credit 
and exchange fi elds the most favourable conditions for a rapid development 
of the economy, at the same time guarding the internal and external stability 
of the currency.

This article introduced two main changes. First, the substitution of the adjective 
‘rapid’ instead of ‘orderly’: this implies that the central bank should focus on the 
short or medium term rather than on the long term. Second, the suppression of the 
ambiguous expression: ‘employment of all productive resources’: does this mean 
that price stability became the only target as in many central banks? Does it imply 
that the central bank is supposed to be able to reach this target?

In fact, the modifi cations made to the LMC in 2001, then its abrogation and 
fi nally its replacement in 2003 have considerably reduced the legal independence 
of the Bank of Algeria for two main reasons.

The fi rst reason is related to article 13 of ordinance 01-01 dated 27–12–2001 
which cancelled the arrangements made in article 22 of the LMC relative to 
the mandates of the governor and of the vice-governors. Article 10 of the same 
ordinance added to the seven members of the Council of Money and Credit three 
new external members, turning the managers of the Bank of Algeria into a minority. 
Those members were two professors of economics and the general secretary of 
the Association of Banks and Financial Companies (ABEF). Here, it is important 
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to remember that Algerian banks are mainly public banks under the control of the 
Minister of Finance.

The second reason derives from the 03-11 ordinance, especially article 46, 
according to which ‘the Bank of Algeria is also authorised to consent excep-
tionally to the Treasury an advance exclusively aimed at the active management 
of the external public debt’. Clearly, this clause allowed the fi nancing of the 
budget defi cit. It is true that this possibility has not been used so far because of 
the budget surplus resulting from the favourable oil context. But the intention was 
clear. In the 2004 fi nance law, a line ‘advances to the Bank of Algeria’ had been 
added to the resources from the revenue regulation fund (FRR) which had been 
created following the rise in the oil price.

This fund had been designed to reduce the public debt and to protect public 
expenditures from fl uctuations in the budget surplus due to unpredictable variations 
in the oil price. The 2006 fi nance law made the situation offi cial. It allowed the 
fi nancing of the Treasury defi cit up to a limit of 740 billion dinars (10 billion US 
dollars). That means that if the resources from the FRR are insuffi cient, there 
remains the possibility of ‘printing money’. What is revealing is that, even if the 
fi nancial resources of the FRR are largely positive, and, despite its good fi nancial 
situation (a surplus of 3244 billion dinars at the end of 2006), the Treasury called 
in the second half of 2006 for exceptional advances from the Bank of Algeria 
aimed at the reimbursement in advance of the re-scheduled debt (Bank of Algeria, 
2007). In other words, a part of Algeria’s external debt has been transformed into 
internal debt.

Nevertheless, a careful examination of the practice of monetary policy in Algeria 
shows the extent to which the Bank of Algeria has attained de facto independence.

From de jure to de facto independence in the 2000s

Two illustrative pieces of evidence are the focus of this section. The fi rst concerns 
the interpretation of the law on the objectives of the Bank of Algeria. In response 
to a question on the independence of the Bank of Algeria posed by the Commission 
on ‘Perspectives et Développement Economique et Social’ of the Social and 
Economic National Council (CNES), the governor declared that:

‘if we look at all the dimensions of the independence of a central bank, it 
appears that, except for the terms of offi ce of the managers, the other elements 
defi ning the independence of the Bank of Algeria are fulfi lled.’

(Conseil National Economique et Sociale, 2005: 5)

What is interesting is the argument he refers to in the justifi cation of his view:

‘Although the objectives of the Bank of Algeria as they appear in the banking 
law go beyond that of price stability, in the documents published by the Bank 
of Algeria it is clearly indicated that the ultimate objective of its monetary 
policy is price stability.’ (Governor’s emphasis)
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Indeed, in the 2002 and 2003 reports of the Bank of Algeria, we can read that:

‘the ultimate objective of monetary policy is to maintain price stability, 
understood as a limited increase of the consumer price index’

(Banque d’Algérie, 2002: 72 and 2003: 90)

The last report (Banque d’Algérie, 2004: 111) reformulates the objectives as 
follows:

‘the ultimate objective of monetary policy is to maintain monetary stability 
through price stability, understood as a limited increase of the consumer price 
index’.

Furthermore, the Bank of Algeria has adopted a ‘rule-approach’ since 2003 in its 
conduct of monetary policy, targeting an infl ation rate of 3 per cent in a medium-
term perspective. Indeed, before 2003, the target was not clearly fi xed. It was the 
2003 report of the Bank of Algeria (2004: 115) that made this explicit a posteriori: 
‘the ultimate objective of monetary policy in the form of medium-term stability of 
prices, that is infl ation below 3 %, has been achieved in 2003’.

It is thus interesting to note that, in principle, although the Bank of Algeria has 
no political independence since the choice of fi nal objectives is a matter of the 
laws (see section 2), it took the liberty of selecting only one objective amongst 
those fi xed in the law so that it has goal independence. Furthermore, the Bank of 
Algeria also has goal independence with respect to its exchange rate policy: it has 
decided to stabilise the dinar. The central bank infl uences the nominal exchange 
rate on the offi cial market. Through its intervention, the Bank of Algeria adjusts 
periodically the nominal exchange rate so as to achieve its real exchange rate tar-
get (Koranchelian, 2005). In practice, the central bank is the counterparty of most 
transactions on the foreign exchange market, as a result of the combination of three 
factors (ibid.): fi rst, hydrocarbon exports account for more than 95 per cent of total 
exports; second, by law, the foreign exchange receipts from hydrocarbon exports 
have to be converted into dinars directly at the central bank; third, capital account 
transactions are subject to strict controls.

The second piece of evidence, related to economic independence, relates to 
a problem provoked by ordinance 03-11, which the Bank of Algeria resolved in 
an ‘illegal’ manner. The problem arose from the abrogation by the ordinance of 
article 93 of the LMC which had established the principle of mandatory reserves. 
The Council of Money and Credit, which is in charge of defi ning the instruments 
of monetary policy, restored this principle in regulation 04-02 of 4 March 2004. 
This was possible because line c of article 62 of the 03-11 ordinance authorises 
the Council of Money and Credit to defi ne the monetary instruments. However 
the instruments should be selected from among those suggested in the law. The 
Bank of Algeria, through the Council of Money and Credit, adopted a broad 
interpretation and included an instrument that was not even mentioned in the law. 
Furthermore, the working mechanism of mandatory reserves implies sanctions. 
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If the central bank cannot punish the banks, the principle of reserves has no real 
content. But ordinance 03-11 cannot give the possibility of sanctions to the Bank 
of Algeria for a principle that does not exist. Accordingly, regulation 02-04 of the 
Bank of Algeria could be qualifi ed as unlawful. Nevertheless, the authorities have 
not reacted against it.

In view of these pieces of evidence, one can conclude that, since 2000–2001, the 
Bank of Algeria has been de facto independent without being de jure independent 
because in practice it has enjoyed goal and economic independence.

4 Conclusion

This chapter on the independence of the Bank of Algeria since 1962 has established 
two central points. The fi rst is that, when one studies developing economies and 
especially transition economies, the distinction between de jure and de facto 
independence is crucial in assessing the independence of the central bank. Indeed, 
as regards the Bank of Algeria, we could at fi rst glance conclude that it is dependent 
on the political authorities. Successive governments have made many efforts to 
cancel the process begun with the LMC in 1990 that gave some autonomy to the 
central bank. After several amendments, the fi nal coup was the 11-03 ordinance 
promulgated by the President of the Republic, on 26 August 2003. This law 
abrogated and replaced the already-modifi ed LMC and opened the path to the 
monetary fi nancing of the budget defi cit. Despite these political pressures, the Bank 
of Algeria has chosen to follow the suggestions of the IMF and of the central bank 
independence literature, that is to target a unique infl ation rate in a public manner.

The second result is that institutional constraints, either economic or political, 
are often more important than the legal statutes, especially in a MENA country such 
as Algeria. After the socialist shortages came the hard times of the stabilisation 
and structural adjustment programmes, followed by dramatic political instability. 
Thanks to the rise of the oil price, the Bank of Algeria, with the approval of the 
IMF, succeeded in reaching a low infl ation rate. This outcome was associated 
with a positive fi scal position. The latest forecast from the IMF (2007) expects an 
increase in the infl ation rate that can be partially explained by the rise of the euro 
relative to the dollar. This raises the question of Algeria’s policy of pegging to the 
euro rather than the dollar (see Adam and Cobham, 2009).

Note

1 The authors thank the participants at the Eighth Mediterranean Social and Political 
Research Meeting, March 2007, for their comments. They are particularly grateful to 
David Cobham and Ghassan Dibeh for their remarks and suggestions.
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6 Infl ation targeting and fi nancial 
fragility in Tunisia1

Adel Boughrara, Mongi Boughzala and 
Hassouna Moussa

Introduction

Starting in the mid 1980s and following a period of acute balance of payments 
and internal imbalances, Tunisia has managed to achieve macroeconomic stability 
and to bring infl ation down from over 10 per cent in 1984 to less than 3 per cent 
in 2005 thanks to the implementation of important trade, fi nancial and monetary 
reforms. Recently, the government of Tunisia announced that it is preparing to 
adopt a monetary policy of infl ation targeting (IT), after an indeterminate transition 
period, and to move to full liberalisation of capital mobility and full convertibility 
of the Tunisian Dinar (TND).

IT is a monetary policy whose fundamental goal is to keep the infl ation rate 
(suitably defi ned) within a certain publicly announced band centred around a tar-
get level (Mishkin, 2002). The band allows the central bank some fl exibility in 
responding to departures of the actual infl ation rate from the target rate. Although 
the principle of IT is simple, the success of a central bank in implementing it 
requires certain preconditions to be realised. In Tunisia, many of these preconditions 
are not yet fulfi lled. We shall argue below that the central bank of Tunisia lacks 
independence, the government lacks fi scal discipline, the exchange rate is not 
truly fl exible, and the country lacks a strong and transparent fi nancial system. 
Some of these preconditions are achievable gradually over a relatively short 
transition period. Others are not so easy to fulfi l. Financial soundness is a major 
prerequisite, and it is a fact that the Tunisian fi nancial system remains rather 
vulnerable. The banks, which dominate this system, remain fragile, and the severity 
of their non-performing loans (NPLs) problem undermines their effectiveness in 
performing their role as the most important channel of fi nancial intermediation 
and transmission of monetary policy signals. Indeed, the success of IT requires a 
stronger banking system and a deeper fi nancial market.

Moreover, since the early 1960s, Tunisian monetary policy has not had a defi nite 
objective, it has not always followed a clear strategy, and it has quite often deviated 
from its offi cial targets. These anomalies are quite signifi cant given that the successful 
implementation of IT depends in the fi rst place on the government’s ability and 
willingness to establish credible fi nancial and monetary policies and to guarantee 
fi scal and monetary discipline. This situation suggests that Tunisia must undertake 
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major reforms before it adopts a full fl edged IT policy.2 In this chapter, we shall 
describe the needed reforms and the consequences of the failure to implement them.

The rest of this chapter is organised in two sections. Section 1 briefl y presents 
the preconditions required for the successful implementation of IT, examines the 
recent history of monetary policy and tries to assess to what extent the Tunisian 
fi nancial and monetary system is ready for IT. Section 2 presents a fairly simple 
dynamic simulation model based on Tunisian data which takes into account the 
fragility of the Tunisian fi nancial system. This model is used to simulate the func-
tioning of IT under fi nancial fragility and to show how IT may fail under the current 
circumstances. Section 3 concludes.

1 The readiness of the Tunisian monetary and fi nancial system for 
infl ation targeting

There is a consensus among economists and central bankers that in order to 
successfully implement IT, a country must fulfi l a set of quite strong preconditions.3 
The most crucial of these may be divided into conditions regarding the effi ciency 
and the role of the central bank and conditions regarding the fi nancial system.

The central bank

The fi rst fundamental precondition of IT is the independence, accountability and 
transparency of the central bank. The central bank must be independent in order 
to be able to adjust freely the instruments of its monetary policy. The concept of 
independence is often divided into goal and instrument independence (Debelle and 
Fischer, 1994). In the case of IT, only instrument independence is required since 
the infl ation target is by defi nition the single goal of this kind of monetary policy. 
Who will set the exact target remains debatable. In many countries, it is jointly set 
by the central bank and the government. In this case, independence means that the 
central bank should have enough power and strength to resist any external pressure 
to deviate from the chosen objective. In particular, the central bank should be free 
and the public should believe that it is free to decide whether or not to fi nance a 
government budget defi cit, solely in accordance with the requirements of its IT 
monetary policy. It follows that fi scal discipline is a pre-requisite for the credibility 
of the central bank’s independence.

Accountability and transparency of the central bank are corollaries of the 
credibility of its independence. An independent central bank has to be accountable 
for its actions to the public concerning the successes and failures of its policy. The 
public must have the capacity, through its elected representatives, to control and 
ultimately punish incompetent policymakers in order to create better incentives 
for them to do their jobs well (Mishkin, 2002). Monetary policy decisions must 
also be communicated in a clear and regular manner to the public and particularly 
to fi nancial markets and private economic decision-makers. Transparency should 
focus on the policy analysis and the operational objectives of the central bank 
in order to reduce the infl ation bias and uncertainties in fi nancial markets (Faust 
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and Svensson, 2001). A transparent monetary policy means that policy decisions 
(usually changes in short-term interest rates) should not contradict the expectations 
of the market. Thereby, transparency lowers the cost of achieving the infl ation 
target.4

In the case of Tunisia, there is serious doubt about the transparency, account-
ability and independence of its central bank (Banque Centrale de Tunisie, BCT). 
The lack of a clear performance indicator, the lack of independence from the 
executive branch of the government and the composition of its board compromise 
its independence and its credibility. The governor of the BCT is appointed by 
government decree and is responsible for the management of all the affairs of 
the bank. He is assisted by a board whose members are appointed by the govern-
ment. Six of its ten members, including the governor and the vice governors, are 
government offi cers. The other four are chosen according to their professional 
experience, but also by the government. The composition of the board clearly gives 
the government a monopoly power over decision making. Given this institutional 
and governance framework, the BCT has only limited autonomy in terms of goals 
and instruments. In practice, the BCT is accountable only to the government, 
primarily to the head of state. The governor of the BCT has behaved as if he were 
a member of the government. There is only a vague notion of accountability of 
the BCT to the public, which emphasises responsible management of its affairs, 
and there are no explicit benchmarks to measure the BCT’s performance in terms 
of the achievement of its goals.

As for the transparency of the BCT, there are indeed auditors whose role is to 
check the accounting practices of the central bank. The auditor general is empowered 
to make propositions to the board. Every year, he writes an annual report on the 
conduct of the bank’s affairs for the minister of fi nance, but it is a routine auditing 
procedure unrelated to monetary policy and insuffi cient to anchor expectations. 
The Tunisian law 58-90 requires that the board publishes a short statement every 
month but the amount of information provided to the public concerning monetary 
policy in this statement has been meagre and limited to some vague comments on 
fi nancial and monetary aggregates, prices, economic growth and exchange rates. 
The bank’s decision about the interest rate that it will enforce in the money market 
during the following month is announced at the end of the statement but it rarely 
changes in response to changes in the economic indicators.

The soundness of the Tunisian fi nancial system

The effi ciency of the central bank depends on the degree of development of the 
country’s fi nancial markets and its stability. It has been shown that the most serious 
economic contractions arise when there is fi nancial instability (Mishkin, 2002). 
To prevent fi nancial instability, the BCT has tightly controlled interest rates, the 
amount and distribution of credit, and the fi nancial system including banks. Such 
a practice and the lack of independence and accountability of the central bank 
have encouraged mismanagement of fi nancial institutions and forced them to take 
excessive risk, making the system even more fragile.5
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Banks that are badly managed, or are under stress for any reason, are likely to 
lobby the government for relief through any available channels and to undermine 
the functioning of monetary policy. Higher short term interest rates intended to 
reduce infl ationary pressures are then likely to put fragile banks them under more 
stress and to hurt them more severely. The US experience in the 1980s with the 
crisis of the savings and loans associations and in the current year (2007–2008) 
with the sub-prime loan crisis shows that if a central bank decided to fi ght infl ation, 
badly managed fi nancial institutions would be put under severe stress and some 
of them would fail.

A fragile banking system may also be unable to deal with free capital mobility 
and exchange rate volatility since IT cannot succeed unless a fl exible exchange 
rate regime is put in place and there should be only one main target of monetary 
policy. In the presence of free capital mobility, stabilisation of the exchange rate 
subordinates monetary policy to its requirements and may lead to intolerable 
deviations from the infl ation target. This will destroy the credibility of the central 
bank’s commitment to IT.6

The existence of a well developed fi nancial system is also associated with 
a sound fi scal policy. There is a wide consensus among economists that fi scal 
dominance may threaten fi nancial stability since it means that high pressures are 
put on the fi nancial system and the central bank to fi nance the government budget 
defi cit. Fiscal discipline is a main pillar for the credibility of the central bank’s 
independence and the viability of the country’s fi nancial institutions, as it signifi es 
that the central bank and the banks will not be forced eventually to fi nance gov-
ernment budget defi cits by printing money as happened, for example, in Turkey 
in the 1990s.7

In Tunisia, the banking system remains the backbone of the fi nancial system 
while the securities market is still small and securities constitute only a small portion 
of the fi nancial system’s assets. The number of fi rms listed on the Tunisian Stock 
Exchange (TSE) increased from 13 in 1990 to 45 in 2005. Despite a sharp increase 
in the volume of trading and capitalisation since the implementation of the 1989 
and 1994 reforms, market capitalisation represented only 8.8 per cent of GDP in 
2007 while the annual value of trading amounted to only 1 per cent of GDP, which 
is very small compared to other emerging markets. Moreover, the bond market 
is dominated by government securities, which represent over 85 per cent of the 
outstanding bond instruments, and the secondary market is in its infancy. Finally, 
non-bank fi nancial institutions (insurance companies, pension funds, collective 
investment institutions and investment companies) play a relatively small role in 
the Tunisian economy. Their assets represent only 22 per cent of GDP.

The Tunisian banking system was composed of 14 commercial banks, 
6 development banks and 8 offshore banks in 2006.8 The commercial banks 
dominate with 64 per cent of the total assets of the fi nancial institutions, and the 
state controlled banks dominate the banking sector (the state controls the three 
largest banks and more than half of the banking system’s assets). The banking 
system remains ineffi cient, state dominated, and burdened by non-performing 
loans (NPLs), and the BCT has regularly met requests from the commercial banks 
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for liquidity, thereby often missing its liquidity target. Because of its strategic 
importance for the government’s economic development plan, the system has 
suffered from a lack of transparency and accountability.

Prior to 1995, the BCT and the ministry of fi nance in Tunisia controlled on 
behalf of the government almost every aspect of bank credit and management, and 
the banks were required to invest various proportions of their deposits in support 
of economic activity in various sectors that the government designated as priority 
sectors. In July 2001, the Tunisian government introduced a new banking law, Law 
2001-65, intended to strengthen bank supervision and to help banks deal with the new 
economic and regulatory environment. The new law removed most of the previous 
qualitative and quantitative restrictions on bank lending, but the government 
imposed new restrictions to help it maintain its control of credit and interest rates.

Although one of the goals of these new regulations was to improve the quality of 
the banks’ management and to insure that banks’ balance sheets satisfy some of the 
core principles of the Basle Committee on Banking Supervision (Basle II), not all 
these principles are yet satisfi ed, in particular those regarding capital requirements 
and the independence of the supervisory and licensing body. Law 2001-65 invests 
the minister of fi nance with the authority to fi x the minimum capital requirement 
and to license banks. It also requires the management of every bank to maintain 
the value of its assets after defl ating them by appropriate risk factors above the 
total value of its liabilities, by an amount greater or equal to its minimum paid in 
capital. Article 21 of the 2001-65 law prohibits a bank from investing more than 
10 per cent of own funds to acquire interest in a single non-fi nancial business. It 
prohibits a bank from owning directly and/or indirectly more than a 30 per cent 
share of the capital of a non-fi nancial institution and of engaging in businesses 
other than banking. However, Article 21 of the 2001-65 law allows a bank to own 
any share of the capital of another fi nancial institution. Clearly, the goal of these 
restrictions is to enhance transparency and prudential management, while allowing 
room for mergers of banks and other fi nancial institutions. According to principle 5 
of Basle II, a merger or acquisition of any kind should be subject to approval by 
an independent supervisory body. Clearly, article 21 of the 2001-65 law is not 
consistent with this Basle II principle.

The Tunisian law 2001-65 invests the BCT with the power to obtain any 
information about any aspect of the fi nancial situation of any credit institution. The 
BCT can request any credit institution to provide it with information on any of its 
activities or its fi nancial position, and can also demand to examine the books of any 
credit institution on the spot and demand an audit of any bank by an outside auditing 
fi rm. One might think that the new law and these powers should have insured that 
every bank is transparent, endowed with a good risk management system, and 
thus profi table. Banks would then have a small and sustainable percentage of non-
performing loans and adequate provisions to face any likely risk.

In fact, this is not the case as the statistics on non-performing loans reveal. 
The relatively high proportion of NPLs in Tunisian banks is due primarily to the 
fact that the central bank is not independent and it is not allowed to use all its 
legal powers and instruments to rigorously implement the existing regulation. It 
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is also due to the fact that the regulations do not ensure that the banking system 
and the banks’ managers have the right incentives to avoid non-performing loans, 
given that banks are shielded against the risk of non-performing loans granted to 
risky private and public borrowers, and the banks’ managers are not rewarded, or 
penalised, according to their bank’s performance.

The current arrangements for depositor protection also generate the wrong 
incentives and contribute to the accumulation of non-performing loans. It is a 
widely admitted principle that a proper protection of depositors is necessary 
to encourage saving and stimulate economic development. The government of 
Tunisia was aware of the need to protect depositors but it remained attached to 
what Japanese economists call the principle of the convoy system, which is derived 
from the military idea that all ships in a military convoy must support each other. 
The disadvantage of this principle is that it leads to a moral hazard situation where 
banks have less incentive to be prudent in their lending, and hence it leads to the 
accumulation of more bad loans.

The convoy system contributes to the fragility of the banking system because 
it leads the central bank, as the lender of last resort, to pay for the mismanagement 
of banks. Alternatively, if banks were subject to a risk-weighted fee for deposit 
insurance, there would be less moral hazard. Bank managers would be eager to 
be transparent and they would reduce their exposure to non-performing loans. 
This is important for the conduct of monetary policy under IT. We know that it is 
possible to safely abandon the convoy system; for instance, in 2001 the Turkish 
government abandoned it and introduced instead a system of deposit insurance 
fi nanced by risk-based fees. At the present time, the convoy system remains well 
and alive in Tunisia and it accounts to some extent for the current fragility of its 
fi nancial system.

Given the difference in their incentive systems, it is not surprising that public 
banks have a higher ratio of non-performing loans (24.3 per cent in 2002) than 
private banks (18 per cent). It is also not surprising that the public banks’ provi-
sions for NPLs remain low (44 per cent in 2002). This is consistent with the fact 
that the Tunisian Government has for a long time sought to encourage economic 
development by allowing the central bank to facilitate credits to fi nance public 
development programmes, often with little concern for the prudential requirements 
of lending by the Tunisian fi nancial institutions.

Table 6.1 Non-performing loans in Tunisia (commercial banks)

1993 1996 1999 2000 2001

Gross NPLs 3,503.0 3,601.3 2,949.8 3,082.0 2,949.8

of which state controlled 
banks

2,872.2 2518.9 2,063.2 2,155.7 2,063.2

As a % of gross claims 34.0 25.1 18.8 21.6 19.5

As a % of GDP 23.9 16.7 12.6 15.8 14.3

Source: IMF 2002, and own calculations.
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Monetary and fi scal policies

Targeting broad money growth, in addition to pursuing a highly managed exchange 
rate regime, has long been the core of the BCT’s monetary policy. Since the early 
1990s Tunisia has followed a constant real effective exchange rate rule in an effort 
to index its nominal exchange rate to the domestic price level in order to protect 
the competitiveness of Tunisian producers. The BCT has interpreted this rule with 
some fl exibility in order to smooth movements in the nominal exchange rate and 
to prevent it from serving as a nominal anchor.

This exchange rate policy has been quite successful. The absence of major 
terms of trade shocks and the maintenance of strict capital controls for residents 
and non-residents (except for foreign direct investors) have obviously facilitated 
the BCT’s task.

Targeting money growth is, in principle, the main feature of the current monetary 
policy. The banking law provides the central bank with a variety of instruments 
but most of them are in fact intermediate instruments that serve to control the 
volume and distribution of credit and thus the money supply. The BCT’s board 
is empowered by law to decide about the interest rate (the TAO9) applicable to 
the BCT’s purchases and resales of securities, and to fi x the amount of currency 
the BCT will inject or withdraw from the money market. Indeed, controlling and 
targeting the growth rate of the money supply has been the backbone of the BCT’s 
policy over the last two decades. The setting of the money growth rate target has 
been based on the assumption of a constant velocity of money. Furthermore, the 
BCT has often published the intermediate targets months after schedule, which 
obviously weakens its credibility.

The main procedure for money control has been through competitive tenders 
over credit lines open to all banks for up to three months and renewable no more 
than twice. The BCT also makes shorter term advances to banks, overnight or up 
to one week, at a higher interest rate (one full point higher or 100 basis points).

Figure 6.1 Non-Performing Loans in Tunisia.
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The procedure for competitive tenders actually followed since the mid 1990s 
is such that the BCT maintains the previously applied interest rate and asks banks 
to specify only their demand for liquidity. This amounts to a de facto control of 
short term interest rates. Given that banks are quite dependent on its resources, the 
BCT usually satisfi es their liquidity requests in order to keep interest rates stable. 
The BCT has also managed to exercise a quantitative control on the amount and 
distribution of total credit in the country. The point is that in practice the system 
has not systematically operated according to the strict rules of monetary targeting, 
and the targets have often been missed; the gap between the targeted value of M2 
(M3 since 2003) and the actual value exceeded the 2 per cent level more than 
60 per cent of the time during the period 1987–2002 (see Figure 6.2). This gap 
exceeded 8 per cent during the years 1988, 1996 and 1999, which means that the 
BCT was not providing accurate guidance to private decision makers on which 
they could base their expectations (Boughrara, 2006).

The BCT’s policy has in fact been driven more by the fear of fi nancial system 
instability and by the government’s economic development policy and its fi scal 
defi cit than by the rules of its monetary policy. As a result of various contingencies 
and the government’s need to meet the fi nancial exigencies of its liabilities, the 
BCT had to meet requests for liquidity put forward indirectly by the government 
through the commercial banks, and hence to deviate from its money target. Banks 
had to supply unrestricted credits to meet government needs and private sector 
demands backed by the government authorities.

It is precisely for this reason that, although the BCT claims that the interest rates 
on credit are determined freely by the money market, it continues to control the 
level and distribution of credit indirectly and to link all interest rates to its ‘Guiding 
rate’. Thus it is not surprising that the BCT has maintained interest rates constant 
over long periods.

Figure 6.2 Actual and targeted monetary growth.
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Moreover, it seems that BCT has in fact been more concerned about the 
exchange rate than about monetary targeting. Since it can’t use a real exchange 
rate target and a money supply growth rate rule at the same time, the exchange rate 
targeting may dictate that it often misses the money growth rate target.

The BCT does not supply funds directly to the government. It may be argued 
that the fi scal reforms implemented during the 1990s established new rules and 
institutions that have contributed to the lowering of the infl ation rate. Furthermore, 
the government has also adopted relatively more transparent and more market-
based debt management instruments. Banks are no longer forced to invest a certain 
proportion of their deposits in government bonds. The government is now required 
to issue and sell new bonds on the open market to fi nance its defi cit. These reforms 
led to the development of the government debt market and they were meant to 
create the right incentive for the government to master its defi cit and to practice 
fi scal discipline.

However, these improvements did not mean that monetary policy had been 
completely freed from fi scal dominance and that the government now abided by 
the rules of fi scal discipline. A closer look at the indirect links between fi scal and 
monetary policies reveals that monetary policy remains subservient to fi scal policy 
and continues to accommodate the government’s fi scal needs. This accommodation 
operates through several channels. One such channel is a tacit agreement that has 
prevailed at least since the mid–1980s, according to which every time the Ministry 
of Finance decides to issue and sell additional government bonds, the BCT sys-
tematically launches a competitive tender for a corresponding additional injection 
of liquidity in the money market.

In a growing economy, the independence of the monetary authority does not 
preclude it from increasing the money supply by purchasing government debt, 
and the point here is not so much to question the existence of a harmonisation 
procedure, which is desirable to some extent, but that the additional liquidity 
is large enough for all the banks to get the liquidity they need to buy the new 
government bonds with no increase in the money market interest rate as shown 
in Figure 6.4. As mentioned above, this explains in part why the monetary target 

Figure 6.3 Fiscal defi cit in Tunisia 1991–2002.
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has often been missed. Figure 6.4 also shows clearly how all the major rates are 
rigidly linked to the TAO, the key BCT rate, including the average money market 
rate (TMM) and the maximum rate of bank overdraft, TMD. TMD may be taken 
as a proxy for the loan rate.

Direct coordination between fi scal policy and monetary policy is not the only 
mechanism leading to fi scal dominance. The government has carried important 
contingent liabilities in the form of arrears, especially during the 1980s and 
1990s. The published fi scal defi cit being calculated on the cash basis and not on 
the accrual basis, only completed transactions are accounted for and the arrears 
do not appear. In some years, these arrears built up and had to be settled through 
central bank fi nancing.

For instance, between 1996 and 1999, as a result of important government ar-
rears over almost a decade (debts that should have been paid to public enterprises), 
the BCT had to refi nance these government commitments over a short period. 
Consequently M2 grew well beyond its target, especially in 1999, despite the 
attempt of the BCT to drain the excess liquidity out of the system and to stabilise 
the money market rate. More recently, some measures have been taken to deal 
with this arrear issue and to avoid off-budget transactions. Signifi cant progress 
has been achieved but the system does not seem totally immunised against this 
sort of risk yet.

2 Financial fragility and the effectiveness of infl ation targeting: the 
analytical framework

Given the preponderance of the banking system in the Tunisian fi nancial system, 
we may use the proportion of non-performing bank loans as an indicator of the 
fi nancial fragility of the Tunisian economy. Obviously, the default risk of fi nancial 
institutions depends on their rate of NPLs, given that the secondary market for 
government bonds is insignifi cant.

Our aim in this section is to present a fairly simple dynamic macroeconomic 

Figure 6.4 Main interest rates in Tunisia.
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model that captures these important features. This model is used to simulate the 
impact of adopting IT. More precisely, we simulate under an IT regime the impact 
of an interest rate shock (increase) on NPLs, the demand for central bank liquidity 
and infl ation. The outcome gives an assessment of the dependence of the bank-
ing system on the central bank and of the likelihood of a successful adoption (or 
failure) of IT.

The model is parsimonious and some of its equations have been deliberately 
simplifi ed, hopefully with little cost in terms of the quality of the simulations. 
The purpose is not to provide accurate magnitudes for the aggregates that are of 
interest; the results merely illustrate the risks presented by an IT monetary policy 
under fi nancial fragility.

The model

Let yt be the aggregate supply or real GDP, yn
t is potential output, and yg

t is the 
output gap.10,11 By defi nition

(1)

We compute the output gap by estimating the potential output yn using the Hodrick-
Prescott fi lter.12

Our main concern is to understand to what extent IT can operate successfully 
under the current Tunisian fi nancial system and under various scenarios. We 
assume that the initial objective is to bring infl ation down to a certain level. Then 
we consider different scenarios, some with favourable unexpected shocks and 
others with signifi cant unexpected negative exogenous shocks. We also assume that 
these shocks are high enough to induce a signifi cant drop in the rate of growth of 
real GDP and an increase in the rate of unemployment. In Tunisia, likely exogenous 
shocks are changes in the terms of trade or rainfall. External shocks are expected to 
become more likely and more severe in the near future as Tunisia opens up further 
both its trade and capital fl ows.

The second component of the model deals with the demand for and supply of 
loans. First, the interest rate structure is assumed to include two main rates: the 
central bank’s main instrument, the interest rate (it), and the commercial banks’ 
lending rate (RL

t), the difference being the spread (st). The demand for bank loans 
is an increasing function of GDP (yt) and a decreasing function of the interest rate 
RL

t = (it+st)

 and   (2)

We assume that the interest rate channel of the monetary transmission mechanism 
operates through the demand for loans. The credit channel or the loan supply side 
may be operational too but we have not been able so far to provide a solid empirical 
proof of this. Above all, our interest is to investigate the dynamics generated 
when banks are willing to satisfy the demands for credits that have gone through 
their screening process, knowing that the central bank will support this strategy 
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with more central bank credits when the fi rms’ demand for credit increases, and 
vice-versa. Thus loan supply (LS) is determined by loan demand, given the loan 
screening process followed by the banks:

 (3)

We are therefore implicitly assuming that the loan market equilibrium is not 
obtained through changes in RL

t as a result of changes in the spread given it; 
which means that any change in the central bank rate (it) is fully (or almost fully) 
transmitted to the loan rate.

Given the high rate of NPLs, the aggregate loan supply granted to firms 
will be expressed as the sum of non-performing loans (NPL) and good quality 
loans (PL):

 (4)

As stressed in the beginning of this section, our emphasis will be on the dynamics 
of the NPLs as a measure of the performance of the banking sector. Thus, we model 
the share of non-performing loans in total loans as a function of contemporaneous 
and lagged macroeconomic variables such as economic growth, infl ation, interest 
rates, the exchange rate, and deposits. A high rate of NPLs is, however, basically 
the outcome of poor risk management and signifi es that not enough has been 
done to deal with the adverse selection and moral hazard problems linked to loan 
screening and management.

A fairly simple specifi cation of the NPL dynamics could be expressed as 
follows:

 (5)

When output improves borrowers are less likely to default and NPLs should 
decrease; consequently, the sign of

( )gNPL/  y
 

is expected to be negative. Higher economic growth is expected to have a positive 
impact on the banks’ asset quality and to lead to fi nancial development. Either 
y or yg could be used here; which one is omitted will be decided empirically. at 
stands for the banks’ profi t rate, which is a measure of their performance and a 
proxy for good management. So NPLs fall when at increases. When banks are 
managed better they operate a more effi cient loan screening and monitoring pro-
cess, and hence they allow for less NPLs. Nevertheless, the profi t rate is a function 
of (or is correlated with) a set of variables:

(6)

π is the infl ation rate, D denotes deposits, CCB stands for credit obtained by banks 
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from the central bank, and NEER is the nominal effective exchange rate. The lag i 
will be determined empirically. The profi t rate does not necessarily increase when 
the loan rate increases since an increase of the (real) interest rate may worsen the 
banks’ asset quality, leading to a higher rate of default. Arguably, following Stiglitz 
and Weiss (1981), this would be the outcome of imperfect and asymmetric infor-
mation in the credit market leading banks to follow an adverse selection process. 
When the loan rate increases banks are led to select a larger share of riskier projects 
proposed by less ‘honest’ borrowers.

One might expect that the profi t rate would decrease when the infl ation rate 
increases because of the depreciation of the banks’ assets; actually this is not certain 
since the effect of an increase in infl ation depends on whether it was anticipated 
or not, how fl exible lending rates are, and whether the increase signals general 
economic instability.

An increase in the nominal exchange rate is also likely to generate losses but 
this depends on the structure of the banks’ assets and liabilities. Though the NEER 
variable seems to be an important transmission channel and a determinant of the 
NPL dynamics, the behavioural equation that describes its dynamics has not been 
integrated into the model for the sake of simplicity.13 We may, however, consider 
an unexpected exogenous depreciation of the national currency and study its impact 
using this model. In general, when the currency goes into free fall, the banks may 
be rendered insolvent through a combination of the following channels: the sudden 
increase in the value (measured in domestic currency) of their foreign liabilities, 
the defaults on bank loans by domestic corporations bankrupted by the soaring of 
their external debts, and the defaults on bank loans by exporters who could not get 
short-term credit from their foreign suppliers of inputs.

Higher CCB indicates that a bank is under stress and is making fewer profi ts. 
Hence, the NPL equation, which describes how NPLs vary over time, becomes:14

     (7)

From the profi t function analysis, we may conclude that the derivative of the NPLs 
function with respect to the interest rate on loans is expected to be positive. A priori, 
its partial derivative with respect to infl ation may be either positive or negative. As 
for the exchange rate, its effect depends on the composition of outstanding credit 

( )LNPL/  R

(i.e., the size of unhedged positions and the share of borrowers whose business 
benefi ts from a given change in the exchange rate). In the case of Tunisia, we 
expect it to be negative.

Deposit supply, which appears in equation (7), is a function of output and the 
interest rate on deposits:

(8)
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With

d *
t tR (i s )= ,  and 0Ld RD( )D/ y 0

The variable st
* stands for the difference between Rd and it , and is different from st . 

As for the deposit demand, it is assumed to be equal to the households’ supply (of 
deposits). The deposits market may reach equilibrium through movements in the 
deposit interest rate as a result of variations of the spread. Banks compete over deposits.

CCB is the amount of credit requested from the central bank and refl ects the 
dependence of the banking system on the central bank. It is derived from the banks’ 
balance-sheet, on the assumption that NPLs are worthless. The balance sheet links 
the sum of banks’ liabilities (deposits plus loans from the central bank) to their 
assets (assets in stocks and securities B, reserves P and net loans, i.e. total minus 
NPLs), and may be written in the following form:

 

or equivalently:

CCB + D = B + P + L*

with L* = L - NPL;15 which gives:

CCB = B + (L – NPL) + P – D (9)

B stands for the banks’ assets in stocks and securities and P denotes the amount of 
legal reserves. Because of the shallowness of the fi nancial system and the absence 
of a viable secondary market for government securities, when banks lack liquidity 
or have excess liquidity they tend to turn to the central bank for relief. This depen-
dency on central bank fi nancing refl ects their fragility.

To describe the infl ation dynamics, various specifi cations, often of the Phillips 
curve type, may be considered: hybrid, forward-looking, backward-looking 
(Estrella, 2002; Svensson, 2002). The specifi cation we have adopted in this paper 
is again a simple one:

(10)

where (∂Π/∂i) ≤0, (∂Π̸∂yg
t) ≥0; (∂Π/∂CCB) ≥0 and (∂Π/∂h0) ≥0

These assumptions say in particular that infl ation might be brought about by the 
ability of the central bank to resist pressure coming from the banking system, 
expressed by the CCB level, and to other external pressures pushing it to supply 
more money, ht-i. (ht-i) is assumed to be a monetary shock generated by a past and 
persistent fi scal defi cit. It is a proxy for fi scal pressure.
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Simulations

The macroeconomic model described in the above section is allowed to work 
through its dynamic path from 1988:Q1 to 2005:Q3 to provide estimates of the 
endogenous variables in what we call the control or base run. Our main purpose 
is to simulate the impact of moving to an IT framework, while holding constant 
all the other exogenous conditions affecting the economy, notably those affect-
ing infl ation and NPLs.16 We then change only the exogenous policy variable, 
under ceteris paribus conditions, and allow the model to run again through the 
same temporal path so as to yield a new set of estimates (the policy solution). The 
difference between the base run and the policy solution is attributed to the policy 
under consideration. The main idea behind this is to assess the soundness of the 
banking system and the effi ciency of IT. Will the target be reached or missed? 
Would this interest rate destabilise the system? In particular, can the system reach 
its target even when important domestic or external shocks happen along the way? 
On the supply side, unexpected shocks linked to foreign trade or capital fl ows are 
assumed. Our primary focus in the simulation exercise has been put on the infl ation 
and NPL dynamics.

The behavioural equations of the model have been estimated by the seemingly 
unrelated estimator of Zellner with data described in appendix 6.1 and the 
methodology in appendix 6.3. The result is summarised in table 6.2.

It is worth mentioning that some of the explanatory variables turned out to 
be statistically not signifi cant, and hence have been dropped. The spread st has 
been proxied by the difference between the maximum rate on bank overdrafts, 
TMD, and the money market rate i. The behavioural equation describing the 
deposit supply dynamics was not reported because data on the spread s*

t are not 
available. Therefore, Rd

t = (it – s*
t) could not be computed. Deposit dynamics 

are therefore assumed to be exogenous to the model. Our judgment is that 
this assumption will not affect substantially the simulation outcomes. Indeed, 
from the specifi cation tests and the graphics (see appendix 6.2), the equation 
specifi cation seems to be satisfactory since the structural model fi ts the data 
quite well. The simulated variables exhibit dynamics that are quite close to the 
actual series.

In the scenarios considered, we assume that the economy has just adopted an 
IT strategy with an infl ation target around 2.5 per cent. We start the simulation 
exercise with infl ation above the target infl ation rate as observed at the end of 2001. 
Then, the central bank decides a large interest rate increase to lower infl ation.

We consider an increase of the actual rate by either one or two percentage 
points decided in 2001:Q4. Formally, the dynamics of the simulated interest rate 
are as follows: Rt

sim= Rt if t < 2001:Q4 and Rt+x otherwise, with x ∈{1, 2}. The 
simulation exercise has been run under two different assumption as regards the 
output gap, either the base run or a negative output shock occurring unexpectedly 
right after the interest rate increase. Will the economy and the fi nancial system 
withstand this monetary decision and the negative supply shock?

The answer is given in table 6.3 where infl ation and NPL dynamics are reported. 
Infl ation is expressed in percentage points while NPLs are in log terms. Hence a 
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change in this NPL measure gives their growth rate; for instance a change in NPLs 
from 8.4 to 8.5 means a growth rate equal to 0.1 or 10 per cent.

In table 6.3 the ‘one–zero’ column reports the results for the 1 per cent interest 
rate increase scenario without any output shock, the ‘one–one’ column reports 
the results for the 1 per cent interest rate increase scenario with a one standard 
deviation negative exogenous output shock (more exactly one standard deviation 
of the unanticipated component of the output); likewise for the ‘two–zero’ and the 
‘two–two’ columns, which report respectively the results for a 2 per cent interest 
rate increase without and with a two standard deviation negative exogenous output 
shock. The supply shock happens right after the moment the BCT decides to 
increase its interest rate. Under the base run, if no action is taken, infl ation starts 
increasing signifi cantly in the third quarter of 2001 and reaches 3.7 per cent in the 
next quarter while the target is 2.5 per cent, and it would reach 4.5 per cent two 
years later after some fl uctuations. Simultaneously, NPLs would be increasing 
steadily, at about 8 per cent per year (17 per cent over the two year period).17

It is clear that as a result of the central bank decision to raise the interest rate 
by one or two percent, if no negative output shock occurs, infl ation is basically 
controlled quite rapidly, since it is brought back to around the 2.5 per cent target 
in about a year and stabilised. However, NPLs growth increases even more as it 
reaches about 25 per cent in the same two year period in both cases, which is a very 
high growth rate. Hence, even though the infl ation target is reached the banking 
system becomes more fragile.

The outcome is more signifi cant in the case where a negative output shock occurs. 
Here, NPLs grow a little faster than in the previous case, but more importantly the 
infl ation target is missed. Infl ation at fi rst falls erratically and then starts to rise 
again; at the end of 2003, it is 2.8 per cent in the ‘one–one’ case and 2.78 per cent 
in the ‘two–two’ case. A larger interest rate increase is thus counter productive, so 
it does not help to use the interest rate lever more intensively.

Consequently, the simulation outcomes throw doubt on the effectiveness of 
IT under the present situation of the banking system. Because the system is too 
fragile, a negative supply shock will limit the effectiveness of IT. A similar failure 
of the IT policy may be obtained whenever the central bank fi nds itself under the 
obligation to create more high powered money or to satisfy any external pressure, 

Table 6.2 Estimates of the behavioural equations

Lt = 0.098 + 0.811 Lt–1 + 0.18 Dt + 0.013 REERt – 0.01 it–1 
 (1.447)  (17.597)  (4.016)  (2.741)  (-1.795)
R2 = 0.998 DW=1.83 

πt = 1.141 + 0.908 πt–1 - 0.033πt–3 + 4.233 ΔREERt + 0.312 yt–2 
 (–0.893) (14.864)  (–5.239)  (4.224)  (3.453)
R2 = 0.85 DW=1.61 

NPLt = –0.225 + 0.043 CCBt–1 -0.035 CCBt–2 + 0.703NPLt–1 + 0.312 NPLt–2 + 0.011 it–6

  (–1.248) (3.026) (–2.550)  (5.890)  (3.20)  (1.955)
R2 = 0.990 DW=2.04 

Note: Numbers between parentheses are t-ratios. 
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for instance as a result of a high fi scal defi cit that the government could not manage 
to fi nance otherwise.

3 Conclusion

The overall conclusion is that many reforms and actions remain to be undertaken 
before the fi nal move to an IT framework, especially in terms of fi nancial soundness, 
fi scal discipline and institutional and governance structure. Independence of the 
central bank remains a crucial condition. A deep transformation of the fi nancial 
system is in fact necessary for the success of any sound monetary policy and IT 
is in any case not the only option for Tunisia. It is possible to make the banking 
system stand on its own feet in a reasonable period. The required reforms could be 
introduced in Tunisia but they are not costless in terms of institutional and political 
requirements, and they remain a political economy issue. It took Turkey a serious 
crisis to make the radical decision to switch to IT and to go through the required 
reforms after years of turbulence and unsound monetary policy. For the moment, 
the cost of doing so and the uncertainties linked to the transition to IT make this 
transition rather uncertain in Tunisia. Because the fi nancial system is not yet ready 
for IT, it would be risky to move to IT soon. However, other countries’ experiences 
(e.g. Turkey, Poland) show that it should not be excluded.

Notes

 1 This work has benefi ted from a fi nancial grant from the Economic Research Forum 
for which the authors are very grateful. The contents and recommendations do not 
necessarily refl ect the views of the Economic Research Forum. The authors are thankful 
to Professors Ghassan Dibeh and David Cobham for their thorough review of and 
valuable comments on the manuscript.

 2 The need to resolve these issues has been treated widely for emerging countries in 
general (Mishkin, 2004), but only recently for Tunisia (Boughrara, 2007), or for similar 
countries of the region.

Table 6.3 The dynamics of infl ation and Non-Performing Loans under the two scenarios

Notes: The NPLs series are reported in log-level. The interest rate given is that for the base run.

interest rate 
Base run one-zero one-one two-zero two-two Base run one-zero one-one two-zero two-two

2000Q4 5.88 8.16 1.65
2001Q1 6.06 8.21 1.15
2001Q2 6.06 8.25 1.56
2001Q3 6.06 8.28 8.39 8.34 8.35 8.32 2.53 3.16 3.22 3.15 3.22
2001Q4 5.96 8.21 8.40 8.36 8.36 8.33 3.70 3.17 3.21 3.15 3.23
2002Q1 5.94 8.27 8.43 8.39 8.38 8.35 3.80 3.33 3.46 3.32 3.48
2002Q2 5.94 8.28 8.45 8.41 8.40 8.37 3.26 2.94 3.14 2.93 3.15
2002Q3 5.95 8.34 8.43 8.40 8.37 8.35 2.04 2.68 2.99 2.66 2.99
2002Q4 5.91 8.28 8.44 8.42 8.38 8.36 2.00 2.63 3.12 2.63 3.12
2003Q1 5 8.28 8.47 8.44 8.40 8.38 1.40 2.05 2.46 2.05 2.46
2003Q2 5.44 8.34 8.47 8.45 8.42 8.40 2.07 2.21 2.60 2.21 2.60
2003Q3 5.1 8.37 8.51 8.49 8.46 8.44 3.43 2.38 2.74 2.39 2.73
2003Q4 5 8.38 8.51 8.49 8.47 8.45 4.50 2.56 2.80 2.56 2.78
2004Q1 5 8.47 8.56 8.54 8.53 8.51 4.74 2.55 2.68 2.54 2.67

NPLs Inflation
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 3 See for instance, Masson et al. (1997); Taylor (2000); Mishkin (2002); Siklos (2002); 

Siklos and Abel (2002); Bernanke et al. (1999).
 4 Nonetheless, Cukierman (2002 and 2007) and others argue that there should be a limit 

on the transparency requirement. Beyond a certain point, increased transparency may 
reduce the central bank’s effectiveness and its ability to decide about trade-offs, such 
as those between less infl ation and fi ghting a recession or stabilising the exchange rate. 
Some room for discretion must be left to the central bank even under IT.

 5 More recently, the banking system has become excessively liquid and banks are 
becoming more risk averse.

 6 According to Mishkin (2002, 2004), the exchange rate fl exibility condition may even 
be weakened, and a trade-off between the infl ation and exchange rate objectives may 
be considered within an adapted IT framework.

 7 This has also happened elsewhere, for instance in Argentina, with the most recent 
episode occurring in 2001.

 8 Some of the development banks have been transformed into commercial (universal) 
banks since 2006.

 9 TAO stands for ‘taux d’appel d’offre’.
 10 All variables are expressed in term of the natural logarithms of the corresponding 

macroeconomic aggregate except for ratios, growth rates and the interest rate.
 11 Alternatively, yn

t may be interpreted as the government’s output target.
 12 An alternative way to compute the potential output could be the production function 

approach. In this approach, GDP is determined by the production factor inputs (capital 
and labour) and by the total factor productivity, or the effi ciency with which these 
factors are used to generate output. We do not attempt, in this paper, to estimate potential 
output using such an approach because of the lack of reliable data. Other methods, such 
as the band-pass fi lter and regressions on polynomial trends, have been run but they 
provide very similar results to the Hodrick-Prescott fi lter. For more detailed analysis 
on output gap measures we refer to Almeida and Felix (2006) and Basistha and Nelson 
(2007).

 13 Also because of a lack of data.
 14 Seeing that there is no clear consensus about the specifi cation of the equation describing 

the NPLs dynamics, we resort in practice to the ‘general to specifi c’ modeling approach 
(see for instance, Hendry and Richard, 1982), starting from a model including a 
maximum of variables with a maximum of lags and then simplifying it with regard to 
empirical data. It is worth noting that NPLs are considered in nominal terms even though 
some explanatory variables may be reported in real terms. The issue of which variable 
should be included in equation 7 is essentially an empirical issue.

 15 Starting from an annual balance sheet we may write (i): ΔB + ΔL* + G, where r is the 
average net income generated by the banks’ assets, r(B+L*) the banks’ total revenue 
and G total profi t. Assuming that total revenue is entirely paid to the banks’ owners as 
profi ts, we can write (ii): r(B+L*) = G . Combining (i) and (ii) gives: ΔB + ΔL* + G = 
Δ(D + CCB). Aggregating over time leads to: CCB+D= B+L* + P and to Eq.(9).

 16 It is worth noting that when the ratio of non-performing loans to total assets, instead of 
the stock of NPLs, was considered, the simulation encountered numerical problems. We 
therefore preferred to simulate the future path of the log NPL stock under the scenarios 
considered. The issues of non-stationarity and cointegration have been kept for future 
research.

 17 The dependent variables NPLs and L are considered in nominal terms.
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Appendix 6.1 Data description and 
sources

Variable Name Source

Consumer price index CPI IMF, IFS CD-ROM

Nominal effective exchange rate NEER IMF, IFS CD-ROM

Bank loans to households and fi rms L IMF, IFS CD-ROM

Real bank loans BL Computed as L/CPI

Short-run (nominal) interest rate TMM Central bank of Tunisia

Interest rate on deposits RD Central bank of Tunisia

Interest rate on loans RL Proxied by the maximum rate of bank 
overdraft (TMD)

Bank deposits D IMF, IFS CD-ROM

Real GDP yt IMF, IFS CD-ROM

Non-performing loans NPL Proxied by frozen loans (Central bank of 
Tunisia)

Capital adequacy ratio CR Computed as CR= bank capital/total 
assets

Infl ation rate INFQ Computed as Log(CPIt)-log(CPIt-4,)

Real effective exchange rate REER IFM, IFS CD-ROM

Credit from monetary authority CCB IMF, IFS CD-ROM

Reserves RV Central Bank of Tunisia

Note: All the variables are available on quarterly frequency except the real GDP which is available on 
an annual frequency. The Chow-Lin procedure has been used to generate quarterly fi gures. The 
basic idea here is to fi nd some GDP-related quarterly series (notably the industrial production 
index) and develop a predictive equation by running a regression of annual GDP on annual 
related series. Then, the quarterly fi gures of the related series are used to predict the quarterly 
GDP fi gures, and adjusted to match the annual aggregates. This disaggregation procedure has 
been widely used in other works (see for instance, Abeysinghe and Ajaguru 2004; Frain, 2004; 
Bloem et al. 2001).



Appendix 6.2 Actual versus fi tted 
variables: base run



Appendix 6.3 Econometric estimation

The behavioural equations of the model have been estimated by the seemingly 
unrelated estimator of Zellner with data described in appendix 6.1. Each of the 
behavioural equations (equations Eq.(3), Eq.(7) and Eq.(10)) could be written in 
the following form:

 (C1)

Yi is a T×1 vector of observations on the ith dependent variable, Xi is a T×ki matrix 
with rank ki, of observations on ki independent variables, β is a ki×1 vector of 
regressions coeffi cients and ui is a T×1 vector of random error terms, each with a 
mean of zero. The system of behavioural equations could be written as:

  (C2)

Or more compactly, as:

  (C3)

Where Y = [Y1
', Y2

' , Y3
']' , β = [β1

', β2
' , β3

']' , U = [u1
', u2

' , u3
']' and X stands for the 

block diagonal matrix on the right hand side of equation (C2). The T×1 vector U 
in equation (C3) is assumed to have the following variance-covariance matrix:

 (C4)

Where IT is a unit matrix of order T×T and σij=E(uitujt) for t=1,2,…,T and i,j=1,2,…,3. 
Having at hand the set of the above regression equations, the regression coeffi cients 
are therefore estimated simultaneously by applying Aitken’s generalised least-
squares to the whole system of equations. The best linear unbiased estimator by 
this method takes the form:
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 (C5)

While the variance-covariance matrix of the estimator is given by:

 
( ) ( )

111
T

ˆVarW'IW' =

This estimation procedure yields coeffi cient estimators at least asymptotically more 
effi cient than single equation least-squares estimators.
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7 Alternative exchange rate 
regimes for MENA countries
Gravity model estimates of the trade 
effects1

Christopher Adam and David Cobham

Introduction

Most Middle East and North African (MENA) countries peg their currencies more 
or less tightly to the US dollar, and have done so for many years. The historical 
origins of these practices probably lie in the relative underdevelopment at that time 
of fi nancial institutions and markets in MENA countries and the dominance of the 
dollar as the main numéraire in the post-Bretton Woods era, indeed the lack of any 
real alternative numéraire, and possibly also in the debatable argument that it was 
better to peg to the dollar since the dollar was the currency of the oil market.

Some observers have pressed for greater fl exibility in MENA exchange rates 
(Jbili and Kramarenko, 2003). On the other hand, with the creation of the European 
Monetary Union, there is now a real alternative numéraire and anchor for MENA 
countries in the form of the euro. Empirical gravity models suggest that the choice 
of exchange rate regime may have important implications for the volume of trade 
between countries. Rose (2000) initiated a vigorous debate by reporting estimates 
indicating that currency unions in particular had substantial trade-promoting 
effects. This prompted a substantial increase in the amount of literature in this 
area in which he and others tried to eliminate or at least reduce the very large 
positive effects he had found in his original work (see Baldwin and Taglioni, 
2006, for a comprehensive survey). However, this debate has been concerned not 
just with empirical results but also with theoretical and methodological matters, in 
particular how to correctly account for the effect of changes in bilateral exchange 
rate regimes on trade with third countries (see, for example, Anderson and van 
Wincoop, 2003, 2004; Feenstra, 2004; Baier and Bergstrand, 2006; Carrère, 2006; 
Mélitz, 2007).

Some attention has also been directed towards the effects on trade of exchange 
rate regimes other than currency unions. Fritz-Krockow and Jurzyk (2004) inves-
tigated the trade-enhancing effects of fi xed pegs for Caribbean countries. Klein 
and Shambaugh (2004) estimated the effects of direct and indirect pegs in a wider 
model. Adam and Cobham (2007a) estimated the effects of a full menu of exchange 
rate regimes which distinguishes free fl oats, managed fl oats (with and without a 
specifi c reference) and hard pegs as well as currency unions (and currency boards) 
and identifi es when currencies are anchored on the same or different (or no) 



134 C. Adam and D. Cobham

reference currencies. All of these researchers have found that at least some other 
exchange rate regimes have positive effects on trade, albeit smaller than those of 
currency unions.

In this chapter we draw on our contributions to this debate to consider the 
implica tions for MENA trade fl ows of alternative exchange rate regimes which 
include a hard peg to the dollar, dollarisation, a hard peg to the euro and euroisation. 
Thus the regression results on which the simulations reported in the chapter are 
based are taken from Adam and Cobham (2007b). In that paper we carried out a 
detailed assessment of alternative techniques of allowing for multilateral trade 
resistance, within the framework of the Baier and Bergstrand (2006) methodology. 
The model is estimated on data up to 2004 for a sample of some 175 countries, 
which means that it includes six years of European Monetary Union in addition 
to the small country (plus United States) currency unions which weigh heavily in 
Rose’s (2002) sample. Our fi ndings suggest that most MENA countries would have 
higher trade if they switched from anchoring on the dollar to anchoring on 
the euro.2

Section 1 explains the basic methodology and data. Section 2 explains the menu 
of exchange rate regimes considered. Section 3 presents the basic estimate of the 
trade equation, which is used for the simulations presented in Section 4. Section 
5 concludes.

1 Methodology and data

In the modern version of the empirical gravity model trade fl ows between countries 
are determined not only by the conventional Newtonian factors of economic mass 
and distance, but also by the ratio of ‘bilateral’ to ‘multilateral’ trade resistance. 
Bilateral trade resistance (BTR) is the size of the barriers to trade between countries 
i and j, while multilateral trade resistance (MTR) refers to the barriers which each 
of i and j face in their trade with all their trading partners (including domestic or 
internal trade).

For example, trade between France and Italy depends on how costly it is for 
each to trade with the other relative to the costs involved for each of them in 
trading with other countries. Hence a reduction in the bilateral trade barrier be-
tween France and a third country such as the United Kingdom would reduce 
France’s multilateral trade resistance (MTR). Although the bilateral trade barrier 
between France and Italy is unaffected, the fall in France’s MTR caused by the 
decline in the UK–France bilateral barrier leads to a diversion of bilateral trade 
away from France–Italy trade and towards France–UK trade. Moreover, as Baier 
and Bergstrand (2006) show, there is a further (smaller) effect which operates in 
the opposite direction: the fall in France’s MTR generates a (small) fall in the 
average of all countries’ MTRs, which they call world trade resistance (WTR), 
and this encourages international trade instead of internal or domestic trade. The 
consequence of the reduction in the France–UK BTR for trade between France 
and Italy is the net of the bilateral trade diversion effect away from France–Italy 
trade and towards France–UK trade and the smaller multilateral trade creation 
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effect away from internal France–France trade towards France’s trade with all its 
international trading partners including Italy.

A formal gravity model

We use a model developed by Anderson and van Wincoop (2003) in which each 
country i = 1 … n produces a single good and consumes a constant elasticity of 
substitution composite defi ned over all n goods, including home production.3 For 
the moment, we suppress any dynamic aspects so that the model describes trade 
fl ows across a single time period. All countries trade with each other, but because 
of natural and other barriers, cross-border trade is costly. Utility maximization by 
each country, subject to its budget constraint, the structure of trade costs and the 
set of market clearing conditions for each good, leads to the following equation 
for bilateral trade between countries i and j

  (1)

where Fij denotes the volume of trade between countries i and j, yi and yj are their 
respective total expenditures (proxied by Gross Domestic Product (GDP)), and 
yW is global GDP. Bilateral trade resistance is denoted by tij which represents the 
gross mark-up in country j of country i’s good over its domestic producer price: 
trade resistance is assumed to be symmetric so that tij= tji. Pi and Pj are the constant 
elasticity of substitution (CES) consumer price indices for i and j respectively and 
are defi ned as

  and    
  

(2)

where βj
1−σ = θij denotes the share of country j in country i’s consumption. Anderson 

and van Wincoop (2003) refer to Pi and Pj as ‘multilateral trade resistance’ since 
each is a function of that country’s full set of bilateral trade resistance terms 
(including internal trade resistance, tii, which is normalised to unity). Finally, σ 
is the elasticity of substitution between all goods (assumed to be greater than one 
so that, for example, an increase in bilateral trade costs has a negative effect on 
bilateral trade fl ows).

Bilateral trade resistance is defi ned as a function of a vector of continuous 
variables, including some measure of distance and population (where the latter 
refl ects the ease of domestic rather than international trade), and a set of binary 
indicator variables refl ecting, for example, whether two countries have a common 
border, the nature of their prior and existing colonial relations, and whether 
they have some particular trade or exchange rate arrangement. The detailed 
classifi cation of de facto bilateral exchange rate arrangements used in this paper 
is explained in section 2. For the moment we note that each bilateral exchange 
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rate regime, h=1…l can be denoted by an indicator variable Dij
h = 1 if the bilateral 

regime between countries i and j is h, and zero otherwise. Combining these three 
groups of variables we specify the bilateral trade cost function as 

  (3)

where d denotes a measure of distance, pop is population and b is the vector of 
indicator variables refl ecting other barriers to trade. Taking logs of (1) and substituting 
from (3), we obtain the following estimating equation for the gravity model:

  (4)

where the constant term β0 represents world GDP, and the error term εij is a 
composite of the stochastic error in (1) and the residual term in the trade cost 
function (2).4

Estimating the gravity model

In our work we exploit a large panel data set. Equation (4) is correctly specifi ed for 
estimation only in the case of a single cross section of data – as is done by Anderson 
and van Wincoop (2003) – so we fi rst need to index equation (1) and the trade cost 
function (3) by time. Next, empirical estimation of this model has to take account 
of the fact that Pi and Pj are not directly observable. Three approaches have been 
developed to address this problem. First, Anderson and van Wincoop (2003) solve 
for Pi and Pj in terms of the observable determinants of the trade barrier (equation 
(3)) and then estimate (1) using a customised non-linear estimation technique 
designed for their particular model. Although this approach is feasible for the 
model with which Anderson and van Wincoop (2003) work, where both the number 
of observations and the number of variables are relatively limited, and where the 
model is estimated on a single cross-section only, it becomes infeasible in our 
case where (see below) our regression includes a vector of 11 control variables 
covering countries’ geographical and cultural features, colonial relationships and 
trade arrangements, and 30 indicator variables for the different exchange rate 
regimes, and is estimated over an unbalanced panel of 165 countries over 32 years.

A second, widely-used and less cumbersome, alternative, adopted by Rose 
and van Wincoop (2001) and Mélitz (e.g. 2007) amongst others, is to proxy 
the multilateral terms by country-specifi c fi xed effects. The multilateral trade 
resistance terms are therefore replaced by a vector of N country-specifi c indicator 
variables Ci and Cj, each taking the value of 1 for trade fl ows between i and 
j, and zero otherwise. The coeffi cients on these indicators (κi = ln(Pl) (1–σ) and 
κj = ln(Pl) (1–σ)) measure the common element in each country’s trade with every 
other country, which is precisely the notion of multilateral trade resistance. 
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As Feenstra (2004) and others make clear, OLS estimation of (4) under this 
modification generates consistent estimates of multilateral trade resistance. 
However, some elements of the multilateral trade resistance terms vary over time, 
notably exchange rate arrangements. It follows that proxying for the unobserved 
MTR by using only country-specifi c dummy variables controls only for the average 
over time of multilateral trade resistance and not the time-varying component. The 
time-varying component becomes part of the equation error and hence represents 
a potential source of bias if it is correlated with the variables of interest. Since the 
time-varying component of multilateral trade resistance – that is, the evolution of 
the vector of pair-wise exchange rate regimes – is necessarily correlated with the 
vector of bilateral exchange rate regimes, this bias is highly likely to be present. 
It is therefore essential to allow for the relevant time variation in the multilateral 
trade resistance terms. In principle, country fi xed effects could be interacted with 
time to remove this source of bias, but this would entail adding an additional NT 
regressors (over 5,000 in this case) to the model, rendering estimation diffi cult if 
not impossible. But even if it were feasible to estimate the model in this fashion, it 
would still not allow us to compute the specifi c variation in the MTR terms which 
we need in order to simulate the consequences for trade of varying one or more 
than one country’s exchange rate regime.

Third, Baier and Bergstrand (2006) have proposed the use of a fi rst-order Taylor 
series expansion to approximate the multilateral price resistance terms. This makes 
it possible to separate out the different terms in the Pi and Pj functions and use 
OLS rather than Anderson and van Wincoop’s non-linear estimation, and they 
show that (in some cases at least) the bias involved is small. As discussed above, 
their approximation also introduces a third term, in addition to the two countries’ 
multilateral trade resistance, which they call ‘world trade resistance’, and which is 
a function of the multilateral trade resistance faced by every country in the world.

In Adam and Cobham (2007b) we have experimented with a number of vari-
ations on the Baier and Bergstrand technique, including both equal and GDP-based 
weights, and with the addition of either country fi xed effects (CFEs) or country 
pair fi xed effects (CPFEs), in models which exclude and include exchange rate 
regimes. We argue there that the best equation is that which uses GDP weights and 
includes, as separate regressors, CFEs designed to pick up any country-specifi c 
effects which are not captured elsewhere.

In the Baier and Bergstrand approach, each element of the trade cost function is 
defi ned to refl ect its contribution to the bilateral and multilateral trade resistance. 
Hence for any variable, xijt , which is defi ned on a country-pair basis (by year), 
its contribution to overall trade between i and j consists of three components: a 
direct impact on bilateral trade, xijt ; an effect operating through the impact on the 
multilateral trade resistance of country i and country j defi ned as

jt ijt
j

x

for country i and 
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it ijt
i

x

for country j respectively; and a fi nal effect from the impact on world trade 
resistance, defi ned as 

it jt ijt
i j

x ,
 

where θit denotes country i’s share in world GDP at time t.
Collecting these terms, our modifi ed estimating equation takes the form

0 1
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1
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(5)

where the b vector now includes the log of distance and the log product of 
population as well as the other indicator variables, and the C terms introduce 
country-specifi c fi xed effects, which we showed in Adam and Cobham (2007b) 
improved the fi t of the equation. This equation can be estimated by ordinary least 
squares. Given that the data are defi ned on a country-pair by year basis we report, 
and base our inference on, standard errors which are robust to both arbitrary 
heteroscedasticity and potential intra-group correlation.

Equation (5) is estimated on a slightly modifi ed and extended version of the 
data set placed in the public domain by Rose (2003). In addition to adding our own 
classifi cation of exchange rate regimes (see below), we also use data provided to 
us by Mélitz (2003, 2007) which measures the distance between each country’s 
most populous city (as the centre of gravity for economic activity), rather than as 
the distance between the geographic centres as recorded by Rose (2003).5

Rose’s data set consists of annual data from 1948 to 1999 for 175 countries.6 
We exclude the Bretton Woods era7 but also extend the sample beyond 1999 so 
that our full sample runs from 1973 to 2004.8 By extending the data up to 2004 
(the last year for which relatively complete trade data are available) we are able 
to include six years of post-European Monetary Union (EMU) data and thus to 
increase signifi cantly the proportion of trade fl ows occurring in the context of cur-
rency union arrangements.

2 Exchange rate regimes

In this paper we use the Reinhart and Rogoff (2004) classifi cation of exchange 
rate regimes, which is one of several classifi cations that focus on the exchange 
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Table 7.1 Classifi cation of exchange rate regimes

R&R fi ne code R&R description New classifi cation

1 No separate legal tender Currency board or currency 
union

2 Currency board arrangement or

2 Pre-announced peg

3 Pre-announced horizontal band that is 
narrower than or equal to +/–2%

Currency peg

4 De facto peg

5 Pre-announced crawling peg

6 Pre-announced crawling band that is 
narrower than or equal to +/–2%

7 De facto crawling peg Managed fl oating with a 
reference currency

8 De facto crawling band that is 
narrower than or equal to +/–2%

9 Pre-announced crawling band that is 
wider than or equal to +/–2%

10 De facto crawling band that is 
narrower than or equal to +/–5%

Managed fl oating (without a 
reference currency) 

11 Moving band that is narrower than or 
equal to +/–2% (i.e. allows for both 
appreciation and depreciation over time)

12 Managed fl oating

13 Freely fl oating Freely fl oating

14 Freely falling Freely falling

15 Dual market in which parallel market 
data is missing

[allocated elsewhere]

Sources: Reinhart and Rogoff (2004); text.

rate policies governments operate rather than on how they themselves describe 
their policies (see also Levy-Yeyati and Sturzenegger, 2005; Bailliu, Lafrance and 
Perrault, 2003; Shambaugh, 2004).

Reinhart and Rogoff (2004) classify most of the countries in our sample in 
terms of 15 different regimes,9 and we have fi lled in the gaps ourselves for the 
other countries.10 They classify countries on an individual basis, but for use in a 
gravity model the classifi cation has to be by country pairs and our interest is in 
differences between regimes in terms of exchange rate uncertainty and transactions 
costs. We therefore start by aggregating Reinhart and Rogoff’s 15 categories into 
six: currency union/currency board; peg; managed fl oat with a reference currency; 
managed fl oat without a reference (where we include currencies managed with 



Table 7.2 Classifi cation and distribution of exchange rate regimes by country pair

Description of exchange rate regime by country pair Dummy variable Per cent 
of Total

both countries use the same currency in a currency union 
and/or as the anchor for a currency board

SAMECU 1.3

one country is in a currency union/currency board for which 
the other country’s currency is the anchor

ANCHORCU 0.8

both countries are in currency unions or operate currency 
boards, but with different anchors

DIFFCU 1.1

one country is in a currency union/currency board with an 
anchor to which the other pegs

SAMECUPEG 0.9

one country is in currency union/currency board with one 
anchor while the other pegs to different anchor

DIFFCUPEG 3.4

both countries peg to the same currency SAMEPEG 1.8

one country is pegging to the other country’s currency ANCHORPEG 0.4

both countries peg but to different anchors DIFFPEG 1.3

one currency is in currency union/board with anchor with 
reference to which the other is managed

SAMECUREF 3.0

one currency is in currency union/board with anchor other 
than reference to which the other is managed

DIFFCUREF 6.5

one country is pegged to the currency with reference to 
which the other’s currency is managed

SAMEPEGREF 5.3

one country is pegged to a currency other than that with 
reference to which the other’s is managed

DIFFPEGREF 5.8

both countries have managed fl oats with the same reference 
currency

SAMEREF 4.7

one country is managing its fl oat with reference to the 
currency of the other

ANCHORREF 0.7

both countries are managing their fl oats, but with different 
reference currencies

DIFFREF 5.4

one country is in currency union/board, the other has a 
managed fl oat with no specifi ed reference currency

CUMAN 6.2

one country pegs, the other has a managed fl oat with no 
specifi ed reference currency

PEGMAN 6.7

both countries have managed fl oats, one with and one 
without a specifi ed reference currency

REFMAN 13.1

both countries have managed fl oats, with unspecifi ed 
reference currencies

MANMAN
[default regime]

4.5

one country is in a currency union/currency board, the other 
has a fl oating currency

CUFLOAT 2.1

one country pegs, the other has a fl oating currency PEGFLOAT 1.5

one country is managing its currency with a specifi c 
reference, the other has a fl oating currency

REFFLOAT 3.2
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only a rather loose relationship to the reference currency, in line with Reinhart 
and Rogoff’s ‘fi ne codes’); free fall; and free fl oat. This involves separating their 
second category (‘currency board arrangement or pre-announced peg’) into hard 
pegs, such as the peg of sterling to the dollar between 1951 and 1971, and currency 
boards, such as those operated in many colonies, in Africa and elsewhere, prior to 
independence in the late 1950s or 1960s.11 We have also allocated the very small 
number of cases of Reinhart and Rogoff’s category 15 (‘dual market in which 
parallel market data are missing’) into one or other of our fi ve categories. Table 7.1 
shows the correspondence between their 15 and our six categories.

Next, we defi ne a vector of 29 mutually exclusive 0–1 dummy variables to 
identify exchange rate regimes on a country-pair basis. We distinguish between 
regimes such as (a) two countries use the same currency in a currency union and/or 
as the anchor for a currency board (dummy variable SAMECU = 1), in which case 
there is zero uncertainty and near-zero transactions costs involved in trade between 
them; (b) two countries peg to the same currency (SAMEPEG = 1), in which 
case there is some uncertainty and defi nite transactions costs; (c) both countries’ 
exchange rates fl oat but are managed with reference to the same anchor currency 
(SAMEMANREF = 1), in which case there is more uncertainty and probably 
higher transactions costs (from wider spreads); (d) cases where one country has a 
pegged and another a managed currency (without a specifi c reference currency) 
(PEGMAN = 1); (e) cases where one currency is in a currency union and the other 
is freely falling (CUFALL = 1), and so on.

Table 7.2 gives the full specifi cation, together with the distribution of observations 

Description of exchange rate regime by country pair Dummy variable Per cent 
of Total

one country is managing its currency without a specifi c 
reference, the other has a fl oating currency

MANFLOAT 2.5

one country is in currency union/board, the other’s currency 
is freely falling 

CUFALL 2.6

one country pegs, the other’s currency is freely falling PEGFALL 3.0

one country has a managed fl oat with a specifi ed reference, 
the other’s currency is freely falling

REFFALL 5.9

one country has a managed fl oat with no reference, the 
other’s currency is freely falling

MANFALL 3.7

both countries’ currencies are freely falling FALLFALL 1.0

one country has a fl oating currency, the other’s currency is 
freely falling

FALLFLOAT 1.1

both countries have a fl exible exchange rate FLOATFLOAT 0.4

Total Observations 183,692



Table 7.3 MENA country exchange rate regimes

Country Reinhart-Rogoff latest (end-2001) Major 
changes since 
R&R

Classifi cation for 
2003

Algeria de facto crawling band around €, band 
width +/– 2%

— managed fl oat on 
euro

Bahrain not in R&R; data suggest $ peg with 
zero band width

— peg to US dollar

Egypt de facto peg to $/multiple rates fl oat 
announced 
January 
2003, but still 
managed

managed fl oat on 
dollar

Iran managed fl oat/dual market (offi cial rate 
pegged to $)

2002 free fall, 
from 2003 
managed fl oat 

managed fl oat 

Iraq managed fl oat 1982–98, nothing in R&R 
after 1998

currency 
reform 
2003–4; 
managed fl oat 
w.r.t. $?

managed fl oat on 
dollar

Jordan de facto peg to $ — peg to dollar

Kuwait de facto moving peg to $ (offi cial peg 
to basket)

— managed fl oat on 
dollar

Lebanon de facto peg to $ — peg to dollar

Libya managed fl oat on $ 1986–98, then dual 
market (but band width and offi cial 
regime unchanged)

— managed fl oat on 
dollar

Morocco moving band around €, band width +/– 
2%, offi cially peg to basket

— managed fl oat on 
euro

Oman not in R&R; data suggest $ peg with zero 
band width

— peg to dollar

Qatar not in R&R; data suggest $ peg with zero 
band width

— peg to dollar

Saudi Arabia de facto peg to $, offi cial peg to SDR — peg to dollar

Sudan not in R&R; data suggest relative stability 
against $

— free fl oat 

Syria de facto crawling band around $/parallel 
market; multiple rates, offi cial rates 
pegged to $

— managed fl oat on 
dollar

Tunisia de facto crawling band around €, band 
width +/– 2%

— managed fl oat on 
euro

Turkey (2001) freely falling/freely fl oating free fl oat 
from 2003

free fl oat

UAE not in R&R; data suggest $ peg with zero 
band width

— peg to dollar
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Country Reinhart-Rogoff latest (end-2001) Major 
changes since 
R&R

Classifi cation for 
2003

Yemen not in R&R; data suggest relative stability 
against $ from 1997

— managed fl oat

Sources: Reinhart, C., and Rogoff, K. (2004); text.

across regimes.12 The default exchange rate regime in the regression is where both 
countries have a managed fl oat without a reference currency (MANMAN = 1).13

The exchange rate regimes currently operated by the MENA countries are 
set out in Table 7.3.14 There is a heavy predominance of US dollar pegs: the six 
Gulf Cooperation Council countries peg to the dollar, either less (Kuwait, Saudi 
Arabia) or more tightly (Bahrain, Oman, Qatar, United Arab Emirates); Jordan 
and Lebanon have de facto pegs to the dollar; Egypt, Iraq, Sudan and Yemen have 
managed fl oats on the dollar; and Syria has the offi cial rates (among its various 
multiple exchange rates) pegged to the dollar. The Maghreb countries, Algeria, 
Morocco and Tunisia, have managed fl oats on the euro; Iran has a managed fl oat 
without a clear reference currency; and Turkey has a free fl oat.

Before we proceed to estimation we need to set out our prior expectations for 
these various dummies. Given the existing literature on the effect of currency 
unions within gravity models, we expect countries in the same currency union/
currency board to have signifi cantly higher trade than those in the default regime, 
so that (the coeffi cient on) SAMECU should be positive. We expect that countries 
which peg to the same currency should also have somewhat higher trade, ceteris 
paribus, since the exchange rate uncertainty is less than in the default regime 
but there are signifi cant transactions costs; so SAMEPEG should be positive but 
smaller than SAMECU. In the same vein countries which manage their currencies 
with reference to the same currency should experience a limited improvement 
in external trade (relative to the default regime), so that SAMEMANREF would 
be positive but smaller again. On the other hand, when two countries both have 
freely falling currencies, we would expect their trade to be less than that in the 
default situation (when both currencies operate a managed fl oat without a reference 
currency), so that FALLFALL should be negative.

For exchange rate regimes which cross categories or involve different anchors, 
pegs or reference currencies, however, it is necessary to be more precise. In 
particular, we can distinguish three different effects:

1 a change in the bilateral exchange rate regime between two countries which 
reduces uncertainty and transactions costs will tend to increase the trade between 
them: this is a positive direct effect analogous to a ‘trade creation’ effect;

2 this may be partially offset if one country replaces trade with the other by trade 
with a third country with which it now has a ‘closer’ exchange rate regime: 
this is a (negative) substitution effect loosely analogous to a ‘trade diversion’ 
effect;
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3 the change in exchange rate regime may also affect trade positively via an 
indirect reduction in transactions costs in the case where the producers of a 
country which trades with more than one user of a single currency, or with 
more than one country that pegs to the same vehicle currency, can now 
economise on working balances in the single or (to a lesser extent) the vehicle 
currency; this is a positive indirect effect.

For example, where one country is in a currency union/currency board with an 
anchor to which the other pegs, the common anchor/peg should reduce uncertainty 
(relative to the default regime) and insofar as it trades with other members of the 
union the pegging country should be able to economise on working balances, 
both of which effects would increase trade; on the other hand, the country in the 
currency union may substitute trade with its currency union partner(s) for trade 
with the same-peg country, which would reduce trade.

Thus, with positive direct and indirect effects but a negative substitution effect, 
the sign of SAMECUPEG is not clear a priori. Similarly, where two countries 
peg to different currencies, the existence of pegs may enable both countries 
to economise on working balances in the vehicle currencies, but there may be 
substitution effects in favour of trade with same-peg countries. So, with a zero 
direct effect (because the two anchor currencies are fl oating against each other), 
a positive indirect effect and a negative substitution effect, the sign of DIFFPEG 
is also not clear a priori.

3 The estimation result

Table 7.4 presents the result of estimating our preferred equation. The coeffi cients 
on the basic regressors – the log product of real GDP, log product of population 
and log distance – accord reasonably well with theory, with cross-border trade 
increasing in the log-product of GDP and decreasing in the log product of 
population and the log of distance between countries.15 The coeffi cients on the 
other control variables are comparable to those found elsewhere in the literature, 
and the country-dummies and the time-dummies are each jointly signifi cant. The 
exchange rate regime coeffi cients are jointly and strongly signifi cant, with the 
F-test decisively rejecting the null hypothesis that the effects are zero, while 22 out 
of the 29 estimated exchange rate regime coeffi cients are individually signifi cant. 
The only regimes that have an insignifi cant impact on bilateral trade relative to 
the MANMAN default regime are DIFFCUPEG, CUMAN, PEGMAN, CUFALL, 
PEGFALL, MANFALL and FALLFALL.

Since these coeffi cients measure the difference between the specifi c exchange 
rate regime and the default category they are not directly comparable with estimates 
from studies where the default regime is different. Thus, for example, while our 
estimate of the effect of SAMECU (of 0.96) is above the corresponding point 
estimate (of 0.86) by Rose and van Wincoop (2001), the two coeffi cients measure 
different things: our estimate measures the (average) impact of two countries 
which had previously maintained managed fl oats without reference currencies 



(continued)

Table 7.4 The full model with MTRs and CFEs

Dependent Variable: Log bilateral trade (constant US dollars)

Pooled OLS Estimation. Sample: 1973–2004 [unbalanced panel]

estimate t-statistica

Constant –26.96 –52.77

Basic variables

log product real GDP 1.24 68.80

log product population –0.30 –13.80

log distance –1.27 –48.53

Standard controls

log product area –0.12 –8.83

landlocked –0.60 –14.15

island –0.06 –1.20

common language 0.38 8.08

common border 0.49 3.97

common colony 0.54 7.58

current colony 1.53 5.70

ever colony 1.00 8.38

common country –0.56 –0.43

regional trade agreement 0.95 4.67

GSP preferences 0.45 10.06

Exchange rate effects

SAMECU 0.96 6.54

ANCHORCU 0.37 2.42

DIFFCU 0.35 2.47

SAMECUPEG 0.56 4.04

DIFFCUPEG 0.15 1.88

SAMEPEG 0.33 3.50

ANCHORPEG 0.31 1.96

DIFFPEG 0.21 2.41

SAMECUREF 0.53 6.03

ANCHORREF 0.39 2.81

DIFFCUREF 0.18 2.48

SAMEPEGREF 0.34 4.85

DIFFPEGREF 0.16 2.61
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Notes: 
a t-statistics are heteroscedastic and autocorrelation robust 
b F-test against joint signifi cance of year and country dummies (probability in brackets).
c F-test against joint signifi cance of exchange rate dummies (probability in brackets).

estimate t-statistica

SAMEREF 0.38 5.60

DIFFREF 0.21 3.39

REFMAN 0.16 2.99

CUMAN 0.04 0.56

PEGMAN 0.02 0.38

MANMAN 0.00

CUFLOAT 0.22 2.61

PEGFLOAT 0.50 5.73

REFFLOAT 0.36 4.99

MANFLOAT 0.30 3.98

CUFALL 0.05 0.52

PEGFALL –0.09 –1.14

REFFALL 0.24 3.90

MANFALL –0.08 –1.16

FALLFALL –0.13 –1.21

FALLFLOAT 0.33 3.19

FLOATFLOAT 0.44 3.32

year dummies Yes

country dummies Yes

MTRs (weights) Yes (GDP)

Adjusted R2 0.703

F[Year dummy effects=0]b 69.46 [0.000]

F[country dummy effects=0]b 18.06 [0.000]

F[Exchange rate dummy effects=0]c 7.1 [0.000]

No. observations 183692

both joining the same currency union, whereas Rose and van Wincoop’s (2001) 
estimate measures the effect of two countries joining the same currency union 
from a starting position represented by the average of all other exchange rate 
arrangements. Hence, the true difference between the two estimates is substantial.16 
Nonetheless, our estimate is surprisingly large, suggesting that if two countries 
currently on managed fl oats were to join a common currency union, the reduction 
in the bilateral trade barrier would, ceteris paribus, increase trade fl ows between 
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Figure 7.1 Exchange rate regime coeffi cients, point estimates and 95% confi dence intervals 
Default Category MANMAN=0.

them by 160 per cent.17 However, this interpretation is not correct since the change 
in this particular bilateral exchange rate arrangement alters the multilateral trade 
resistance for each country (as well as for each country’s other trading partners), 
which will reduce the estimated effect.

An alternative presentation of these results is shown in Figure 7.1, which 
plots the 95 per cent confi dence intervals around the point estimates for each 
of the regime coeffi cients, arranged in descending order. It makes clear, for 
example, that much the largest coeffi cient is that for SAMECU, which offers 
some support for Rose’s (2000) initial intuition, and this is signifi cantly different 
from SAMECUPEG and SAMEPEG, while SAMECUPEG is greater than but 
not signifi cantly different from SAMEPEG. Similarly DIFFCU is higher than 
DIFFPEG and than DIFFCUPEG, but none of these are signifi cantly different 
from each other. At the other end MANFALL, PEGFALL and FALLFALL are all 
negative, though not signifi cantly below the default regime (MANMAN), while 
CUFALL, CUMAN and PEGMAN are positive but not signifi cant. In between 
there is a range of regimes with coeffi cients between 0.15 and 0.56, nearly all 
signifi cantly different from zero but some more precisely defi ned than others.18

One way of summarising the effect of the exchange rate regimes is to take 
(unweighted) averages of the coeffi cients for each type of regime in association 
with itself and each other regime (ignoring DIFF– and ANCHOR– coeffi cients): 
for example, the average of SAMECU, SAMECUPEG, SAMECUREF, CUMAN, 
CUFLOAT and CUFALL is 0.39, while the corresponding average for the PEG 
regimes is 0.28, that for the REF regimes is 0.33, that for the MAN regimes is 0.07, 
that for the FALL regimes is 0.05, and that for the FLOAT regimes is 0.36. Our prior 
expectation was that the REF regimes would have smaller positive effects on trade 
than the PEG regimes; the fact that the comparison goes (slightly) the other way 
may suggest that the distinction Reinhart and Rogoff make between their coarse 
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codes 2(peg)–4 and 5–9 is not really watertight. We also would have expected a 
larger difference between the MAN regimes and the FALL regimes. The FLOAT 
regimes, it should be noted, are relatively small categories (see Table 7.2) which 
are dominated by a small number of developed countries (three quarters of the 
observations involve one or more of the US, Australia, Japan and pre-EMU Germany).

Two further points can be made on the relative magnitudes of the coeffi cients. 
First, except in the case where the other currency is floating there seems to 
be no signifi cant trade diversion from membership of a currency union (since 
SAMECUPEG and SAMECUREF are clearly positive), a result which has also 
been obtained in more general terms by other researchers, e.g. Micco et al. (2003). 
This implies that the direct and indirect effects of currency union membership 
signifi cantly outweigh the substitution effect. Second, the patterns for regimes 
where the currencies/anchors/references are different are slightly less clear but quite 
intuitive. DIFFCU, DIFFCUPEG, DIFFPEG, DIFFPEGMAN and DIFFCUMAN 
are smaller in magnitude than the corresponding ‘SAME’ estimates, and all except 
DIFFCUPEG are signifi cantly greater than zero. This provides strong empirical 
support for the claim that while membership of different currency unions, or 
maintaining a hard peg or managing a currency with respect to different reference 
currencies, has a weaker trade-promoting effect than if countries linked to the same 
currency, some of these arrangements nonetheless have positive effects on trade.

In general, our estimates suggest that there is a graduated effect by which greater 
exchange rate fi xity and lower transactions costs encourage trade. The effect of 
currency unions on trade, on which the literature has concentrated, turns out to be 
strong, but other regimes which imply more uncertainty and larger transactions 
costs than in a currency union, but less than in the default regime of a double 
managed fl oat, also promote trade.

In addition, the possible trade-diverting effect of ‘closer’ exchange rate regimes 
– the second of the three effects identifi ed above – seems to be outweighed by the 
two trade-promoting effects. This is surely the obvious explanation for the positive 
and signifi cant results for the DIFFCU regime: the direct effect of this regime 
(relative to the default) cannot be large since the unions are fl oating against each 
other, the substitution effect on trade must be negative, but the indirect effect on 
transactions costs must be positive and could be large, particularly in cases where 
the two unions are themselves large and the two countries trade widely with 
members of the other union. This argument would also help to explain the positive 
estimates for the other DIFF- regimes.

4 Simulation results

In this section we fi rst show the existing trade patterns for MENA countries, 
and then present the results of simulations for different exchange rate regimes. 
We consider the following scenarios: 1) each MENA country pegs to the US 
dollar while all other MENA countries retain their existing exchange rate regime; 
2) each MENA country pegs to the euro while all other MENA countries retain 
their existing regime; 3) each MENA country dollarises, that is, sets up a currency 
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board on the dollar, while all other MENA countries retain their existing regime; 
4) each MENA country euroises, that is, sets up a currency board on the euro, 
while all other MENA countries retain their existing regime; 5) all MENA countries 
together peg to the dollar; 6) all MENA countries together peg to the euro; 7) all 
MENA countries together form a monetary union which is pegged to the dollar; 
and 8) all MENA countries together form a monetary union which is pegged to 
the euro.

The existing trade patterns for each of the MENA countries19 in 2003 are shown 
in Table 7.5, which gives the volume of a country’s trade, and the percentage of its 
trade with each of a number of blocs, the latter defi ned primarily with reference to 
the currency of the bloc concerned: we distinguish between the (rest of the) MENA 
countries; the US; the hard US dollar bloc (countries which have a currency union 
with or a currency board on the dollar); the eurozone; the euro bloc (countries 
which have hard pegs to the euro or manage their currencies with reference to the 
euro);20 other European countries; other Latin American countries; Asian countries 
(excluding MENA); African countries (excluding MENA); Canada, Australia and 
New Zealand; and Other (all countries not elsewhere included).

Four points should be noted. First, every country has more trade with the 
Eurozone than with the US (and more with the Eurozone + Euro bloc than with 
the US + US bloc), but the size of the differences varies widely as between, for 
example, Tunisia on the one hand and Bahrain on the other. Second, some oil-
exporters have large shares of trade (typically oil exports) with Asia. Third, most 
MENA countries have relatively low shares of trade with other MENA countries: 
only Bahrain, Jordan, Syria and Yemen do more than 20 per cent of their trade 
with other MENA countries, while Turkey, Kuwait, Qatar, Saudi Arabia, the UAE 
and the Maghreb countries do less than 10 per cent. And fourth, a small number 
of countries have large shares with ‘Other’; for Turkey and Jordan much of this 
is trade with Israel.21

Table 7.6 presents a summary of the results of the various simulations, and 
Tables 7–14 in the Appendix give more detail. The simulations for each country 
are relative to its exchange rate regime as of 2003, as set out in Table 7.3. For 
each, the trade volumes and shares were generated by (i) assuming the country 
concerned switched its exchange rate regime in the way indicated (without, in the 
individual experiments, and with, in the regional experiments, the other MENA 
countries doing the same), (ii) re-computing the vector of pair-wise dummy 
variables describing that country’s bilateral exchange rate regime with each of its 
partners (in other words the new Dij vector), (iii) calculating the percentage change 
in trade volumes implied by the change in the Dij vector arising from the change in 
the three components of the overall exchange rate effect identifi ed in equation (5), 
that is, the direct effect, the multilateral trade resistance effect for each country, 
and the corresponding implied change in world trade resistance, and (iv) applying 
the changes under (ii) and (iii) to the actual trade patterns of each country as of 
2003.22 Applying these changes to the actual trade patterns means that the simula-
tions retain any idiosyncratic country-pair features of trade which are not explicitly 
included in the model.
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Table 7.6 shows the growth in trade for each country under each of the 
experiments, with the three rows at the bottom indicating the unweighted average 
growth of trade in each experiment, the weighted average growth in trade for 
the regional experiments and the weighted average growth for the individual 
experiments (but note that for the individual experiments the numbers are the 
average of the effect for each country of its ‘own’ experiment, which strictly 
speaking has no meaning; the point is merely to suggest the overall effects of the 
different experiments in the different columns). It is convenient to discuss the 
results by pairs of columns where each pair refers to a similar type of exchange 
rate regime on (a) the (US) dollar and (b) the euro.

For the unilateral pegs (columns 1 and 2 of Table 7.6), nearly every country 
in the sample is projected to have higher trade if it pegs to the euro than if it pegs 
to the dollar; the only exceptions are Oman and Yemen. For some countries the 
difference is large – over 20 per cent for Turkey, Lebanon, Syria and the Maghreb 
countries – while for others like Qatar it is trivial. On average, pegging to the dollar 
results in a 3–5 per cent fall in trade, and pegging to the euro seems to make trade 
some 8 per cent higher than in the baseline (2003) case. These results refl ect both 
the initial trade patterns and the changes in exchange rate regimes. In the case of 
Turkey, for example, a peg to the euro means that Turkey’s exchange rate regime 
with the eurozone countries (which covers 44 per cent of Turkey’s trade, see Table 
7.5) goes from CUFLOAT (0.22, see Table 7.4) to SAMECUPEG (0.56), while 
its regime with China goes from PEGFLOAT (0.50) to DIFFCUPEG (0.15). On 
the other hand a peg to the dollar would mean DIFFCUPEG (0.15) vis-à-vis the 
eurozone and SAMEPEG (0.33) vis-à-vis China. In the case of Oman, a peg to the 
dollar indicates the existing situation, while a peg to the euro means the exchange 
rate regime with eurozone countries goes from DIFFCUPEG (0.15) to SAMEPEG 
(0.33), while its regime with China goes from SAMEPEG (0.33) to DIFFPEG 
(0.21). China is part of Asia, which accounts for 8 per cent of Turkey’s trade but 
63 per cent of Oman’s.

For unilateral currency boards (columns 3 and 4 of Table 7.4), nine countries 
are projected to have higher trade under a currency board on the euro, but six do 
better under a currency board on the dollar. The latter include four oil-exporters 
– Bahrain and Oman, for which the difference is large, and Kuwait and Qatar for 
which it is small – together with Jordan and Yemen. The averages suggest countries 
benefi t from a currency board on the dollar but benefi t much more – some 14 to
18 per cent more – from a currency board on the euro.

For the joint pegs (columns 5 and 6 of Table 7.4), the pattern is similar to that for 
the unilateral pegs: all countries are expected to have higher trade under the joint 
peg to the euro than under the joint peg to the dollar, except Oman and Yemen. 
Most countries do only a little better under a joint peg to the euro than under a 
unilateral peg to the euro: this presumably refl ects the low level of intra-MENA 
trade. The average effects of the dollar pegs are very close to those for the unilateral 
effects, those for the euro pegs are a little higher.

On the other hand, for the monetary unions pegged to the dollar or the euro 
(columns 7 and 8 of Table 7.4), most countries are projected to have higher trade 
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under a union pegged to the dollar than under one pegged to the euro. The excep-
tions are Lebanon, Syria and Tunisia, but in none of these cases is the difference 
more than 1 per cent, whereas for countries like Jordan, Kuwait, Oman and Yemen 
the difference in the opposite direction is over 5 per cent. In addition, for some 
countries such as Bahrain the effect of a monetary union (with either peg) is much 
higher than the effect of a unilateral peg or a currency board, while for others such 
as Turkey the effect is lower. On average, forming a monetary union pegged to 
the euro raises trade by 2.5 per cent (weighted) or 8.7 per cent (unweighted), but 
a monetary union pegged to the US dollar raises trade by 5.2 per cent (weighted) 
or 11.7 per cent (unweighted).

Finally, if we identify the exchange rate regime which gives the highest level 
of trade for each country, it turns out that nine countries do best under a unilateral 
currency board on the euro: Turkey, Lebanon, Saudi Arabia, Syria, UAE, Egypt, 
Algeria, Morocco and Tunisia. Three do better under a unilateral currency board 
on the dollar: Kuwait, Oman and Qatar. And three do better under a joint monetary 
union pegged to the dollar: Bahrain, Jordan and Yemen.

There are two points that should be noted in connection with these results. First, 
for those countries which have large oil exports the gravity model as used here may 
not be appropriate. The model underpinning the estimating equations presented at 
the beginning of this chapter strictly applies to cases where each country produces 
its own differentiated product, or each country produces one differentiated product 
within each product class. But oil is essentially homogeneous (allowing for some 
differences in sulphur content etc.) and is produced only in a limited number of 
countries. These points imply that variations in trade costs due, for example, to 
changes in exchange rate regimes should not be expected to have major effects 
on the pattern of trade in oil. In that case the results derived here overestimate 
the effects on oil exporters’ trade of their exchange rate regimes, notably in their 
trade with other Asian countries that peg to or manage on the dollar. Second, it 
is possible that this effect is compounded by a potential bias in the Reinhart and 
Rogoff (2003b) classifi cation of exchange rate regimes, which appears to give 
priority to a currency’s relation to the dollar except for currencies which are 
obviously and publicly related to the euro. Cobham (2007) has shown that if the 
identifi cation is based on currencies’ actual movements against the dollar or the 
euro, fewer countries genuinely anchor on the dollar than those identifi ed as such 
by Reinhart and Rogoff.

5 Conclusions

In this paper we have estimated a gravity model of trade with a full menu of bilateral 
exchange rate regimes using the Baier and Begrstrand (2006) method to take account 
of multilateral trade resistance (and the corresponding world trade resistance). Our 
estimates of the effects on trade of different exchange rate regimes are broadly 
plausible, in both their absolute magnitudes and the relativities between them. In 
general the estimates suggest a graduated effect of exchange rate regimes on 
trade, in line with the size of transactions costs and uncertainty under each regime.
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This approach enables us to carry out simulations of the effects of changes in 
a country’s exchange rate regime on its trade, allowing properly for the implied 
change in each country’s multilateral resistance and in world resistance, as well as 
the direct change in bilateral resistance. We have produced preliminary estimates 
here for the effects on MENA countries of changing their existing exchange rate 
arrangements towards pegs or stronger attachments to the US dollar or the euro, 
both when one country changes its regime on its own and when all MENA coun-
tries do it together. These estimates suggest that for most MENA countries their 
trade would be higher if they anchored on the euro rather than on the dollar. We 
obtained different results for some countries; these were typically oil-exporters (for 
which the underlying assumptions of the gravity model may be inapplicable) and/
or countries with a large share of trade with Asian countries (which in 2003 were 
in many cases pegged to the dollar).

However, we should re-emphasise that the impact of the exchange rate regime 
upon a country’s trade is in any case not the only criterion to be used in choosing 
regimes. Countries need to consider a range of other issues including (at least) 
the price and exchange rate stability of the proposed anchors in themselves, the 
cyclical convergence or divergence between the country and the anchor economy 
and the country’s own ability to operate monetary and fi scal policy in a coherent 
and disciplined manner.

Notes

 1 We are grateful to Mauro Caselli for some excellent research assistance.
 2 Lahrèche-Révil and Milgram (2006) used a gravity model to investigate the trade 

patterns of some MENA countries (Algeria, Morocco and Tunisia; Turkey, Egypt 
and Israel), using measures of exchange rate volatility as regressors and contrasting 
these countries with the new member states of the European Union. They use a more 
conventional gravity model specifi cation, with time and country fi xed effects. Our 
sample of countries is much larger than theirs, we consider a larger number of MENA 
countries, and we use explicit exchange rate regimes rather than exchange rate volatility.

 3 Anderson and van Wincoop (2004) derive comparable results for a model in which each 
country produces a product within each product class.

 4 Notice, also, that the theory underpinning equation (1) implies β1 = 1.
 5 Across the sample as a whole this modifi cation makes little difference, but there are 

obvious cases where it does. In Canada, for example, economic activity is concentrated 
close to the border with the US while the geographic centre is much further north, and in 
a number of Middle Eastern and African countries the geographic centre is determined 
by large areas of economically empty desert while economic activity is concentrated on 
the shores of a sea or a river which may be far from the geographic centre of the country.

 6 The main sources for the data are International Monetary Fund (IMF) and World Bank 
publications and the CIA’s World Factbook. See Rose (2003) for further details.

 7 In the Bretton Woods period many developing countries – particularly those in Africa 
and the Caribbean – were colonies with exchange rate regimes imposed by their 
colonial masters. The currency unions and hard peg regimes that proliferated under 
such arrangements were also associated with relatively low tariff barriers as the result 
of systems of ‘imperial preference’. The pre-1973 period therefore provides a much 
less suitable fi eld for testing the effect of exchange rate regimes on trade than the later 
years when former colonies had become free to choose their own regime and tariffs and 
where non-tariff barriers generally were much lower (Rose, 2003).
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 8 In practice we updated the data from 1997 in order to correct an error in the Rose (2003) 

data arising from a change in base year for the GDP defl ator.
 9 Monthly data is provided in Reinhart and Rogoff (2003b).
 10 Countries not covered in Reinhart and Rogoff but included in the dataset are: Afghanistan, 

Angola, Aruba, Bahamas, Bahrain, Bangladesh, Barbados, Belize, Bermuda, Bhutan, 
Brunei, Cambodia, Cape Verde, Comoros, Djibouti, Fiji, Kiribati, Maldives, Mozam-
bique, Namibia, Oman, Papua New Guinea, Qatar, Rwanda, Samoa, Sao Tome, 
Seychelles, Sierra Leone, Solomon Islands, Somalia, Sudan, Syria, Tonga, Trinidad and 
Tobago, United Arab Emirates, Vanuatu, Vietnam, Yemen, Zimbabwe (before 1980). 
We used individual country webpages and world exchange rate arrangements tables 
from the IMF’s website, supplemented by the CIA World Factbook and examination 
of basic exchange rate data. The Reinhart and Rogoff data go up to 2001 only, 
so we have extended the series relying largely on what they give for the fi nal years of their 
sample and on International Financial Statistics (IFS) data on exchange rates for 2002–2004.

 11 In general the distinction is clear-cut, but for a range of ex-colonies it was necessary 
to make judgments about the transition from currency boards to hard pegs, and for that 
purpose the information given in Page (1993) was very useful.

 12 The classifi cation used here is the same as that in Adam and Cobham (2007a), except 
that here we distinguish the cases where two countries are, respectively, in the same 
currency union, or pegged to the same anchor currency, or managing their currencies 
with respect to the same reference currency, from the cases where one country is in a 
currency union which uses the currency of the other as its anchor (ANCHORCU), or 
one country is pegged to the currency of the other (ANCHORPEG), or one country is 
managing its currency with respect to the currency of the other (ANCHORREF).

 13 In our dataset each country has (for each year) a code indicating its unilateral exchange 
rate regime: currency union/currency board, hard peg, managed fl oat, free fl oat or free 
fall. It also has codes indicating the currency which it is using in a currency union/board, 
if any; the currency to which it is pegged, if any; and the currency with reference to 
which it manages its fl oat, if any. Thus for each country there are four unilateral codes; 
the eight codes for a pair of countries determine the bilateral exchange rate regime 
between them.

 14 We follow the widespread convention whereby Israel is not included in the MENA 
group although geographically it would appear that it should be, partly because 
including Israel would raise issues of what kind of relations should be assumed between 
it and the Arab countries (and Iran). The possible peace dividend, in terms of the trade 
effects of a full normalisation of relations between Israel and its neighbours, together 
with the creation of an independent Palestinian state, would be the subject of a separate 
paper. In the simulation results presented in Table 7.3 Israel fi gures in the ‘Other’ group.

 15 The relatively large value of the income elasticity of trade relative to the theoretical 
prior of one may refl ect the calculation of the dependent variable as the log of average 
bi-directional trade rather than the average of log bi-directional trade (Baldwin and 
Taglioni, 2006).

 16 In addition it should be noted that our SAMECU variable differs from Rose’s strict 
currency union dummy insofar as (a) SAMECU is 1 but Rose’s custrict is 0 where 
two countries each have (institutionally separate) currency unions or currency board 
arrangements with the same anchor currency, eg Argentina and Hong Kong in the 
1990s, and (b) SAMECU is 0 and custrict is 1 in some post-independence years when, 
according to Reinhart and Rogoff and other sources, some of the colonial currency board 
arrangements became pegs rather than currency boards.

 17 The marginal effect is 1)96.0exp(1)~exp( −=−hγ .
 18 The regimes with large confi dence intervals are typically those where the number of 

observations (see Table 7.2) is relatively small, e.g. the ANCHOR regimes.
 19 We do not include Iraq, whose recent trade pattern refl ects the unusual circumstances 

of the US occupation and the prolonged period of trade sanctions against Iraq before 
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that, so that its recent trade patterns are unlikely to provide a sensible base for forecasts 
of future trade. Nor do we include Iran or Sudan, since their current trade patterns are 
heavily distorted by US sanctions, which we have not allowed for at this stage in our 
work, or Libya, for which data is not available.

 20 The reason for the asymmetry in our defi nitions of the US dollar bloc and the eurozone 
bloc is the assumption that pegging to, or managing with reference to, the eurozone 
represents a clear choice about the particular anchor, while pegging or managing with 
reference to the dollar sometimes refl ects a choice about the regime in general (given 
the lack of an alternative numéraire before 1999) rather than the anchor. There are also 
geographical considerations which favour separate identifi cation of, for example, Latin 
America (other than the dollarised countries) and Asia.

 21 Jordan’s trade with Israel (which is classifi ed as a managed fl oat on the dollar) is heavily 
dependent on a tariff subsidy offered by the US for joint production. There is also a 
similar but smaller effect for Egypt.

 22 We use 2003 rather than 2004, the latest year for which we have data, (presented in 
Table 7.3) because the dataset is less complete in the fi nal year.
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Data defi nitions

Data 
defi nitions:

F the average value of real bilateral trade (constant US dollars)

d the great circle distance between most populous cities (standard miles)

y real GDP (constant US dollars)

pop the population of the country

Basic elements of b:

Area the area of the country (square kilometres)

Lang a dummy with value 1 if the two countries have the same language, and 
0 otherwise

ComBord a dummy variable with value 1 if the two countries have a common 
border

Landl the number of landlocked countries in the pair (0,1 or 2)

Island the number of countries in the pair which are islands (0,1 or 2)

Comcol a dummy with value 1 if i and j were ever colonies after 1945 with same 
coloniser, and 0 otherwise

Colony a dummy with value 1 if i ever colonised j or vice versa

Curcol a dummy with value 1 if i and j are colonies at time t

ComNat a dummy with value 1 if i and j are part of the same nation at time t

Regional a dummy with value 1 if i and j belong to the same regional trade 
agreement at time t

GSP a dummy with value 1 if i extended a GSP concession to j at time t or 
vice versa

{yrt} a set of time fi xed effects

{Ci} a set of country fi xed effects

Data sources: 
a Data on variables from F above to GSP taken from Rose, A. (2003) and extended by the authors 

from 1998 to 2004, except for data on distance, most of which was given to us by Jacques Melitz. 
Data on exchange rate regimes constructed by us, see section 3 above.
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8 Exchange rate arrangements and 
price stability in MENA countries

Elias El-Achkar and Wassim Shahin

Introduction

This study aims to examine for the MENA region the impact of the behaviour of 
exchange rates and the nature of the de facto exchange rate arrangement on price 
stability. Several MENA countries have explicitly or de facto adopted conven-
tional fi xed peg arrangements for many reasons related to the external sector and 
macroeconomic discipline including price stability. To this end, the paper studies 
the impact of changes in exchange rates and exchange rate policies on infl ation 
in eighteen MENA countries from 1975 to 2005 using empirical testing methods. 
The issue we investigate is the extent to which pegged exchange rate arrangements 
succeeded in achieving price stability, which is different from the many studies 
investigating the links between import prices and domestic prices. We build on 
the international literature which addresses the evaluation of pegged exchange 
rate regimes across the world and the studies analysing exchange rate policies in 
MENA countries. We hope to contribute to the literature on whether the majority of 
MENA countries that have adopted pegged exchange rate arrangements were able 
to achieve stable and low infl ation rates as a result of such policies. Determining 
the cost of these policies as well as the choice of exchange rate regimes are beyond 
the scope of the current analysis.

The empirical methodology used in the paper consists of running multi-country 
pooled time series estimation. Annual data over the last thirty years is used to 
investigate the behaviour of infl ation rates under de facto parities in MENA 
countries and to test whether changes in the exchange rates and the nature of the 
exchange rate regime are likely to contribute to changes in the infl ation rates. The 
equation specifi cation is dictated by theory and infl uenced by data availability.

The fi ndings reached show that the actual behaviour of the exchange rate 
along with other monetary policy variables is signifi cant in terms of the impact 
on infl ation rates. Our results also did not fi nd any signifi cant difference between 
various de facto exchange rate arrangements when it comes to the effect on infl ation 
rates, as the exchange rate dummy was shown to be insignifi cant. This implies that 
for the countries in our sample and the period considered, the choice of the adopted 
exchange rate regime is not signifi cant. These fi ndings are not always in line with 
some of the results reached in the literature on pegged exchange rate arrangements 
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around the world, which show in some cases that infl ation is lower and more stable 
under fi xed exchange rate regimes or in others that a relationship appears between 
fi xed exchange rate regimes and infl ation when long pegs are considered.

On the other hand, our results coincide with some fi ndings on industrial coun-
tries which show that there is no signifi cant link between exchange rate regimes and 
infl ation irrespective of the period of the peg, or those on some emerging markets 
which show that the exchange rate regime does not have a systematic effect on 
infl ation. However, the results on the signifi cance of the exchange rate variable 
rather than the regime dummy may imply that the dummy variable is too simple 
or too weak in this data set. The signifi cance of the exchange rate variable itself 
which measures the effect of actual exchange rates could possibly indicate that 
exchange rate regimes matter. In this case, the present results might be less out of 
line with some results in the literature.

The fi rst section of this chapter reviews the literature which examines the impact 
of pegged exchange rate arrangements in MENA countries on several economic 
variables and the success of the choice of exchange rate regimes adopted in these 
countries. In addition, this section reviews the results of the empirical studies 
conducted on the relationship between the nature of the exchange rate regime and 
price stability, using world samples. Section 2 discusses the past and current de 
facto and de jure exchange rate classifi cation in the eighteen MENA countries con-
sidered. The third section develops the testing methodology. Section 4 highlights 
the empirical results obtained while section 5 contains some concluding remarks 
on the policy implications.

1 Literature review

This section starts by briefl y reviewing that part of the relevant literature which 
evaluates the experience of selected MENA countries with various exchange rate 
arrangements. Then we evaluate the fi ndings of some of the studies dealing with 
the link between exchange rate arrangements and infl ation across the world, and 
build our model and testing methodology partly on these studies.

The literature on the performance of some MENA countries under different 
exchange rate arrangements is largely of two types. The fi rst relied on empirical 
methodology to address the impact of chosen regimes on the economy in terms 
of economic growth (Domac and Shabsigh, 1999, Bailliu, Lafrance and Perrault 
2003) and manufacturing and export competitiveness (Nabli and Veganzones-
Varoudakis, 2002). Specifi cally, Domac and Shabsigh (1999) examined the effect 
of real exchange rate misalignment on economic growth in Egypt, Jordan, Morocco 
and Tunisia in the 1970s and 1980s. During this period, the four countries adopted 
exchange rate policies motivated by the need to protect the external balance from 
external shocks and expansionary domestic policy. The results reached confi rmed 
the adverse effects of this misalignment on growth using all the measures of 
misalignment adopted in endogenous growth models. Bailliu, Lafrance and 
Perrault (2003) estimated the impact of exchange rate arrangements on growth 
using a panel data set of 60 countries between 1973 and 1998.
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The evidence obtained suggested that pegged, intermediate (crawling pegs or 
target zones) and fl exible exchange rate regimes affect economic growth positively 
when there is a monetary policy anchor. In the absence of an anchor, intermediate 
and fl exible exchange rate regimes are detrimental for growth. The results indicate 
that it is the presence of a monetary policy anchor rather than the type of exchange 
rate regime that affect economic growth.

Nabli and Veganzones-Varoudakis (2002) addressed the impact of over-
valuation in ten selected MENA countries on economic activity in the 1970s and 
1980s using the competitiveness of manufactured exports as a case in point. The 
results show that manufactured exports were negatively affected by overvaluation. 
However, when some countries reduced their exchange rate misalignment in 
the 1990s, their manufactured exports increased, in line with the fi ndings in the 
international literature.

The second type of studies addressed the choice of exchange rate regimes 
(Karam, 2001; Jbili and Karamarenko, 2003; Bhattacharya, 2003; Kamar, 2004). 
The issues considered centred around the major question of whether and under 
what conditions MENA countries should fl oat, peg, or follow a somehow more 
fl exible system. These studies also addressed the viability of policies of exchange 
rate cooperation. They dealt with different sets of countries using different method-
ologies to reach similar results; in many cases on countries common to the various 
sets. Bhattacharya (2003) for example, suggests that perhaps the most sensible 
conclusion for Lebanon and Jordan at this stage is to adopt a fi xed exchange rate 
regime, given the lack of evidence on real wage and relative price fl exibility and 
the diffi culty of fi nding a substitute for the exchange rate as the nominal anchor 
for Lebanon. Using a different method of analysis, Jbili and Karamarenko (2003) 
also reach the conclusion that the choice of a fl exible exchange rate regime is not 
clear-cut for Lebanon and Jordan and more of a long-term nature. The transition 
to a more fl exible exchange rate arrangement raises the issue of what conditions 
these countries need to meet.

The present paper falls under the fi rst type of studies as it examines the impact 
of fi xed exchange rate arrangements on price stability. The choice of exchange 
rate addressed in the second type is beyond the scope of this study. However, this 
paper differentiates itself from the existing studies on MENA countries in that it 
builds on the international literature reviewed next, which has examined the impact 
of pegged exchange rate arrangements on price stability. In addition, this paper 
draws on a large sample of eighteen MENA countries for a period extending from 
1975 to 2005. This period has witnessed changes in exchange rate arrangements 
in most countries over the years.

Several studies have examined the impact of exchange rate regimes on macro-
economic discipline. The analysis is confi ned to three of these studies that are the 
most relevant in this instance. The fi rst study, by Ghosh, Gulde, Ostry and Wolf 
(1997), uses data covering nine regime types for 136 countries over the period 
1960–1990 to examine the relationships between the nature of the exchange 
rate regime and infl ation and economic growth. The authors note that casual 
observations show that the pegged exchange rate regimes are largely concentrated 
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in the low infl ation period of the 1960s whereas the fl exible regime observations 
are more pronounced in the higher infl ation periods of the 1970s and 1980s. Then 
they examine the causality of these results by empirically testing the signifi cance 
of money growth, output growth, interest rates and several exchange rate regime 
dummies on infl ation using various alternative methods. The results show that 
infl ation is lower and more stable under pegged exchange rate arrangements 
than under fl oating regimes. Money growth rates and output growth are highly 
signifi cant whereas the interest rate term is insignifi cant.

The second study by Levy-Yeyati and Sturzenegger (2001) examines the 
impact of exchange rate regimes on infl ation, real interest rates, nominal money 
growth and output growth. The sample used covers 1925 annual observations for 
154 countries over the period 1973–1999. Given that many of these countries 
exhibit extraordinarily high infl ation, the authors concentrated the analysis on 
the medians which are less affected by extreme values. The reasoning behind 
the analysis was based on the assumption that the exchange rate regime affects 
infl ation directly through lower infl ation expectations and indirectly through the 
disciplinary effects on changes in the rate of growth of money. The authors found 
that for industrial countries there is no signifi cant link between exchange rate 
regimes and infl ation irrespective of the length of the period of the peg. However, 
for non-industrial economies a robust link between fi xed exchange rate regimes and 
infl ation appears only when long pegs or pegs that have been in place for at least 
fi ve consecutive years are considered. Short lived pegs appear even to be inferior 
to fl oats when it comes to achieving lower infl ation rates. The results on infl ation 
of the other explanatory variables such as money growth, real Gross Domestic 
Product (GDP) growth, lagged infl ation and interest rates are all signifi cant and of the 
expected signs.

The third study by Husain, Mody and Rogoff (2005) draws on the new data and 
advances in exchange rate regime classifi cation developed in Reinhart and Rogoff 
(2004) to examine exchange rate regime durability and performance in developing 
and advanced economies. The results suggest that for developing economies with 
little access to international capital markets, pegged exchange rate regimes deliver 
relatively low infl ation and high exchange rate durability. As countries become 
more fi nancially developed, they gain from moving to more fl exible exchange rate 
regimes and achieve higher growth without higher infl ation. However, for emer-
ging markets, the exchange rate regime does not seem to have a systematic effect 
on infl ation and growth.

2 Exchange rate regime classifi cation in MENA countries

This section is divided into two parts. The fi rst summarises various exchange rate 
classifi cations adopted by the International Monetary Fund (IMF) from 1975 until 
the present. The second part examines the exchange rate policies adopted by vari-
ous MENA countries in terms of evolution and performance.
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The IMF exchange rate classifi cation

From 1975 through to 1998 the IMF classifi ed members’ exchange rate arrangements 
under three main categories: pegged (against a single currency or a currency 
composite), limited fl exibility vis-à-vis a single currency or group of currencies, 
and more fl exible, including other managed and independently fl oating. This 
grouping was based on members’ offi cial notifi cations or declarations to the IMF 
about their exchange rate policies and fl exibility when they fi rst became members 
and after any changes in their arrangements. This is well known in the literature as 
the de jure classifi cation which has its own advantages and disadvantages.

One of the benefi ts is that there are 24 years of data and very wide country 
coverage, which allows many empirical studies on exchange rate regimes to rely 
upon this database in testing hypotheses and lending empirical support for a specifi c 
argument. A main shortcoming is that what countries are offi cially claiming to be 
doing (de jure) may differ largely from what they are actually pursuing (de facto). 
This reduces the transparency of the exchange rate policy undertaken and makes 
effective tracking, surveillance and analysis of the evolution and performance of 
the exchange rate regime for research and policy implications diffi cult and perhaps 
less accurate or even biased. There are many reasons often cited for this behaviour, 
including to avoid possible exchange rate speculation and attacks on the domestic 
currency under certain circumstances or to avoid the political cost associated with 
one or more desired devaluations and perhaps to preserve export competitiveness 
under an announced peg (Bubula and Otker-Robe, 2002).

To address the de jure classifi cation shortcomings, the IMF introduced in 1999 a 
new classifi cation system based on what countries are doing in reality, that is, based 
on the actual, de facto, policies. This new system ranks exchange rate regimes on 
the basis of the different degrees of fl exibility of the arrangement and distinguishes 
among the many forms of pegged regimes from the more rigid to the more soft, 
in order to better assess the implications of the choice of the exchange rate 
regime for the degree of independence of monetary policy (IMF, 2000). The 1999 
IMF nomenclature, still in use, identifi ed the following exchange rate regimes: 
(1) exchange arrangements with no separate legal tender, (2) currency board 
arrangements, (3) conventional fi xed-peg arrangements, (4) pegged exchange rates 
within horizontal bands, (5) crawling pegs, (6) exchange rates within crawling 
bands, (7) managed fl oating with no pre-determined path for the exchange rate, 
and (8) independent fl oating.1

The improvement made in the classifi cation system was partly induced by 
the literature which focused on the need to analyse de facto policies. This also 
motivated many researchers to go back in time and construct a historical database 
on de facto regimes for a large number of countries. The studies that came before or 
after the 1999 IMF classifi cation used either this or a broadly similar classifi cation 
for going back in time for updating (such as Reinhart and Rogoff, 2004; Bubula 
and Otker-Robe, 2002), or a largely modifi ed classifi cation, or new defi nitions and 
categories (Levy-Yeyati, and Sturzenegger, 2005; Ghosh, Gulde, Ostry, and Wolf, 
1997). The latter were based either on quantitative measures such as the variability 
of the exchange rate, international reserves, and the level of foreign exchange 
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intervention or on a combination of quantitative and qualitative analysis.2 The 
purpose of these studies has been to overcome the limited usefulness of the IMF’s 
new classifi cation for empirical analysis or to address perceived shortcomings with 
a view to examining whether certain opinions on exchange rate regimes hold.

Exchange rate regimes in MENA countries: evolution and performance

In this paper, we rely on the IMF exchange rate regime classifi cation which was 
revised in 1999, to identify de jure and de facto exchange rate policies in the 
MENA region and study the linkages between pegged regimes and infl ation in 
this group of countries. This is because the IMF has access to a wide range of 
credible sources of information ranging from the bilateral discussions and technical 
assistance offered to member countries, to IMF country desk economists and their 
reports on observed exchange rate behaviour. Table 8.1 summarises the evolution 
of de jure policies from the 1970s till 1998 and the de facto policies from 1990 
until 2005 of most MENA countries. The sources of information are IMF Annual 
Reports (various countries), and the study done by Bubula and Otker-Robe (2002) 
which constructed a database on de facto exchange rate regime classifi cation from 
1990 until 2001 for almost all IMF member countries, using the IMF nomenclature 
adopted in 1999.

Gulf Co-operation Council (GCC) countries

The de facto classifi cation of exchange rate regimes in Bahrain, Oman, Qatar, 
Saudi Arabia and the United Arab Emirates (UAE) has been conventional fi xed peg 
arrangements against a single currency, at least since 1990 (given data availability). 
The Kuwaiti de facto regime was a conventional fi xed peg arrangement against a 
composite from 1990 and perhaps earlier until 2001, when it became a conventional 
fi xed peg arrangement against a single currency. The de jure classifi cation (ending 
in 1998), based on the offi cial declarations of country authorities to the IMF, classi-
fi ed the Oman and Kuwait exchange rate arrangements as pegged to the US dollar 
and to a currency composite respectively. The de jure exchange rate arrangements 
of Bahrain, Qatar, Saudi Arabia, and the United Arab Emirates were categorised as 
showing limited fl exibility vis-à-vis a single currency (the US dollar).

As for performance, the period average exchange rate per US dollar has been 
fi xed since 1981 in Bahrain, Qatar and UAE at 0.376, 3.64, and 3.67 respectively. 
The exchange rate against the US dollar was maintained in Oman at 0.35 from 
1975 until 1985 and then at 0.38 from 1986 until the present, whereas it has 
been stable at 3.75 in Saudi Arabia since 1987. Before that date, the Saudi Riyal 
fl uctuated within a range of +/– 4 per cent. The largest currency appreciation of 
the Kuwaiti Dinar against the US dollar was around 4 per cent in 1987 and the 
largest depreciation was close to 5 per cent in 1989. These facts explain the very 
low exchange rate volatility or strong currency stability in the GCC countries for 
the period 1975–2005, as evidenced by the means and medians of exchange rate 
changes displayed in Table 8.2.



Offi cially announced 
(de jure)

Actual arrangement (de facto)

GCC

Bahrain Limited fl exibility vis-
à-vis a single currency

Classifi ed under Other Conventional Fixed 
Peg Arrangements where the country pegs its 
currency at a fi xed rate to a major currency or 
a basket of currencies and where the exchange 
rate fl uctuates within a narrow margin of at most 
+/– 1% around a central rate. The peg is against a 
single currency

Kuwait Pegged against a 
currency composite

Classifi ed under Other Conventional Fixed Peg 
Arrangements. The peg was against a composite 
until 2001 but changed later to peg against a 
single currency

Oman Pegged against a 
single currency

Classifi ed under Other Conventional Fixed 
Peg Arrangements. The peg is against a single 
currency

Qatar Limited fl exibility vis-
à-vis a single currency

Classifi ed under Other Conventional Fixed 
Peg Arrangements. The peg is against a single 
currency

Saudi Arabia Limited fl exibility vis-
à-vis a single currency

Classifi ed under Other Conventional Fixed 
Peg Arrangements. The peg is against a single 
currency

UAE Limited fl exibility vis-
à-vis a single currency

Classifi ed under Other Conventional Fixed 
Peg Arrangements. The peg is against a single 
currency

North Africa

Algeria Managed fl oating From 1994 classifi ed under Managed fl oating 
with no pre-announced path for exchange rate. 
From 1990 until 1993, conventional fi xed peg 
against a composite

Egypt Managed fl oating From 2002 classifi ed under Managed fl oating 
with no pre-announced path for exchange rate. 
The same classifi cation applies to 1999–2000. 
Classifi ed under Pegged exchange rates 
within horizontal bands (1991–96, 2001) 
where the value of the currency is maintained 
within margins of fl uctuation around a formal 
or de facto fi xed peg that are wider than 
+/– 1% around a central rate. Much earlier 
classifi ed under Other Conventional Fixed Peg 
Arrangements (1990, 1997, 1998) with the peg 
being against a single currency

Table 8.1 Exchange rate arrangements of MENA countries



Offi cially announced 
(de jure)

Actual arrangement (de facto)

Libya Domestic currency 
pegged to SDR

From 2001 classifi ed under Other Conventional 
Fixed Peg Arrangements with the peg being 
against a composite. Earlier classifi ed under 
Pegged exchange rates within horizontal bands

Morocco Domestic currency 
pegged to a currency 
composite other than 
the SDR

Classifi ed under Other Conventional Fixed Peg 
Arrangements. The peg is against a composite

Tunisia Managed fl oating Classifi ed under Managed fl oating with no 
pre-announced path for exchange rate (2000–
2001, 2005). Classifi ed under Crawling pegs 
(1990–1999, 2002–2004) where the currency is 
adjusted periodically in small amounts at a fi xed, 
pre-announced rate

Other MENA

Yemen Independently fl oating From 1996 classifi ed under Independently 
fl oating. A conventional fi xed peg arrangement 
against a single currency existed from 1990–1995

Jordan Currency pegged to a 
currency composite 

Classifi ed under Other Conventional Fixed 
Peg Arrangements. The peg is against a single 
currency starting 1995 and against a composite 
from 1990–1994

Lebanon Independently fl oating From 1998 classifi ed under Other Conventional 
Fixed Peg Arrangements. The peg is against a 
single currency. A crawling peg regime existed 
1993–1997 following a managed fl oating regime 
with no predetermined path for the exchange rate 
from 1990–1992

Syria Domestic currency 
pegged to USD

Classifi ed under Other Conventional Fixed 
Peg Arrangements. The peg is against a single 
currency

Turkey Managed fl oating From 2001 classifi ed under Independently 
fl oating. Earlier classifi ed under Crawling pegs

Cyprus Currency pegged to a 
currency composite

Classifi ed under Pegged exchange rates within 
horizontal bands since 1993. A conventional 
fi xed peg arrangement against a composite 
existed in 1990–1991

Iran Managed fl oating Starting 2002, classifi ed under Managed fl oating 
with no predetermined path for the exchange 
rate. Earlier classifi ed under Other Conventional 
Fixed Peg Arrangements. The peg is against a 
single currency from 1993–2001 compared to 
against a composite from 1990–1992



Table 8.2 Exchange rates, money growth and infl ation

Bahrain Kuwait Oman Qatar Saudi Arabia UAE

Exchange 
ratesa %

Mean –0.16 0.01 0.31 –0.29 0.18 –0.25

Median 0.00 0.28 0.00 0.00 0.00 0.00

Money 
Growth %

Mean 12.83 10.53 11.14 12.10 15.16 11.29

Median 7.85 6.32 7.22 10.68 7.26 9.04

Infl ation %

Mean 3.51 2.81 1.82 4.28 2.91 5.29

Median 1.48 2.53 0.93 2.96 0.59 4.40

No of 
observations

31 31 28 29 31 29

Algeria Egypt Libya Morocco Tunisia

Exchange 
ratesa %

Mean 11.24 11.20 6.04 2.78 3.89

Median 4.36 0.00 0.00 1.03 3.61

Money 
Growth %

Mean 17.96 19.95 9.87 12.72 12.86

Median 17.35 19.34 6.50 12.23 13.44

Infl ation %

Mean 11.23 11.63 5.39 5.69 6.01

Median 9.32 11.26 5.51 5.74 6.17

No of 
observations

31 31 31 31 31

Yemen Jordan Lebanon Syria Turkey Cyprus Iran

Exchange 
ratesa %

Mean 30.09 3.02 36.69 6.19 48.80 1.13 78.64

Median 4.13 0.00 1.67 0.00 46.32 0.74 0.17

Money 
Growth %

Mean 20.09 14.21 41.69 18.74 66.26 13.02 25.62

Median 17.50 15.00 23.59 18.96 50.51 13.36 24.44
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Yemen Jordan Lebanon Syria Turkey Cyprus Iran

Infl ation %

Mean 21.14 6.22 43.75 11.60 53.55 5.06 19.95

Median 12.24 3.85 18.60 9.29 54.40 4.14 18.19

No of 
observations

15 31 31 31 31 31 28

Notes: Annual changes in the period average exchange rate against the USD. A positive sign indicates 
a depreciation.

North Africa

The de facto regimes of Morocco and Libya have been conventional fi xed peg 
arrangements against a composite at least since 1990 and 2001 respectively. 
Earlier, the Libyan exchange rate arrangement was a pegged exchange rate within 
horizontal bands. In Algeria, the arrangement was a conventional fi xed peg against 
a composite until 1993. From 1994 the regime is classifi ed as managed fl oating 
with no pre-determined path for the exchange rate. From 1990 until 1999 Tunisia 
had a crawling peg classifi cation which was changed to managed fl oating with 
no pre-determined path for the exchange rate from 2000 until 2001, and changed 
back to a crawling peg from 2002 until 2004. In 2005, Tunisia went back to a 
managed fl oating regime with no pre-determined path for the exchange rate. The 
de facto exchange rate policies in Egypt fl uctuated between a conventional fi xed 
peg arrangement against a single currency (1990, 1997, 1998), pegged exchange 
rate within horizontal bands (1991–1996, 2001), and managed fl oating with no 
pre-determined path for the exchange rate (1999, 2000, 2002-2005). The de jure 
classifi cation showed that the exchange rate regimes in Libya and Morocco have 
been pegged to a currency composite (SDR for Libya and another composite for 
Morocco). However the exchange rate has been maintained within margins of +/– 
47 per cent for Libya compared to +/– 3 per cent for Morocco. The arrangements 
in Algeria, Egypt and Tunisia have been classifi ed as managed fl oating. It should 
be noted that both Libya and Egypt operated exchange rate arrangements involving 
more than one market and that the classifi cation reported in the text is the one 
maintained in the major market.

In both Morocco and Tunisia, the largest currency depreciations took place in 
1981 with the period average exchange rates per US dollar falling by 31 per cent 
and 23 per cent respectively. In the rest of the period under study, changes in the 
exchange rate were low to moderate, which contributed to relatively low volatility 
with fl uctuations not exceeding an annual average of 3 to 4 per cent respectively. 
The large currency depreciation of 106 per cent against the US dollar in Algeria in 
1991, together with less sharp depreciations in other years, resulted in a high cur-
rency volatility as seen in Table 8.2. In Libya, the exchange rate was fi xed at 0.2959 
against the US dollar from 1975 until 1985. The largest currency depreciation 
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occurred in 2002 with the currency losing 86 per cent of its value against the 
US dollar. As for Egypt, the exchange rate was fi xed to the US dollar at 0.39 
from 1975 until 1978, at 0.7 from 1979 until 1988, and at 3.39 from 1994 until 
1998. In other years, the exchange rate varied with the largest annual depreciation 
(82 per cent) taking place in 1990.

Other MENA countries

The de facto exchange rate regime in Syria has been a conventional fi xed peg 
arrangement against a single currency at least since 1990. Jordan had a conventional 
fi xed peg arrangement against a composite from 1990 until 1994 then moved to 
a conventional fi xed peg arrangement against a single currency. Lebanon had a 
managed fl oating regime with no predetermined path for the exchange rate from 
1990 until 1992, then experienced a crawling peg regime from 1993 until 1997. 
A conventional fi xed peg arrangement against a single currency was then adopted 
from 1998 until the present.

In 1990 and 1991, Cyprus had a conventional fi xed peg arrangement against a 
composite, which was changed in 1993 to pegged exchange rates within horizontal 
bands. Iran also had a conventional fi xed peg arrangement against a composite from 
1990 until 1992 before moving to a conventional fi xed peg arrangement against a 
single currency from 1993 until 2001. Since 2002 the de facto exchange rate regime 
for Iran has been a managed fl oat with no pre-determined path for the exchange 
rate. From 1990 until 2000, Turkey had a crawling peg which was changed in 2001 
to an independently fl oating regime. Finally, Yemen had a conventional fi xed peg 
arrangement against a single currency from 1990 until 1995. An independently 
fl oating regime was adopted in 1996 and was replaced by a managed fl oat in 1999 
and 2000 only. The de jure classifi cation for this group of countries consisted of a 
pegged arrangement against a single currency for Syria, and against a composite for 
Jordan and Cyprus; a managed fl oat for Iran and Turkey; and an independent fl oat 
for Lebanon and Yemen. It should be noted that both Syria and Iran maintained 
exchange rate arrangements involving more than one market throughout the period 
under study and up until 2001, and that the classifi cation reported in the text is that 
maintained in the major market.

In Syria the average exchange rate per USD was fi xed at 3.93 from 1976 until 1987 
and then at 11.23 from 1988 until 2005. Therefore a single currency depreciation of 
186 per cent occurred in 1988 and caused the discrepancy between the mean annual 
depreciation (6.2) and the median (0). Jordan also had low exchange rate volatility, 
with the average exchange rate per USD being fi xed at 0.709 from 1996 until 2005. 
Earlier, in 1989, the largest currency depreciation was 54 per cent. As a result, the 
mean annual depreciation was 3 per cent for the period 1975–2005 compared to a 
median of 0. In Yemen, the exchange rate per USD was fi xed at 12.01 from 1990 
until 1994. In 1995, a major currency depreciation of 240 per cent took place, 
followed by two years of large but less intense depreciations. This contributed to 
a mean drop of 30 per cent for the period 1990–2005 compared to a median of 4 
per cent. As for Lebanon, the period average exchange rate per USD has been fi xed 
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since 2000 at 1507.5. The period 1984 until 1992 was characterised by large annual 
currency depreciation with the largest being of 485 per cent in 1987. This resulted 
in a mean depreciation of 37 per cent and a median of 2 per cent.

Unlike Turkey and Iran, Cyprus enjoyed relatively low exchange rate vari-
ability for the period 1975–2005. Its largest currency depreciation was 19 per 
cent in 1981 and its largest appreciation was 15.5 per cent in both 1986 and 
2003. For the period under study, Cyprus had a mean annual depreciation of 
1.3 per cent and a median of 0.7 per cent. Iran’s exchange rate depreciated sharply 
in 1993 with the period average exchange rate per USD falling by 1834 per cent in 
that year. The Iranian currency also dropped by 294 per cent in 2002. Otherwise, 
exchange rate movements were low to moderate and this resulted in a mean annual 
depreciation of 79 per cent for the period 1975–2005 and a median of 0.2 per cent. 
As for Turkey, high exchange rate volatility marked the period from 1978 until 
2002, with the largest currency depreciations against the USD occurring in 1994 
(170 per cent) and 1980 (144 per cent). Thus the mean annual depreciation 
(49 per cent) was close to the median (46 per cent).

3 Testing methodology

Our methodology is in line with the models used in the international literature that 
has addressed the impact of exchange rate regimes on macroeconomic variables 
(Husain, Mody and Rogoff, 2005; Levy-Yeyati and Sturzenegger, 2001; Ghosh, 
Gulde and Wolf, 1998; Ghosh et al, 1997; Edwards and Losada, 1994). The 
resulting empirical specifi cation is represented by:

INFLit = a0 + a1 INFLit-1 + a2 RGDPit + a3 INTit + a4 M2it + a5 EXRit + a6 REGit + 
Uit

where i stands for the ith country and t for the tth time period and where:

INFL = the infl ation rate measured as the annual percentage change in the Consumer 
price index.

RGDP = rate of growth of real GDP;

INT= nominal interest rate (deposit rate);

M2= the rate of growth of broad money (money + quasi money);

EXR = annual percent change in the period average exchange rate against the US 
dollar;

REGt= a dummy that takes the value of 1 when an observation is classifi ed as a 
pegged regime and 0 when it is classifi ed as managed or independently fl oating;

U = error term.
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The exchange rate change variable (EXR) was not included in the previous studies 
reviewed as they used exchange rate dummies to examine the link between the 
nature of the exchange rate regime and price stability. However, it was decided 
when examining the raw data that de facto exchange rate arrangements were 
not necessarily always successful in maintaining the value of the exchange rate 
specifi ed by the arrangement. In addition, de facto exchange rate pegs were 
changed regularly for many countries in the sample over the period of study.

It was decided to examine the effect of this variable on infl ation in the absence of 
regime dummies and also in their presence, as we wanted to study this relationship 
irrespective of the nature of the exchange rate regime. The exchange rate regime 
dummy is included to capture the effects of the exchange rate regimes on infl ation 
through channels other than those passing via the growth of broad money M2. The 
infl ation rate is also regressed on the lagged infl ation rate (INFLt-1) to control for the 
effect of past infl ation on current infl ation expectations. Dropping foreign infl ation 
from the empirical testing specifi cation is motivated by the fact that changes in this 
variable should be captured and absorbed by the exchange rate changes examined 
in the various runs.

As far as the dependent variable is concerned, as Table 8.2 shows, some countries 
exhibit high and even hyper-infl ation in one or more years, which means that there 
are countries that could be outliers with respect to this exogenous variable used 
in the econometric model. We therefore had the choice of either eliminating these 
countries or retaining them by using the relevant best known statistical techniques 
to adjust for the outliers. As the fi rst choice implies losing many observations, it 
was decided to utilise the second option, employing the following steps. We fi rst 
estimated the model and examined the results before we deleted any outliers. Then 
we deleted data points that we thought were producing extreme biases and ran the 
model again to compare the results. We also attempted to run the model by making 
the assumption in case of high or hyper-infl ation that any infl ation rate which is, for 
example, above 100 per cent could be rounded down to 100 per cent. An alternative 
was to use the log of infl ation rather than infl ation itself to smoothen sharp changes 
or fl uctuations in the infl ation rate.

Our sample consists of annual observations for 18 MENA countries over 
the period 1975–2005. The empirical investigation was limited to this specifi c 
period because of data availability and our interest in examining relatively recent 
infl ation behaviour and linkages. The period considered, provides a large or at 
least acceptable number of annual observations, with a dataset consisting of 
31 observations per country and thus a total of 578 observations as a whole. 
However, missing or interrupted data for one or more years concerning one or 
more variables resulted in fewer observations, depending on the specifi cations. 
To illustrate, data availability with regard to the dependent variable was limited to 
29 observations for the period studied (1975-2005) in two countries (Qatar and UAE) 
and to 28 observations in Oman and to no more than 16 observations in Yemen.

Data availability regarding one of our explanatory variables (interest rates) 
varied across countries over the period in question and that was another reason 
for having an even smaller number of observations (smaller sample) in one of the 
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regressions. There are also other issues, related to experimentation with different 
lags and to regime dummies which were available only from 1990 to 2005, which 
infl uenced the specifi cations and the number of observations as was discussed 
in section 2. The main sources of our data are the IMF International Financial 
Statistics CD-ROM and the World Economic Outlook databases for INFL and 
RGDP, the IMF International Financial Statistics CD-ROM for INT, M2 , and 
EXR, the IMF Annual Reports and Bubula and Okter-Robe (2002) for exchange 
rate arrangement dummies. In very rare cases, and when necessary to supply 
missing data, we relied on central bank bulletins and reports of the countries in 
question. The list of sample countries is presented in Table 8.1.

4 Empirical results

The fi ndings of our econometric investigation are displayed in Table 8.3 which 
reports the results of fi ve different specifi cations depending on which explanatory 
variables are used in the regression equation and the time period.

In the fi rst specifi cation in column 1, we exclude the exchange rate regime 
dummy to examine the impact of exchange rate changes on infl ation in the absence 
of this variable. The second specifi cation in column 2 includes the exchange rate 
dummy variable but leaves out the exchange rate variable to test the link between 
the nature of the exchange rate regime and infl ation. The third regression in column 
3 includes all the explanatory variables mentioned above.

The results reported in Table 8.3 show that changes in the exchange rates are 
signifi cant in both the specifi cations that include the dependant variable of infl ation 
(columns 1 and 3). The exchange rate regime dummy is not signifi cant in either of 
the specifi cations that include the dependent variable of infl ation (columns 2 and 
3). Most importantly, the dummy does not have an independent effect on infl ation 
in column 3 when all the other macroeconomic variables are controlled for in 
comparison to the signifi cant effect of the exchange rate variable.

This could indicate that no signifi cant difference between various de facto 
exchange rate arrangements exists as far as infl ation is concerned, supporting the 
idea that the actual behaviour of the exchange rate under the strong commitment 
to the peg is the one to bring the benefi t in terms of lower infl ation in emerging 
economies. It is also consistent with the cases of many industrial countries where 
price stability has been achieved irrespective of the nature of their exchange rate 
regimes. However, the results could possibly imply that the dummy variable is too 
simple or too weak in this data set. The signifi cance of the exchange rate change 
(EXR) variable which measures the real impact of exchange rates may indicate 
that exchange rate regimes do matter. In this case, the present results may be less 
out of line with some results in the literature.

Therefore, this paper addresses not only the issue of successful versus unsuc-
cessful exchange rate pegs and arrangements, but also the signifi cance, if any, 
of the impact of these arrangements on price stability. The fi ndings on the insig-
nifi cance of the exchange rate dummies do not coincide with some of the results 
reached in the literature on pegged exchange rate arrangements, particularly the 
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study reviewed earlier by Ghosh et al. (1997) which showed that infl ation is 
lower and more stable under fi xed exchange rate regimes. The results also do not 
coincide with the fi ndings in the study by Levy-Yeyati and Sturzenegger (2001) 
which showed that a relationship appears between fi xed exchange rate regimes 
and infl ation when long pegs are considered. However, our results are in line with 
some fi ndings on industrial countries which indicate that there is no signifi cant link 
between exchange rate regimes and infl ation irrespective of the period of the peg 
(Levy-Yeyati and Sturzenegger, 2001) and some fi ndings on emerging markets 
which show that the exchange rate regime does not seem to have a systematic effect 
on infl ation (Husain, Mody and Rogoff, 2005). In addition, the latter study found 
that pegged exchange rate regimes seem to deliver low infl ation rates with these 
rates remaining low as countries move to more fl exible ones.

The results of the present study also show that in the three specifi cations in 
columns 1, 2 and 3 of Table 8.3 the coeffi cients for growth in broad money are 
all highly signifi cant and of the expected sign. Lagged infl ation is also signifi cant 
in the fi rst specifi cation and highly signifi cant in the other two. This is largely 
consistent with the theory linking money to prices and past infl ation to current 
infl ationary expectations. The interest rate and real GDP growth variables, however, 
are insignifi cant. It is worth mentioning that even if we exclude from the sample 
high infl ation observations with annual infl ation rates above 100 percent to reduce 
the infl uence of outliers, the fi ndings remain the same in terms of the signifi cance 
of various variables.

Contemporaneous explanatory variables (except lagged infl ation) were initially 
used but the signifi cance of the growth in the broad money variable in the fi rst 
specifi cation was substantially improved when it was lagged by one period. We 
conducted hypothesis testing with contemporaneous variables in an attempt to 
know the speed at which changes in the explanatory variables were translated into 
higher prices. The standard errors reported are corrected for heteroscedasticity and 
serial correlation and some of the diagnostic tests to assess the goodness of fi t of 
the model are reported in the notes beneath the table.

Subsequently, two separate data analyses were conducted. The fi rst was designed 
to disaggregate the specifi cation in column 1 of Table 8.3 into two sub-periods, 
1975–1989 and 1990–2005, in order to examine the relationship before and after 
the new data on exchange rate classifi cation became available. The results, reported 
in columns 4 and 5 of Table 8.3, are in line with the initial results of the study in 
terms of the signifi cance of various variables. However, the variable representing 
the percentage change in the exchange rate (EXR) is more signifi cant in column 4 
(1975–1989) than in column 5 (1990–2005).

The opposite holds true for the growth rate of the money variable. This could be 
attributed to the fact that the fi rst period witnessed more exchange rate volatility (as 
discussed in section 2) than did the second period where many countries adopted 
more pegged-type exchange rate arrangements. The volatility in exchange rates 
could have helped the authorities to maintain stronger control over money supply 
growth, causing infl ation to move more with the exchange rate rather than money 
supply behaviour.
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Table 8.3 Macroeconomic variables associated with infl ation 

Specifi cation 
(1)

Specifi cation 
(2)

Specifi cation 
(3)

Specifi cation 
(4)

Specifi cation 
(5)

Real GDP 
growth 
(RGDP)

–0.016
(0.100)

–0.054
(0.079)

–0.022
(0.083)

–0.090
(0.112)

0.056
(0.075)

Growth rate 
in money 
and Quasi 
money (M2)

0.176***
(0.053)

0.403***
(0.121)

0.361***
(0.104)

0.141**
(0.062)

0.362***
(0.120)

Percent 
changes 
in the 
exchange 
rate (EXR)

0.636***
(0.174)

0.108***
(0.040)

0.277***
(0.098)

0.139**
(0.057)

Interest rate 
(INT)

0.014
(0.200)

0.102
(0.195)

0.058
(0.179)

–0.133
(0.203)

0.146
(0.182)

Lagged 
infl ation 
(INFL – 1)

0.145*
(0.086)

0.446***
(0.134)

0.427***
(0.125)

0.399***
(0.153)

0.351***
(0.120)

Regime 
dummy 
(REG)

–0.556
(1.247)

–0.185
(1.047)

Time period 1975–2005 1975–2005 1975–2005 1975–1989 1990–2005

Number of 
observations

395 226 226 169 213

Cross 
sections

17 16 16 15 16

R-squared 0.814 0.913 0.922 0.830 0.920

F-statistic 340.00*** 461.40*** 429.63*** 87.27*** 479.19***

Akaike Info 
Criterion

8.056 6.319 6.222 7.257 6.189

Durbin-
Watson stat

2.016 2.065 2.039 2.027 2.053

Notes: 
a Standard errors are in parentheses. 
b One, two and three asterisks indicate signifi cance levels of 10, 5 and 1 per cent respectively. 

Dependent variable is infl ation.

The second analysis was to separate the group of countries into the three 
classifi cations described in Table 8.3 and run pooled data regressions individually 
on the three separate sub-samples: GCC (six countries), North Africa (five 
countries), and other MENA (seven countries). The infl uence of the exchange rate 
regime dummy on infl ation remained insignifi cant across the three sub-samples 
whereas the exchange rate variable remained signifi cant. The results concerning 
the other explanatory variables remained the same in terms of signifi cance.
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5 Conclusion

The impact of exchange rate arrangements on some economic variables in selected 
MENA countries has been addressed in the literature dealing with exchange rate 
regimes. Studies have also examined the choice of exchange rate regimes by 
considering the conditions under which MENA countries should fl oat, peg, or 
follow a more fl exible system. These countries have pursued various de facto 
exchange rate arrangements over the period of study within each country where 
different regimes were used historically and across the chosen sample. Similarly, 
some countries have implemented de facto exchange rate arrangements that deviate 
from offi cially announced ones. The current study differentiates itself from existing 
ones by attempting to examine the impact of the behaviour of exchange rates and 
of the exchange rate regimes on price stability in a selected group of eighteen 
MENA countries for a period extending from 1975 to 2005, pooling time-series 
and cross-sectional data in a pooled regression framework.

The results of the present study show that the actual behaviour of the exchange 
rate along with other monetary variables such as the rate of growth of money and 
lagged infl ation are signifi cant in terms of their impact on infl ation rates. Our results 
also did not fi nd any signifi cant difference between various de facto exchange rate 
arrangements, which implies that for the countries in our sample and the period 
considered the choice of the adopted exchange rate regime is not signifi cant. The 
results concerning all variables remained the same in terms of signifi cance after we 
disaggregated the period into two sub-periods and after we separated the group of 
countries into the three classifi cations described in Table 8.3 and ran pooled data 
regressions individually on the three separate sub-samples: GCC (six countries), 
North Africa (fi ve countries), and other MENA (seven countries).

These fi ndings do not coincide with some of the results reached in the literature 
on pegged exchange rate arrangements around the world, which show in some 
studies that infl ation is lower and more stable under fi xed exchange rate regimes 
or in others that a relationship appears between fi xed exchange rate regimes and 
infl ation when long pegs are considered.

On the other hand, our results are in line with some fi ndings on industrial 
countries according to which there is no signifi cant link between exchange rate 
regimes and infl ation irrespective of the period of the peg and with studies on some 
emerging markets according to which the exchange rate regime does not have 
a systematic effect on infl ation. However, the results on the signifi cance of the 
exchange rate variable rather than the regime dummy may imply that the dummy 
variable is too simple or too weak in this data set.

The signifi cance of the exchange rate change variable which measures the 
effect of actual exchange rates could possibly indicate that exchange rate regimes 
matter. In this case, the present results may be less out of line with the results in 
the literature. Finally, we should note that recommendations on the choice of the 
exchange rate regime to be adopted in various MENA countries are beyond the 
scope of the current study.
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Notes

1 See any IMF annual report starting from the year 2000 for an explanation of the different 
categories.

2 See Bubula and Otker-Robe (2002) for a discussion on the limitations associated with a 
classifi cation based purely on quantitative analysis.
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9 Exchange rate regimes for small 
countries 
An application to the Maghreb 
countries

Chrysost Bangaké, Jean-Baptiste Desquilbet and 
Nabil Jedlane

Introduction

The choice of exchange rate regime for small countries is a question which is 
attracting increasing attention. The interest in this topic has been reinforced by the 
unfortunate experiences of some emerging market countries in recent years in man-
aging their exchange rates. Recent experience may seem to favour freely fl oating 
exchange rates or hard pegs, but economists have held different and changing 
views on the choice of exchange rate regimes. At the beginning of the 1960s,1 the 
literature stressed the effects of shocks on the domestic economy as the crucial 
criterion. According to this approach, the choice between fl exible or fi xed exchange 
rate regimes depends on the nature and sources of the shocks which affect the 
domestic economy. The main result of these studies was to indicate the superiority 
of the fl exible exchange rate regime if the economy faces primarily real shocks such 
as fl uctuations in national aggregate demand. However, when the economy faces 
nominal shocks, for example to money demand, a fi xed exchange rate is preferable. 
Edwards and Levy-Yeyati (2003) and Broda (2004) confi rm this point of view, 
which contrasts with the argument supported by the cycle school to the effect that 
there is no signifi cant difference between exchange rate regimes.2

Furthermore, the contribution of Barro and Gordon (1983a, 1983b) allowed 
the issue of exchange rate regime choice to be related in a new perspective to the 
credibility of the policymaker. Barro and Gordon (1983a, 1983b) tackle the case of a 
central bank which uses discretionary monetary policy to generate surprise infl ation 
in order to reduce unemployment. They show that with rational expectations the 
result would be higher infl ation but the same unemployment because people adjust 
their infl ationary expectations in a way that eliminates any consistent pattern of 
surprises. The only way to protect against this time-inconsistency is to institute a 
commitment mechanism which ties the hands of the monetary authorities. In this 
confi guration, a fi xed exchange rate regime could provide a clear nominal anchor 
and help to establish a stabilisation programme (Guillaume and Stasavage, 2000).

Since the middle of the 1990s, theoretical and empirical studies have made it 
possible to refi ne the debate on the choice of exchange rate regimes. On the one 
hand, the banking and currency crises in Asia and Latin America have reinforced 
the support for exchange rate regimes at each end of the spectrum – either a pure 
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free fl oating rate or a strongly fi xed rate (Calvo and Reinhart, 2002; Masson, 
2001; Fischer, 2001; Razin and Rubinstein, 2006). In this perspective, Razin 
and Rubinstein have shown that the infl uence of currency regimes on the overall 
macroeconomic performance depends on the likelihood of sudden stops of capital 
fl ows. Thus countries with a low probability of crisis can benefi t from an exchange 
rate peg and capital market liberalisation. Countries with an intermediate level of 
crisis probability might benefi t from a more fl exible exchange rate regime and some 
controls on capital fl ows. Thus, there is no universally optimal regime.3

On the other hand, recent theoretical literature has analysed exchange rate 
regimes in a general equilibrium model with nominal rigidities (Bayoumi, 1994; 
Obstfeld and Rogoff, 1995; Ricci, 1997; Corsetti and Pesenti, 2001). Our model is 
part of this tradition insofar as it draws on the study of Ricci (1997) on Optimum 
Currency Area (OCA) theory. However, while these studies focus on a two-country 
theoretical model, our study introduces a three-country model with two small 
countries (1 and 2) and a large one (3). The main results show that the choice 
of exchange rate regime for a small country depends on its economic features, 
the nature of the shocks it faces, the degree of monetary policy autonomy, the 
nature of the large country shocks and fi nally the type of fi xed exchange regime 
considered.

In the Maghreb countries, the recent call of the Union of Maghreb Banks in 
November 2007 (Maghreb Arabe Press, 2007) to create a single money for the 
Maghreb has provoked some doubts concerning such a project and has renewed 
interest in the question of the appropriate exchange rate regimes for the Maghreb 
countries. It is clear that the successful launch of the euro has stimulated interest 
in other regions. Monetary union is seen as a way of reinforcing regional cohesion 
and demonstrating a commitment to regional solidarity.

It is useful to point out that the main motives for monetary integration in 
Maghreb countries come from the desire to reinforce the integration of the real 
economies of the region and concerns with macroeconomic stability, economic 
growth, and historical and cultural links (Bangaké, Belhadj, and Jedlane, 2007). 
However, the European monetary union experience shows how long the road really 
is. If the objective of monetary integration seems well founded, it is clear that the 
structural differences among Maghreb countries could inhibit progress toward 
monetary integration. In particular, Maghreb countries face different shocks, so 
that the choice of exchange rate regimes is complex and needs to be carefully 
examined.

That is the purpose of this chapter, to examine the optimal exchange rate 
regime for Maghreb countries. It starts in section 1 by assessing the brief economic 
background of these countries, particularly Algeria, Morocco and Tunisia.4 
Section 2 then considers a three-country theoretical model which extends the 
two-country model by Ricci (1997) in order to analyse different kinds of fi xed or 
fl exible exchange rate regimes. While section 3 examines shocks and adjustments, 
section 4 presents an evaluation of the exchange rate regime. Finally section 
5 concludes with a broader look at the external arrangements that might be 
appropriate for Maghreb countries.



188 C. Bangaké et al.

1 Brief economic background of Algeria, Morocco and Tunisia

In this section, we present a brief synopsis of the economies of Algeria, Morocco 
and Tunisia. The purpose is to provide the reader with background information on 
the three countries. We provide basic macroeconomic indicators on trade links, the 
evolution of the exchange rate, budget balance and other main economic indicators. 
Although promoting trade in the Maghreb region is an explicit objective of the 
various national authorities, internal trade remains quite low (see tables 9.1 and 
9.2 which show bilateral trade between pairs of countries).

As table 9.1 shows, the trade among the three Maghreb countries (Algeria, 
Morocco, and Tunisia) is still low. For example, exports from Algeria to Morocco 
or Tunisia do not exceed 1 per cent of Algeria’s total exports, at 0.72 per cent 
and 0.43 per cent respectively. These values are still low when bilateral trade is 
normalised by Gross Domestic Product (GDP). On the import side, the relationships 
are the same. Although the Maghreb countries are beginning to reap the benefi ts 
of trade liberalisation (for example, Moroccan imports from Algeria exceed 1 per 
cent of its total imports) trade among them is still modest. This situation could be 
explained by a high tariff protection averaging nearly 20 per cent in the region, 
roughly 10 percentage points above the world average (Allain and Loko, 2007).

However, tables 9.1 and 9.2 also identify the non-negligible trade fl ows between 
the Maghreb countries and the European Union. Trade with the European Union 

Table 9.1 Maghreb exports: Intra-regional and with the European Union, averages, 
1996–2005

Bilateral Tradea as a share 
of total exports (%)

Bilateral Tradea as a share 
of GDP (%)

Algeria

 Exports to Morocco 0.72 0.23

 Exports to Tunisia 0.43 0.13

 Exports to EU 61.41 19.58

Morocco

 Exports to Algeria 0.26 0.04

 Exports to Tunisia 0.69 0.12

 Exports to EU 69.29 13.74

Tunisia

 Exports to Algeria 1.09 0.35

 Exports to Morocco 0.67 0.21

 Exports to EU 80.43 26.00

Source: IMF, Direction of Trade Statistics database.

Notes: 
a Bilateral trade is calculated by averaging exports from country 1 to country 2 over 1996–2005. 
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exceeds 61 per cent, 69 per cent and 80 per cent of total exports respectively in 
Algeria, Morocco and Tunisia. On the import side, the situation is the same. The 
European Union is an important destination for Maghreb countries’ exports and 
source for their imports. Substantial trade with the European Union could involve 
an important policy choice for these countries, for example whether to peg or not 
to the euro.

What are the Maghreb countries’ experiences with independent currency 
regimes over the last 10 years? The objective of the analysis here is twofold. First, 
and most importantly, Maghreb countries currently involved in proposals to form 
a monetary union, particularly an Arab Maghreb Union (Masson and Patillo, 
2004), have to evaluate the potential desirability of such arrangements against the 
costs and benefi ts of the alternative, which is the continued use of independent 
currencies, in either a fl exible or a fi xed rate system. Second, by highlighting 
periods or situations during which exchange rate management became a key 
macroeconomic instrument, some important policy choices are drawn for Maghreb 
exchange rate regimes.

Note that we use fi rst the offi cial classifi cations published by the International 
Monetary Fund (IMF) (2006), which are de jure or based on countries’ self-
reporting of their regime. Then, an alternative classifi cation scheme based on 
observed behaviour, provided by Levy-Yeyati and Sturzenegger (2005) and 
Reinhart and Rogoff (2004), is used.

As table 9.3 shows, according to the de jure classifi cation, while Algeria and 

Table 9.2 Maghreb imports: Intra-regional and with the European Union, averages, 
1996–2005

Bilateral Tradea as a share 
of total imports (%)

Bilateral Tradea as a share 
of GDP (%)

Algeria

 Imports from Morocco 0.15 0.03

 Imports from Tunisia 0.55 0.11

 Imports from EU 61.03 12.27

Morocco

 Imports from Algeria 1.25 0.41

 Imports from Tunisia 0.34 0.11

 Imports from EU 56.69 18.41

Tunisia

 Imports from Algeria 0.90 0.40

 Imports from Morocco 0.58 0.26

 Imports from EU 72.26 32.63

Source: IMF, Direction of Trade Statistics database.

Notes: 
a Bilateral trade is calculated by averaging imports of 1 from 2 over 1996–2005.
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Tunisia had managed fl oating with no pre-announced path for the exchange rate in 
2006, Morocco was classifi ed as having a conventional pegged arrangement, more 
precisely a peg to a basket of currencies. The successful launch of the euro has 
further signifi cant repercussions for the evolution of the exchange rate regime in 
Morocco. For example, the weight of the euro in the basket of currencies is 80 per 
cent while the US dollar represents 20 per cent as of 2006 (Jedlane, 2006). In the 
period 1996–2006, Tunisia practiced either managed fl oating or a crawling peg.

When we consider the de facto classifi cation according to Levy-Yeyati and 
Sturzenegger (2005) or the Reinhart and Rogoff (2004) classification, there 
appears to be some ‘‘fear of fl oating’’. For example, while the de jure classifi cation 
identifi es Tunisia as a managed fl oating regime in 1998, an alternative classifi cation 
based on observed behaviour suggests a fi xed exchange rate regime.5

Table 9.3 Evolution of the exchange rate regimes in the Maghreb countries, 1996–2006

Exchange arrangement

Country Currency Article VIII
Acceptance 
date a

IMF 
classifi cation b

Levy-Yeyati &
Sturzenegger c

Reinhart &
Rogoff d

Algeria Algerian 
dinar

Sep-97 1996–2006 MF 1996–1997 IN
1996–2001 FL

1996–2001 2

Morocco Dirham Jan-93 1996–2006 P – 1996–2001 3

Tunisia Tunisian 
dinar

Jan-93 1996–1998  MF
1999 CP
2000–2001 MF
2002–2004 CP
2005–2006 MF

1996 IN
1997 FL
1998 FX
1999–2001 IN

1996–2001 2

Notes and Sources: 
a Acceptance of article VIII of the IMF’s Articles of Agreement commits a country to currency 

convertibility for international payments for goods and services.
b IMF classifi cation, 1996–2006:

NL Exchange arrangements with o separate legal tender
CB Currency Board Arrangement
P Conventional pegged arrangement   
BH Pegged exchange rate within horizontal bands
CP Crawling peg
BC Crawling band
MF Managed fl oating with no preannounced path for the exchange rate
IF  Independently fl oating 

c Levy-Yeyati, E., and Sturzenegger, F., (2005) 1996–2001:   
FL  Float
IN  Intermediate (dirty; dirty/crawling peg)
FX  Fix

d Reinhart, C., and Rogoff, K. (2004) 1996–2001:
Fixed
Crawling peg or band
Managed fl oating/wide crawling band/moving band
Freely fl oating
Freely falling.
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How did the exchange rate systems of the Maghreb countries perform in terms 
of key macroeconomic indicators in the period 1996–2006? Table 9.4 summa rises 
the average performance of the Maghreb countries during their periods of fl exibility 
(managed fl oating) as well as crawling peg or conventional pegged arrangements.

In general, fl exible exchange rate systems (managed fl oating) have been as-
sociated with favourable macroeconomic effects in Algeria and Tunisia. Growth 
in real GDP is higher on average (see table 9.4 where real GDP is 3.80 per cent 
in Algeria and 5.0 per cent in Tunisia). Table 9.4 also indicates that the Real 
Effective Exchange Rates (REERs) have depreciated on average during these 
countries’ fl exible periods. In general this depreciation was accompanied by an 
improvement of the terms of trade (by 7.6 per cent in Algeria and 0.5 per cent in 
Tunisia). Furthermore, in Algeria and Tunisia managed fl oating has contributed to 
moderate infl ation (4.1 per cent in Algeria and 2.9 per cent in Tunisia). However, 
the situation concerning the budget balance is mixed. While the budget balance has 
been in surplus in Algeria, probably due to oil exports, on average the fi scal defi cit 
of Tunisia under managed fl oating has been around 4.1 per cent.

The countries’ experiences with fi xed or adjustable pegs are somewhat different 
in terms of economic performance. While growth in both real GDP and real 
GDP per capita is higher on average in Morocco and Tunisia during basket 

Table 9.4 Average performance of Maghreb countries under different regimes 1996–2006a

Performance 
indicator

Algeria
Managed fl oat
(1996–2006)

Morocco
Conventional 
pegged 
(1996–2006)

Tunisia under
managed 
fl oating
(1996–1998, 
2000–2001, 
2005–2006)

Tunisia under
crawling peg
(1999, 2002–
2004)

Exchange rate

Exchange rate 
volatility

0.013 0.017 0.018 0.017

Real GDP

Growth 3.80 4.0 5.0 4.6

Per capita 
growth

2.10 2.8 3.7 3.5

Percent change 
in 

Terms of Trade 7.6 –1.8 0.5 0.0

REER –1.5  0.0 –2.1 –0.8

Infl ation 4.1 1.7 2.9 3.0

Budget balance 
as percent GDP

4.89 –3.02 –4.08 –2.95

Note: 

a IMF classifi cation (de jure classifi cation) used to identify exchange rate regime periods. Regimes 
classifi ed as managed fl oating or independently fl oating are termed fl exible. 
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peg and crawling peg systems (see table 9.4), other performance indicators are 
mixed. In Morocco, basket pegs were associated with low infl ation (1.7 per cent), 
a deterioration in the terms of trade (–1.7 per cent) and a fi scal defi cit of around 
3 per cent. In Tunisia some macroeconomic indicators improved in the crawling 
peg period. The fi scal defi cit is somewhat lower than in the managed fl oating period 
and the depreciation of the REER is –0.8 per cent compared to –2.1 per cent under 
the managed fl oat.

2 The model

We develop a three-country theoretical model extending the two-country model 
by Ricci (1997), which allows for analyses of different kinds of fi xed or fl exible 
exchange rate regimes. The theoretical model is based on a Ricardian model of free 
trade, with specialised economies each producing one traded and one non-traded 
good. The analysis is static and ignores the existence and accumulation of capital. 
Labour is fully mobile between sectors within the same country but immobile 
between countries. Money is taken into account through standard Cambridge 
equations. Infl ation occurs whenever the demand for goods rises above full ca-
pacity, unemployment whenever the demand for goods falls below full capacity. 
Exchange rates are determined by trade balance equilibrium in fl exible exchange 
rate regimes, whereas any kind of fi xed exchange regime puts some constraints 
on the money supply.

Markets for goods

The traded goods denoted A, B and C and non-traded goods N1, N2 and N3 are 
produced respectively by countries 1, 2 and 3. The three countries are endowed 
with fi xed quantities of labour, denoted L1, L2 and L3. Production functions exhibit 
constant returns to scale, which is consistent with complete specialisation.

Supplies of goods are given by

AA
s LA = BB

s LB = CC
s LC = 111 NN

s LN = 222 NN
s LN = 333 NN

s LN =

11 LLL NA + 22 LLL NB + 33 LLL NC +

where θi and Li denote respectively the average (and marginal) labour productivity 
and the employment level in sector i.

Firms behave competitively. The zero-profi t condition in each sector implies 
that the real wage is equal to labour productivity
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where w1, w2 and w3 are nominal wages in countries 1, 2 and 3, respectively, and Pi is 
the price of goods in sector i (in the currency of the employers’ or producers’ country).

Consumers have Cobb–Douglas preferences over the three traded goods (A, B and 
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C) and their home country non-traded good (N1 or N2 or N3). Preferences are assumed 
to differ in the three countries in order to investigate the effects of the degree of 
openness and of the symmetry of shocks on the desirability of a currency union.

The representative consumer k of country 1 maximises the following utility 
function

111111 1
1= kkkki NCBAU  

subject to the budget constraint

kkNkCk
B

kA YNPCePB
e

P
AP =+++ 11331

1  

Likewise, the representative consumer m of country 2 maximises

222222 1
2= mmmmm NCBAU

subject to

mmNmCmBmA YNPCePBPAeP =+++ 222211  

and the representative consumer n of country 3 maximises

333333 1= nnnnn NCBAU

subject to

njNnCn
B

n
A YNPCPB

e

P
A

e

P
=+++ 332

2
3

3

where e1, e2 and e3 are respectively the nominal exchange rates between countries 
1 and 2, countries 2 and 3 and countries 1 and 3. The parameters τ1, τ2 and τ3 (>1) 
indicate the presence of Samuelson’s iceberg-type transactions costs between 
countries 1 and 2, countries 2 and 3 and countries 1 and 3 respectively. The 
consumer needs to buy τ units of foreign goods to consume 1 unit. In a currency 
union τ = e = 1, and the transactions costs disappear.

Y1, Y2  and Y3 are the respective nominal incomes of countries 1, 2 and 3. In the ab-
sence of dividends paid to workers, wages constitute the only source of income. The 
nominal incomes are therefore equal to wages multiplied by the amount of labour:

( ) 11111 LWLLWY NA += ( ) 22222 LWLLWY NB += ( ) 33333 LWLLWY NC +=

where the equalities hold in full employment equilibria.
The income of the representative consumer in country i is simply Yi / Li.
Solving for the optimal consumption by representative consumers and computing 

for total consumption of goods yields:
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Preference parameter αi measures the share of country A’s traded good in country i’s 
consumption. The same interpretation holds for the other preference parameters.

Prices are assumed to be fl exible. Equilibrium in each sector yields:
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Money, prices and exchange rates

Money is introduced by assuming a standard Cambridge equation, with a constant 
velocity.

Money market equilibrium in country i is hence assumed to be represented by
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iii YMV =  

where Mi and Vi represent respectively money supply and velocity in country i.
Trade balance equilibrium is reached through nominal exchange rate adjustment 

in fl exible exchange rate regimes. Trade balance equilibrium in countries 1, 2 and 
3 respectively is given by

0)(. 111333
1

2
2 =++ YYe

e

Y

1 11 Ye + 3 32Ye - ( 2 + 2 ) 2Y = 0

1
3

1

e

Y
+ 2

2

2

e

Y
- ( 3 + 3 ). 3Y = 0

Goods market equilibrium and trade balance yield the equilibrium prices of goods:
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Money market equilibrium and trade balance yield the equilibrium level of 
exchange rates in a fl exible exchange rate regime:
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Shocks

Preferences and monetary parameters are subject to shocks before consumers 
and fi rms make their optimal choice. Their percentage changes (denoted ^) are 
distributed as truncated normals, whose means, variances are in brackets:

( )
i

Ni ,0~ˆ  

( )
i
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( )
i

Ni ,0~ˆ  



196 C. Bangaké et al.

( )
iVi NV ,0~ˆ  

Initial equilibrium

Firms’ behaviour

Firms behave competitively and face a labour supply curve which is infi nitely 
elastic at the given wage until full employment is reached. National employment 
cannot rise above full employment. Hence, after the resolution of uncertainty, 
domestic and foreign fi rms maximise profi ts subject to, respectively

11 Sww = ; 11 LLL NA +

22 Sww = ; 22 LLL NB +

33 Sww = ; 33 LLL NC +

When the initial equilibrium is disturbed by an increase in demand for the goods 
of one country, fi rms in that country fi nd it optimal to raise price, as they cannot 
hire more workers to produce more. When demand for the goods of one country 
goes down, in order to avoid losses (due to fi xed wages), fi rms of that country will 
reduce employment until their aggregate output equals aggregate demand at the 
marginal cost pricing.

Uncertainty and the timing of actions

Uncertainty arises from goods demand and monetary shocks. We assume that the 
world is initially in full employment equilibrium. The corresponding wages are 
respectively w1, w2 and w3.

Before the uncertainty is resolved, nominal wages are set at levels, ws1, ws2 and 
ws3 which are above the equilibrium wages w1, w2 and w3. Such an assumption 
introduces nominal rigidities and allows for the incorporation of an infl ationary 
bias as in Barro and Gordon (1983a, 1983b).

After the resolution of uncertainty, with wages given, unexpected demand and 
monetary shocks appear, and fi rms choose the competitively optimal employment 
under the constraint that the equilibrium wages are given by

iii VMW ˆˆˆ += if )ˆ(ˆˆ
iii MEVM +  

)ˆ(ˆ
ii MEW = i  )ˆ(ˆˆ

iii MEVM + (downwards nominal rigidity of wages).

where V̂ i, M̂ i, Ŵi and Ŵsi denote respectively the growth rates of the money 
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velocity, money stock, wages and minimum wage of country i, and E (M̂i) = µ 
where µi is the inflation target of the monetary authorities in country i. The 
equilibrium price is given by

ii

ii
i L

MV
P

.

.
=

with E (θi) = 0.

Economic policy objectives

We defi ne the economic policy objectives with respect to infl ation and unemploy-
ment in order to measure the net benefi ts that are expected to arise from different 
exchange rate regimes. For example, OCA theory proposes that the benefi ts of 
participating in a single currency result from the difference between the gains 
from the adoption of the single currency and the adjustment costs in terms of 
infl ation and unemployment. The economic policy objectives for infl ation and 
unemployment used here are similar to the monetary authority’s loss function used 
in macroeconomics since Barro and Gordon (1983a and 1983b). The square terms 
in our specifi cation are superfl uous because no trade-off exists between infl ation 
and unemployment.

The economic policy objectives of country i are assumed to be

( )iiiii CTuEH ++=

where E is the expectation operator, ui > 0 is the unemployment rate, πi is the 
infl ation rate. In contrast with Ricci (1997), where the infl ation rate is measured 
by the change in GDP-defl ator, we assume that the infl ation target is the increase 
in traded good prices. Although this is a strong hypothesis, it allows us to make the 
analysis more tractable. λ is the relative weight the authority assigns to infl ation 
versus employment. The economic policy objectives are measured as a percentage 
of the labour force; as a consequence, transactions costs and unemployment have 
the same weight.

Transaction costs

As specifi ed in the model of Ricci (1997), the transaction costs are meant to 
represent all the additional deadweight and effi ciency losses implied by multiple 
currencies. Due to the Samuelson’s iceberg assumption, paying transaction costs 
is like wasting hours of work.

( ) 1
3

1

1

1
111 YYCT ++=

Country 1 spends (β1+γ1)Y1 on foreign goods, but its citizens effectively consume 
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1

11Y +
3

11Y

the difference being due to the transaction costs. In equilibrium, Y1 = W1L1. The 
transaction costs faced by country 1 are calculated as the difference between the 
amount demanded and the amount consumed, as a percentage of the working 
population.

3 Shocks and adjustment

We analyse the consequences of the short run adjustment to shocks for unemployment 
and infl ation, under different exchange rate regimes. Relative to Ricci, a larger 
array of possible exchange rate regimes is considered:

• a fl exible exchange rate regime, in which all countries fl oat against each other;
• a fi xed exchange rate regime of the Bretton-Woods type (BW, Fix1) where 

the large country (Country 3) retains monetary autonomy;
• a fi xed exchange rate regime of the European Monetary System type (EMS, 

Fix2): the two countries peg their bilateral exchange rate, one of them acting 
as the follower and the other being the leader;

• a monetary union between the two small countries (countries 1 and 2) which 
fl oats against the large country;

• an explicit euroisation of the small countries which form a de facto monetary 
union with the large country and import its monetary policy.

Unless otherwise specifi ed, changes of variables are calculated from the initial 
equilibrium and are expressed in percentage terms.

Flexible exchange regime (Flex)

Under the fl exible exchange rate regime, the money stock is exogenous (the money 
supply is controlled by the monetary authorities, M̂ = μ), and the adjustment of the 
trade balance is due to the variation of the exchange rate. Given the hypotheses 
of a minimum wage (Ŵi = E (M̂i) if M̂ i + V̂i ≤ E (M̂i)) and maximum limit to 
labour supply, we can obtain the level of anticipated inflation and domestic 
unemployment.

Infl ation

AA W ˆˆ
1= AA Vμ ˆ

1̂1 += if 01̂V

AA μ= 1 if 01̂ <V

( ) ( ) ( ) ( )= AAvAAA dVdfVfVE ˆˆˆˆˆ,ˆ
111
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Fixed exchange rate regime of the BW type (Fix1): the large country retains 
monetary autonomy

The money supply is fi xed in country 3 (M̂3 = µ3). Given that shocks can create 
an imbalance in the goods market, the two countries (1 and 2) must adjust. As the 
exchange rate is fi xed, the adjustment takes place through the money supply:

13331
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Fixed exchange rate regime of EMS type: fl oating against the large country

Countries 1 and 2 agree on a fi xed bilateral exchange rate system which fl oats 
against the currency of the large country, and imposes a coordinated monetary 
policy. We denote by μ− = ξμ1 +(1−ξ)μ2 the common monetary rule, where ξ 
is the degree of autonomy of country 1’s monetary policy. In the case where 
ξ = 1, country 1 retains full monetary autonomy in the bilateral system, and country 
2 has to keep the bilateral exchange rate fi xed. Otherwise ξ = 0, and country 2 
sets the course of monetary policy, which country 1 has to follow. Under this 
assumption:

)ˆˆˆ) (1()ˆˆˆ) (1(ˆ
121121211 VVsVVsM ++=+++= μμμ
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Monetary Union between countries 1 and 2 (MU): fl oating against the large 
country.

In this case, infl ation and unemployment for country 1 are same as in the EMS 
regime. The difference between the two regimes results from transaction costs.

4 Evaluation of exchange rate regimes: a cost-benefi t analysis

We defi ne the net benefi ts (NB) for the home country as the difference between 
the expected losses under the different regimes enumerated above. Such expected 
losses are evaluated through the economic policy objectives defi ned in section 1. 
So under the different regimes the net benefi ts are:
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The adjustment costs component

We discuss the net benefi ts resulting from the adjustment costs in terms of infl ation 
and unemployment. Regimes are compared according to their ability to reduce 
infl ation, to stabilise monetary and real shocks and to economise on transaction 
costs:
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NB MU / FLEX > 0 if the following condition is satisfi ed:
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Under the fl exible regime, the variability of nominal domestic income of country 
1 is due only to domestic monetary shocks (σŷ1

 = σv̂1
). In a monetary union between 

two small countries 1 and 2, the variability of nominal domestic income is due to 
monetary and real shocks:
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Besides, this component rises with the relative weight λ assigned to infl ation by 
the authority. The more the home country (country 1) is autonomous the more the 
stability of its economy depends upon its monetary shocks and the less upon the 
monetary shocks of country 2, because it is the home country’s monetary policy 
which is followed by the central bank. To make this point clearer, we fi nd it useful 
to discuss two cases in more depth.

If the home country is fully autonomous (ξ = 1), the effects of monetary union 
on this country disappear whereas country 2 bears all the losses. The difference 
between monetary union and the fl exible regime results from the fact that in a 
currency union the monetary authority relinquishes the exchange rate as an internal 
instrument of adjustment to deal with real shocks but it also imports the monetary 
stability (or instability) of the other member of the monetary union. However, if 
country 1 retains the independence of its monetary policy under the currency union, 
its situation is the same as in the fl exible regime and therefore NB MU / FLEX = 0 

However, if country 1 acts as a follower i.e. depends fully on country 2 (ξ=0), 
the net benefi t component is:

( ) ( )( )2
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In this case, in contrast to country 2 where the net benefi t from the participation in 
a currency union is zero, that of the home country is positive if
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The home country gains from the creation of a currency union if its monetary 
instability is higher than the monetary shocks transmitted by the other small 
country and the real shock from the home country.

Our interpretation of this component is different from that of Ricci (1997) because 
he takes into account the degree of openness in the transmission of shocks, while 
our analysis centres on the degree of monetary autonomy in the currency union.

Monetary shocks

If real shocks are absent or subject to full adjustment, the adjustment cost component 
due to monetary shocks is given by
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This component is positive if the following condition is satisfi ed:
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If country 1 is fully autonomous, it is not affected by the creation of a monetary 
union compared to the fl exible exchange rate regime. However, if is fully dependent 
on country 2, the net benefi t component is positive if σ 2

v̂1
 > σ 2

v̂2
. In this case, our 

interpretation is the same as that of Ricci (1997) for the case when monetary shocks 
are positively correlated across the countries of a monetary union. Therefore, the 
country with higher monetary instability would gain stability from the creation of 
a currency union. In contrast to Ricci (1997), McKinnon’s (1963) argument on 
openness is not brought into question.

The comparison between monetary union and Fix1 allows us to defi ne under 
what conditions it is advantageous to anchor the domestic currency on an inter-
national currency. Indeed, when the home country belongs in a monetary union 
and its exchange rate is anchored to the large country, the stability of its economy 
depends on the variability of real and monetary shocks for the large country 
(σ

2
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= σ
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). The home country would gain from monetary union if
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If country 1 is fully autonomous (ξ = 1), the net benefi t component is positive if 
σ2

v̂1 > σ2
v̂3 . By anchoring its currency on that of the large country, the home country 

would gain monetary stability from a monetary union.
The Maghreb countries have been advised by the IMF and World Bank to 

establish fl exible exchange rate regimes. This would enable them to redefi ne their 
monetary policy frameworks so as to control infl ation. Besides, the data available 
shows that money velocity in Morocco and Tunisia is relatively stable. However, 
money demand could be unstable after the reform of the fi nancial sector because 
of fi nancial liberalisation (Jbili and Kramarenko, 2003).

Real shocks

If we neglect monetary shocks, the creation of a monetary union or the institution 
of a fi xed exchange rate regime of the Bretton Woods type, relative to a fl exible 
exchange rate regime, would generate costs. This confi rms that a fl exible exchange 
rate regime is a real shock absorber.
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In a currency union this negative component diminishes with the degree of 
monetary autonomy (ξ) and rises with the variance of the trade shocks of the home 
country (σŝ1

). In the Bretton Woods fi xed regime, the negative component rises 
with the variance of the shocks of the large country:

σŝ1
 increases with the variance of the trade shocks σα2, σα3, σβ1, σβ3, σγ1 and 

σγ2, increases with σα2α3, σβ3β1, σβ3γ1 , σβ3γ2, σβ1γ1, σγ1γ2, and σβ1γ2, but decreases with 
σα2β3, σα2β1, σγ1α2, σα3β3, σβ1α1, σα3γ1 and σα3γ2. σ ŝ3 increases with the variance of 
the trade shocks σα2, σα3, σβ1, σβ3, σγ1, and σγ2, increases with σα2α3 , σα2β3, σγ2α2, σβ1γ2, 
σβ1γ1, σγ1γ2, and σα3β3 , and decreases with σα2β1, σγ1α2 , σα3γ2, σβ3γ2, σα3β1, σα3γ1, σβ3β1 and 
σβ3γ1.

If (1 – ξ) σŝ1 > σŝ3, it is benefi cial for the home country to peg its bilateral 
exchange rate to the other small country and to the large country:
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If country 1 is fully autonomous in terms of monetary policy in the currency union, 
its net benefi t is zero:

0/ =FLEXMUNB

This result confi rms the argument that countries facing asymmetric real shocks 
would have high costs if they renounced the exchange rate as an instrument of 
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adjustment. The fl exible exchange rate regime would be a shock absorber with 
σŷ1 = 0 in comparison with fi xed exchange rate regimes:

in the monetary union case σŷ1
 = (1 – ξ) σŝ1

in the Fix 1 case σŷ1 = σŝ 3

In addition, our result illustrates well the (n-1) problem because in a monetary 
union the country with monetary policy autonomy ensures the stability of its own 
economy even in the presence of real shocks: σŷ1 = 0.

On the other hand, if the real shocks were perfectly and positively correlated, and 
had equal standard deviations, in contrast to Ricci’s (1997) result, the adjustment 
would imply an additional cost of a monetary union relative to a fl exible exchange 
rate regime, although the negative component does not depend on σα2β1 and σγ1γ2.

In the case of the Maghreb countries, there is a positive correlation between real 
shocks (Darrat and Pennathur, 2002; Horvath and Grabowski, 1997) and therefore 
the monetary union would be more advantageous than pegging to the euro, at least 
for Morocco where the correlation is not strong vis-à-vis European countries (IMF, 
2006). Even in the presence of this positive correlation between real shocks in the 
Maghreb countries, a fl exible exchange rate regime would be more advantageous 
than a monetary union if these countries faced asymmetric real shocks. However, 
a fl exible exchange rate regime could create a monetary instability which would 
have a negative effect on growth and trade.

The infl ationary bias component

The component of the net benefi ts due to the existence of an infl ationary bias is 
given by

( )( ) ( )μμμμ == 121/ 1FLEXMUNB

This component indicates a net benefi t for country 1 if the union chooses an average 
rate of growth of money supply which is lower than that of country 1, in other 
words if μ1 > μ− , where μ−  is the monetary rule in the monetary union.

This component rises with λ, the relative weight assigned by the authority to 
infl ation, and diminishes with ξ, the degree of monetary policy autonomy. That is, 
the more country 1 is autonomous the lower is the gain. If country 1 is fully autono-
mous (ξ = 1), the net benefi t from participation in monetary union disappears.

In what conditions should the monetary union authority anchor its single 
currency on that of the large country? If the monetary rule μ−  in the currency union 
is higher than the average rate of growth of money supply of country 3 (μ3) or if it is 
diffi cult to fi nd a monetary rule in the currency union, it is advantageous to anchor 
the single currency to that of the large country. This is the case of the CFA franc 
zone which has pegged its exchange rate to the French franc and then the euro, and 
imported credibility from the Bank of France and then the European Central Bank:

( )3/ μμ=MUFIXNB
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If country 1 is fully independent, the benefi t from adopting Fix 1 compared to a 
monetary union or a fl exible exchange rate regime is the same:

( )31/1/1 μμ== FLEXFIXMUFIX NBNB

Indeed, in the case of a fl exible exchange rate regime, the monetary policy is 
independent. So country 1’s net benefi t is positive if the average rate of growth of 
money supply is higher than that of the large country.

As in Ricci 1997), the analysis of the infl ationary bias component confi rms 
the advantage of a nominal anchor which permits the reduction of infl ation: the 
advantage of tying one’s hands. Indeed, if the objective of low infl ation announced 
by the monetary authority is not time-consistent, the high infl ation country can 
reduce its infl ation by pegging its exchange rate to a low infl ation currency. This 
means that the monetary authorities anchor the exchange rate irrevocably. This is 
the case of regimes which fi x the exchange rate by legal action, that is exchange 
rate unions (Bordo and Jonung, 2003), and gain from the credibility of the nominal 
anchor via what Willett (2000) calls a ‘credibility effect’. Otherwise, the pressure to 
maintain a fi xed exchange rate imposes an anti-infl ationary bias on monetary policy 
which Willett refers to as a ‘disciplinary effect’. It involves limits on the monetary 
fi nancing of the defi cit on the one hand, and on the lax refi nancing of the banking 
sector by the central bank on the other (Combes and Veyrune, 2004).

The exchange rate union category includes currency unions, dollarisation and 
currency boards. The difference between intermediate exchange rate regimes and 
exchange rate unions could be explained by the introduction of the probability of 
devaluation. This is one possible extension of the model.

For the Maghreb countries, the low inflation reduces the net benefits of 
anchoring their currencies to the euro. The low infl ation is due to their careful 
monetary policy, price controls, the low level of investment demand and domestic 
consumption and the stability of their currencies against the euro and the US dollar 
in the case of Morocco. Algeria and Tunisia have adopted fl exible exchange rate 
regimes since 1994 and 2000 respectively.

However, the Maghreb countries are exposed to infl ationary risks. In Algeria, 
infl ation could rise because of increases in oil receipts and wages. In the case of 
Morocco, infl ation could result from economic growth, while in Tunisia it could 
arise from infl ows of capital (IMF, 2006).

Transactions costs

As in Ricci (1997), the transaction costs are a proxy for the deadweight and 
effi ciency losses associated with the existence of multiple currencies:

112/ rNB FIXMU =

The net benefi t of country 1 from participation in a monetary union with country 
2 compared to one of the other exchange rate regimes increases with β1, the share 
of country 2-made traded goods in country 1’s aggregate demand.
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In terms of transaction costs, it would not be advantageous for the Maghreb 

countries to form a monetary union because of the low level of their trade linkages 
(Tables 9.1 and 9.2). On the other hand, a currency union with the euro area would 
be benefi cial because that is their main trade partner. In addition, the endogeneity 
theory (Frankel and Rose, 1998; Rose, 2002) shows that monetary union could 
increase the trade links and therefore increase the net benefi t of the participating 
countries.

The net benefi t from participation of the three countries in a monetary union 
compared to the case where only the two small countries participate in the union 
increases with γ1. The net benefi t compared to other exchange rate regimes (Fix1, 
Fix2, Flex) increases with (β1 + γ1), where γ1 represents the share of country 3-made 
traded goods in country 1’s aggregate demand.

5 Conclusion

This chapter has investigated the theory of optimal regimes for small countries in the 
way we think appropriate for countries such as the Maghreb countries. We develop 
a three-country theoretical model with two small countries and a large one and a 
wide array of fi xed exchange rate regimes is considered (EMS or Bretton Woods). 
Some of the results described have already been discussed extensively in the OCA 
literature. We would like to underline other points which stem from our model.

The net benefi ts that country 1 expects from its participation in a monetary 
union compared to a fl exible exchange rate regime increase with the difference 
between the infl ationary bias of the domestic authority and the infl ationary bias of 
the authority of the monetary union, and with the variability of domestic monetary 
shocks, as parts of these shocks are transmitted to the other small country within 
a monetary union. The net benefi ts decrease with the variability of domestic real 
shocks and the variability of the monetary shocks of the other small country in the 
monetary union.

The net benefi ts that one country expects from a Bretton Woods type fi xed 
exchange rate regime compared to a fl exible exchange rate regime increase with 
the difference between the infl ationary bias of the domestic authority and that of 
the authority of the large country and with the variance of domestic monetary 
shocks. The benefi ts decrease with the variance of the monetary and real shocks 
of the large country.

The net benefits that country 1 expects from a Bretton Woods type fixed 
exchange rate regime compared to a monetary union increase with the difference 
between the infl ationary bias of the authority of the monetary union and that of 
the large country, and with the variance of the domestic real shocks and monetary 
shocks of the members of the monetary union. These benefi ts decrease with the 
variance of the monetary and real shocks of the large country.

Furthermore, if the real shocks were perfectly and positively correlated, and 
had equal standard deviations, in contrast to Ricci’s (1997) result, the adjustment 
would imply an additional cost in a monetary union in comparison with a fl exible 
exchange rate regime.
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Finally, the effect of monetary union on one country when it acts as a leader in 
setting monetary policy is lower than that on a follower country. Indeed, when the 
leader country sets its monetary policy based on its own infl ation objective, then 
the net benefi ts in terms of infl ationary bias disappear; in the case of monetary or 
real shocks, the benefi t from participation in a monetary union is zero.

Let us briefl y apply this framework to the Maghreb countries. The interesting 
question about the Maghreb Countries is to know if they should link their curren-
cies to the euro or form a monetary union between them that may or may not 
peg to the euro zone. We could distinguish two cases. If the motivation for the 
future monetary union is to stimulate real integration, we think that the benefi ts 
of monetary union would be weak because the trade fl ows between the Maghreb 
countries are low. Bangaké et al. (2007) have tested the Frankel and Rose (1998) 
relation for the Maghreb countries in the period 1980–2003; they found no 
evidence to support optimum currency area endogeneity in the Maghreb countries. 
Furthermore, using moving six-year correlations, they found that real shocks are 
not correlated between the Maghreb countries.

If the objective of the Maghreb countries is to pursue macroeconomic stability, a 
collective peg to the euro is appropriate because of their substantial trade links with 
the European Union.6 The Maghreb could import credibility from the European 
Central Bank (ECB). However, if the Maghreb countries continue to face real 
shocks, a fl exible exchange rate could be a real shock absorber.

Several extensions to the work presented here would be of great interest: in 
particular, the analysis of optimal monetary policy and of its interaction with fi scal 
policy, and the addition of a fourth country (two small countries and two large 
countries) in order to investigate what type of anchor currency should be chosen 
(US dollar or euro).

Notes

1 See Mundell (1963).
2 Baxter and Stockman (1989), Flood and Rose (1995) and Sopraseuth (2003) fi nd no 

difference between exchange rate regimes in terms of macroeconomic performance. There 
is a disconnection between exchange rate volatility and macroeconomic funda mentals.

3 Frankel (1999), Mussa, Masson, Swoboda, Jadresic, Mauro and Berg (2000).
4 The Maghreb countries are a group of fi ve countries: Algeria, Libya, Mauritania, Morocco 

and Tunisia. However, in this paper we focus on three countries (Algeria, Morocco and 
Tunisia).

5 Levy-Yeyati and Sturzenegger (2005).
6 Cobham and Robson (1994) analysed monetary integration in Africa, suggesting that if 

African countries peg their currencies to the European Currency Unit (ECU), they could 
avoid any problems of asymmetries and inequalities.
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10 Estimating central bank 
behaviour in emerging markets
The case of Turkey1

Ozan Hatipoglu and C. Emre Alper

Introduction

After the adoption of fl oating exchange rate regimes, several emerging markets 
decided to switch to an infl ation-targeting framework which entailed explicit 
medium-term quantitative targets for infl ation that their central banks had publicly 
declared.2 However, even after switching to infl ation targeting, an emerging market 
central bank (EMCB) has reasons to care about exchange rate movements and their 
effects on the fi nancial account balance. Firstly, due to the observed high degree of 
asset and liability dollarisation and shallow fi nancial markets, emerging markets 
are more susceptible to sudden capital account reversals, and an EMCB is more 
likely to actively respond to sudden movements in exchange rates when compared 
with, for example, the Federal Reserve or the Bank of England. Secondly, central 
banks in countries that depend heavily on exports for their economic welfare may 
be more inclined to bow to political pressure to adjust their exchange rates. An 
upcoming election, for instance, may compound that pressure.

From a policy point of view, the effect of exchange rate volatility is more than just 
a side concern for an EMCB adopting infl ation targeting. Exchange rate movements 
may affect infl ation expectations, since such movements generally affect the price 
of imported goods and are refl ected in the consumer price index (Allsopp, Kara 
and Nelson, 2006).3 They may also affect the output gap by affecting employment 
decisions simply by changing the marginal rate of substitution between labour and 
capital, where the latter consists partially of imported inputs. Given the possibility 
that both infl ation and the output gap are implicitly embedded in such a policy rule 
as the one used by Clarida, Galí and Gertler (2000), an emerging market central 
bank may choose to intervene pre-emptively to correct for unexpected deviations 
in the exchange rate.

From an empirical point of view, if a central bank commits to price stability 
in a forward-looking manner, then the estimation of future policy inputs, such 
as expected infl ation, becomes crucial for ensuring that the policy rule can be 
implemented. Since exchange rate movements are important in determining future 
price levels due to the exchange rate pass-through to domestic prices, a model must 
successfully capture the link between exchange rate movements and expected 
infl ation. While previous empirical studies report a decline in exchange rate pass-
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through after the adoption of an infl ation-targeting regime, the pass-through effect 
will always be a force to reckon with so long as the emphasis of policy remains 
infl ation targeting.4 This is especially true given the observation that emerging 
markets are generally characterised by high public debt and dollarisation, which 
complicates the role of exchange rates in monetary policy.5 Sargent and Wallace 
(1981) within a closed economy framework argue that high public debt and 
exogenously given public defi cits will eventually cause monetary policy to be 
dominated by fi scal concerns. For a small highly indebted open economy, increas-
ing the policy rate as a response to a perceived increase in infl ation and currency 
depreciation may cause the rates on government debt to increase, which in turn may 
increase the default risk and may lead to further currency depreciation.

We analyse the reaction function of the Central Bank of Turkey (CBT) in the 
post-2001 fl oating exchange rate period, using a multivariate structural model 
with time-dependent parameters and regime shocks. Using Turkey as a case study 
is appealing in several respects. First, since the full capital account liberalisation 
at the end of the 1990s, Turkey has experienced high infl ation, lax fi scal policies 
and episodes of sudden capital account reversal and high exchange rate volatility; 
the latest was in May 2006, almost fi ve years after Turkey switched to infl ation 
targeting.6 Second, because of Turkey’s concerns over export performance as well 
as the high degree of asset and liability dollarisation, sustained appreciation of the 
domestic currency, partly due to improvements in the global liquidity conditions in 
the post 2001 period, has put pressure on the CBT to make adjustments ever since 
the adoption of infl ation targeting in 2002, regardless of whether such adjustments 
were aligned with the implied policy rule or not. Finally, although the initial 
phases of infl ation targeting have been successful, CBT has overshot its target for 
the last two years by at least four percentage points, raising questions about what 
role exchange rates play in the CBT’s reaction function and about how the CBT 
updates its infl ation target following an exchange rate crisis.7

An increase in the volatility of exchange rates may not only induce pre-emptive 
adjustments by EMCBs, but also lead to regime shifts or structural breaks in the 
reaction function. In an infl ation-targeting regime the monetary authority has to 
consider its own credibility when implementing an explicitly announced rule. 
Although infl ation targeting as a policy increases the transparency and credibility 
of monetary policy, an EMCB may initially lack institutional credibility, which 
could cause the monetary authority to shift regimes more frequently. Other issues 
associated with EMCBs also require special attention. For instance, a higher 
frequency of governor appointments might lead to more frequent structural breaks 
in the reaction function of an EMCB. Such shifts cannot be represented by the class 
of linear Taylor rules suggested for developed countries. Estimating a Taylor rule 
for the purpose of describing policymaker behaviour in this case would require 
appropriate modelling of such policy shifts.

Another important issue is that the standard Taylor rules incorrectly assume that 
the policymaker has perfect information about the current actual output gap, which 
is not necessarily the case, a point forcefully made by Orphanides and van Norden 
(2005). For this reason, accurate measurement of the potential output – in other 
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words, the productive capacity of the economy – is crucial. A serious mismeasure-
ment of the output gap may lead to an activist stabilisation policy that achieves 
undesired outcomes. The absence of statistical sophistication and the relatively 
large informal sector in emerging economies mean that potential output is more 
likely to be mismeasured by an EMCB compared to a central bank in a developed 
country. Given the fact that potential output is at least partially determined by the 
available imported machinery, exchange rates play a further role in determining 
the output gap. Such issues make it more challenging to model and predict the 
reactions of EMCBs.

In this chapter, an empirical nonlinear state-space model is presented that 
addresses the concerns mentioned above. We start with a benchmark model that 
includes exchange rates as an input to the rule, along with the infl ation gap and 
the output gap. We employ a dual extended Kalman fi lter (DEKF) technique to 
estimate simultaneously both time varying parameters (random coeffi cients) and 
unobserved variables, such as expected infl ation and potential output. This tech-
nique allows us to track changes in central bank behaviour over time. We estimate 
several augmented Taylor rules for the Turkish economy in the post-2001 period 
and we fi nd positively signifi cant coeffi cients for the output gap and the infl ation 
gap and an insignifi cant negative coeffi cient for the exchange rate gap. We also 
report that the Central Bank of Turkey has given relatively more importance to the 
infl ation gap than to either the output gap or the exchange rate gap in determining 
interest rates, though this did not happen immediately after the switch. We 
compare our model with existing models of smooth adjustment as well as with 
linear models that treat exchange rates as an input to the rule. While our model 
does not offer an accurate measurement of potential output, it offers an empirical 
advantage. Specifi cally, it produces a larger set of information that can be utilised 
for the optimal estimation of the output gap as it pertains to the estimation of the 
reaction function.

There are several articles that include exchange rates in the Taylor Rule, albeit 
without any consideration of the operational framework of the monetary authority 
in developing countries.8 Taylor (2001) argues that rules that respond directly to 
exchange rates do not perform better than those that respond indirectly. Edwards 
(2006) examines the role of the exchange rate in Taylor rules and fi nds that it has 
a signifi cant coeffi cient for most infl ation-targeting countries. Our analysis extends 
that of Edwards (2006) in that we incorporate the effect of exchange rates both 
in the measurement of the output gap and in the estimation of expected infl ation, 
both of which are inputs to the policy rule. We also compare this new rule to those 
of Edwards (2006) and previous researchers who have used exchange rates as 
exogenous inputs. We fi nd that incorporating the effects of exchange rates into the 
rule gives a better description of CBT behaviour in the period after 2001.

Engel and West (2005) and Mark (2005) study open-economy Taylor rules that 
include exchange rates, but their aim is to evaluate the effect of such a rule on the 
time-series properties of exchange rates. In a developing country framework, De 
Gregorio, Tokman, and Valdés (2005) study the case of Chile and argue that if the 
effects of the exchange rate changes are already incorporated in calculations of 
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the output and infl ation gaps, there is no need to give an independent role to the 
exchange rate in the policy rule. This approach is followed in the present paper, 
even though there is room for the EMCB to intervene pre-emptively and directly 
when the infl ation and output gaps are slow to respond to changes in the exchange 
rate. On the other hand, our work differs from that of De Gregorio et al. (2005) in 
how we estimate unobservables and how we incorporate exchange rates into the 
model, which is explained in more detail in the next section.

One major diffi culty in estimating a Taylor rule is measuring potential output 
as a determinant of the output gap. Basic procedures such as Hodrick-Prescott 
(HP) fi lters and quadratic detrending methods are widely used, while the Kalman 
fi lter and its extended version have also been recently employed. While HP fi lters 
perform well when estimating potential output in developed economies, where 
output is less volatile, they are poorly suited to emerging market economies, which 
are more prone to outside shocks and therefore show wider variation in their trend 
indicators. The Kalman fi lter algorithm, on the other hand, has several advantages 
over traditional fi lters.9 These merits have been documented by Ozbek and Ozlale 
(2005), who use a univariate extended Kalman fi lter to provide potential output 
estimates for Turkey. Orphanides and van Norden (2005) calculate the potential 
output using a univariate Kalman fi lter, whereas we use a multivariate one.10 
Similarly, Bueno (2005) looks at the hidden states in the policy rule in a Markov 
switching model using a multivariate Kalman fi lter, but without including exchange 
rates as a determinant of the policy rule.

Another major issue is estimating potential output correctly when it is affected 
by movements in exchange rates. By employing a multivariate structural version of 
the fi lter one can capture such effects and utilise more of the available information 
to estimate the output trend. We can introduce time-varying parameters, which 
allow us to track the changes in the central bank’s behaviour after its switch to 
the infl ation-targeting regime. Finally, the state-space setup allows us to evaluate 
the Taylor rule using a multivariate structural model that incorporates the joint 
estimation of all important unobserved variables – such as potential output – into 
one complete model.

The aim of this chapter is to explain the behaviour of an EMCB with the 
available information at hand. Therefore, it does not address the issue of real-
time measurement of potential output as suggested by Orphanides (2003b). The 
methodology that we employ provides recursive optimal forecasts of the potential 
output at each point in time, which approximates the level of information available 
to an EMCB when it makes policy decisions.

In the next section, we describe the model. In section 2 we present the data and 
our estimation results. Section 3 concludes.

1 The empirical model

Both theoretical and empirical studies have shown that the exchange rate has an 
indirect role in infl ation targeting because it affects both expected infl ation and the 
output gap. Therefore, such effects may already be embedded in a forward-looking 
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Taylor rule that considers the exchange rate as an input to the rule. In this respect, 
one possibility is to include in the original rule the deviations of the real exchange 
rate from the trend instead of including the nominal or the real exchange rate as 
a separate term in the rule. A zero real exchange rate gap can be considered to be 
consistent both with a zero infl ation gap and a zero output gap. Another possibility 
is to model the effects of nominal exchange rate changes on infl ation expectations 
separately, by treating infl ation expectations as an unobserved variable. Both ap-
proaches are different from the one used in Clarida et al. (1998) and in subsequent 
papers mentioned above, all of which use exchange rates as exogenous linear inputs 
to the policy rule. The problem of accurately estimating future infl ation is more 
diffi cult in the case of developing countries such as Turkey. Our results suggest 
that it is more appropriate to use the second approach because it captures the role 
of exchange rates in a way that more closely resembles the behaviour of an EMCB 
in an infl ation-targeting regime. In other words, the exchange rate matters to the 
extent that it affects future infl ation and output gaps. This approach is also useful 
in the sense that it prevents an EMCB from responding both to depreciation and 
a higher expected future infl ation, given that the latter already includes effects of 
the former. However, when there is a delayed response between changes in the 
exchange rate and the infl ation or output gaps, the EMCB may choose to respond 
immediately to changes in the exchange rate to control the pass-through effect on 
the infl ation and output gaps. This pre-emptive intervention by the central bank is 
suggested by Edwards (2006), who argues that the exact reaction function will be 
country-specifi c and dependent on pass-through elasticities. For the Turkish case, 
Kara and Öğünç (2005) provide evidence that the pass-through effect is relatively 
high, which might justify looking at the effect of exchange rates on expected 
future infl ation separately, as opposed to including exchange rates explicitly in 
a Taylor rule that already includes expected future infl ation in its infl ation gap 
component.11

Ample evidence in the literature indicates that rules with lagged policy rates have 
better predictive power over those without interest rate smoothing (Rudebusch, 
2006). While this may refl ect monetary policy inertia, there may also be persistent 
infl uences on central bank behaviour that cannot be explained by smooth adjustment 
of interest rates. In fact, the distinction between interest rate smoothing and 
persistent infl uences on the EMCB is even more blurred in emerging markets 
pursuing infl ation targeting, because the central bank may be subject to political 
pressures as well as to sustained periods of currency depreciation or appreciation. 
In order to control for such effects, we experimented with the inclusion of a lagged 
interest rate term in the Taylor rule as suggested by Rudebusch (2006), as well as a 
time-varying intercept term to capture regime shifts and other external factors.

We assume that the central bank follows a Taylor Rule in a forward-looking 
manner in order to control infl ation.12 We started with a baseline model in which 
the EMCB responds to infl ation gaps, output gaps, and some external factors like 
foreign interest rates or real exchange rate gaps. We took the nominal over-night 
interbank interest rate as the policy rate, and made several implicit assumptions. 
First, the response of the central bank is immediate, that is we assumed the EMCB 
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does not smooth changes in the interest rate, thus eliminating the need for a lagged 
term in the rule. Second, we assumed that the EMCB is concerned only with the 
economic environment and we do not allow for systematic changes in the EMCB’s 
behaviour, whether triggered by an internal mechanism or by political infl uence.

Hence the fi rst baseline model can be written as:

)()( 1,1, tttttt
e

ttt qyyi ++++= ++ (1)

where it is the policy rate, π*t, t+1 is the target level of the infl ation rate as announced 
by the central bank, πe

t, t+1 is the infl ation at t+1 as expected at time t, yt is the actual 
output, y*t is the unobserved potential output, qt represents external factors, such 
as the real exchange rate gap or foreign interest rate.

We then relax the assumption that the EMCB does not smooth its policy rate 
and estimate the following equation.

)()( 1,1,1 tttttt
e

tttt qyyii +++++= ++ (2)

We further relax the above assumptions by allowing for systematic changes in 
the EMCB’s behaviour. We also allow for time-variable coeffi cients and regime 
switches. We further assume that the central bank responds to changes in exchange 
rates with the goal of controlling infl ation. In other words, changes in the exchange 
rate affect the expected infl ation in the reaction function. In this setup, the expected 
infl ation is not directly observable by the central bank but can be inferred in a way 
that is consistent with the state of the economy as described by the model. This 
leads to the following specifi cation:

)()( 1,1 tttttt
e

ttttttt qyyii +++++= + (3)

121 ttt ++= (4)

11, tttt
e

tt scsba +++=+ (5)

11 tttt yy ++= (6)

)1( 10 ttttt ++= (7)

ttt xyy += (8)

,4,3,21,1 tttttttttt qrxx ++++= (9)

where Δst is the change in nominal exchange rate from the previous period, φt is the 
potential output growth rate or the trend output growth rate, ηt is the persistence 
of the deviations from the trend output, xt is the output gap, rt and is the real rate. 
Finally αt, βt, γt, ηt , τ1,t, τ2,t, τ3,t and τ4,t are random coeffi cients and εt , ξt , ζt , ωt, 
ϑt and ψt represent shocks to the system, which are assumed to be i.i.d. with zero 
mean and constant variances.
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Equation (3) is the augmented Taylor rule we adopted in our estimations and 
represents our baseline model. The EMCB responds to changes in deviations of the 
expected infl ation from its target, as described by the term (πe

t, t+1 – π t
*), to changes 

in actual output from its potential level, as described by the term (yt – y t
*) and to 

an external factor, qt, such as the deviation of the real exchange rate from its trend 
or the foreign interest rate. The inclusion of the lagged dependent variable, it-1, 
refl ects the inertia in monetary policy or smooth adjustments to the policy rate. The 
variable intercept term, αt , represents regime shocks or noisy information faced 
by the central bank as emphasised by Orphanides (2003a). The policy follows an 
AR(1) process if the output gap and infl ation gap are both zero and there is no noisy 
information about the state of the economy as it is perceived by the EMCB.

We extend the model to a state-space setup by adding the following equations. 
Equation (4) describes the evolution of the noisy information faced by the EMCB. 
Equation (5) expresses the dynamics of infl ationary expectations, π e

t , both through 
infl ation persistence and exchange rate pass-through calculated by the marginal 
effect of past nominal exchange rates, st-1 and st-2. Equation (6) describes the 
evolution of potential output as in Aguiar and Gopinath (2004) and Sarkaya, 
Öğunç, Ece, Kara, and Özlale (2005). We specify a fl exible random walk with a 
drift model where growth rate of the output trend, φt, is time-variable. We argue 
that in developing countries the trend of potential output is more prone to external 
shocks and may depend on productivity and labour force participation. Aguiar and 
Gopinath (2004) show that business-cycles in emerging markets occur because 
there are frequent changes in economic policies that cause shocks to the growth 
rate of the trend. Given the vulnerability of the emerging markets to such volatile 
shocks we adopt a stochastic model for the trend as in Sarkaya et al. (2005), where 
shocks are permanent and the persistence of the growth rate, ηt, can be specifi ed 
a priori. This is given in equation (7), where the potential growth rate exhibits 
an AR(1) process with ηt representing the persistence of the deviations from the 
long-run growth rate φo. Equation (8) is the decomposition of the actual output into 
potential output and the output gap. The above model can be expressed in state-
space form in the following way:

11 ++ ++= tttttt uUBWAW (10)

tttttt vVDWCY ++= (11)

where Yt is an n × 1 vector of observed variables, Ut and Vt are k × 1 and j × 1 vectors of 
predetermined or exogenous variables. At, Bt, Ct and Dt are time-variable coeffi cient 
matrices. Wt is a r × 1 vector of unobserved state variables. We then estimate the 
unobserved components in a state-space setup using Kalman fi ltering methods.13

The above model is fi rst estimated using the Standard Kalman Filter (SKF) 
algorithm. SKF is useful when the coeffi cient matrices are time invariant. The 
algorithm involves estimating the state-space model given by (10) and (11) in a 
recursive manner in two distinct steps: update and measurement. In the update 
step, the unobserved state variables, Wt are estimated by using information on 
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observed signal variables, Ut, and previously estimated state variables, Wt-1. 
Using a maximum likelihood algorithm a priori estimates of the state variables, 
Ŵ t

-
 , and the a priori estimate of the error covariance, P̂t

-, are obtained. Once a 
state vector is estimated, it is measured by a signal vector Yt in the measurement 
step by controlling for other exogenous variables Vt. The error covariance matrix 
associated with the measurement error is used along with the estimated coeffi cient 
matrices, Ĉ and D̂, and the predicted covariance matrix from the update step, Pt

-, 
to produce the correction term, or the `Kalman gain’. This correction is used to 
refi ne the a priori estimates of Ŵ t

-
 and P̂t

- and to transform them into a posteriori 
estimates Ŵ t

+
 and P̂. In the next update step, new a priori estimates of Ŵ

-
t+1 and 

P̂
-
t+1 are found by utilising the a posteriori estimates, Ŵ t

+
 and P̂ t

+
 , from the last step 

and the process repeats itself.
After a switch to a new monetary policy regime, there is a period during which 

the agents, including the central bank, adjust to the new environment. In this 
respect, allowing the parameters to vary allows us to explore how central banks 
adapt to an infl ation-targeting regime. In econometric terms this extension is not 
straightforward. If one allows for time-variable parameters the model becomes 
nonlinear in state variables and it is no longer appropriate to apply the SKF. 
Normally, non-linearity would be handled easily by applying the Extended Kalman 
Filter (EKF). But, since both parameters and the state variables are presented in 
multiplicative form, EKF by itself is insuffi cient to linearise the system, because 
of the fi lter’s recursive structure.

To summarise briefl y, each state estimate requires the full knowledge of the 
coordinates at which the linearisation should take place. One also needs other state 
estimates, such as estimates of the unknown parameters, in order to specify the 
coordinates. To address this problem, we propose a Dual Extended Kalman fi lter 
(DEKF) which applies a linear approximation algorithm to the SKF at the last step 
in state variables and parameters. It does so by using two separate extended Kalman 
fi lters, one for signal estimation and another for model estimation. One EKF 
generates state estimates by utilising a priori state estimates and a priori parameter 
estimates, while the other EKF generates parameter estimates by utilising a priori 
state estimates.14 DEKF has several advantages to the simple EKF, as described 
in Haykin (2000).

Data and estimation

We use the simple monthly average of the daily overnight interbank borrowing 
rate set by the Turkish Central Bank as the policy rate for the sample period from 
January 2002 through to July 2007. Infl ation is defi ned as the logarithmic difference 
of the annual seasonally adjusted CPI. Output is taken to be the natural logarithm 
of seasonally adjusted real Gross Domestic Product (GDP). The real exchange rate 
is based on CPI and taken from the CBT’s web-site along with the real rates. The 
nominal exchange rate is a basket of the euro and the dollar with equal weights.

Our estimation consists of several steps. First we estimate the baseline model 
with constant parameters where we experiment with several candidates for qt. Next 
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we estimate the multivariate structural model with constant coeffi cients using SKF, 
again experimenting with several candidates for qt and several initial conditions. 
Finally, we estimate the complete model with time-variable parameters using 
DEKF. One candidate we experimented with for qt is the real exchange rate as put 
forward by Taylor (2001). Another is the real exchange rate gap where the gap is 
measured by a deviation from its Hodrick-Prescott (HP) trend. We also included 
the US federal funds rate as in Adam et al. (2005).

We estimated the above model for the period between the fi rst month of 2002 
and seventh month of 2007. The results are selectively reported in Table 10.1 which 
presents the best results we were able to obtain using the above methodology, 
where we defi ne best as having the lowest mean squared error.15 The baseline 
models refer to the estimation of equation (1), where each gap is calculated using 
a HP fi lter and coeffi cients are time-invariant. The coeffi cients of the output gap 
and the infl ation gap are positive and signifi cant. The latter is greater than one, 
which refl ects the aggressive monetary policy employed by the CBT during the 
infl ation-targeting period. The coeffi cient of the exchange rate gap is insignifi cant 
and negative. Introducing the lagged interest rate improves the fi t of the model. 
This is expected, since the CBT smoothed the interest rate movements, except for 
the one-time hike in May 2006 as shown in Figure 10.1.

Baseline(1) Baseline(2) Baseline(3) Baseline(4) Extended 
(SKF)

Extended 
(DEKF)

Infl ation 
gap

1.821 
(0.422)

1.92 
(2.04)

1.112 
(0.438)

1.660 
(0.551)

1.004 
(0.401)

1.062 
(0.373)

Output 
gap

0.047 
(0.199)

0.012 
(0.233)

0.048 
(0.089)

0.198 
(0.267)

0.051 
(0.021)

0.055 
(0.314)

Real 
exchange 
rate

–0.022 
(0.071)

0.131 
(0.187)

Real 
exchange 
rate gap

–0.062 
(0.091)

–0.051 
(0.052)

–0.044 
(0.131)

Foreign 
interest 
rate 

–0.078 
(0.055)

Lagged 
interest 
rate

0.911 
(0.132)

0.838 
(0.114)

0.677 
(0.252)

0.861 
(0.156)

0.733 
(0.128)

Mean 
square 
error 

18.76 11.56 12.34 11.77 1.837 1.653

Table 10.1 Baseline and extended model estimates

Notes: Standard errors in parenthesis except EKF where MSE is reported. In EKF the parameter value 
is reported at the last observation.
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The last two columns show the results we obtained using the extended model. 
Here, we report the estimated coeffi cients obtained at the last step of the recursive 
algorithm which corresponds to the last observation. They are similar to the 
baseline model, except that the extended model fi ts the data considerably better. 
The estimation exercise using the constant coeffi cient model with SKF results 
in a positive and signifi cant coeffi cient for both the infl ation gap and the output 
gap, and a negative and insignifi cant coeffi cient for the exchange rate gap. By 
employing the random coeffi cient model with DEKF we obtain similar results. 
This is shown in the last column. We present the results we obtained by letting 
qt = 0 in equation (3), where the exchange rates and the foreign interest rate are 
not considered exogenous policy inputs. All of the coeffi cient estimates are the 
estimates at the last observation of the sample period.16 While the coeffi cient of the 
infl ation gap turns out to be positive for each step of the estimation, the coeffi cient 
of the output gap is insignifi cant. The coeffi cient of the exchange rate is negative 
and insignifi cant at the last step.

To show how the baseline model and the extended model compare in describing 
the CBT’s response, we present the actual overnight rates and the fi tted rates in 
Figure 10.1.17 The extended model with constant coeffi cients performs better than 
the baseline one. In particular, there are sustained periods during which the implied 
rule overestimates or underestimates the actual rates. To recap, we found that an 
empirical Taylor rule with variable policy parameters and regime shocks explains 
the CBT behaviour after 2001 better than the baseline model or the extended model 
with constant coeffi cients.

In Figure 10.2, we trace the CBT response over time. The fi gure shows the 
evolution of the coeffi cients of the infl ation gap and the exchange rate gap obtained 
by the recursive estimation. The fi gure shows the behaviour of the CBT after it 
switched to infl ation targeting. Reading Figure 10.2 requires caution: the initial 

Figure 10.1 Actual versus fi tted rates.
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estimates in the sample period are produced with few observations and have no 
statistical signifi cance. Therefore, we choose to comment about the last half of the 
sample only. According to the fi gure, the CBT has always given more weight to the 
infl ation gap than to the exchange rate, although the relative weights have varied.

The infl ation gap has become more important over the course of the infl ation-
targeting period, which refl ects the fact that the CBT was initially more concerned with 
fi scal dominance and lack of credibility. Because of the high initial level of foreign 
currency denominated Turkish debt and thereby high default risk , an increase in the 
rates as a response to high infl ation would have contributed to a real depreciation 
by making domestic debt lest attractive. Under such a scenario reducing infl ation 
requires fi scal discipline rather than monetary adjustments. On the other hand, the 
relative importance of the infl ation gap subsequently diminished towards the end 
of our sample, which may explain the overshooting observed in the last 1.5 years.

Conclusion

In this paper, we proposed a model to estimate the reaction function for an infl ation-
targeting emerging market central bank of a highly dollarised economy during a 
fl oating exchange rate period. It is not immediately clear from the previous literature 
whether the exchange rate should be considered separately within the Taylor rule for 
open economies. If the output gap and the infl ation gap carry enough information 
to describe the state of the economy, then there is no need to include the exchange 
rate because any information it contains will already be captured in these two 
statistics. However, since the latter include unobservables such as potential output 
and infl ationary expectations, the current and future values of which are at least 
partially determined by exchange rates, one can improve the estimates by utilising 

Figure 10.2 Central bank behaviour.
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the information provided by exchange rate movements. Our model incorporates 
the effects of exchange rate movements on infl ationary expectations and the output 
gap in a state-space setup. We introduce time-varying parameters and regime 
shifts to describe changes in EMCB behaviour. We use the model to estimate the 
CBT reaction function in the post-2001 period. When regime shifts are taken into 
account, the extended model predicts the CBT’s behaviour better than the standard 
Taylor rule. We fi nd that the CBT has responded to infl ation more aggressively 
over time, refl ecting its initial concerns about fi scal dominance. We also fi nd 
that the CBT has mostly ignored the movements in exchange rates during the 
infl ation-targeting period, in line with the classical defi nition of infl ation targeting.

From an econometric point of view, it is better to consider the exchange rate as 
part of the environment of monetary policy for the EMCB rather than an exogenous 
input for the implied rule. This is important in several ways. First, including 
exchange rates in the rule might create bias in the estimates as its effects on the 
policy rate might already be captured by both expected and observed infl ation as 
well as the output gap. Second, one might suppose that the central bank might 
respond independently to changes in the exchange rate. However, in this case 
modelling and estimating an exchange rate target independent of the infl ation target 
might require strict assumptions on the central bank’s behaviour.

While further study is needed to understand the general role of exchange rates in 
describing EMCB behaviour, we recognise that the role of exchange rates in monetary 
policy is largely an empirical and country-specifi c issue, as suggested by Edwards 
(2006). An exercise using real-time output gaps instead of forecasts provided by the 
algorithm in this chapter might provide more insight into the observed outcomes of 
monetary policy. The model presented here could be useful in studying central bank 
behaviour in other emerging market economies subject to similar shocks, such as 
Egypt, where the central bank is on the verge of adopting an infl ation-targeting regime.

Notes

 1 We are grateful to Oya Pinar Ardic, David Cobham, Ghassan Dibeh, Burcay Erus, Refi k 
Erzan, Douglas Pearce and participants at the 2007 Mediterranean Research meeting 
as well as the 2008 Middle East Economic Association (MEEA) annual conference for 
many helpful comments. We are also grateful for fi nancial support by the Scientifi c & 
Technological Research Council of Turkey (TUBITAK), project number 10K297. Alper 
acknowledges fi nancial support from TUBA-GEBIP (Turkish Academy of Sciences – 
Young Scientists Scholarship Program). The usual disclaimer applies.

 2 In particular, Brazil, Chile, Columbia, Mexico, Peru, South Africa, Thailand, and 
Turkey switched to infl ation-targeting frameworks following their adoption of fl oating 
exchange rate regimes.

 3 The correlation between CPI infl ation and nominal exchange rate changes is not always 
strong, however. See Allsopp et al. (2006) for a study on the U.K. In general, low 
income countries are expected to show a stronger correlation between the exchange 
rate and domestic prices, because the relative share of the non-tradable services sector 
is lower compared to the share in developed economies.

 4 Edwards (2006) reports declines in exchange rate pass-through for Australia, Canada, 
Brazil, Chile, Israel, South Korea, and Mexico. Kara et al. (2005) fi nd the same result 
for Turkey in the post-2001 period.
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 5 Several empirical studies report that exchange rate volatility and high infl ation leads to 

dollarisation. On the other hand, reverse causality is also possible. Akçay et al. (1997) 
report that a higher degree of dollarisation leads to higher levels of exchange rate 
uncertainty in Turkey.

 6 For a brief review of the fi nancial crises that Turkey faced in the aftermath of the 1989 
capital account liberalisation, see Alper and Öniş (2003).

 7 Turkey adopted implicit infl ation targeting in 2002 and open infl ation targeting in 2006. 
During the period of implicit infl ation targeting, partly due to favourable global liquidity 
conditions, annual infl ation rate fell to single digits.

 8 See Clarida et al. (1998) and Edwards (2006) on developed economies.
 9 First, unlike the HP fi lter or other detrending methods, the Kalman fi lter allows for 

greater volatility in the trend component and more fl exibility in modeling the trend. This 
is especially crucial for emerging market economies and it has been one of the main 
criticisms of the HP fi lter, which produces too ‘smooth’ a trend for such economies. 
Second, by including all possible variables in the estimation of potential output, the 
Kalman fi lter utilises more information in the estimation of potential output, which 
results in lower forecast errors. Thirdly, the Kalman fi lter is not plagued by the problem 
of incorrectly estimating the trend at the end of the sample period.

 10 In the univariate version, the only information source is the current real GDP.
 11 For instance, in March 2006, the Central Bank of Turkey increased the interest rate by 

16.5 per cent, or 425 basis points, from 13.25 per cent to 17.5 per cent in response to a 
sudden currency depreciation.

 12 Lawrence and Rostagno (2001) show that monetary policy operated according to the 
Taylor rule may inject additional volatility into the economy if it ignores the money 
growth rate. We ignore the money growth rate on the following grounds. First, a single 
interest rate policy can be supported by various money growth rules. Second, in an 
infl ation-targeting framework, money growth is important to the extent that it can 
forecast future infl ation, but there is little evidence that it can forecast this.

 13 The specifi cation of these matrices can be found in the Appendix.
 14 See Appendix for a brief description of the DEKF we employ in this estimation.
 15 All other estimation results are available from the authors.
 16 The Bayesian recursive estimation also requires specifi cation of the initial conditions for 

all state variables, including the random coeffi cients. For the potential output, we chose 
the actual value at the beginning of the sample. For the expected infl ation, we used a 
fi tted value from Equation (5). For the random coeffi cients, we started with the fi tted 
values we obtain from the baseline model. We further experimented with a considerably 
large set of arbitrary initial conditions. These results are also available from the authors.

 17 Unlike Clarida et al. (2000), we tested our model’s fi t by comparing the actual rates with 
the fi tted rates instead of by comparing actual target rates with fi tted target rates. Clarida 
et al. (2000) implicitly assume that central banks continuously adjust their target rates. 
This is a valid exercise for a central bank which pursues implicit infl ation targeting but 
for an emerging market’s central bank operating in an open economy infl ation-targeting 
framework, credibility requires that target rates are set well in advance and therefore it 
is reasonable to expect little volatility in target rates.
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Appendix 10.1

While estimating the state-space model, in addition to Equations (3–9) we use a 
random-walk specifi cation for the parameters. The detailed exposition of Kalman 
fi ltering theory can be found in Haykin (2001). We present here the modifi cations 
and the specifications of state-space matrices, as well as the computational 
algorithm employed.

The state-space matrices are specifi ed as follows.

[ ]tttttttttt
e

ttt
T

t xyW ,3,2,1
*

1, +=

[ ]tt
T
t yiY =

[ ]tttttttttt
T
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where T denotes the transpose of a matrix. The parameters are collected in the 
following matrices:

Except for the single cell A(3, 4) = 1 , At is a 13 × 13 diagonal matrix with the 
diagonal elements as follows: 

{ }1,1,1,1,1,1,1,1,,,1,0, ,12 ttt DiagA =

Bt is a 13 × 13 matrix of zeros with the following exceptions: B(1, 3) = λ1, 
B(2, 4) = a, B(2, 5) = b, B(2, 6) = c, B(4, 7) = -φ0, B(4, 8) = ηt, B(5, 8) = τ2,t, 
B(5, 9) = τ3,t, B(5, 10) = τ4,t
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The unobserved state variables and parameters are initialised by:

[ ]TiiiiEaiEi )()()( 000
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 for i = A, B, C, D
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) ) )

where E denotes the expectations operator and Σi is the covariance matrix for 
random variable vector i. In the simulation, we used values obtained from the 
baseline model including those obtained from an HP fi lter. Two separate, non-
linear fi lters provide their estimates by running concurrently for both the parameters 
and the state variables. The state fi lter takes a priori state estimates and a priori 
parameter estimates to produce a current state estimate. The current state estimate 
is then updated by using the measurement taken on observed variables to produce 
the a posteriori state estimate. The parameter fi lter, on the other hand, takes the a 
priori state estimates to produce a current parameter estimate, then updates it using 
the current state estimate and the measurement taken on observed variables. In both 
fi lters, the time update and the measurement update steps are run using extended 
Kalman fi ltering methods.



11 A common currency for Middle 
Eastern and North African 
countries?
Lessons from the European Monetary 
Union1

Sergio Rossi

Introduction

The string of fi nancial crises that have occurred over the last decade or so in 
emerging economies around the world points to the importance of stabilising the 
exchange rates of local currencies in the current international monetary and fi nan-
cial environment characterised by free markets, capital account liberalisation, and 
an increasing regionalisation of international trade as well as capital fl ows – as is 
captured by gravity models that explain trade as well as foreign direct investment 
(FDI) mainly by geographic proximity. In this framework, as Cohen (1998, 2002) 
and McKinnon (2004) observe, exchange rate volatility between key currencies 
like the US dollar and the euro has increased signifi cantly in recent years. The 
same may be argued with respect to international capital fl ows, which have become 
more volatile, especially at the short-term end of the spectrum (see Stiglitz, 2004). 
Clearly, volatile capital fl ows and exchange rates are at present two major sources 
of fi nancial instability (and crises) to which countries not engaged in regional 
monetary integration are exposed. Middle Eastern and North African (MENA) 
countries are a case in point in this regard.

MENA countries have gradually opened up their current and capital accounts 
since the 1980s, although a number of them maintain some restrictions on the 
foreign ownership of assets and repatriation of earnings (Creane, Goyal, Mobarak 
and Sab, 2004). Exchange rate regimes in this region range from currency board 
arrangements to free fl oats, with intermediate regimes such as managed fl oats. In 
fact, the majority of MENA countries have adopted exchange rate arrangements 
more by inertia than as a result of a comprehensive macroeconomic analysis 
of alternative exchange rate regimes. The majority of these countries peg their 
currencies to the US dollar, although both their trade and fi nancial fl ows are stronger 
with the European Union (EU) than the US economy, owing largely to geographic 
proximity and a long historical record of extensive commercial and fi nancial 
fl ows across the Mediterranean Sea. Looking ahead, the Euro–Mediterranean 
Agreements (EMAs) signed between the EU and the partner countries in the 
so-called Barcelona Process (which aims at setting up a free-trade area between 
the EU and a number of Mediterranean countries by 2010)2 are likely to increase 
the number as well as the amount of both trade and fi nancial fl ows across the 
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Mediterranean Sea. International capital fl ows may thereby represent a serious 
threat to fi nancial stability for MENA countries, if the exchange rate arrangements 
adopted by these countries are not appropriate to control this situation.

This chapter considers the array of alternative exchange rate regimes that are 
available today, from hard pegs to fl oating rates, all of which have the potential to 
lead to fi nancial instability and turmoil. It then proposes an alternative exchange rate 
arrangement, which MENA countries might adopt as a preliminary, instrumental 
step in order to converge and thus adopt a single currency along a more gradual, 
and less costly, path than the path the EU countries followed to achieve monetary 
union at the turn of the century. In doing so, this chapter points out some lessons to 
be learned from the European Monetary Union (EMU) experience for the monetary 
integration of MENA countries. Its aim is to elaborate on the institutional as well 
as structural features required for regional monetary integration, before MENA 
countries move on to the more demanding process (both in economic and political 
terms) of monetary union.

Section 1 focuses on the situation in MENA countries over the recent past, 
notably with respect to the convergence criteria enshrined in the Maastricht 
Treaty for the EMU, noting that the extensive country hetero geneity in the MENA 
region suggests the design of a more elaborate path to monetary union than the 
EMU path. The second section considers the array of alternative exchange rate 
regimes available today, pointing out that all these regimes have a number of 
drawbacks that make them a second best solution to monetary integration, which 
differs from monetary union in the sense that the former does not require the 
abandoning of local currencies. In light of this, the third section sets out a strat-
egy to introduce a common currency rather than a single currency for (selected) 
MENA countries, particularly for those countries having an increasing number 
of commercial and/or fi nancial ties between each other as well as with respect 
to the EU, which is their major trading and fi nancial partner. The fi nal section 
concludes.

1 Economic performance in MENA countries: some stylised facts 
and fi gures

The MENA region is very heterogeneous in terms of population and economic 
conditions. The most highly populated countries are Iran and Egypt – in each 
of which there are nearly 70 million inhabitants – whilst eight countries have 
a population of less than fi ve million. MENA countries are also very different 
with regard to income levels and political structures. In 2006, for instance, per 
capita nominal income ranged from 693 US dollars in Yemen to more than 
63,000 US dollars in Qatar, with an average per capita income level of 9,879 US 
dollars. This heterogeneity in income levels does not really help in reducing the 
differences in measured unemployment rates within the region. As a matter of fact, 
widely differ ing unemployment rates between MENA countries lead to migration 
pressure both within this region and from it to the EU-15, where the per capita 
income level is well above the MENA level (with the notable exception of Israel 
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and some small oil-producing countries). Growth performance in the MENA region 
is rather diverse, too, but generally higher than in the EU, although not so high as 
in the most dynamic emerging market economies around the world.

As regards the level and evolution of nominal variables, notably those concern-
ing the criteria for adoption of a single currency in EMU, a number of MENA 
countries are characterised by a rather stable monetary environment over the 
period 2001–2006. In most countries, stability-oriented monetary policies 
contributed to a reduction in the measured rate of (Consumer Prices Index (CPI)) 
infl ation. Nevertheless, in several MENA countries the fi scal defi cit of the general 
government sector was high, and sometimes increasing, with respect to Gross 
Domestic Product (GDP). Public defi cits in the MENA region deteriorated over the 
fi rst six years of the new millennium. Accordingly, public debts also increased with 
respect to GDP over the same period of time. Indeed, a number of authorities in 
the region acknowledged the need to carry out processes of fi scal and institutional 
reforms over the next few years, in an attempt to enhance their growth potential 
and attractiveness for FDI within a stable monetary environment (Sturm and 
Gurtner, 2007).

As regards political structures and political integration, which are both crucial 
for the success and durability of monetary union, the MENA region seems far 
from having the political requirements to form a single-currency area. In the 
Bretton Woods epoch, Arab countries had a political will to cooperate in exchange-
rate policy issues. In 1945, 22 Arab countries agreed notably to launch a single 
currency that they labelled the ‘Arab dinar.’ Much more recently, the Islamic 
Development Bank – which was set up in 1973 and covers 56 countries, including 
several MENA countries – called for the creation of a ‘golden dinar’ as a common 
means of payment for its member countries. At the time of writing, only the Gulf 
Cooperation Council (GCC) countries are still pursuing their efforts to adopt a 
single currency (pegged to the US dollar) by 2010. Of course, the Arab League 
(consisting of 22 countries) provides a regional framework for political and 
economic integration in the region, and in particular for monetary cooperation 
through the Arab Monetary Fund. ‘However, the Arab framework does not include 
Iran or, of course, Israel, two major players in the region, and suffers from a lack of 
political coherence’ (Mazzaferro, Mehl, Sturm, Thimann and Winkler, 2002: 13). 
In short, there is currently no impetus for Arab political integration; nor, in fact, for 
North African political union. Now, it is by way of contrast widely acknowledged 
that the primary driving force behind EMU was the determination of several EU 
member country governments to adopt a single European currency before the end 
of the twentieth century – despite a lack of fi scal discipline as measured by the 
Maastricht parameters and required by the original Stability and Growth Pact as 
well as by the European Central Bank (see Eichengreen and Bayoumi, 1999).

In the second half of the 1990s the fi rst-round EMU member countries converged 
nominally on measured infl ation rates, interest rates, and the general government 
position in relation to GDP, but they did not show the same progress towards real 
convergence, measured with respect to the annual growth rates of real GDP, per 
capita income levels, unemployment rates, and output gaps. ‘This was the major 
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omission of the Maastricht Treaty, which is preoccupied by “nominal” as opposed 
to “real” convergence’ (Bayoumi, Eichengreen and Mauro, 2000: 144). This 
situation has not changed much since the euro changeover in 1999. As empirical 
evidence shows, within the euro area real variables did not converge over the fi rst 
eight years of monetary union (see Rossi, 2006).

Now, if within a single currency area real convergence is insuffi cient, it is 
extremely diffi cult for the single monetary policy to do justice, at the same time, 
to the needs of all its member countries. The differences in terms of both economic 
structure and performance between these countries are likely to bring about 
tensions in monetary policy decision making. In a nutshell, the one-size-fi ts-all 
interest rate policy oriented towards the needs of the single currency area as a whole 
might be hampered by extensive country heterogeneity as regards real magnitudes. 
Further, with heterogeneous cross-country responses the single monetary policy 
could induce idiosyncratic business cycles across the single currency area (see 
Suardi, 2001).

As a result, the economic divergences across that area might increase, thus 
slowing down the speed of the convergence process rather than doing the opposite. 
Also, if the supranational monetary authority in charge of the single monetary 
policy felt obliged to intervene in an attempt to counteract a major shock in one 
of its member countries, it might in fact increase the cyclical divergence between 
its members, and thus hinder the synchronisation of the business cycle across the 
whole area. If such divergences arise, as they do within Euroland, they can only 
be addressed by those economic policies that remain in the competence of national 
governments, such as fi scal and structural policies. In fact, as Sturm and Siegfried 
(2005: 71) point out in this regard:

monetary union ultimately results in the transfer of sovereignty from the 
national to the supranational level in monetary affairs and, to some extent, 
needs to be accompanied by constraints for government budgets, which are 
areas widely regarded as being at the core of national sovereignty.

In this connection, the governments of MENA countries have to ask themselves 
whether they are ready (in economic as well as in political terms) to centralise mone-
tary policy decisions at a supranational level – which requires the establishment 
of a supranational decision-making body to which they will transfer a signifi cant 
part of their national sovereignty – and to accept and bear the burden of limiting 
this sovereignty in other important areas of their economic policy such as fi scal 
policy, which in a monetary union has to operate under tighter constraints in order 
to avoid strategic forms of behaviour by individual countries which have the same 
currency.

This set of questions, with which MENA governments will be confronted as 
soon as they start a discussion on the option of entering a process leading their 
countries to monetary union, goes along with the choice of an exchange rate 
arrangement to provide the fi nancial stability that is required for them to adopt the 
same currency at the end of the process for monetary union. In fact, these countries 
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need an exchange rate system that helps them accelerate convergence, in real as 
well as in nominal terms, without imposing on them too many binding constraints 
over too short a horizon, which might harm rather than help their efforts towards 
both economic convergence and fi nancial stability (see Kenen and Meade, 2003). 
As Angeloni, Flad and Mongelli (2005: 29) point out in this respect:

On the one hand, a high degree of exchange rate fl exibility may reduce the 
burden on policy-makers, freeing up room for manoeuvre that can be used 
to attain domestic policy targets. On the other hand, excessive exchange rate 
volatility may be a hindrance to the convergence process itself, by undermining 
the effort to stabilise market expectations. Striking the correct balance can be 
particularly complex.

This challenge is elaborated on in the next section.

2 Exchange rate arrangements, trade, and fi nancial stability

The South-Eastern neighbouring countries of the E(M)U appear very heterogeneous 
as well as fragmented, in spite of more than ten years of preferential relationships 
under the umbrella of the Barcelona Process (see Lahrèche-Révil and Milgram, 
2006). Despite the efforts to promote intra-regional trade between MENA 
countries, intra-MENA trade remains low (Dennis, 2006: 3). Even between the 
GCC countries, which are aiming to adopt monetary union with a single currency 
by 2010, intra-regional trade is very modest. In 2005, for instance, trade between 
GCC members accounted for only 8.1 per cent of all GCC exports and 8.9 per cent 
of total imports, according to the data provided by the Islamic Development Bank.3 
This fi gure is substantially smaller than what could be observed in the same year 
within the euro area (where more than fi fty per cent of trade was intra-euro-area 
trade). This might suggest that the macroeconomic benefi ts of adopting a single 
currency for the GCC countries will not be as high as those (expected) for EMU, 
even considering that monetary union might generate trade and fi nancial fl ows 
endogenously – as argued by Frankel and Rose (2002). In fact, as Adam and 
Cobham (2007: 61) point out in the conclusions of their analysis:

The basic results confi rm the importance of currency unions in encouraging 
trade between countries, but … they also indicate that some regimes other than 
currency unions are signifi cantly more pro-trade than fl exible exchange rates: 
there is a graduated positive effect on trade as uncertainty and transactions 
costs are reduced.

Clearly, any exchange rate arrangement that reduces uncertainty and transactions 
costs on the foreign exchange market is a better regime than a free fl oat. Indeed, 
fl oating exchange rates tend towards volatility, which raises the exchange rate risk 
premium and thereby decreases potential capital infl ows (in the form of FDI) to the 
detriment of the economic development of the countries adopting this exchange 
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rate strategy. Exchange rate volatility (measured by the standard deviation in 
nominal exchange rates) tends also to reduce trade growth and decreases the level 
of trade considerably (see Anderton and Skudelny, 2001). Intermediate exchange 
rate regimes, like a crawling peg (or band) or a managed fl oat, however, are not 
a better solution, because they can provoke fi nancial instability within countries 
where capital movements to and from the rest of the world have been set free as 
a result of fi nancial liberalisation. As a matter of fact, neither crawling pegs nor 
fl oating exchange rates can protect banks against panic by those foreign creditors 
who hold short-term claims denominated in foreign currency. Indeed, managing 
their currencies’ exchange rates might prove to be too costly for countries that 
are directly hit by a speculative attack. This holds also for those neighbouring 
countries that are hit by negative spillovers. As a result, intermediate exchange rate 
arrangements can provide only limited protection against fi nancial instability.

With regard to the current set of exchange rate arrangements adopted by MENA 
countries, the most probable strategy for the near future is for them (all) to peg 
their local currencies to the same anchor (which should be the euro rather than the 
US dollar, as noted above), in order for them to develop their trade and fi nancial 
inte gration and eventually euroise their economies or adopt their own single 
currency, to be pegged to the euro. As the 1994–1995 Mexican crisis has shown, 
however:

emerging markets with weak banking systems and heavy dependence on 
foreign capital should not peg their exchange rates. When banks run into 
trouble, a government seeking to maintain an exchange rate peg will have 
limited ability to inject credit into the banking system; since currency traders 
know that the authorities will fi nd themselves between a rock and a hard place, 
banking problems inevitably spill over into the foreign exchange market. 
(Eichengreen and Bayoumi, 1999: 355)

A similar reasoning holds for fi xed exchange rates, hard pegs, and currency 
boards: all these arrangements entail the risk of infl exibility and can give rise to 
economic costs for a country if it is likely to face asymmetric shocks with respect 
to the currency area to which it is linked (see Eichengreen and Bayoumi, 1999). 
Tying the hands of the monetary authorities and abolishing the risk of exchange 
rate volatility is thus not enough to dispose of the idiosyncrasies in countries that 
can jeopardise their progress towards adopting a single currency. Euroising the 
MENA economies would also be a problematic strategy, owing to the drawbacks 
of such an exchange rate regime as regards the lack of a lender of last resort and 
the loss of monetary sovereignty that goes along with the decision to give up the 
national currency.

All in all, the choice of the exchange rate regime is still an open question, 
which asks what kind of exchange rate arrangement the MENA countries should 
implement, if they want to achieve regional monetary integration without increasing 
the risks of fi nancial instability and the potential for a currency crisis. To be sure, 
exchange rate stability is important for attracting FDI, which is crucial for the 
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Euro–Mediterranean partnership as it will enhance trade and technology transfers 
between the two shores of the Mediterranean Sea. However, as the MENA region 
is also characterised, so far, by signifi cant political turmoil, foreign investors might 
be reluctant to invest in this region, so that the exchange rates of the local currencies 
could be subjected to volatile capital fl ows, which would entail some risks of 
speculative attacks. This calls for regional monetary integration before too long, but 
of a form which sets up an international fi nancial institution able to direct capital 
fl ows towards this region, particularly towards those MENA countries that are most 
in need of them and into which (private) capital would not otherwise fl ow.4

This issue is addressed in the next section, which puts forward an alternative 
exchange rate system aiming at fi nancial stability and economic growth (including 
through important FDI fl ows).

3 A new framework for regional monetary integration

To date, MENA countries are not popular locations for FDI. This situation con-
strains growth and global supply in all this region. Despite efforts to provide a 
framework of price stability, fi nding the right balance between monetary and 
exchange rate policies is a challenging task for most MENA central banks, and 
some countries have recently tried to focus more strongly on domestic goals, in 
particular price stability developments, to the detriment of exchange rate stability. 
Exchange rate strategies, however, are crucial for attracting FDI and eventually 
also for monetary stability. These strategies concern both the level of the real 
exchange rate (which determines the competitiveness of a country) and the risks 
associated with the nominal exchange rate (that is, the volatility of the exchange 
rate). Both determine foreign investment decisions, because hedging is generally 
not possible for FDI.

In this section, we argue that the exchange rate strategy of the MENA countries 
should not be designed within a bilateral framework, but ought to be the result 
of some kind of multilateral agreement, analogous to the multilateral agreement 
that in 1950 led to the creation of the European Payments Union (EPU). In this 
regard, the presence of many competing emerging economies within the Euro–
Mediterranean area has to be taken into account. Indeed, MENA countries could 
increase their long-term attractiveness for FDI by choosing the proper mixture 
between low uncertainty on the nominal exchange rates of their currencies and 
differentiation with the exchange rate arrangements of several central and Eastern 
European countries, which became popular locations for FDI when they joined the 
EU in May 2004. If so, then what is the appropriate exchange rate arrangement for 
MENA countries considered as a whole?

The answer this section provides to the above question combines the macro-
economic benefi ts of exchange rate stability with the fl exibility offered by an 
exchange rate that can be adjusted over time by a multilateral decision of the 
countries concerned. To be sure, for all the MENA countries a certain degree of 
exchange rate fl exibility will remain necessary in the near future. As the Deutsche 
Bundesbank (2001: 24) observes, ‘suffi ciently fl exible exchange rates would 
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facilitate the catching-up process, in conformity with stability. They safeguard 
the requisite monetary room for manoeuvre.’ In this respect, even a small open 
economy will be able to implement fi scal and monetary policies oriented to its 
domestic needs, and this even in the case of an extremely high degree of capital 
mobility, as long as the country controls its own currency and avoids entering a 
single currency area or dollarising its economic space.5

In light of the risks of speculative attacks on the foreign exchange market pointed 
out above, MENA countries need, in particular, an exchange rate arrangement 
by which they can prevent the destabilising effects on their own economies of 
trade integration and international fi nancial liberalisation. This reform requires 
an agreement between MENA countries to set up an international settlement 
institution, in order for this multilateral institution to record and to fi nalise payments 
between participating nations. In this respect, the EPU experience (1950–1958) 
provides some interesting features which are worth discussing in order to avoid 
the shortcomings that led to its dissolution (see Kaplan and Schleiminger, 1989). 
Indeed, as Triffi n (1978: 15) explains:

The EPU agreement was a remarkably clean and simple document, embodying 
sweeping and precise commitments of a revolutionary nature, which overnight 
drastically shifted the whole structure of intra-European payments from a 
bilateral to a multilateral basis.

EPU member countries used the Bank for International Settlements (BIS) as their 
settlement agent, to which they sent their bilateral payment orders once per month 
through their national central banks. These bilateral positions were cleared to 
give rise to a net multilateral debt or credit position of each country towards the 
BIS, which labelled all positions in its own unit of account, equal to 0.88867088 
grammes of gold, which, at that time, corresponded to the gold value of a US 
dollar (Bank for International Settlements, 1951: 225). The problem with the EPU, 
which led to its dissolution, was related to the settlement of the net position that 
each member country had with respect to the Union (Gros and Thygesen, 1992: 6). 
Once the initial credit that each country participating in the EPU received upon its 
creation was spent, ‘[t]he payment of any net increase in debt to the Union had to 
be made partly in gold or dollars, and partly through an extension of credit with 
the Union’ (Coffey and Presley, 1971: 15). The obligation, introduced in 1955, for 
debtor countries to pay with gold at least three quarters of their debt to the Union 
made international settlements problematic, as debtor countries were running out 
of precious metals. This made it more and more diffi cult for the EPU to settle 
with gold its debt to creditor countries, leading participating countries to bring the 
multilateral settlement agreement to an end in December 1958.

From the viewpoint of monetary integration, the undisputed achievement of 
the EPU was the multilateral character it gave to international settlements, whose 
accounting devices were provided by the BIS acting as a settlement agent. In fact, 
the demise of the EPU was due to the lack of a settlement institution between 
participating countries, as the BIS was merely recording all multilateral positions 
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with its own unit of account, instead of issuing its own means of fi nal payment 
for the settlement of international debts. In short, the problem with the EPU was 
the political unwillingness to transform the BIS from a settlement agent (merely 
keeping the books) into a settlement institution at the international level, allowing 
it to issue a truly international money in order for the multilateral debt and credit 
positions to be fi nally paid.6 Clearly, no current or capital account defi cit can be 
settled with a unit of account: an international means of fi nal payment is needed 
for that purpose.7

Let us call ‘MENA Settlement Institution’ (MENA-SI) the proposed international 
settlement institution for MENA countries, and label as ‘MENA dinar’ the monetary 
unit in which this institution will record the settlement of a participating country’s 
transactions with the rest of the world. As in modern domestic settlement systems, 
let us consider that the international settlement system we propose in this section 
works with a real-time gross-settlement protocol (RTGS), whereby each payment 
across borders is settled in MENA dinars between the countries involved, in order 
for them to be fi nal in the Goodhart (1989) sense noted above.

In the proposed settlement system, any cross-border transactions concerning 
a MENA country will be fi nally settled in national currency within each of the 
countries concerned, and in the international monetary unit (dubbed ‘MENA 
dinar’) between them. In practice, the proposed exchange rate arrangement for 
MENA countries requires the introduction of a monetary–institutional structure 
between them, through which any commercial or fi nancial imports are fi nally 
paid in local monies as far as residents (that is to say, importers and exporters) are 
concerned, whilst these same transactions are fi nally paid in MENA dinars as far 
as countries are concerned as a whole (that is, as the set of their residents). If so, 
then any importer pays using his/her national currency and any exporter is fi nally 
paid in his/her own local currency, through the relevant banking systems. This 
requires setting up in every country which participates in this international set-
tlement system an institution that acts as a catalyst in any international payments 
resulting from (large-value) cross-border transactions on either goods or fi nancial 
markets. Indeed, this institution might simply be an international book-keeping 
department of the relevant national central bank, as its task will be merely to record 
cross-border settlements in such a way that within the relevant country all payments 
are fi nalised using the national currency as a means of payment, whilst between 
any two participating countries all payments are fi nalised through the emission of 
MENA dinars as a vehicle for those goods or fi nancial assets that move beyond a 
country’s borders.

Three stylised cases can be singled out to illustrate the working of the proposed 
arrangement. They are considered separately here, through three simple numerical 
examples, to convey an illustrative picture of the exchange rate arrangement that 
we put forward in this section for the monetary integration of countries in the 
MENA region.
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Payments between two MENA countries

Suppose that a MENA country, say Algeria, imports today from another MENA 
country, say Tunisia, goods worth 500 billion Algerian dinars (DZD) or, equiva-
lently, 10 billion Tunisian dinars (TND) (assuming an exchange rate of 50 DZD 
for 1 TND). The Algerian importer is invoiced in Tunisian dinars by the exporter. 
Today, s/he may pay for these imports by writing a cheque on a bank account 
in Tunisian dinars, or by buying the necessary amount of Tunisian dinars on the 
foreign exchange market. Some other payment arrangement might be conceived, 
of course, but in any case there is an exchange rate risk as the DZD/TND exchange 
rate fl oats. If the new exchange rate arrangement were implemented along the lines 
proposed in this section, then the Algerian importer would pay for his/her imports 
in local currency, whilst the Tunisian exporter would be paid in his/her own local 
currency, at an exchange rate that is kept stable by the working of the international 
settlement system headed by the MENA-SI.

Indeed, any commercial items imported by a country’s resident will have to be 
paid for with an equivalent export of securities, which in fact are goods in their 
fi nancial representation.8 In practice, this means that whenever an agent imports 
(exports) goods from (to) abroad, another agent, including the state, has to sell 
(buy) fi nancial assets to (from) the partner country. To be sure, logic requires that 
each country must fi nance its foreign defi cit eventually, which means that it must 
pay for its commercial imports by an equivalent amount of exports of real goods, 
services, or securities.9 If so, then each demand for a currency is, simultaneously, 
a supply of the same currency and for the same amount, demand and supply being 
expressed here by the same country, defi ned as the set of its residents, acting 
simultaneously on both commercial and fi nancial markets across borders.

Let us elaborate on this, to show how a country, say Algeria, can exert a demand 
for DZD on the securities market while it exerts a supply of DZD, and for the same 
amount, on the market for produced goods and services – which it imports from 
Tunisia in our stylised case.

In Algeria, a sum of 500 billion DZD is disposed of by the local importer, who 
obtains goods or services in exchange for it. In Tunisia, on the other hand, the ex-
porter of goods or services is paid with an amount of 10 billion TND, which defi nes 
an identically equivalent purchasing power with respect to the value exported to 
Algeria. If so, the relevant entries in the proposed settlement system are shown with 
number 1 in Table 11.1 (entries are in billions of the relevant monetary unit).

In this system, the Algerian importer asks the bank (say, Bank B1) to pay a 
sum of 500 billion DZD to his/her foreign correspondent in Tunisia. In order to do 
this, Bank B1 will have to get in touch with its home-country central bank, whose 
international department will have to ask the MENA-SI to provide the amount 
of MENA dinars that are necessary in order for the fi nal settlement to take place 
between the two countries involved (let us suppose an exchange rate of 50 DZD for 
1 MENA dinar). As a result, Algeria is debited with an amount of 10 billion MENA 
dinars, a sum that is credited to Tunisia, through the relevant central banks.

Now, to avoid a net demand for MENA dinars, hence also a net demand for 
Tunisian dinars, on the foreign exchange market – as this would affect the relevant 
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Table 11.1 The result of an international settlement for intra-MENA trade

Central bank of Algeria

Domestic Department International Department

Assets Liabilities Assets Liabilities

1. Bank B1 (importer 
of goods or fi nancial 
assets)

1. International 
Department

1. Domestic 
Department

1. MENA-SI

+500 DZD +500 DZD +10 MENA dinars +10 MENA dinars

2. International 
Department

2. State (as seller of 
securities)

2. MENA-SI 2. Domestic 
Department

+500 DZD +500 DZD +10 MENA dinars +10 MENA dinars

MENA Settlement Institution

Assets Liabilities

1. Central bank of Algeria
(International Department)

1. Central bank of Tunisia 
(International Department)

+10 MENA dinars +10 MENA dinars

2. Central bank of Tunisia 
(International Department)

2. Central bank of Algeria
(International Department)

+10 MENA dinars +10 MENA dinars

Central bank of Tunisia

Domestic Department International Department

Assets Liabilities Assets Liabilities

1. International 
Department

1. Bank B2 (exporter 
of goods or fi nancial 
assets)

1. MENA-SI 1. Domestic 
Department

+10 TND +10 TND +10 MENA dinars +10 MENA dinars

2. Securities 2. International 
Department

2. Domestic 
Department

2. MENA-SI

+10 TND +10 TND +10 MENA dinars +10 MENA dinars

exchange rates and make them unstable – the international settlement system will 
have to make sure that every demand for a currency is simultaneously also a supply 
of the same currency and for the same amount, for any country involved. To reduce 
to zero all net demands (and net supplies) on the foreign exchange market, the 
payments mechanism at the international level must carry out a so-called delivery-
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versus-payment of securities, every time that a cross-border exchange occurs. In the 
numerical example considered in this section, the net importing country, Algeria, 
has to sell an amount of securities (through its state if there is no private resident 
doing it), in order for this country to fi nance its net imports of real goods and 
services. Indeed, only in this case will the country as a whole be led to exert both 
a demand for and a supply of foreign currency for exactly the same amount and 
at one and the same point of time. In our numerical example, 500 billion DZD are 
indeed supplied (in exchange for 10 billion MENA dinars) in payment of Algeria’s 
commercial imports, at the same instant as 500 billion DZD are demanded (against 
10 billion MENA dinars) in payment of the securities sold by Algeria to fi nance 
its imports of real goods and services. Similarly, 10 billion TND are demanded (in 
exchange for 10 billion MENA dinars) in payment of Tunisia’s trade surplus, at the 
same time as 10 billion TND are supplied by Tunisia (against 10 billion MENA 
dinars) in payment of the securities purchased by it from either Algeria or the rest 
of the world. In Table 11.1, these payments on securities are recorded as shown 
by the book-keeping entries numbered 2.

Each currency being thus simultaneously supplied and demanded against 
an identical amount of MENA dinars, exchange rates can never be affected 
by transactions across borders (be they on product or fi nancial markets). Note 
that these transactions on securities are induced by the commercial or fi nancial 
transactions carried out by residents. As such, the former transactions might 
involve the state of either country (Algeria and/or Tunisia), as there might be no 
private sector resident willing to sell (or to buy) those securities that are purchased 
(or sold) by a non-resident (that is to say, a resident in another country). Note also 
that the securities sold by the net importing country (in our example, Algeria) need 
not be the securities that are bought by a net exporting country (in our example, 
Tunisia). This is a point which will be expanded later, after having considered our 
two other stylised cases, to which we now turn.

Payments between a MENA country and a E(M)U country

Suppose that Tunisia imports from the E(M)U (say, from Germany) goods and/or 
fi nancial assets worth 10 billion euros or, equivalently, 20 billion Tunisian dinars 
(assume an exchange rate of 1 euro against 2 TND). In Tunisia, the importer asks 
the bank (say, Bank B3) to pay 20 billion TND to the German exporter, who holds 
an account in the German banking system (say, at Bank B4) and is thereby paid in 
local currency, that is, in euros. In this respect, Bank B3 has to get in touch with 
its home-country central bank, that is, the central bank of Tunisia, in order for the 
international transaction to be fi nally settled. When Bank B3 asks the central bank 
of Tunisia to pay an amount of 10 billion euros to Bank B4, this payment order gives 
rise to an entry in both departments at the central bank of Tunisia, as in the previous 
case: its domestic department enters the transaction in local currency (that is, 
20 billion TND), carrying it over to the international department of the same central 
bank, which enters this payment in MENA dinars (assume that 1 TND = 1 MENA 
dinar). The result of this purely book-keeping operation is shown in the entries 
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Table 11.2 The result of an international settlement for E(M)U–MENA trade

Central bank of Tunisia

Domestic Department International Department

Assets Liabilities Assets Liabilities

3. Bank B3 (importer 
of goods or fi nancial 
assets)

3. International 
Department

3. Domestic
Department

3. MENA-SI

+20 TND +20 TND +20 MENA dinars +20 MENA dinars

4. International 
Department

4. State (as seller of 
securities)

4. MENA-SI 4. Domestic 
Department

+20 TND +20 TND +20 MENA dinars +20 MENA dinars

MENA Settlement Institution

Assets Liabilities

3. Central bank of Tunisia
(International Department)

3. Bundesbank
(International Department)

+20 MENA dinars +20 MENA dinars

4. Bundesbank (International Department) 4. Central bank of Tunisia 
(International Department)

+20 MENA dinars +20 MENA dinars

Bundesbank

Domestic Department International Department

Assets Liabilities Assets Liabilities

3. International 
Department

3. Bank B4 (exporter 
of goods or fi nancial 
assets)

3. MENA-SI 3. Domestic 
Department

+10 euros +10 euros +20 MENA dinars +20 MENA dinars

4. Securities 4. International 
Department

4. Domestic 
Department

4. MENA-SI

+10 euros +10 euros +20 MENA dinars +20 MENA dinars

numbered 3 in Table 11.2 (where fi gures are in billions of the relevant monetary 
unit). As in the previous case, the international settlement of cross-border trade 
elicits a delivery of securities as shown in Table 11.2 by the entries numbered 4.

As Table 11.2 shows, the corresponding partner of a central bank’s international 
department is not another central bank – as is the case under a correspondent 
central banking model, which, in fact, can represent only an interim solution to 
the problem of fi nally settling cross-border transactions (as noted by the European 
Central Bank, 1999) – but the international settlement institution that we labelled 
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MENA-SI. In practice, the international department of the central bank of Tunisia 
asks the MENA-SI to pay for the country’s imports an amount of 20 billion MENA 
dinars to the account of Germany, which, at the international level, is represented 
by (the international department of) the Bundesbank. As a result, the international 
department of the Bundesbank is credited by the MENA-SI with an amount of 
20 billion MENA dinars, and carries this fl ow over to its domestic department, to 
the benefi t of the German exporter, who is paid via Bank B4 in its local currency 
(10 billion euros) at the prevailing exchange rate. The same reasoning holds, 
mutatis mutandis, for the payment of the German purchase of foreign securities. 
But we do not need to expand on this payment any further here, as the architecture 
is the same as that explained above in the case of intra-MENA trade, and the 
payment will take place through the same mechanics. Let us turn, therefore, to the 
last stylised case.

Payments between a MENA country and a non-E(M)U country

Suppose that Algeria exports some goods and/or fi nancial assets worth 500 billion 
DZD to the United States. The relevant book-keeping entries under the proposed 
new system occur according to the same logic explained above, and are recorded 
in Table 11.3 with no further need to explain them in any detail (assume that 
75 DZD = 1.5 MENA dinars = 1 US dollar (USD)). To repeat only the key 
analytical point, each autonomous commercial or fi nancial transaction across 
borders elicits a transaction on securities, implying a transaction by the state of 
either trading partner in the international settlement system we propose here, if 
the cross-border fi nancial fl ows carried out by private residents are not enough to 
avoid payment defi cits, as noted by Machlup (1963: 256).

In this new international payment system, to be headed as well as overseen by an 
international settlement institution, each national currency is changed into itself – 
in an absolute exchange – through the purely vehicular emission of an international 
means of final payment, which has a numerical nature and homogenises all 
national currencies participating in the system. In this system, all transactions on 
foreign exchange markets are absolute exchanges, in so far as country A recovers 
its currency as soon as it surrenders this currency in payment of commercial or 
fi nancial imports from another participating country, B. If so, then the regime 
for international payments becomes a system of stable exchange rates, replacing 
thereby all forms of exchange rate arrangements existing today – which are unable 
to guarantee stability on the foreign exchange market, unless they fi x exchange 
rates in an irrevocable way, which elicits, however, a series of macroeconomic 
issues and drawbacks as noted above.

A last point is in order here. It concerns the quality of those securities that are 
sold and bought by the general government sector of the countries involved in the 
new settlement system that we propose. In fact, the main fear that our proposal 
may elicit is that it could give rise to a series of ‘junk bonds.’ In particular, the 
quality of those securities sold by countries having a defi cit in their current account 
might deteriorate over time, so that the new system will not survive the ‘market 
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Table 11.3 The result of an international settlement for US–MENA trade

Central bank of Algeria

Domestic Department International Department

Assets Liabilities Assets Liabilities

5. International 
Department

5. Bank B5 (exporter 
of goods or fi nancial 
assets)

5. MENA-SI 5. Domestic 
Department

+500 DZD +500 DZD +10 MENA dinars +10 MENA dinars

6. Securities 6. International 
Department

6. Domestic
Department

6. MENA-SI

+500 DZD +500 DZD +10 MENA dinars +10 MENA dinars

MENA Settlement Institution

Assets Liabilities

5. Federal Reserve System 
(International Department)

5. Central bank of Algeria 
(International Department)

+10 MENA dinars +10 MENA dinars

6. Central bank of Algeria
(International Department)

6. Federal Reserve System 
(International Department)

+10 MENA dinars +10 MENA dinars

Federal Reserve System

Domestic Department International Department

Assets Liabilities Assets Liabilities

5. Bank B6 (importer 
of goods or fi nancial 
assets)

5. International 
Department

5. Domestic
Department

5. MENA-SI

+6.67 USD +6.67 USD +10 MENA dinars +10 MENA dinars

6. International 
Department

6. State (as seller of 
securities)

6. MENA-SI 6. Domestic 
Department

+6.67 USD +6.67 USD +10 MENA dinars +10 MENA dinars

test,’ and is likely to fail in the same way as the EPU did, for creditor countries 
may not be willing to stockpile these securities as time goes by. To avoid this risk, 
the multilateral agreement to be signed between countries participating in this 
new settlement system will have to provide a limit, for instance as a percentage of 
either total foreign trade or GDP (calculated on a fi ve- or ten-year moving average), 
beyond which no country is allowed to fi nance its current account defi cit by selling 
securities – notably, when the country’s risk and stock of debt are too high for this 
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country to provide sound collateral – and it must thus cut back on its commercial 
imports and/or increase its exports of goods and/or services (not least to pay for 
debt service, that is to say, interest on those securities that the country sold in order 
to fi nance its foreign defi cits).

In this respect, instead of selling its securities to another country, a country 
might sell them to the MENA-SI, which would thus act as an international fi nancial 
intermediary and advance a payment that this very country will benefi t from when 
exporting goods and/or fi nancial assets. If so, there may be two kinds of fi nancial 
assets behind the entries in Tables 11.1 to 11.3: the paying country’s securities 
sold to the MENA-SI, and the MENA-SI’s securities sold to the payee’s country. 
These securities may be denominated in either local currencies or MENA dinars, 
the crucial point being that settlement of all fi nancial transactions between partici-
pating countries occurs using international money as a vehicle, that is, a means of 
payment, thus transferring the amount of securities from the seller to the buyer.

By selling its own securities (or debt certifi cates) on the international fi nancial 
market, the MENA-SI would collect private as well as public capital and would 
invest it in those MENA countries most in need of economic growth and into 
which capital would not otherwise fl ow. Of course, the MENA-SI open-market and 
lending operations would have to be supervised and to fully respect the principles 
of sound banking as well as international best practice. Its lending facilities must 
be limited by some criterion (to be decided at a political level), and an interest rate 
must be paid by those countries obtaining fi nancial assistance from the MENA-SI. 
In particular, the interest rate to be paid by countries on their borrowings, from 
either other countries or the MENA-SI, would depend on the extent of their trade 
defi cits, stock of foreign debts, and capital account imbalances. Clearly, a country 
recording a fi nancial defi cit, in particular a defi cit arising from capital account 
imbalances, is hardly in a position to issue new debt instruments at favourable 
terms. It must therefore accept the onus of either paying higher rates of interest 
on new debt or slowing down the national economy by a hike in domestic interest 
rates in the hope of attracting foreign capital (both short- and long-term).

This framework for regional monetary integration does not solve the problem 
of how MENA countries participating in the international settlement institution 
insert the MENA dinar into the current world monetary regime, that is, whether 
the MENA dinar will be fi xed or fl oated with respect to those currencies that exist 
outside the MENA region. In fact, this is not an issue, as the MENA dinar is just 
an international means of payment for MENA central banks, and is out of reach 
for any other economic agents, be they private sector residents or public sector 
institutions (see Tables 11.1 to 11.3). All settlements between agents within or 
across borders will continue to be made in any currency that is permitted by their 
country’s legislation and agreed upon by the contracting parties. For them, it is 
thus ‘business as usual,’ apart from the requirement for MENA private banks to 
get in touch with their local central bank every time a payment occurs across the 
country’s borders, as is shown above through our numerical examples.
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Conclusion

This chapter has pointed out that monetary integration does not mean monetary 
union. Clearly, to integrate countries monetarily does not require abolishing 
local currencies, to replace them by a single (supranational) currency: a common 
currency is enough to reach a long-standing goal, that is, exchange rate stability, 
which is instrumental in order for a country to attract foreign (direct) investment 
and thereby develop its domestic economy. An important lesson to be drawn 
from EMU in this regard is to distinguish, as Eichengreen (2005) does, structural 
preconditions from ‘pseudo preconditions’ for monetary integration. Among the 
latter, Eichengreen includes nominal convergence criteria, public defi cit ceilings, 
and sanctions and fi nes for countries trespassing them. In fact, monetary integration 
– as an institutional step towards monetary union, which might or might not be 
accomplished in some near or distant future – requires a structural change, at the 
international level, as regards fi nal payments of cross-border transactions on either 
product or fi nancial markets. A new exchange rate arrangement, based on a truly 
international money, is indeed instrumental in integrating countries monetarily, so 
as to stabilise exchange rates in the MENA region and, consequently, attract FDI 
fl ows, to the benefi t of growth and employment in a region that, so far, has been 
suffering from a lack of foreign private capital. The creation of an international 
settlement institution in the MENA area is also likely to give more political as well 
as economic stability to this region, which can be further enhanced by allowing this 
new institution to issue and sell its own securities or debt certifi cates. A common 
currency and the stability of exchange rates implied by our proposal will induce 
more intra-regional trade, so as to facilitate both convergence and monetary union 
in line with the literature on the endogeneity of the criteria for optimum currency 
areas (see De Grauwe and Mongelli, 2005).

Indeed, monetary union between MENA countries along the path that led to 
EMU is neither possible nor advisable: both political and economic divergences 
– much more serious within the MENA region than in the EU – point to the 
necessity to search for alternative strategies for the monetary integration of MENA 
countries. In fact, fi nancial liberalisation and international capital mobility prove to 
be incompatible with exchange rate fi xity and adoption of a single currency. The 
solution that this chapter proposes, namely, a multilateral exchange rate arrangement 
to create a new international monetary institution guaranteeing payment fi nality 
for all economic transactions between any participating countries – which requires 
the emission of a truly international money (that we dubbed ‘MENA dinar’) as the 
means of fi nal payment between countries – looks much more promising in order 
to integrate MENA countries monetarily before long. It also leaves open – in fact, 
it makes more likely – the possibility of achieving the goal of monetary union, 
that is the issue of a single currency for a number of (selected) MENA countries, 
without raising the economic costs that would result from repeating in the MENA 
region the experience that EU member countries carried out in the recent past, in 
which they disposed of their local currencies with signifi cantly more pain than 
gain at the macroeconomic level and in terms of economic performance (see Rossi, 
2006). This alternative strategy imposes no straightjacket on economic policies 
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before MENA countries converge (through increasing intra-regional trade), allows 
individual countries to go at their own speeds as long as they stick to their national 
currencies, and makes use of the proposed international monetary–fi nancial in-
stitution to guarantee exchange rate stability and thereby attract capital infl ows, 
especially at the long-term end of the spectrum (FDI).

Notes

1 The author would like to thank Chrysost Bangaké, Mongi Boughzala, David Cobham, 
Ghassan Dibeh, Angela Di Maria, Wassim Shahin, Michael Sturm and Abdallah Zouache 
for their helpful comments, Entela Myftari and Christian Laszewski for valuable research 
assistance, and Danielle Meuwly for her help with the data set on MENA countries 
(available from the author on demand). The usual disclaimer applies.

2 The current Barcelona partner countries of the EU are Algeria, Egypt, Israel, Jordan, 
Lebanon, Morocco, Syria, Tunisia, Turkey, and West Bank and Gaza (both represented 
by the Palestinian National Authority). EMAs are currently in force in Egypt (since 
1 June 2004), Israel (since 1 June 2000), Jordan (since 1 May 2002), Lebanon (since 
1 April 2006), Morocco (since 1 March 2000), and Tunisia (since 1 March 1998). The 
EMA for Algeria is currently in the ratifi cation phase. See http://ec.europa.eu/comm/
external_relations/euromed/med_ass_agreemnts.htm.

3 ‘This is explained mainly by the similar factor endowment of the countries; however, 
trade barriers, which are to be eliminated as part of the integration process, may also have 
contributed to this low fi gure’ (Sturm and Siegfried, 2005: 11).

4 According to the World Bank’s Global Development Finance indicators, between 1998 
and 2006 the MENA countries attracted less than fi ve per cent of total net private capital 
fl ows to developing countries. In particular, net inward FDI in the MENA region was 
between 2.1 and 5.6 billion US dollars per year. These fi gures are the lowest of all the 
various groups of emerging and developing countries. Indeed, they are even lower than 
the net inward FDI fl ows attracted by sub-Saharan Africa over the same period of time.

5 Dollarisation is tantamount to adopting a foreign currency (not necessarily the US dollar) 
as legal tender in a country, whose currency is thereby removed from circulation and 
eventually abandoned (currency substitution).

6 As the Glossary of Terms Used in Payments and Settlement Systems (Bank for International 
Settlements, 2003: 45) puts it, a settlement agent is an agent that manages the settlement 
process (determining settlement positions, monitoring the exchange of payment orders, 
and so on) for transfer systems or other arrangements that require settlement, whereas a 
settlement institution is the institution across whose books transfers between participants 
take place in order to achieve settlement within a settlement system. ‘The settlement 
institution is in the unique position of being able to create a centralised source of 
settlement funds to the participants of the system. This source is called centralised because 
the settlement institution is the only counterparty that can infl uence the total amount of 
settlement assets that participants hold’ (Bank for International Settlements, 2005: 15).

7 The current regime of international payments is a ‘non-system’, as Williamson (1977: 
73) puts it, as reserve-currency countries do not fi nally pay for their net imports when 
they surrender an amount of national currencies to the rest of the world. Indeed, ‘[t]he 
supply of reserve currencies to other nations depends on payment defi cits incurred by the 
reserve countries’ (Machlup, 1963: 256, author’s emphasis). Payment fi nality means that 
‘a seller of a good, or service, or another asset, receives something of equal value from 
the purchaser, which leaves the seller with no further claim on the buyer’ (Goodhart, 
1989: 26, author’s emphasis).

8 Recall that cross-border payments are to be settled according to the RTGS protocol (see 
above). Securities are fi nancial claims on current or future production of the country 
issuing them.
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9 Clearly, any trade defi cit has to be fi nanced, and this can only occur through a sale of 

securities – provided of course that there is a purchaser for them, otherwise the country 
must cut back on its net imports of commercial items.

References

Adam, C., and Cobham, D. (2007) ‘Exchange Rate Regimes and Trade’. Manchester School, 
27(s1): 44–63.

Anderton, R., and Skudelny, F. (2001) ‘Exchange Rate Volatility and Euro Area Imports’. 
European Central Bank Working Paper 64.

Angeloni, I., Flad, M., and Mongelli, F. (2005) ‘Economic and Monetary Integration of the 
New Member States: Helping to Chart the Route’. European Central Bank Occasional 
Paper 36.

Bank for International Settlements (1951) ‘From the Intra-European Payments Schemes to 
the European Payments Union’. Twenty-First Annual Report. 214–38. Basle: Bank for 
International Settlements.

Bank for International Settlements (2003) A Glossary of Terms Used in Payments and 
Settlement Systems. Basle: Bank for International Settlements.

Bank for International Settlements (2005) New Developments in Large-Value Payment 
Systems. Basle: Bank for International Settlements.

Bayoumi, T., Eichengreen, B., and Mauro, P. (2000) ‘On Regional Monetary Arrangements 
for ASEAN’. Journal of the Japanese and International Economies, 14: 121–48.

Coffey, P., and Presley, J. (1971) European Monetary Integration. London and New York: 
Macmillan and St. Martin’s Press.

Cohen, B. (1998) The Geography of Money. Ithaca: Cornell University Press.
Cohen, B. (2002) Monetary Instability: Are National Currencies Becoming Obsolete? in 

S. McBride, L. Dobuzinskis, M. Cohen and J. Busumtwi-Sam (eds) Global Instability: 
Uncertainty and New Visions in Political Economy. Dordrecht and London: Kluwer 
Academic Publishers.

Creane, S., Goyal, R., Mobarak, A., and Sab, R. (2004) ‘Financial Sector Development in the 
Middle East and North Africa’. International Monetary Fund Working Paper 04/201.

De Grauwe, P., and Mongelli, P. (2005) ‘Endogeneities of Optimum Currency Areas: What 
Brings Countries Sharing a Single Currency Closer Together?’ European Central Bank 
Working Paper 468.

Dennis, A. (2006) ‘The Impact of Regional Trade Agreements and Trade Facilitation in the 
Middle East North Africa Region’. World Bank Policy Research Working Paper 3837.

Deutsche Bundesbank (2001) ‘Monetary Aspects of the Enlargement of the EU’. Monthly 
Report, 53(10): 15–30.

Eichengreen, B. (2005) Real and Pseudo Preconditions for an Asian Monetary Union, in 
Asian Development Bank (ed.) Asian Economic Cooperation and Integration: Progress, 
Prospects, and Challenges. Manila: Asian Development Bank.

Eichengreen, B., and Bayoumi, T. (1999) Is Asia an Optimum Currency Area? Can 
it Become One? Regional, Global, and Historical Perspectives on Asian Monetary 
Relations, in S. Collignon, J. Pisani-Ferry and Y.C. Park (eds) Exchange Rate Policies 
in Emerging Asian Countries. London and New York: Routledge.

European Central Bank (1999) Correspondent Central Banking Model. Frankfurt: European 
Central Bank.

Frankel, J., and Rose, A. (2002) ‘An Estimate of the Effect of Common Currencies on Trade 
and Income’. Quarterly Journal of Economics, 117: 437–66.

Goodhart, C. (1989) Money, Information and Uncertainty (2nd ed.). Basingstoke: 
Macmillan.

Gros, D., and Thygesen, N. (1992) European Monetary Integration: From the European 
Monetary System to European Monetary Union. London and New York: Longman and 
St. Martin’s Press.



A common currency for Middle Eastern and North African countries? 245
Kaplan, J., and Schleiminger, G. (1989) The European Payments Union: Financial 

Diplomacy in the 1950s. Oxford: Clarendon Press.
Kenen, P., and Meade, E. (2003) ‘EU Accession and the Euro: Close Together or Far Apart?’ 

Institute for International Economics Policy Brief 03/09.
Lahrèche-Révil, A., and Milgram, J. (2006) ‘Exchange-rate Policies and Trade in the MENA 

Countries’. Working Paper 06/07. Grenada: University of Grenada.
McKinnon, R. (2004) ‘The World Dollar Standard and Globalisation: New Rules for the 

Game?’ in L. Michelis and M. Lovewell (eds) Exchange Rates, Economic Integration 
and the International Economy. Toronto: Athenian Policy Forum Press.

Machlup, F. (1963) ‘Reform of the International Monetary System’, in H.G. Grubel (ed.) 
World Monetary Reform: Plans and Issues, Stanford and London: Stanford University 
Press and Oxford University Press.

Mazzaferro, F., Mehl, A., Sturm, M., Thimann, C., and Winkler, A. (2002) ‘Economic 
Relations with Regions Neighbouring the Euro Area in the “Euro Time Zone”’. European 
Central Bank Occasional Paper 7.

Rossi, S. (2006) ‘The Institution of a Single-Currency Area: Lessons for Asia from the 
European Monetary Union’, in M.G. Plummer and E. Jones (eds) International Economic 
Integration and Asia. Singapore: World Scientifi c Publishing.

Stiglitz, J. (2004) ‘Capital-Market Liberalisation, Globalisation, and the IMF’. Oxford 
Review of Economic Policy, 20(1): 57–71.

Sturm, M., and Gurtner, F. (2007) ‘Fiscal Policy in Mediterranean Countries: Developments, 
Structures and Implications for Monetary Policy’. European Central Bank Occasional 
Paper 69.

Sturm, M., and Siegfried, N. (2005) ‘Regional Monetary Integration in the Member States 
of the Gulf Cooperation Council’. European Central Bank Occasional Paper 31.

Suardi, M. (2001) ‘EMU Asymmetries in the Monetary Policy Transmission’. European 
Commission Economic Paper 157.

Triffi n, R. (1978) ‘Gold and the Dollar Crisis: Yesterday and Tomorrow’. Princeton 
University Essays in International Finance 132.

Williamson, J. (1977) The Failure of World Monetary Reform, 1971–74. New York: New 
York University Press.



Index

Abdel-Khalek, G. 1, 5
Abdel-Rahman, M. 2, 5
Ábel, I. 123, 125
Abeysinghe, T. 124, 126
Adam, C. 4, 103, 104, 133, 134, 137, 138, 

156, 157, 218, 222, 230, 244
Aguiar, M. 216, 222
Ajaguru, G. 124, 126
Akel, M. 20, 23
Alesina, A. 22, 23, 27, 51, 85, 86, 104
Algeria: central bank (Bank of Algeria) 

31–3, 35–44, 46–51, 53–6, 88–103, 
235–7, 239–40; exchange rate regime 
91–2, 142–3, 149–54, 160–7, 173–9, 
188–92, 206–7; monetary policy 
operations 75–6, 82, 89, 91, 92–5, 
102–3

Allain, L. 207
Almeida, V. 123
Allsopp, C. 210, 221, 223
Alper, E. 4, 222
Amuzegar, J. 84
Anderson, J. 133, 135–7, 157
Anderton, R. 231, 244
Angeloni, I. 230, 244
Arab Monetary Fund 83, 104, 228
Arnone, M. 29, 51
Asseily, A. 15, 16, 23
Association of Lebanese Bankers (ABL) 

15–16
Association Professionelle Tunisienne 

des Banques et des Etablissements 
Financiers 124

Bade, R. 87, 104
Badrudin, A. 15, 17, 20, 23
Bahrain: exchange rate regime 142–3, 

149–54, 160–7, 173–9
Baier, S. 133, 134, 137, 154, 157
Bailliu, J. 2, 5, 139, 157, 169, 185

Baldwin, R. 133, 157
Banaian, K. 22, 23
Bangaké, C. 4, 187, 207
Bank Audi 13, 23
Bank for International Settlements (BIS) 

233, 243, 244
banking systems, 15–18, 21, 90, 97, 98–9, 

108–11 
Banque de Syrie et du Liban (BSL) 14–15
Barro, R. 9, 23, 85, 104, 186, 196, 208
Basistha, A. 123, 124
Basle Accords 110
Baxter, M. 207, 208
Bayoumi, T. 187, 208, 228, 229, 231, 244
Beblavý, M. 29, 51
Beckerman, P. 10, 23
Belhadj, A. 187, 207
Berg, A. 207, 209
Bergstrand, J. 133, 134, 137, 154, 157
Bernanke, B. 123, 124
Bhattacharya, R. 170, 185
Bindseil, U. 83, 84
Blinder, A. 2, 5
Bloem, A. 124, 126
Blumenschein, F. 10, 23
Bonato, L. 1, 5
bond markets 93, 109 
Bordo, M. 205, 208
Boughrara, A. 4, 113, 122, 124
Boughzala, M. 4, 
Bouwman, K. 23
Boyer, R. 22, 23, 24
Broda, C. 186, 208
Bubula, A. 172, 173, 181, 185
budget defi cits 14, 92, 93, 98, 99, 101, 107, 

228 
Bueno, R. 213, 223

Cagatay, N. 2, 5
Calvo, G. 2, 5, 187, 208



Index 247
Campillo, M. 28, 51
Canova, F. 1, 5
Carrère, C. 133, 157
Celasun, M. 1, 5
central banks: central bank independence 

(CBI) 1, 2, 9–65, 86–103; CBI and 
infl ation 11–13, 46–9; central bank 
governors’ turnover rate (TOR) 11–13, 
41–3, 87–8; de facto versus de jure 
CBI 33–5, 41–3, 86, 95–103; monetary 
policy operations 66–84

central planning see socialist economic 
organisation

Chaib, A. 20, 24
Chmelarova, V. 68, 84
Civcir, I. 3, 5
Clarida, R. 210, 214, 222, 223
Cobham, D. 4, 103, 104, 133, 134, 137, 

138, 154, 156, 157, 207, 208, 218, 222, 
230, 244

Coffey, P. 233, 244
Cohen, B. 226, 244
Colton, N. 6
Combes, J. 205, 208
Conseil National Economique et Social 

(Algeria) 101, 104
Cook, D. 68, 84
Corsetti, G. 208
Creane, S. 226, 244
creditor central banks 66, 68–71
Cross, S. 83, 84
Cukierman, A. 1, 5, 9, 10, 11–14, 24, 28, 

29, 31, 34, 37–8, 41, 51, 85, 86, 87, 88, 
89, 104, 123, 124

Cyprus: central bank 31–3, 35–44, 46–51, 
53–56; exchange rate regimes 173–9

Darrat, A. 204, 208
Davis, T. 10, 24
De Grauwe, P. 242, 244
De Gregorio, J. 212–13, 223
de Haan, J. 9, 14, 22, 23, 26, 28, 29, 41–2, 

51, 52, 86, 88, 104 
Debelle, G. 86, 104, 107, 124
debtor central banks 66, 68, 71–83
Dennis, A. 230, 244
Desquilbet, J. 4
Deutsche Bundesbank 232, 237–9, 244
Devereux, M. 68, 84
Dibeh, G, 1, 2, 3, 5, 24
Dippelsman, R. 124, 126
dollar see US dollar
Dolmas, J. 9, 13, 24
Domac, I. 169, 185

Dropsy, V. 22, 24
Dubar, C. 20, 21, 24
Dvorsky, S. 29, 51

Ece, D. 216, 223
Economic and Monetary Union (EMU) 

2, 5, 134, 226–30, 242; euro, 2–3, 67, 
103, 148–55, 187

Edwards, R. 23, 24
Edwards, S. 179, 185, 186, 208, 212, 214, 

221, 222, 223
Egypt: central bank (Central Bank of 

Egypt) 31–3, 35–44, 46–51, 53–56, 
78–9, 83; exchange rate regime 142–3, 
149–54, 160–7, 173–9; monetary policy 
operations 77–9, 82

Eichengreen, B. 68, 84, 228, 229, 231, 
242, 244

Eijffi nger, S. 51, 86, 88, 89, 104
Eken, S. 13, 24
El-Achkar, E. 4 
Elson, D. 2, 5
emerging market central bank (EMCB) 

210–21
Emir, O. 1, 5
Engel, C. 212, 223
Epstein, G. 1, 2, 5, 10, 17, 19, 23, 24
Estrella, A. 124
euro see under Economic and Monetary 

Union
Euro-Med Agreements 3, 27, 226,
European Central Bank (ECB) 32, 34–5, 

66–71, 83, 84, 104, 207, 228, 238, 
244

European Monetary Union see Economic 
and Monetary Union

European Payments Union (EPU) 232–4
exchange rate regimes 2–3, 33, 94–5, 

138–44, 168–79, 226–32, 241–3; 
choice of, for small countries 186–207; 
de facto versus de jure 138–9, 171–3, 
189–90; effect on infl ation 168–85; 
effect on trade 133–67

Faust, J. 107–8, 124
Favero, C. 1, 5
Federal Reserve Board 66, 67, 68, 83, 210, 

239–40
Feenstra, R. 133, 137, 157
Felix, R. 123
Fielding, D. 2, 6
fi nancial stability 106, 108–11
fi scal dominance 115, 220
fi scal policy 107, 109, 112–15



248 Index
Fischer, S. 86, 104, 107, 124, 187, 208
Flad, M. 230, 244
Flood, R. 207, 208
foreign direct investment (FDI) 226, 

230–2, 243
Frain, J. 124, 126
Frankel, J. 2, 6, 206, 207, 208, 230, 244
Franzese, R. 1, 6
Freiha, F. 3, 6
Fritz-Krockow, B. 133, 157
Fry, M. 24, 50, 52
Fuhrer, J. 88, 104

Galal, A. 22, 24
Galí, J. 210, 214, 222, 223
Gates, C. 18, 23, 25
Gatti, R. 23
Gertler, M. 210, 214, 222, 223
Ghattas, E. 19, 23, 25
Ghosh, A. 170–1, 172, 179, 182, 185
Girardin, E. 218, 222
Gisolo, E. 3, 25, 85, 104
Goodhart, C. 51, 52, 234, 243, 244
Goodman, J. 10, 22, 25
Gopinath, G. 216, 222
Gordon, D. 9, 23, 85, 104, 186, 196, 208
government debt 93, 96, 114, 220
Goyal, R. 226, 244
Grabowski, R. 204, 208
Grand, N. 22, 24
gravity model 133–8, 144–55
Grilli, V. 28, 29, 31, 52, 86, 87, 104
Gros, D. 233, 244
Guenther, H. 15, 19, 25
Guillaume, D. 186, 208
Gulde, A-M. 170–1, 172, 179, 182, 185
Gulf Cooperation Council (GCC) 143, 

173–4, 228, 230
Gutierrez, E. 3, 6, 28–30, 35, 37, 52

Hani, K. 20, 25
Hatipoglu, O. 4 
Hausmann, R. 68, 84
Haykin, S. 217, 223, 224
Hayo, B. 88, 104
Healey, N. 99, 104
Hefeker, C. 88, 104
Helbling, T. 13, 24
Hendry, D. 123, 124
Henning, C. 1, 6, 10, 25
Hodrick-Prescott fi lter 116, 213, 218
Horvath, J. 204, 208
Huffman, G. 9, 13, 24
Husain, A. 2, 6, 171, 179, 182, 185

Ikram, K. 1, 6
Ilieva, I. 99, 104
Ilmane, M-Ch. 3
infl ation rates 21, 119–22, 126–7, 176–7, 

228
infl ation targeting (IT) 2, 106–23
information technology (IT) 66
interest rates 16–17, 112–22, 126
International Monetary Fund (IMF) 74, 83, 

89, 93–4, 98, 104, 105, 111, 124, 
171–2, 181, 185, 189–90, 204, 205, 208

Intra Bank 17, 19 
Iran: central bank 45, 48–9, 57–8; 

exchange rate regime 142–3, 157, 
173–9; monetary policy operations 
75–6, 82

Iraq: exchange rate regime 142–3, 156–7
Islamic Development Bank 228
Ismihan, M. 88, 105
Israel: central bank (Bank of Israel) 31–44, 

46–51, 53–56, 72, 81–2, 84; monetary 
policy operations 80–82; trade with 
Jordan 157

Issawi, C. 14, 22, 25
IT see infl ation targeting; information 

technology

Jacome, L. 9, 12, 25
Jadresic, E. 207, 209
Jarehi, M. 2, 6, 11, 14, 26
Jbili, A. 3, 6, 133, 157, 170, 185, 203, 208
Jedlane, N. 4, 187, 207, 208
Jong-A-Pin, R. 23
Jonung, L. 205, 208
Jordan: central bank (Central Bank of 

Jordan) 31–3, 35–44, 46–51, 53–6, 72, 
79, 84; exchange rate regime 142–3, 
149–54, 160–7, 173–9; monetary 
policy operations 79–80, 82; trade with 
Israel 157

Julius, D. 50, 52
Jurzyk, E. 133, 157

Kalman fi lter 212–21; extended 217
Kamar, B. 170, 185
Kaplan, J. 233, 245
Kara, A. 210, 221, 223
Kara, H. 214, 216, 221, 223
Karam, F. 18, 25
Karam, P. 170, 185
Karasoy, A. 1, 5
Kenen, P. 245
Kessali, B. 98, 105
Khalaf, S. 19, 25



Index 249
Khuri, F. 19, 25
Klein, M. 133, 157
Kooi, W. 28, 51
Koranchelian, T. 91, 95, 102, 105
Kornai, J. 90, 105
Kramarenko, V. 3, 6, 133, 157, 170, 185, 

203, 208
Kunter, K. 1, 5
Kuwait: central bank (Central Bank of 

Kuwait) 75; exchange rate regime 
142–3, 149–54, 160–7, 173–9; 
monetary policy operations 75–6, 82

Kydland, F. 25, 85, 105

Lafrance, R. 2, 5, 139, 157, 169, 185
Lahrèche-Révil, A. 155, 157, 230, 245
Laney, L. 22, 23
Latifah, N. 2, 6, 11, 14, 26
Laubach, T. 123, 124
Laurens, B. 29, 51
Lawrence, J. 222, 223
Lawrence, R. 22, 24
Lebanon 2, 9–26; central bank (Banque 

du Liban, BdL) 11, 14–22, 31–3, 
35–44, 46–51, 53–56, 72, 81; exchange 
rate regime 18–19, 142–3, 149–54, 
160–7, 173–9; monetary policy 16–17; 
monetary policy operations 80–2

Leertouwer, E. 28, 51
lender of last resort 97, 99, 
Levy-Yeyati, E. 2, 6, 139, 157, 171, 172, 

179, 182, 185, 186, 189–90, 207, 208
Libya: central bank 31–3, 35–44, 46–51, 

53–6; exchange rate regime 142–3, 
157, 173–9

Lipietz, A. 21, 22, 25
Livingston, J. 10, 22, 25
Loko, B. 207
Losada, F. 179, 185
Loungani, P. 9, 12, 25, 89, 105
Lybek, T. 3, 6, 28–30, 52, 89, 105

McKinnon, R. 6, 67, 68, 84, 202, 208, 226, 
245

Machlup, F. 239, 243, 245
Maehle, N. 124, 126
Maghreb Arabe Presse 187, 209
Mahadeva, L. 1, 6, 50, 52
Makdisi, S. 1, 6, 21, 22, 25
Makinen, G. 10, 25
Mallat, R. 17, 19, 25
Malta: central bank 31–3, 35–44, 46–51, 

53–6 
Mangano, G. 31, 52

Mark, N. 212, 223
Masciandaro, D. 28, 29, 31, 52, 86, 87, 

104
Masson, P. 123, 124, 187, 189, 207, 208, 

209
Mauro, P. 207, 209, 229, 244
Maxfi eld, S. 1, 6, 10, 18, 25
Mazzaferro, F. 228, 245
Meade, E. 245
Mehl, A. 228, 245
Meijer, E. 28, 51
Mélitz, J. 133, 136, 138, 158, 159
Micco, A. 158
Milgram, J. 155, 157, 230, 245
Miller, G. 9, 24
Miron, J. 28, 51
Mishkin, F. 106, 107, 122, 123, 124
Mitchell, T. 2, 6
Mobarak, A. 226, 244
Mody, A. 2, 5, 171, 179, 182, 185
monetary growth 16–17, 46–7, 92–4, 

112–15, 176–7
monetary integration 226–45
monetary policy instruments 69–83 
monetary policy operations 66–84, 93–4
Mongelli, F. 230, 242, 244
Morocco: central bank (Bank Al Maghreb) 

31–3, 35–44, 46–51, 53–6, 79, 124; 
exchange rate regime 142–3, 149–54, 
160–7, 173–9, 188–92, 206–7; 
monetary policy operations 77, 79, 82

Moussa, H. 4 
multilateral trade resistance 134–8, 147, 

150, 154
Mundell, R. 209
Mussa, M. 207, 209

Nabli, M. 169, 170, 185
Nasr, S. 20, 21, 24
Neaime, S. 6
Nelson, C. 123, 124
Nelson, E. 210, 221, 223
Neyapti, B. 9, 24, 34, 37–8, 41, 51, 87, 89, 

104
non-performing loans (NPLs) 106, 109–12, 

115–22, 126–7

Obstfeld, M. 187, 209
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