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Preface

There are a variety of theoretical and practical definitions of anthropometry, but in its
simplest form anthropometry is the physical measurement of the human body and its
parts. Methods can be very simple. On the other hand, advances in technology and
computing have given rise to the development of more sophisticated apparatus which
can be used to measure and characterise individual tissues and organs. Thus, anthro-
pometric devices can range from a simple tape to measure head circumference to
expensive electromagnetic image-capturing systems for characterising limb shapes.
These methods can be used to obtain information on normal people at various life
stages. Alternatively, anthropometry can be used and applied to understanding dis-
ease, including the responses to treatments, or to generate reference data. Understanding
and applying concepts and techniques of anthropometry require a good source of writ-
ten material that covers not only the theoretical basics but the practical applications
in health and disease. Hitherto such sources on human anthropometry have been
fragmentary, covering single facets without any cross-fertilisation between disci-
plines or sciences or between different intellectual divides. These deficiencies are,
however, addressed in Handbook of Anthropometry: Physical Measures of Human
Form in Health and Disease, where all facets and features of anthropometry are
described. The book is divided into 26 different parts as follows:

Part I: Tools and Techniques in Anthropometry: General Methods

Part II: Tools and Techniques in Anthropometry: Water, Hydration and Surface
Area

Part III: Tools and Techniques in Anthropometry: Muscle

Part IV: Tools and Techniques in Anthropometry: Adipose Tissue, Other
Compartments and Relationships

Part V: Regions and Anatomical Areas of the Body: Head and Face

Part VI: Regions and Anatomical Areas of the Body: Limbs, Extremities and
Bones

Part VII: Regions and Anatomical Areas of the Body: Joints and Digits
Part VIII: Regions and Anatomical Areas of the Body: Abdominal and Trunk

Regions

Part IX: Regions and Anatomical Areas of the Body: Sensory Organs

Part X: Regions and Anatomical Areas of the Body: Internal Organs, Other
Tissues and Regions

Part XI: Anthropometry of Pregnancy: Prenatal and Postnatal Aspects

Part XII: Anthropometry of Infants and Children
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Anthropometry and Nutrition: Micro- and Macro-Nutrients
Biomechanical and Ergonomic Aspects

The chapters are written by national and international experts who are specialists in
their field. Each chapter is self-contained. Sometimes experts in one field are novices
in another. To bridge this intellectual divide, the authors have incorporated sections on
applications to other areas of health and disease, practical methods and techniques,
guidelines, and key points or features. The summary points presented in bullet form
are designed for easier intellectual digestion. This book is for health scientists, doc-
tors, nurses, physiologists, nutritionists and dietitians, public health scientists, epide-
miologists, health workers and practitioners, exercise physiologists, physiotherapists,
university faculty, undergraduates and graduates. It is also designed for policy makers,
designers and ergonomists.



Biography

Victor R. Preedy is currently Professor of Nutritional Biochemistry in the Department
of Nutrition and Dietetics, King’s College London, and Honorary Professor of
Clinical Biochemistry in the Department of Clinical Biochemistry, King’s College
Hospital. He is also Director of the Genomics Centre, Kings College London. He is
presently a member of the School of Medicine, King’s College London. King’s
College London is one of the leading universities, currently ranked consistently
within the top 25 in the world. Professor Preedy gained his Ph.D. in 1981, and in
1992 he received his Membership of the Royal College of Pathologists (MRCPath),
based on his published works. He was elected a Fellow of the Royal College of
Pathologists (FRCPath) in 2000. In 1993, he gained his second doctoral degree (D.Sc.)
for his outstanding contribution to protein metabolism. In 2004, Professor Preedy
was elected as a Fellow to both the Royal Society for the Promotion of Health (FRSH)
and the Royal Institute of Public Health (FRIPHH). In 2009, he was elected as a
Fellow of the Royal Society for Public Health (FRSPH). He is also a Fellow of the
Society of Biology (FSB). Professor Preedy has written or edited over 550 articles,
which include over 160 peer-reviewed manuscripts based on original research and 85
reviews and 30 books. His interests pertain to matters concerning nutrition and health
at the individual and societal levels.

vii






Contents

PartI Tools and Techniques in Anthropometry: General Methods

1 Calculating Sample Size in Anthropometry............c.cccoccovenvininnnnne. 3
Carine A. Bellera, Bethany J. Foster, and James A. Hanley

2 Use of Percentiles and Z-Scores in Anthropometry............................ 29
Youfa Wang and Hsin-Jen Chen

3 Use of Bioelectrical Impedance: General
Principles and OVerview.............c.cccoovuvevieniiienieniiieee e 49
Alexander Stahn, Elmarie Terblanche, and Hanns-Christian Gunga

4 An Anthropometric Analysis of Seated and Standing People............ 91
Antonino Nucara, Matilde Pietrafesa, Gianfranco Rizzo,
and Gianluca Scaccianoce

5 Optical and Electromagnetic Shape-Capturing Systems
for Limb Anthropometrics................ccooovieeiiieiiiiiiiecie e 115
Mark D. Geil

6 The Composite Index of Anthropometric Failure (CIAF):
An Alternative Indicator for Malnutrition in Young Children.......... 127
Shailen Nandy and Peter Svedberg

7 The Human Body Shape Index (HBSI): An Anthropometric
Measure Based on an Age-Related Model of Human Growth........... 139
Maria K. Lebiedowska and Steven J. Stanhope

8 Reproducibility of DXA Measurements of Bone Mineral
and Body Composition: Application to Routine
Clinical Measurements ................cocceverienirieneeieneeieseeee e 151
Colin E. Webber



Contents

10

11

12

13

14

Self-Reported Anthropometry: Body Mass Index

and Body Composition ................ccccoevierieiinieiieieeeeeeee e
Savvas P. Tokmakidis, Antonios D. Christodoulos,

and Helen T. Douda

Body Composition Analysis Using Radionuclides .............................
Themistoklis Tzotzas, Georgios Karanikas, and Gerasimos E. Krassas

Three-Dimensional (3-D) Photonic Scanning:
A New Approach to Anthropometry...............ccoccooiniiiiiiininiinnnn.
Jonathan C.K. Wells

3D Craniofacial Anthropometry, Simplified and Accelerated
by Semi-Automatic Calliper..............c.cocovenininininininineeeeeceene,
Constantin A. Landes, Michael Trolle, and Robert Sader

Issues in Measurement of Pubertal Development...............................
Frank M. Biro and Lorah D. Dorn

New Anthropometric History: An Analysis
of the Secular Trend in Height................ccccooiiiiiiniiiiiiee,
Laurent Heyberger

Part IT Tools and Techniques in Anthropometry:

15

16

17

Water, Hydration and Surface Area

Total Body Water in Health and Disease:
A Look at End-Stage Renal Disease...............ccccocooiiniiniiiiniiicnene,
Luigi Vernaglione, Carlo Lomonte, and Carlo Basile

Bioelectrical Impedance Vector Analysis for Assessment
of Hydration in Physiological States and Clinical Conditions...........
Henry C. Lukaski and Antonio Piccoli

The Uses and Misuses of Body Surface Area in Medicine..................
James Heaf

Part III Tools and Techniques in Anthropometry: Muscle

18

19

Anthropometry of Human Muscle Using Segmentation

Techniques and 3D Modelling: Applications to Lower

Motor Neuron Denervated Muscle in Spinal Cord Injury.................
Paolo Gargiulo, Ugo Carraro, Thomas Mandl, Helmut Kern,

Sandra Zampieri, Winfried Mayr, and Thordur Helgason

Upper Limb Muscle Volumes in Adults..................coccooiiinininnnnn.
Katherine R. Saul, Scott L. Delp, Garry E. Gold,
and Wendy M. Murray

167

185

205

219

237

253

273

287

307

323

355



Contents

xi

20

Bioelectrical Impedance to Predict Muscle Mass in the Elderly
Lars Ellegard and Marja Tengvall

Part IV Tools and Techniques in Anthropometry:

21

22

23

24

25

Adipose Tissue, Other Compartments and Relationships

Anthropometry of Body Fat: How Anthropometric

Measures Predict Mortality and Especially

Cardiovascular Mortality.............ccccoeveririenieeceeeeeee e
Eddy Mizrahi-Lehrer, Beatriz Cepeda-Valery,

and Abel Romero-Corral

Body Fat Measurement by Air Displacement
Plethysmography: Theory, Practice, Procedures,

and ApPLiCAtions............ccccovviieiieniiieieee e
Mauro E. Valencia and Rosa C. Villegas-Valle

Selected Applications of Bioelectrical

Impedance Analysis: Body Fluids, Blood Volume,

Body Cell Mass and Fat Mass.............ccccooceeiiiiiniiienineeeeee
Alexander Stahn, Elmarie Terblanche, and Hanns-Christian Gunga

Physiological Basis of Regression Relationship
Between Body Mass Index (BMI) and Body Fat Fraction...........
David G. Levitt, Dympna Gallagher, and Steven B. Heymsfield

Relationship Between Physical Measures

of Anthropometry and Bioimpedance Measures .........................
Maria Dolores Marrodan Serrano,

Marisa Gonzéalez-Montero de Espinosa,

and Estefania Morales Zamorano

Part V Regions and Anatomical Areas of the Body: Head and Face

26

27

28

29

Fetal Head Circumference as an Anthropometric Index ............
Emmanuel Stephen Mador, Josiah Turi Mutihir,
and John Oluwole Ogunranti

Anthropometry of the Intracranial Volume ....................c...........
Bunyamin Sahin

Anthropometry and Numerical Simulations
of a Child Head Model................oocooininiiniiniiiiiiiinenencsceeee
Sébastien Roth, Jean-Sébastien Raul, and Rémy Willinger

The Farkas System of Craniofacial Anthropometry:
Methodology and Normative Databases ................ccccccoevvvenennnen..
Curtis K. Deutsch, Alison R. Shell, Roberta W. Francis,

and Barbara Dixon Bird

375

385

397

415

441

459

4717

517

531

561



Xii

Contents

30

31

32

33

34

35

36

Anthropometry of Soft Facial Tissues.............c.ccccccceeeinvninnnncnnn.

John S. Bamforth

Anthropometry of Facial Beauty...............cccocevvniininiiniienen,

Chiarella Sforza, Alberto Laino, Gaia Grandi,
Gianluca M. Tartaglia, and Virgilio F. Ferrario

Three-Dimensional Facial Morphometry:

From Anthropometry to Digital Morphology ...............c.ccceeneee.

Chiarella Sforza, Claudia Dellavia, Marcio De Menezes,
Riccardo Rosati, and Virgilio F. Ferrario

The Concept of Anthropometric Facial Asymmetry....................

Senem Turan Ozdemir

Periorbital Anthropometric Measurements ................cccccccecerenen.

Umit Beden and Matej Beltram

Anthropometry of Eyelids...........c..ccccocoviinininiiininiiiiiincncs

Dae Hwan Park and Chang Hyun Oh

Neck Circumference: Its Usage in Medicine and Biology .............

Bernhard Fink

Part VI Regions and Anatomical Areas of the Body:

37

38

39

40

41

Limbs, Extremities and Bones

Prediction of Upper and Lower Extremity Tissue Masses

Using Surface Anthropometric Measures and DXA .....................

David M. Andrews and Timothy A. Burkhart

Demographic Trends in Mid-Arm Circumference

in Children and Adults over a 35-Year Period ..............c...............

R.J. Prineas, Y. Ostchega, and D.S. Reed-Gillette

Anthropometric Wrist and Arm Circumference
and Their Derivations: Application to Amyotrophic

Lateral SCIeroSiS...........cccoooovviiiiiiieee e

Luciano Bruno de Carvalho-Silva

Mid-Upper Arm Anthropometric Measurements
as a Mortality Predictor for Community-Dwelling

Dependent Elderly ..............cccooovieiiiiiiiiiiiiiie e

Masafumi Kuzuya and Hiromi Enoki

The Arm Span to Height Relationship

and Its Health Implications..................ccccociviiiniiiiiiceeeeeee,

Maw Pin Tan and Sushil K. Bansal

575

593

611

625

641

655

665

679

697

717

727

741



Contents

xiii

42

43

44

Proximal Femoral Anthropometry

by Computed Tomography..............cccevvieriiieniiiiieiie e

Thomas F. Lang

Leg Length and Anthropometric Applications:

Effects on Health and Disease...............ccooovvuvviiiiiiiiiieeieeeeee e,

Maria Inés Varela-Silva and Barry Bogin

Measures and Application of Lower Leg Length:

Fracture RiSK ASSESSINENL ...............ccooooiiiiiiiiieiieeeeeeeeee e,

Jian Sheng Chen

Part VII Regions and Anatomical Areas of the Body:

45

46

47

48

49

Joints and Digits

Anthropometry and the Knee Joint .................cccooiiiiiiiniiniinnieeee,

A.J. Teichtahl, A.E. Wluka, Y. Wang, and M. Flavia Cicuttini

Knee Anthropometry and Total Knee Arthroplasty:
Relationship Between Anthropometry, Surgical Difficulty,

AN OULCOMIES ..ot e et e e e eaaaeee s

Luis Ma. Lozano, Montserrat Nufez, Ester Nufiez,
Josep Ma. Segur, and Francisco Maculé

Standardization of Sizes of Knee-Ankle-Foot

Orthoses (KAFO) Through Anthropometry ...............cccccoecvevivriennnnne.

L. Narendra Nath

Sex Differences and Age Changes in Digit Ratios:
Implications for the Use of Digit Ratios

in Medicine and Biology ..............ccccoooiiiiiiiiinniiiniicceee e

John T. Manning

Correlations Between Digit Ratio and Foetal Origins
of Adult Diseases in a Chinese Population:

A Focus on Coronary Heart Disease and Breast Cancer ...................

Huo Zhenghao, Lu Hong, Dang Jie, and Francis L. Martin

Part VIII Regions and Anatomical Areas of the Body:

50

51

Abdominal and Trunk Regions

Anthropometry of Abdominal Subcutaneous and

Visceral Adipose Tissue with Computed Tomography.......................

Amir Abbas Mahabadi, Pal Maurovich-Horvat, and Udo Hoffmann

Measures of Waist Circumference.....................ccooevvveeeiieiinieeeeeccnnenn..

Paul B. Higgins and Anthony G. Comuzzie

755

769

785

801

815

827

841

853

869

881



Xiv

Contents

52 Trunk:Periphery Fat Ratio .............ccccoccocnvinnininns

Rachel Novotny

Part IX Regions and Anatomical Areas of the Body:
Sensory Organs

53 Anthropometry of Normal Human Auricle................

Ruma Purkait

54 Anthropometric Analysis of the Nose..........................

Abdullah Etoz and Tlker Ercan

55 Three-Dimensional Computerized Anthropometry

Of the NOSC........eevveiiiiieeeeeeee e
Chiarella Sforza, Riccardo Rosati, Marcio De Menezes,

Claudia Dolci, and Virgilio F. Ferrario

Part X Regions and Anatomical Areas of the Body:
Internal Organs, Other Tissues and Regions

56 Imaging Techniques for the Measurement of Liver Volume..............

Ferruccio Santini, Monica Giannetti, and Aldo Pinchera

57 Epicardial Adipose Tissue Measured by Multidetector

Computed Tomography: Practical Tips

and Clinical Implications ...............ccccoovvievieninenennnnen.

Tzung-Dau Wang and Wen-Jeng Lee

58 Breast Volume Determination in Breast Hypertrophy

Laszlo Kovacs and Maximilian Eder

59 Numerical Modelling of Human Breast Deformation
A. Pérez del Palomar, B. Calvo, and A. Lapuebla-Ferri

Part XI Anthropometry of Pregnancy:
Prenatal and Postnatal Aspects

60 Reference Charts for Anthropometric

Changes During Pregnancy..............cccccceeveverieerennnne.

Elvira Beatriz Calvo and Laura Beatriz Lopez

61 Prenatal Famine Exposure and Long-Term

Consequences for Anthropometry and Adult Health

62

Tessa Roseboom, Rebecca Painter, and Susanne de Rooij

Parental Determinants of Neonatal Anthropometry..................

Gareth Hynes, Cyrus Cooper, and Elaine Dennison

893

903

919

927

945

955

973

985

999



Contents

XV

63

64

65

66

67

Use of Computerized Anthropometry and
Morphometrics to Identify Fetal Alcohol Syndrome.......................... 1049
Elizabeth S. Moore and Richard E. Ward

Correlating Maternal and Infant Anthropometric

Variables and Micronutrients at Birth in the

Pakistani Population ..............c..cocoooiiiiniiininiiiicecce 1067
Shahzad K. Akram and Christine Carlsson-Skwirut

Neonatal Anthropometry: A Tool to Evaluate the
Nutritional Status and Predict Early and Late Risks......................... 1079
Luis Pereira-da-Silva

Anthropometric Measurements in Sudanese Newborns:

Value in Measuring Weight at Birth and Its Relationship

with Maternal Characteristics ...............c..coocoiiiiiniiiniie 1105
Eltahir M. Elshibly and Gerd Schmalisch

Total Body Water in Newborns...............coocoiiiiiiiiiiniiiecceee 1121
Maria Dalva Barbosa Baker M¢io and Maria Elizabeth Lopes Moreira

Part XII Anthropometry of Infants and Children

68

69

70

71

72

73

74

Failure to Thrive in Infancy: Anthropometric Definitions................. 1139
Else Marie Olsen and Charlotte M. Wright

Estimation of Children’s Weight in Medical Emergencies................. 1151
Anne-Maree Kelly

Anthropometry and HIV-Infected Children in Africa....................... 1163
Herculina Salome Kruger

Waist Circumference Measures and Application
to Thai Children and Adolescents ................cocceviriininiinincnenienens 1179
Uruwan Yamborisut and Kallaya Kijboonchoo

Secular Changes in Craniofacial Dimensions of Indigenous
Children in Southern MexXico.............c.ccooiriiiiiiiiieieeeeee e 1197
Bertis B. Little and Robert M. Malina

Anthropometric Indexes of Low-Income Brazilian Children............ 1211
Sylvia do Carmo Castro Franceschini, Silvia Eloiza Priore,

Fabiana de Céssia Carvalho Oliveira, Cldudia Aparecida Marliere de Lima,
and Silvia Nascimento de Freitas

Adipokines and Anthropometry: Childhood and

Adolescent Obesity or Adipocytokines and

Anthropometry in Childhood and Adolescence...................c.cccueeuven. 1221
Panagiota Pervanidou, Makarios Eleftheriades,

and Ioannis Papassotiriou



XVi Contents
75 Anthropometric Measures in Children with Renal Failure................ 1237
Andreas Nydegger and Julie E. Bines
76 Measures of Body Surface Area in Children................c.ccccocevnennn. 1249
Janusz Feber and Hana Krasnicanova
77 Skinfold Thickness in Sri Lankan Children.................ccccococninennn. 1257
V.P. Wickramasinghe
78 Use of Segmental Lengths for the Assessment of Growth

in Children with Cerebral Palsy ...............cccccccoeviiniiiiiiniicieeee 1279
Kiristie L. Bell, Peter S.W. Davies, Roslyn N. Boyd,
and Richard D. Stevenson

Part XIII Anthropometry of Puberty and

79

80

81

82

83

84

85

Adolescence in Health and Disease

Anthropometric Indices and Cardiovascular Disease
Risk in Children and Adolescents: CASPIAN Study ..............c.......... 1301
Roya Kelishadi

Secular Trends in the Anthropometry of Adolescents
and College Students: Polish Perspective .............c...cccccoevrrirninnrnnnnnnn. 1319

Boguslaw Antoszewski and Aneta Sitek

Vitamin D, Exercise, and Body Composition

in Young Children and Adolescents ..............c.cccoevvieviienieeciieneenneene, 1337
Leng Huat Foo
Anthropometry of Adolescents: Brazilian Perspectives..................... 1357

Silvia Eloiza Priore, Renata Maria Souza Oliveira,
Sylvia do Carmo Castro Franceschini,

Silvia Nascimento de Freitas,

and Cl4udia Aparecida Marliere de Lima

Anthropometric Indices for Obesity and Hypertension

in Indian Affluent Adolescents..............c.cccooeceneineineinennceceenes 1371
Shobha Rao
Anthropometry in Relation to Sexual Maturation.............................. 1385

Silvia Diez Castilho and Antonio de Azevedo Barros-Filho

Reference Curves of Waist Circumference
in Children and Adolescents ................cccooevvuviiiiiiiiiiieiieiieeee e 1405
Peter Schwandt and Gerda-Maria Haas



Contents

XVii

Part XIV Anthropometry of Middle-Aged

86

87

88

89

90

91

92

93

94

and Aged in Health and Disease

Anthropometric Aspects and Common
Health Problems in Older Adults ...............ccocooeeiiiiiiiiiiiieeeceee, 1415
Prasert Assantachai

Anthropometrical Changes in Older Taiwanese
and Diet and EXercise ............c..cocooivininiiiiniiniiieccenesceeeeeee 1435
Alan C. Tsai

Anthropometry and Mortality in Older Women:
Potential Survival Benefit of Overweight and Obesity ....................... 1449
Chantal Matkin Dolan, Michelle Hansen, and Kathryn Fisher

Postmenopausal Anthropometric Relationship
Between Arm Span and Height in Osteoporosis.................cccoeeveenen. 1467
Demet Ofluoglu

Relationship Between Plasma Hormones and

Anthropometric Measures of Muscle Mass in

Postmenopausal Women....................ccooiiiiii, 1481
Fabio Lera Orsatti, Erick Prado de Oliveira,

and Roberto Carlos Burini

Anthropometric Measurements in Adults and Elderly:
Cuban Perspectives .............ccoocveriirienieiieniee et 1491
Aline Rodrigues Barbosa and Raildo da Silva Coqueiro

Anthropometric Indices and Nutritional Assessments

in the Elderly: Brazilian Perspectives ................cccocoviiiniiniinniennenn, 1509
Aline Rodrigues Barbosa, Luicia Andréia Zanette Ramos Zeni,

and Ileana Arminda Mourdo Kazapi

Assessment of Sarcopenia................cocceoiiiiiiniiiiee e 1527
Daniel Bunout, Gladys Barrera RN, Pia de la Maza,
Laura Leiva RT, and Sandra Hirsch

Body Mass Index and Cardiac Events in Elderly Patients................. 1537
John A. Batsis and Silvio Buscemi

Part XV  Anthropometry in Genetic Disease and Polymorphisms

95

96

Anthropometry of TWINS ............ccccoeiriiiriiiieie e 1561
Sergio Demarini

Anthropometry in Children with Cystic Fibrosis .............cccccccocceeee. 1571
Alexia J. Murphy and Peter S.W. Davies



xviii

Contents

97 Facial Anthropometry in Hypohidrotic
Ectodermal Dysplasia (HED)...........cccccocovniininininininincncceeee
Claudia Dellavia, Francesca Catti, Michela Turci,
Chiarella Sforza, and Virgilio F. Ferrario

98 Anthropometric Indices of Facial Features
in Down’s Syndrome Subjects..............ccoccivniiiiiiniiiiiienie e
Chiarella Sforza, Claudia Dellavia, Cristina Allievi,
Davide G. Tommasi, and Virgilio F. Ferrario

99 Sex Chromosome Aneuploidy and Anthropometry..........................
Lise Aksglaede, Niels Erik Skakkebak, and Anders Juul

100 Anthropometric Indices in Turner Syndrome.....................cccccceeee.
Anna M. Kucharska

101 Polymorphisms in the Serotonin (5-Hydroxytryptamine (5-HT))
Type 2A Receptor (5-HTR2A) Gene, Other Related Genes and
PN 11211 403 0700 11T o USSR
Dolores Corella and Mercedes Sotos-Prieto

Part XVI Anthropometry in Cancer

102 Anthropometry and Thyroid Cancer RisK...............ccoceeeieninnnnnnen.
Cari Meinhold Kitahara and Amy Berrington de Gonzalez

103 Anthropometry and Ovarian Cancer:
The Inflammation Connection..................cccooeveeiieniiiinieniieecieeieeee
Julia B. Greer

104 Anthropometry and Breast Cancer Risk......................cocoo.
Amanda I. Phipps

105 Anthropometric Parameters in Hospitalized Elderly
Patients with Cancer.................coccooiiiiriinieiieeeee e
E. Paillaud, B. Campillo, E. Alonso, and P.N. Bories

106 Body Weight and Body Surface Area in Chemotherapy..................
Dominique Levéque

Part XVII Anthropometry in Exercise and Sport Activities

107 The Meaning of Muscle Mass for Health, Disease,
and Strength EXerciSes ............cccoovveiienieeiiienieeieenie e
Roberto Carlos Burini and Nailza Maesta

108 Exercise, Nutrition, and Anthropometry of Bone
Development in Term and Preterm Infants.................c...cccooeveenn.
Ita Litmanovitz and Alon Eliakim



Contents

Xix

109 Anthropometry and Race Performance
in Endurance Athletes ...............cccccoooiieiiiniiiinieceeeceeee e
Beat Knechtle

110 Anthropometry and the Response to Dietary
Supplementation in EXercise............cc.ccccocevninininincnininineeen
Melissa Crowe

111 Anthropometry in Premenarcheal Female Esthetic
Sports Athletes and Ballerinas.................ccccooeieviiienenieneeieeeeee
Marjeta Misigoj-Durakovic

112 Fitness and Anthropometric Testing in Basketball Players.............
Eric J. Drinkwater

113 Anthropometric Digit Ratio 2D:4D and Athletic Performance.......
Johannes Honekopp

114 Anthropometric Variables and Its Usage
to Characterise Elite Youth Athletes..................cooovviiiiiiiiiiiiie.
Cristobal Sanchez-Muiioz, Mikel Zabala, and Karen Williams

115 Anthropometry in Athletes with Spinal Cord Injury.......................
Mina C. Mojtahedi and Ellen M. Evans

116 Anthropometry in 55-75-Year Olds in Response to Exercise..........
Melanie I. Stuckey, Anna M. Chudyk, and Robert J. Petrella

117 Anthropometry in Exercise and Sport Activities.............c...cccceceeee.
Fusun ARDIC

118 Anthropometry and Exercise in Down Syndrome.............................
Manuel Rosety-Rodriguez, Francisco Javier Ordofiez,
Gabriel Fornieles-Gonzalez, Miguel Angel Rosety,
Natalia Garcia Gomez, Antonio Diaz-Ordonez, Jesus Rosety,
Alejandra Camacho Molina, and Ignacio Rosety

Part XVIII Anthropometry in Metabolic Disease and Obesity

119 Value of Waist Circumference in Metabolic Diseases.......................
V. Saroja Voruganti and Anthony G. Comuzzie

120 Waist Circumference for the Clinical Diagnosis of
Metabolic Syndrome in the Japanese Population:
Optimal Cut-Point to Predict Early Arteriosclerosis .......................
Yuka Matoba, Toyoshi Inoguchi, Atsushi Ogo,
and Ryoichi Takayanagi



XX Contents

121 BMI, Waist Circumference, and Metabolic Syndrome:
Lessons from Japanese Perspectives ............c..ccccoccoeveiiininninnnncnnen, 1973
Masaru Sakurai, Tsuguhito Ota, Katsuyuki Miura,
Hideaki Nakagawa, Shuichi Kaneko, and Toshinari Takamura

122 Anthropometry of Local Fat Reduction...................c.ccoocevirrnnnnnnn. 1989
Frank L. Greenway and Susan Pekarovics

123 Waist-to-Height Ratio and Obesity in Chinese ...................cccce...... 2007
Che-Yi Chou and Zhiguo Mao

124 Diagnosis of Obesity Using Anthropometric
Indices in Urban Populations: Brazilian Perspectives...................... 2017
Claudia Aparecida Marliere, Silvia Nascimento de Freitas,
Silvia Eloiza Priore, and Sylvia do Carmo Castro Franceschini

125 Presurgical Assessment of Intra-abdominal

Visceral Fat in Obese Patients.................c..ccocoooeeiiiiiiiieeiieeeee e, 2031
Angela Falbo and Stefano Palomba

Part XIX Anthropometry in Diabetes

126

127

128

129

Maternal Anthropometric Indices and Gestational Diabetes.......... 2047
Edwina Yeung, Yiqing Song, and Cuilin Zhang

Body Size at Birth and Risk of Type 2 Diabetes
inAdult Life.... ... 2073
Yiqing Song, Lu Wang, Edwina Yeung, and Cuilin Zhang

Waist-Circumference Phenotype and Risk
of Type 2 Diabetes ...........cccooiiiiiiiiiiiieieeeeee e 2091
Ike S. Okosun and Tandeih A. Ghogomu

The Use of Skinfolds in Anthropometric Measures
and Their Applications to Diabetes.............c..c.ccocooeniniiininnnnnnnn. 2107
Marie-Eve Mathieu and Louise Béliveau

Part XX Anthropometry in Cardiovascular Disease

130

131

Altered Bone Geometry of the Radius
and Tibia Among Stroke SUrvivors.............ccccoecevvieniiencienieeneennens 2123
Marco Y.C. Pang and Ricky W.K. Lau

Waist Circumference and Cardiovascular RisK.....................coc....... 2137
Heribert Schunkert, Marcello Ricardo Paulista Markus,
and Jan Stritzke



Contents

XXi

132 Anthropometry, Body Surface Area and Cardiopulmonary
Bypass: Determining the Pump Flow Rate of the
Heart-Lung Machine Using Body Size................ccccoceiniininnnne.
R. Peter Alston

133 Anthropometric Measurements, Adipokines
and Abdominal Aortic Calcification...............c..ccccoeviniiiiinnnnnnnn.
Adam Franklin Parr and Jonathan Golledge

Part XXI Anthropometry in Organ Disease

134 Body Composition in Liver Cirrhosis ...............ccccccoccovinvinincennnnnn.
Lindsay D. Plank and John L. McCall

135 Liver Damage Severity Evaluated by Liver Function
Tests and the Nutritional Status Estimated
by Anthropometric Indicators...............ccccoevveviiiiiieniiniiiiecees
Alfredo Larrosa-Haro, Erika F. Hurtado-Lépez,
Rocio Macias-Rosales, and Edgar M. Vasquez-Garibay

136 Waist Circumference Correlates
and Hepatic Fat Accumulation ..............c..ccccocooinininininiiininnn
Yuichiro Eguchi, Toshihiko Mizuta, Iwata Ozaki, Dita Salova,
Masato Yoneda, Koji Fujita, Hideyuki Hyogo, Hideki Fujii,
Masafumi Ono, Yasuaki Suzuki, Takaaki Ohtake,
Yoshio Sumida, and Kazuma Fujimoto

137 Ultrasonographic Anthropometry: An Application to the
Measurement of Liver and Abdominal Fat...................................
Marisa Chiloiro and Giovanni Misciagna

138 Dissecting the Architecture of Bone Strength-Related
Phenotypes for Studying Osteoporosis.............c..ccccoeceevinencnnenennne.
Xiaojing Wang and Candace M. Kammerer

139 Body Composition and Lung Function......................cocoonnin.
Mauro Zamboni, Andrea Rossi, Alessandra Zivelonghi,
Giulia Zamboni, and Francesco Fantin

Part XXII Anthropometry in Special Conditions and Circumstances
140 Psychosocial Correlates in the Context of
Body Mass Index and Overweight...............c.ccocevieiiinieviieieeenen.

Helena Fonseca and Margarida Gaspar de Matos

141 Body Composition Studies in Critical Illness ...............c.ccoccocenenein.
Lindsay D. Plank



XXii

Contents

142

143

144

145

146

147

148

149

150

151

152

153

Anthropometry and Infectious and Parasitic Diseases.....................
Pedro R.T. Romao, Francisco Martins Teixeira,
Taysa Ribeiro Schalcher, and Marta Chagas Monteiro

Body Composition in Spinal Cord
Injured—Paraplegic Men..............ccccoouveviiiiiienieeieecieeeeee e
Yannis Dionyssiotis

Anthropometry of Head Circumference,
Limb Length and Dementia..............c..ocoocoinininininiiiiineneen,
Jae-Min Kim, Robert Stewart, [1-Seon Shin, and Jin-Sang Yoon

Anthropometry in Special and Selective

Conditions and Circumstances: Anthropometry

as Measure of Risk in COPD Patients..............c..ccccooeevininnnncnne.
Ernesto Crisafulli, Stefania Costi, and Enrico M. Clini

Anthropometry in Congenital Adrenal Hyperplasia........................
Henrik Falhammar, Anna Nordenstrom, and Marja Thorén

Changes in Anthropometric Measures in Systemic
Lupus Erythematosus.............ccccooiviiiiiiinnie e
Chi Chiu Mok

Anthropometric Measurement-Based Estimates
of Body Water in Children on Peritoneal Dialysis...................c.........
B.Z. Morgenstern

Anthropometry and Body Composition in
Chronic Kidney Disease Patients not on Dialysis................c...........
Vincenzo Bellizzi, Biagio Di lorio, and Luca Scalfi

Obesity, Leptins, Hypogonadism and Waist-Hip
Ratio in men: An Interplay ...........cccccoovviiiiiiieniiniieieeeeee e
J. Elizabeth, C. Rakshita, and S. Ramkumar

Usage of Anthropometry to Determine Etiological and
Risk Factors in Deep-Tissue Injury..............cccocceeeiieriieecienieeiiens
Amit Gefen

Anthropometry in the Assessment of HI'V-Related

LAPOAYSIroPhY .......ccooiiiiiiiiiiiiiier e
Giovanni Guaraldi, Stentarelli Chiara, Stefano Zona,

and Bruno Bagni

Use of Anthropometry in Monitoring the Nutritional
and Health Status of Persons Living with HIV/AIDS ...................
Selby Nichols, Nequesha Dalrymple, and Marlon Francis



Contents

XXiii

154

155

Antropometry in HIV Patients: Effects of
Recombinant Human Growth Hormone .....................coooovvviiiinnnnnn. 2495
Livio Luzi, Ileana Terruzzi, and Stefano Benedini

Digital Three-Dimensional Photogrammetry:

Craniofacial Applications to Facial Growth, Orthognathic

and Reconstructive Surgery, and Morphometrics..............cc.c....... 2511
Nada M. Souccar, Chung How Kau, and Seth M. Weinberg

Part XXIII Anthropometry in Ethnic Groups

156

157

158

159

160

161

162

163

164

165

and Cultural and Geographical Diversity

Anthropometry in Ethnic Groups and Cultural

and Geographical Diversity..............cccocevviiniiiniiiniiiiee e 2523
Wee Bin Lian

Ethnicity and Facial Anthropometry ................cccoooiviiiniiniienieenene 2535
Mehrdad Jahanshahi

Anthropometry in the Circumpolar Inuit ...l 2543

Tracey Galloway, T. Kue Young, and Peter Bjerregaard
Anthropometric Measures of Birth and Stature:
Perspectives on Russian Mothers and Newborns.................c............ 2561

Boris N. Mironov

Body Composition in a Multiethnic Community

in New Zealand.............ccoccooiiiiniiniinicnccceeceeceeeeeine 2581
Elaine Rush
Anthropometric Measurements in Australian Aborigines............... 2593

Srinivas Kondalsamy-Chennakesavan, Leonard S. Piers,
Sidya Raghavan, and Kerin O’Dea

Secular Changes in Anthropometric Indices of
Children and Adolescents: Studies from Korea................................. 2615
Joong-Myung Choi and Ji-Yeong Kim

Determinants of Central Adiposity: An Iranian Perspective........... 2629
Leila Azadbakht, Ahmad Esmaillzadeh, and Pamela J. Surkan

Anthropometry and the Prevalence of Child Obesity
in China and Japan...............ccoccooieiiiiiiiniceeee e 2641
Liubai Li, Hui Li, and Hiroshi Ushijima

Optimal Waist Circumference Cutoffs
for Abdominal Obesity in Chinese ..............cccccoeevieviiiniieniienieeienen, 2657
Weiping Jia and Jiemin Pan



XXiv Contents

166 Usefulness of Skinfold Thickness Measurements for
Determining Body Fat Distribution and Disease Risk
for Japanese Men and Women..............cccccoecveeiieieniiecieneecieneeee e 2667
Hironori Imano, Akihiko Kitamura, Masahiko Kiyama,
Tetsuya Ohira, Renzhe Cui, Isao Muraki, Yuji Shimizu,
Mitsumasa Umesawa, Kenji Maeda, Masatoshi Ido, Takeo Okada,
Masakazu Nakamura, Hiroyuki Noda, Kazumasa Yamagishi,
Shinich Sato, Takeshi Tanigawa, Yoshinori Ishikawa,
and Hiroyasu Iso

167 Socioeconomic Status, Anthropometric Status
and Developmental Outcomes of East-African Children................. 2679
Amina Abubakar and Fons van de Vijver

168 Body Mass Index and Mortality in India................cccccocvininnnnn. 2695
Catherine Sauvaget

Part XXIV Anthropometry and Nutrition: General Aspects

169 Anthropometric Measurements and Nutritional Status
in the Healthy Elderly Population...................ccoccoiiininniiiinnn. 2709
Lilia Castillo-Martinez, Carmen Garcia-Pefia,
Teresa Juarez-Cedillo, Oscar Rosas-Carrasco,
Claudia Rabay-Gdanem, and Sergio Sdnchez-Garcia

170 Anthropometry of Leg Lean Volume:
Application to Nutrition in Systemic Disorders................c.ccccceoeenee. 2731
Débora Villaga and J. Alberto Neder

171 Nutritional Anthropometry for Amputees:
Challenges for Clinicians...............cccccocevvninininicncncncncceeeceee, 2745
Elaine Bannerman, Jolene Thomas, and Michelle Miller

172 Anthropometry of Malnutrition in End Stage Liver Disease .......... 2755
E.T. Tsiaousi and A.I. Hatzitolios

173 Anthropometry in Anorexia Nervosa.............cccocevvvernienienneeneennnen. 2767
Antonella Diamanti and Fabio Panetta

174 Clinical Practice of Body Composition Assessment
in Female Subjects with Anorexia Nervosa ............c.cccccoeevvvvvvennenen. 2783
Michel Probst and Marina Goris

175 Perceived Body Image and Actual Anthropometric
Indices in Eating Disorders...............coccoiiiiiiininiiieeeeee, 2795
Dieter Benninghoven



Contents

XXV

176 Anthropometry and Nutritional Rehabilitation
in Underweight Eating Disorders................cccocoeviiiienieenienieeeeen
Giulio Marchesini, Laura Maria Ricciardi,
Nicola Villanova, and Riccardo Dalle Grave

177 Anthropometric Nutritional Assessment in Children
with Severe Neurological Impairment
and Intellectual Disability ................cccoooieiiniiiiii e
Corine Penning and Heleen M. Evenhuis

178 Eating Frequency and Anthropometry...............ccccccecevvnininicnennns
Karine Duval and Eric Doucet

Part XXV Anthropometry and Nutrition:
Micro- and Macro-Nutrients

179 Relationship Between Calcium Intake
and Anthropometric Indices ...............cccoovviieiiieniiiniienieeiecieeeeen
Herculina Salome Kruger

180 Dietary Protein Intake and Anthropometric
Indices of Muscle Mass in Elderly................cccoooiiniiiiiiinine,
Karine Perreault and Isabelle J. Dionne

181 Anthropometry and the Prevalence of Child
Protein—Energy Malnutrition in China and Japan...........................
Liubai Li, Hui Li, and Hiroshi Ushijima

Part XXVI Biomechanical and Ergonomic Aspects

182 Anthropometry in Bipedal Locomotion:
The Link Between Anatomy and Gait ...............cccceeveeviiiiiiniieenenn.
Franck Multon, Guillaume Nicolas, Robin Huw Crompton,
Kristiaan D’ Aofit, and Gilles Berillon

183 Use of Anthropometry for the Measurement
of Lower Extremity Alignment..................c.cccoeeviiiiiniienienieeeeen
Annegret Miindermann

184 Anatomical Reference Frames for Long Bones:
Biomechanical Applications..............c.ccocooeviviiiiiiinnininnnceenens
Luca Cristofolini

185 Using Three-Dimensional (3D) Anthropometric
Data in DeSIZN .......cccoooiiiiiiiiiiiiec e
Jianwei Niu and Zhizhong Li



XXVi

Contents

186 Use of Anthropometric Measures and Digital Human
Modelling Tools for Product and Workplace Design........................ 3015
Lars Hanson and Dan Hogberg

187 Anthropometric Indices in the Philippines
for Manufacturing Workers..............c.ccocooeveninenienenenieniecenencenns 3035
Jinky Leilanie DP Lu



Contributors

Amina Abubakar Department of Psychology, Tilburg University, Tilburg,
The Netherlands

Shahzad K. Akram Paediatric Endocrinology Unit, Q2:08, Department of
Women’s and Children’s Health, Astrid Lindgren’s Children’s Hospital, Karolinska
Institute and University Hospital Stockholm, Sweden

Lise Aksglaede Department of Growth and Reproduction GR, Rigshospitalet,
Copenhagen, Denmark

Cristina Allievi Dipartimento di Morfologia Umana e Scienze Biomediche “Citta
Studi”, Facolta di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale

dell’ Apparato Stomatognatico (LAFAS), Functional Anatomy Research Center
(FARC), Universita degli Studi di Milano, Milan, Italy

E. Alonso Département de médecine interne et gériatrie, Hopital Chenevier-
Mondor, Assistance Publique Hopitaux de Paris, Université Paris 12 Créteil, France

R. Peter Alston Department of Anaesthesia, Critical Care and Pain Medicine,
Royal Infirmary of Edinburgh, Edinburgh, Scotland, UK

David M. Andrews Department of Kinesiology, Department of Industrial and
Manufacturing Systems, Engineering, University of Windsor, Windsor, ON, Canada

Boguslaw Antoszewski Department of Plastic Surgery, Medical University of
L.6dz, ul. Kopcinskiego, Poland

Fusun Ardic Department of Physical Medicine and Rehabilitation, Pamukkale
University, Medical School, Kinikli/Denizli, Turkey

Prasert Assantachai Department of Preventive and Social Medicine, Faculty of
Medicine Siriraj Hospital, Mahidol University, Bangkok, Thailand

Leila Azadbakht Food Security Research Center, Isfahan University of Medical
Sciences, Isfahan, Iran

Department of Community Nutrition, School of Nutrition and Food Science, Isfahan
University of Medical Sciences, Isfahan, Iran

Bruno Bagni Department of Diagnosis Services and Imaging, University of
Modena and Reggio Emilia School of Medicine, Modena, Italy

XXVii



XXViii Contributors

John S. Bamforth Department of Clinical Genetics, University of Alberta, Edmonton, AB, Canada

Elaine Bannerman Dietetics, Nutrition & Biological Sciences, School of Health Sciences, Queen
Margaret University, Edinburgh, Scotland, UK

Sushil K. Bansal Department of Care of the Elderly, Sunderland Hospitals NHS Foundation
Trust, Sunderland, UK

Aline Rodrigues Barbosa Departamento de Educacéo Fisica, Universidade Federal de Santa
Catarina, Florianépolis, SC, Brazil

Gladys Barrera R. N. Institute of Nutrition and Food Technology (INTA), University of Chile,
Santiago, Chile

Carlo Basile Nephrology and Dialysis Unit, ‘Miulli” General Hospital, Taranto, Italy

John A. Batsis Dartmouth Medical School, Dartmouth-Hitchcock Medical Center, Section of
General Internal Medicine, Lebanon, NH, USA

Umit Beden Ophthalmology Department, Ondokuz Mayis University, Samsun, Turkey

Louise Béliveau Faculty of Graduate and Postdoctoral Studies, University of Montreal, Montreal,
QC, Canada

Kristie L. Bell Queensland Cerebral Palsy and Rehabilitation Research Centre, University of
Queensland, Discipline of Paediatrics and Child Health, Royal Children’s Hospital, Herston, QLD,
Australia

Carine A. Bellera Department of Clinical Epidemiology and Clinical Research, Institut Bergonié,
Regional Comprehensive Cancer Center, Bordeaux, France

Vincenzo Bellizzi Nephrology, Dialysis & Transplantation Unit, “San Giovanni di Dio e Ruggi
d’Aragona”, University Hospital, Salerno, Italy

Matej Beltram Eye Hospital, University Medical Centre, Ljubljana, Slovenia

Stefano Benedini Department of Sport Sciences, Nutrition and Health, Faculty of Exercise
Sciences, University of Milan, Milan, Italy

Dieter Benninghoven Muehlenbergklinik, Frahmsallee 1-7 Bad Malente-Gremsmuehlen,
Germany

Gilles Berillon UPR 2147CNRS — “ Dynamique de I’Evolution Humaine : Individus, Populations,
Especes, Mouchez, Paris

Julie E. Bines Department of Gastroenterology and Clinical Nutrition, Royal Children’s Hospital,
Parkville, VIC, Australia

Department of Paediatrics, University of Melbourne, Parkville, VIC, Australia

Murdoch Children’s Research Institute, Parkville, Australia

Barbara Dixon Bird Craniofacial Research Program, Eunice Kennedy Shriver Center IDDRC,
Waltham, MA, USA

Frank M. Biro Division of Adolescent Medicine (ML-4000), Cincinnati Children’s Hospital
Medical Center, Cincinnati, OH, USA



Contributors XXiX

Peter Bjerregaard Professor of Arctic Medicine, National Institute of Public Health, Copenhagen
K, Denmark

Barry Bogin Centre for Global Health and Human Development, School of Sport, Exercise, and
Health Sciences, Loughborough University, Loughborough, UK

P. N. Bories Service de Biochimie inter-hospitalier Cochin-Hotel-Dieu, Assistance Publique
Hopitaux de Paris, Hopital Cochin, Paris, France

Roslyn N. Boyd Queensland Cerebral Palsy and Rehabilitation Research Centre, Discipline of
Paediatrics and Child Health, School of Medicine, The University of Queensland Royal Children’s
Hospital, Herston, QLD, Australia

Daniel Bunout Institute of Nutrition and Food Technology (INTA), University of Chile, Santiago,
Chile

Roberto Carlos Burini Department of Public Health, Botucatu School of Medicine, Centre for
Nutritional and Exercise Metabolism, UNESP — Univ. Estadual Paulista, Sdo Paulo, Brazil

Timothy A. Burkhart Department of Kinesiology, Department of Industrial and Manufacturing
Systems, Engineering, University of Windsor, Windsor, ON, Canada

Silvio Buscemi Department of Internal Medicine, Cardiovascular and Kidney Diseases,
University of Palermo, Palermo, Italy

B. Calvo Group of Structural Mechanics and Material Modelling (GEMM), Aragon Institute of
Engineering Research (I3A), Universidad de Zaragoza, Centro de Investigacion Biomédica en Red
en Bioingenieria, Biomateriales y Nanomedicina (CIBER-BBN), Aragon Health Sciences Institute,
Zaragoza, Spain

Elvira Beatriz Calvo Department of Nutrition, National Direction of Maternal and Child Health,
Ministry of Health, Buenos Aires, Argentina

Alejandra Camacho Internal Medicine, Hospital Juan Ramén Jiménez, Huelva, Spain

B. Campillo Département de médecine interne et gériatrie, Hopital Chenevier-Mondor,
Assistance Publique Hopitaux de Paris, Université Paris 12, Créteil, France

Christine Carlsson-Skwirut Paediatric Endocrinology Unit, Q2:08, Department of Women’s and
Children’s Health, Astrid Lindgren’s Children’s Hospital, Karolinska Institute and University
Hospital, Stockholm, Sweden

Ugo Carraro Department of Biomedical Sciences, Laboratory of Translational Myology,
Interdepartmental Research Center of Myology, University of Padova, Padova, Italy

Silvia Diez Castilho Nticleo de Pesquisa e Extensdo — CCV, Pontificia Universidade Catdlica de
Campinas, Av John Boyd Dunlop s/n, NuPEx - Espago de Trabalho Docente 3, Sala 16A, Jd
Ipaussurama, Campinas, SP, Brazil

Lilia Castillo-Martinez Clinica de Insuficiencia Cardiaca, Instituto Nacional de Ciencias
Meédicas y Nutricién Salvador Zubirdn, Vasco de Quiroga #15 Col. Secciéon X VI, Tlalpan, Mexico

Francesca Catti Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”, Facolta di
Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato Stomatognatico (LAFAS),
Functional Anatomy Research Center (FARC), Universita degli Studi di Milano, Milan, Italy



XXX Contributors

Beatriz Cepeda-Valery Internal Medicine, Albert Einstein Medical Center, Philadelphia, PA,
USA

Hsin-Jen Chen Program for Human Nutrition, Department of International Health, Baltimore,
MD, USA

Jian Sheng Chen Institute of Bone & Joint Research & Sydney School of Public Health,
University of Sydney, Royal North Shore Hospital, St Leonard’s Sydney, Australia

Stentarelli Chiara Department of Medicine and Medical Specialties, Infectious Diseases Clinic,
University of Modena and Reggio Emilia School of Medicine, Modena, Italy

Marisa Chiloiro Radiology Unit, IRCCS “S de Bellis”, Castellana, Bari, Italy

Joong-Myung Choi Department of Preventive Medicine & Medical Research Center for Bioreaction
to Reactive Oxygen Species, School of Medicine, Kyung Hee University, Seoul, South Korea

Che-Yi Chou Kidney Institute and Division of Nephrology, China Medical University Hospital,
Taichung City, Taiwan

Antonios D. Christodoulos School Health Education Program Coordinator, Proussis 6, Agios
Stefanos, Greece

Anna M. Chudyk Aging, Rehabilitation and Geriatric Care Research Centre, Lawson Health
Research Institute, Faculties of Health Science and Medicine, University of Western Ontario,
London, ON, Canada

M. Flavia Cicuttini Department of Epidemiology and Preventive Medicine, School of Population
Health, Monash University, Alfred Hospital, Melbourne, VIC, Australia

Enrico M. Clini University of Modena and Ospedale Villa Pineta, Pulmonary Rehabilitation Unit,
Pavullo, Modena, Italy

Department of Oncology, Haematology and Pneumology, University of Modena, Modena, Italy

Anthony G. Comuzzie Department of Genetics, Southwest Foundation for Biomedical Research,
San Antonio, TX, USA

Cyrus Cooper MRC Lifecourse Epidemiology Unit, University of Southampton, Southampton
General Hospital, Southampton, UK

Dolores Corella Genetic and Molecular Epidemiology Unit and CIBER OBN, School of
Medicine, University of Valencia, Valencia, Spain

Stefania Costi Department of Oncology, Haematology and Pneumology, University of Modena,
Modena, Italy

Ernesto Crisafulli University of Modena and Ospedale Villa Pineta, Pulmonary Rehabilitation
Unit, Pavullo, Modena, Italy

Luca Cristofolini Facolta di Ingegneria, Universita di Bologna, Bologna, Italy

Robin Huw Crompton Department of Human Anatomy & Cell Biology, School of Biomedical
Sciences, University of Liverpool, Liverpool, UK

Melissa Crowe Institute of Sport and Exercise Science, James Cook University, Townsville,
QLD, Australia



Contributors XXXi

Renzhe Cui Public Health, Department of Social and Environmental Medicine, Osaka University,
Graduate School of Medicine, Osaka, Japan

Osaka Medical Center for Health Science and Promotion, Osaka, Japan

Nequesha Dalrymple University of the Southern Caribbean, Maracas, St. Joseph, Trinidad and
Tobago

Kristiaan D’Aotit Department of Biology, Laboratory for Functional Morphology, University of
Antwerp, Antwerpen, Belgium

Raildo da Silva Coqueiro Departamento de Saide, Universidade Estadual do Sudoeste da Bahia,
Jequié, BA, Brazil

Peter S. W. Davies Children’s Nutrition Research Centre, Discipline of Paediatrics and Child
Health, School of Medicine, The University of Queensland, Royal Children’s Hospital, Herston,
QLD, Australia

Antonio de Azevedo Barros-Filho Departamento de Pediatria da Faculdade de Ciéncias
Meédicas, Universidade Estadual de Campinas, Campinas, SP, Brazil

Luciano Bruno de Carvalho-Silva Federal University of Alfenas-MG (UNIFAL-MG), Center
for Food Security Studies (NEPA), State University of Campinas (UNICAMP), Campinas, Brazil

Fabiana de Cassia Carvalho Oliveira Departamento de Nutrigdo, Universidade Federal de
Vinosa, Vigosa, Minas Gerais, Brazil

Marisa Gonzalez-Montero de Espinosa Instituto de Ensefianza Santa Eugenia, Madrid, Spain

Silvia Nascimento de Freitas Escola de Nutri¢do Universidade Federal de Ouro Preto, Ouro
Preto, Minas Gerais, Brazil

Amy Berrington de Gonzalez Radiation Epidemiology Branch, Division of Cancer
Epidemiology and Genetics/National Cancer Institute, Rockville, MD, USA

Piade la Maza Institute of Nutrition and Food Technology (INTA), University of Chile, Santiago,
Chile

Claudia Aparecida Marliere de Lima Departamento de Nutri¢ao, Universidade Federal de
Vinosa, Vigosa, Minas Gerais, Brazil

Escola de Nutri¢ao Universidade Federal de Ouro Preto, Ouro Preto, Minas Gerais, Brazil
Claudia Dellavia Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”,
Facolta di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato

Stomatognatico (LAFAS), Functional Anatomy Research Center (FARC),
Universita degli Studi di Milano, Milan, Italy

Scott L. Delp Department of Bioengineering, Stanford University, Stanford, CA, USA

A. Pérez del Palomar Multiscale in Engineering and Biomechanics (M2BE), Aragon Institute
of Engineering Research (I3A), Universidad de Zaragoza, Zaragoza, Spain

Sergio Demarini Division of Neonatology, IRCCS Burlo Garofolo, Trieste, Italy

Margarida Gaspar de Matos Faculdade de Motricidade Humana, Universidade Técnica de
Lisboa, Cruz Quebrada, Portugal



XXXii Contributors

Marcio De Menezes Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”,
Facolta di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato
Stomatognatico (LAFAS), Functional Anatomy Research Center (FARC), Universita degli Studi di
Milano, Milan, Italy

Elaine Dennison MRC Lifecourse Epidemiology Unit, University of Southampton, Southampton
General Hospital, Southampton, UK

Erick Prado de Oliveira Department of Public Health, Botucatu School of Medicine, Centre for
Nutritional and Exercise Metabolism, UNESP — Univ. Estadual Paulista, Sdo Paulo, Brazil

Susanne de Rooij Department of Clinical Epidemiology Biostatistics and Bioinformatics,
Department of Obstetrics and Gynaecology, Academic Medical Center, Amsterdam, The
Netherlands

Curtis K. Deutsch Craniofacial Research Program, Eunice Kennedy Shriver Center IDDRC,
Waltham, MA, USA

Harvard Medical School, Boston, MA, USA

Antonella Diamanti Medical-Surgical Department of Hepathology, Gastroenterology and
Nutrition, Pediatric Hospital “Bambino Gesu”, Rome, Italy

Antonio Diaz-Ordonez Internal Medicine Department, University of Cadiz, Cadiz, Spain
Biagio Di Iorio Nephrology and Dialysis Unit, “A. Landolfi” Hospital, Solofra (AV), Italy

Isabelle J. Dionne Faculty of Physical Education and Sports, Université de Sherbrooke,
Sherbrooke, QC, Canada

Yannis Dionyssiotis Rehabilitation Department, Rhodes General Hospital, Rhodes, Dodecanese,
Greece

Sylvia do Carmo Castro Franceschini Departamento de Nutricdo, Universidade Federal de
Vinosa, Vigosa, Minas Gerais, Brazil

Chantal Matkin Dolan CMD Consulting, Inc., Palo Alto, CA, USA

Claudia Dolci Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”,
Laboratorio di Anatomia Funzionale dell’ Apparato Stomatognatico (LAFAS), Functional Anatomy
Research Center (FARC), Universita degli Studi di Milano, Milan, Italy

Lorah D. Dorn Division of Adolescent Medicine (ML-4000), Cincinnati Children’s Hospital
Medical Center, Cincinnati, OH, USA

Eric Doucet Behavioral and Metabolic Research Unit, School of Human Kinetics, University of
Ottawa, Ottawa, ON, Canada

Helen T. Douda Department of Physical Education and Sport Science, Democritus University of
Thrace, Komotini, Greece

Eric J. Drinkwater School of Human Movement Studies, Charles Sturt University, Bathurst,
NSW, Australia

Karine Duval Behavioral and Metabolic Research Unit, School of Human Kinetics, University of
Ottawa, Ottawa, ON, Canada



Contributors XXXxiii

Maximilian Eder Department of Plastic Surgery and Hand Surgery, Klinikum rechts der Isar,
Technische Universitidt Miinchen, Munich, Germany

Yuichiro Eguchi Department of Internal Medicine, Saga Medical School, Nabeshima, Saga,
Japan

Mamarios Eleftheriades EmbryoCare, Fetal Medicine Unit, Athens, Greece

Alon Eliakim Neonatal and Pediatric Department, Meir Medical Center, Kfar Saba;
Sackler Faculty of Medicine, Tel Aviv University, Tel Aviv, Israel

J. Elizabeth Amrita Institute of Medical Sciences, Kochi, Kerala, India

Lars Ellegard Department of Clinical Nutrition, Sahlgrenska University Hospital, Sahlgrenska
Academy at University of Gothenburg, Géteborg, Sweden

Eltahir M. Elshibly Department of Paediatrics and Child Health, University of Khartoum,
Khartoum, Sudan

Hiromi Enoki Department of Health and Medical Science, Aichi Shukutoku University,
Aichi-gun, Aichi, Japan

Ilker Ercan Department of Biostatistics, Faculty of Medicine, Uludag University, Bursa, Turkey

Ahmad Esmaillzadeh Department of Community Nutrition, School of Nutrition and Food
Science, Food Security Research Center, Isfahan University of Medical Sciences,
Isfahan, Iran

Abdullah Etéz Aesthetic, Plastic and Reconstructive Surgery, Besevler Mah, Nilufer,
Bursa, Turkey

Ellen M. Evans Division of Nutritional Sciences, University of Illinois at Urbana-Champaign,
Urbana, IL, USA

Heleen M. Evenhuis Intellectual Disability Medicine, Department of General Practice, Erasmus
University Medical Center, CA Rotterdam, The Netherlands

Angela Falbo Unit of Reproductive Medicine and Surgery, Department of Gynecology &
Obstetrics, University “Magna Graecia” of Catanzaro, Catanzaro, Italy

Henrik Falhammar Department of Endocrinology, Metabolism and Diabetes, D2:04, Karolinska
University Hospital, Stockholm, Sweden

Francesco Fantin Cattedra di Geriatria, Universita di Verona, Ospedale Maggiore, Verona, Italy

Janusz Feber Division of Nephrology, Department of Pediatrics, Children’s Hospital of Eastern
Ontario, Ottawa, ON, Canada

Virgilio F. Ferrario Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”,
Facolta di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato
Stomatognatico (LAFAS), Functional Anatomy Research Center (FARC),

Universita degli Studi di Milano, Milan, Italy

Bernhard Fink Department of Sociobiology/Anthropology, University of Goettingen,
Kellnerweg, Germany

Kathryn Fisher CMD Consulting, Inc., Palo Alto, CA, USA



XXXiV Contributors

Helena Fonseca Department of Pediatrics, Hospital de Santa Maria, Lisbon, Portugal

Leng Huat Foo Program of Nutrition, School of Health Sciences, Universiti Sains Malaysia,
Kubang Kerian, Kelantan, Malaysia

Gabriel Fornieles-Gonzalez Department of Internal Medicine, University of Cadiz, Cadiz, Spain

Bethany J. Foster Department of Paediatrics, Division of Nephrology, Montreal Children’s
Hospital, McGill University School of Medicine, Montreal, QC, Canada

Marlon Francis National Schools Dietary Services Limited, Maraval, Port of Spain,
Trinidad and Tobago

Roberta W. Francis Craniofacial Research Program, Eunice Kennedy Shriver Center IDDRC,
Waltham, MA, USA

Hideki Fujii Department of Hepatology, Graduate School of Medicine, Osaka City University,
Osaka, Japan

Kazuma Fujimoto Department of Internal Medicine, Saga Medical School, Saga, Japan

Koji Fujita Division of Gastroenterology, Yokohama City University Graduate School of
Medicine, Yokohama, Japan

Dympna Gallagher New York Obesity Nutrition Research Center, St. Luke’s-Roosevelt Hospital
and Institute of Human Nutrition, Columbia University, College of Physicians and Surgeons,
New York, NY, USA

Tracey Galloway Dalla Lana School of Public Health, University of Toronto,
Toronto, ON, Canada

Natalia Garcia Department of Pathological Anatomy, University of Cadiz, Cadiz, Spain

Carmen Garcia-Pefia Unidad de Investigacién Epidemioldgica, y en Servicios de Salud, Area
Envejecimiento, Centro Médico Nacional Siglo XXI. Instituto Mexicano del Seguro Social, Av.
Cuauhtémoc 330, Colonia Doctores, Centro Médico Nacional Siglo XXI, Edificio de las Monjas,
Tercer piso, DF, Mexico

Paolo Gargiulo Department of Research and Development, University Hospital Landspitali and
Department of Biomedical Engineering, University of Reykjavik, Armuli, Reykjavik, Iceland

Amit Gefen Department of Biomedical Engineering, Faculty of Engineering, Tel Aviv University,
Tel Aviv, Israel

Mark D. Geil Department of Kinesiology and Health, Georgia State University, Atlanta, GA, USA

Tandeih A. Ghogomu DHS Program, College of Allied Health and Nursing, Health Professions
Division, Nova Southeastern University, Fort Lauderdale, FL., USA

Monica Giannetti Department of Endocrinology and Kidney, University Hospital of Pisa,
Pisa, Italy

Garry E. Gold Department of Radiology, Stanford University, Stanford, CA, USA
Jonathan Golledge The Vascular Biology Unit, James Cook University, Townsville, QLD, Australia



Contributors XXXV

Marina Goris Department of Biomedical Kinesiology, Faculty of Kinesiology and Rehabilitation
Sciences, K. U. Leuven, University Psychiatric Centre-K.U. Leuven, Leuven, Belgium

University Psychiatric Centre- K. U. Leuven, Kortenberg, Belgium

Gaia Grandi Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”, Facolta di
Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato Stomatognatico (LAFAS),
Functional Anatomy Research Center (FARC), Universita degli Studi di Milano, Milan, Italy

Riccardo Dalle Grave Department of Eating and Weight Disorder, Villa Garda Hospital, Garda
(VR), Italy

Frank L. Greenway Pennington Biomedical Research Center, Louisiana State University
System, Baton Rouge, LA, USA

Julia B. Greer Division of Gastroenterology, Hepatology and Nutrition, University of Pittsburgh
School of Medicine, Pittsburgh, PA, USA

Giovanni Guaraldi Department of Medicine and Medical Specialties, University of Modena
and Reggio Emilia School of Medicine, Modena, Italy

Hanns-Christian Gunga Center for Space Medicine Berlin, Department of Physiology, Campus
Benjamin Franklin Charité University Medicine Berlin, Berlin, Germany

Gerda-Maria Haas 81477 Miinchen, Munich, Germany

James A. Hanley Department of Epidemiology, Biostatistics, and Occupational Health, McGill
University, Montreal, QC, Canada, 1020 Pine Avenue West Montreal, QC, Canada

Michelle Hansen CMD Consulting, Inc., Palo Alto, CA, USA
Lars Hanson Department of Design Sciences, Lund University, Lund, Sweden

A. 1. Hatzitolios First Propedeutic Department of Internal Medicine, Aristotle University of
Thessaloniki, AHEPA Hospital, Thessaloniki, Greece

James Heaf Department B, Herlev Hospital, University of Copenhagen, Herlev, Denmark

Thordur Helgason Department of Research and Development, University Hospital Landspitali
and Department of Biomedical Engineering, University of Reykjavik, Reykjavik, Iceland

Laurent Heyberger RECITS (Research Center), RECITS-UTBM, Université de technologie
de Belfort-Montbéliard, Belfort Cedex, France

Steven B. Heymsfield Pennington Biomedical Research Center, Baton Rouge, LA, USA
Paul B. Higgins David H. Murdock Research Institute, Kannapolis, NC, USA

Sandra Hirsch Institute of Nutrition and Food Technology (INTA), University of Chile,
Santiago, Chile

Dan Hogberg Virtual Systems Research Centre, University of Skovde, Skovde, Sweden

Udo Hoffmann Department of Radiology, Massachusetts General Hospital and Harvard Medical
School, Cardiac MR PET CT Program, Boston MA, USA

Johannes Honekopp Department of Psychology, Northumbria University, Newcastle upon Tyne, UK



XXXVi Contributors

Lu Hong Department of Medical Genetics and Cell Biology, Ningxia Medical University,
Yinchuan, Ningxia, P.R. China

Erika F. Hurtado-Lopez Unidad de Investigacion en Epidemiologia Clinica, Unidad Médica de
Alta Especialidad, Hospital de Especialidades, Centro Médico Nacional de Occidente, Instituto
Mexicano del Seguro Social, Guadalajara, Jalisco, Mexico

Instituto de Nutricién Humana, Centro Universitario de Ciencias de la Salud, Departamento de
Clinicas de la Reproducciéon Humana, Crecimiento y Desarrollo Infantil, Universidad de
Guadalajara, Guadalajara, Jalisco, Mexico

Gareth Hynes MRC Lifecourse Epidemiology Unit, University of Southampton, Southampton
General Hospital, Southampton, UK

Hideyuki Hyogo Department of Medicine and Molecular Science, Hiroshima University,
Hiroshima, Japan

Masatoshi Ido Osaka Medical Center for Health Science and Promotion, Osaka, Japan
Hironori Imano Public Health, Department of Social and Environmental Medicine, Osaka
University, Graduate School of Medicine, Osaka, Japan

Osaka Medical Center for Health Science and Promotion, Osaka, Japan

Toyoshi Inoguchi Department of Medicine and Bioregulatory Science, Graduate School of
Medical Sciences, Kyushu University, Fukuoka-shi, Fukuoka, Japan

Innovation Center for Medical Redox Navigation, Kyushu University, Fukuoka-shi, Fukuoka,
Japan

Yoshinori Ishikawa Osaka Medical Center for Health Science and Promotion, Osaka, Japan

Hiroyasu Iso Public Health, Department of Social and Environmental Medicine, Graduate School
of Medicine, Osaka University, Osaka, Japan

Mehrdad Jahanshahi Department of Anatomy, Faculty of Medicine, Golestan University of
Medical Sciences, Gorgan, Iran

Weiping Jia Department of Endocrinology and Metabolism, Shanghai Jiao Tong University
Affiliated Sixth People’s Hospital, Shanghai, China

Dang Jie Key Laboratory of Reproduction and Genetics in Ningxia, Yinchuan, Ningxia,
PR. China

Teresa Juarez-Cedillo Unidad de Investigacién Epidemiolégica, y en Servicios de Salud, Area
Envejecimiento, Centro Médico Nacional Siglo XXI. Instituto Mexicano del Seguro Social, Av.
Cuauhtémoc 330, Colonia Doctores, Centro Médico Nacional Siglo XXI, Edificio de las Monjas,
Tercer piso, DF, Mexico

Anders Juul University Department of Growth and Reproduction, Rigshospitalet, Copenhagen,
Denmark

Candace M. Kammerer Department of Human Genetics, Graduate School of Public Health,
University of Pittsburgh, Pittsburgh, PA, USA

Shuichi Kaneko Department of Disease Control and Homeostasis, Kanazawa University
Graduate School of Medical Science, Kanazawa, Ishikawa, Japan



Contributors XXXVii

Georgios Karanikas Department of Nuclear Medicine, University of Vienna, Vienna,
AustriaWaehringer Guertel 18-20, Vienna, Austria

Chung How Kau Department of Orthodontics, University of Alabama at Birmingham, School of
Dentistry, Birmingham, AL, USA

Ileana Arminda Mourao Kazapi Departamento de Nutri¢do, Universidade Federal de Santa
Catarina, Floriandpolis, SC, Brazil

Roya Kelishadi Pediatrics Department, Child Health Promotion Research Center, Isfahan
University of Medical Sciences, Isfahan, Iran

Anne-Maree Kelly Joseph Epstein Centre for Emergency Medicine Research at Western Health,
Sunshine Hospital, The University of Melbourne, Melbourne, VIC, Australia

Helmut Kern Ludwig Boltzmann Institut fiir Elektrostimulation und Physikalische
Rehabilitation, Wilheminenspital Wien (Primarius), Wien, Austria

Kallaya Kijboonchoo Nutrition Physiology Division, Institute of Nutrition, Mahidol University,
Nakhon Pathom, Thailand

Jae-Min Kim Department of Psychiatry and Center of Aging & Geriatrics, Chonnam National
University Medical School, Gwangju, South Korea

Ji-Yeong Kim Department of Preventive Medicine & Medical Research Center for Bioreaction to
Reactive Oxygen Species, School of Medicine, Kyung Hee University, Seoul, South Korea

Cari Meinhold Kitahara Radiation Epidemiology Branch, Division of Cancer Epidemiology and
Genetics/National Cancer Institute, Rockville, MD, USA

Akihiko Kitamura Osaka Medical Center for Health Science and Promotion, Osaka, Japan
Masahiko Kiyama Osaka Medical Center for Health Science and Promotion, Osaka, Japan

Beat Knechtle Department of General Practice and Health Services Research, University of
Zurich, Ziirich, Switzerland

Srinivas Kondalsamy-Chennakesavan School of Medicine The University of Queensland,
Brisbane, Australia
Royal Brisbane and Women’s Hospital, Herston, Australia

Laszlo Kovacs Department of Plastic Surgery and Hand Surgery, Klinikum rechts der Isar,
Technische Universitdt Miinchen, Munich, Germany

Hana Krasnicanova Department of Pediatrics, University Hospital Motol, Motol,
Czech Republic

Gerasimos E. Krassas Department of Endocrinology, Diabetes and Metabolism, Panagia General
Hospital, Thessaloniki, Greece

Herculina Salome Kruger Centre of Excellence for Nutrition, North-West University,
Potchefstroom, South Africa

Anna M. Kucharska Department of Pediatrics and Endocrinology, Medical University of
Warsaw, Warsaw, Poland



YXOXVili Contributors

Masafumi Kuzuya Department of Community Healthcare & Geriatrics, Nagoya University
Graduate School of Medicine, Showa-ku, Nagoya, Japan

Alberto Laino Dental, Oral, and Maxillo-Facial Sciences, Section of Orthodontics, University
Federico II, Naples, Italy

Constantin A. Landes Klinik fiir Kiefer- und Plastische Gesichtschirurgie, der Johann Wolfgang
Goethe Universitat Frankfurt, Frankfurt am Main, Germany

Thomas F. Lang Department of Radiology and Biomedical Imaging, Joint Bioengineering
Graduate Group, UC San Francisco/UC Berkeley, San Francisco, CA, USA

A. Lapuebla-Ferri Group of Structural Mechanics and Material Modelling (GEMM), Aragon
Institute of Engineering Research (I3A), Universidad de Zaragoza, Centro de Investigacién
Biomédica en Red en Bioingenieria, Biomateriales y Nanomedicina (CIBER-BBN), Aragon
Health Sciences Institute, Zaragoza, Spain

Alfredo Larrosa-Haro Servicio de Gastroenterologia y Nutricién, Unidad Médica de Alta
Especialidad, Hospital de Pediatria Centro Médico Nacional de Occidente, Instituto Mexicano del
Seguro Social, Guadalajara, Jalisco, Mexico

Unidad de Investigacion en Epidemiologia Clinica, Unidad Médica de Alta Especialidad, Hospital
de Especialidades Centro Médico Nacional de Occidente, Instituto Mexicano del Seguro Social,
Guadalajara, Jalisco, Mexico

Departamento de Clinicas de la Reproduccién Humana, Instituto de Nutricién Humana,
Centro Universitario de Ciencias de la Salud, Crecimiento y Desarrollo Infantil, Universidad de
Guadalajara, Guadalajara, Jalisco, Mexico

Ricky W. K. Lau Department of Rehabilitation Sciences, Hong Kong Polytechnic University,
Hung Hom, Hong Kong

Maria K. Lebiedowska National Institute for Occupational Safety and Health (NIOSH),
Morgantown, WV, USA

Wen-Jeng Lee Department of Medical Imaging, National Taiwan University Hospital and
National Taiwan University College of Medicine, Taipei City, Taiwan, P.R. China

Laura Leiva RT Institute of Nutrition and Food Technology (INTA), University of Chile,
Santiago, Chile

Dominique Levéque Pdle de Pharmacie-pharmacologie, Hopitaux Universitaires de Strasbourg,
Hopital Hautepierre, Strasbourg Cedex, France

David G. Levitt Department of Integrative Biology and Physiology, University of Minnesota,
Minneapolis, MN, USA

Hui Li Department of Growth and Development, Capital Institute of Pediatrics, Beijing, China

Liubai Li Institute of Child & Adolescent Health, School of Public Health, Peking University
Health Science Center, Haidian District, Beijing, China

Zhizhong Li Department of Industrial Engineering, Tsinghua University, Beijing, PR. China

Wee Bin Lian Department of Neonatal and Developmental Medicine, Singapore General
Hospital, Singapore, Singapore



Contributors XXXiX

Ita Litmanovitz Sackler Faculty of Medicine, Tel Aviv University, Tel Aviv, Israel
Department of Neonatology, Meir Medical Center, Kfar Saba, Israel

Bertis B. Little Departments of Mathematics, Physics and Engineering, and of Academic Affairs,
Tarleton State University, Stephenville, TX, USA

Carlo Lomonte Nephrology and Dialysis Unit, ‘Miulli’ General Hospital, Taranto, Italy

Laura Beatriz Lépez Faculty of Medicine, School of Nutrition University of Buenos Aires,
Buenos Aires, Argentina

Luis Ma. Lozano Department of Orthopedic Surgery, Knee Section, Hospital Clinic, Universitat
de Barcelona, Barcelona, Spain

Jinky Leilanie DP Lu National Institutes of Health, University of the Philippines Manila, Manila,
Philippines

Henry C. Lukaski Department of Physical Education, Exercise Science and Wellness, University
of North Dakota, Grand Forks, ND, USA

Livio Luzi Head Metabolism Research Centre, IRCCS Policlinico San Donato Milanese,
Milan, Italy
Department of Sport Sciences, Nutrition and Health, Faculty of Exercise Sciences,

University of Milan, Milan, Italy

Rocio Macias-Rosales Unidad de Investigacion en Epidemiologia Clinica, Unidad Médica de
Alta Especialidad, Hospital de Especialidades, Centro Médico Nacional de Occidente, Instituto
Mexicano del Seguro Social, Guadalajara, Jalisco, Mexico

Departamento de Clinicas de la Reproduccién Humana, Instituto de Nutricién Humana, Centro
Universitario de Ciencias de la Salud , Crecimiento y Desarrollo Infantil, Universidad de
Guadalajara, Guadalajara, Jalisco, Mexico

Francisco Maculé Department of Orthopedic Surgery, Knee Section, Hospital Clinic, Universitat
de Barcelona, Barcelona, Spain

Emmanuel Stephen Mador Department of Anatomy, Faculty of Medical Sciences, University of
Jos, Jos, Nigeria

Kenji Maeda Osaka Medical Center for Health Science and Promotion, Osaka, Japan

Nailza Maesta Department of Public Health, Botucatu School of Medicine, Centre for Nutritional
and Exercise Metabolism, UNESP—Univ. Estadual Paulista, Brazil

Amir Abbas Mahabadi Hellerkamp 26, Velbert, Germany

Robert M. Malina Department of Kinesiology and Health Education, The University of Texas at
Austin, Austin, USA

Tarleton State University, Stephenville, TX, USA
Thomas Mandl Department of Informatics, Medical University of Vienna, Center of Biomedical

Engineering and Physics University of Applied Sciences Technikum Wien, Fachhochschule
Technikum Wien, Vienna, Austria

John T. Manning Department of Psychology, School of Human Sciences, University of Swansea,
Swansea, Wales, UK



xl Contributors

Zhiguo Mao Kidney Institute of CPLA, Division of Nephrology, Changzheng Hospital, Second
Military Medical University, Shanghai, China

Giulio Marchesini Clinical Dietetics, “Alma Mater Studiorum” University, Policlinico
S. Orsola, Bologna, Italy

Marecello Ricardo Paulista Markus Department of Internal Medicine II, University of Liibeck,
Liibeck, Germany

Francis L. Martin Centre for Biophotonics, Lancaster Environment Centre, Lancaster University,
Lancaster, UK

Marie-Eve Mathieu Department of Kinesiology, University of Montreal, Montreal, QC, Canada

Yuka Matoba Department of Metabolism and Endocrinology, Clinical Research Institute,
National Hospital Organization Kyushu Medical Center, Fukuoka, Japan

Department of Medicine and Bioregulatory Science, Graduate School of Medical Sciences,
Kyushu University, Fukuoka, Japan

Pal Maurovich-Horvat Department of Radiology, Massachusetts General Hospital and Harvard
Medical School, Cardiac MR PET CT Program, Boston, MA, USA

Winfried Mayr Medical University of Vienna, Center of Biomedical Engineering and Physics,
Vienna, Austria

John L. McCall Department of Surgical Sciences, University of Otago, Dunedin, New Zealand

Maria Dalva Barbosa Baker Méio Department of Neonatology, Instituto Fernandes Figueira,
Rio de Janeiro, Rio de Janeiro, Brazil

Michelle Miller Nutrition and Dietetics, Flinders University, Adelaide, Australia

Boris N. Mironov Department of Sociology, St. Petersburg State University, St. Petersburg,
Russia

Giovanni Misciagna Epidemiology Unit, IRCCS “S de Bellis”, Castellana (Bari), Italy

Marjeta Misigoj-Durakovic Department of Kinesiological Anthropology and Methodology,
Faculty of Kinesiology, University of Zagreb, Zagreb, Croatia

Katsuyuki Miura Department of Health Science, Shiga University of Medical Science, Otsu,
Shiga, Japan

Eddy Mizrahi-Lehrer Internal Medicine, Albert Einstein Medical Center, Philadelphia, PA, USA
Toshihiko Mizuta Department of Internal Medicine, Saga Medical School, Saga, Japan

Mina C. Mojtahedi Division of Nutritional Sciences, University of Illinois at Urbana-Champaign,
Urbana, IL, USA

Chi Chiu Mok Department of Medicine, Tuen Mun Hospital, Hong Kong, SAR, China

Center for Assessment and Treatment of Rheumatic Diseases, Pok Oi Hospital, Hong Kong, China
Marta Chagas Monteiro Postgraduate Program in Pharmaceutical Sciences, Postgraduate

Program in Biology of Infectious and Parasitic Agents, Faculty of Pharmacy, Laboratory of
Clinical Microbiology and Immunology, Federal University of Para/UFPA, Brazil

Rua Augusto Correia SN, Guama, Belém, PA, Brazil



Contributors xli

Elizabeth S. Moore St. Vincent Women’s Hospital, Indianapolis, IN, USA

Maria Elizabeth Lopes Moreira Department of Neonatology, Instituto Fernandes Figueira,
Rio de Janeiro, Rio de Janeiro, Brazil

B. Z. Morgenstern Division of Pediatric Nephrology, Phoenix Children’s Hospital,
Phoenix, AZ, USA

Franck Multon M2S Laboratory, University Rennes2/ENS Cachan, Rennes Cedex, France
Annegret Miindermann Division of Sport Science, Universitidt Konstanz, Konstanz, Germany

Isao Muraki Public Health, Department of Social and Environmental Medicine, Osaka
University, Graduate School of Medicine, Suita, Osaka, Japan

Osaka Medical Center for Health Science and Promotion, Osaka, Japan

Alexia J. Murphy Children’s Nutrition Research Centre, The University of Queensland, Royal
Children’s Hospital, Herston, QLD, Australia

Wendy M. Murray Departments of Biomedical Engineering and Physical Medicine and
Rehabilitation, Northwestern University, Rehabilitation Institute of Chicago, Chicago, IL, USA

Josiah Turi Mutihir Department of Obstetrics & Gynaecology, Jos University Teaching Hospital,
Jos, Nigeria

Hideaki Nakagawa Department of Epidemiology and Public Health, Kanazawa Medical
University, Uchinada, Ishikawa, Japan

Masakazu Nakamura Osaka Medical Center for Health Science and Promotion, Osaka, Japan
Shailen Nandy School for Policy Studies, University of Bristol, Bristol, UK

L. Narendra Nath Department of Orthopaedics, Nizam’s Institute of Medical Sciences (NIMS),
Hyderabad, India

J. Alberto Neder Pulmonary Function and Clinical Exercise Physiology Unit (SEFICE), Division
of Respiratory Diseases, Department of Medicine, Federal University of Sdo Paulo — Paulista
School of Medicine (UNIFESP-EPM), Brazil

Francisco de Castro, Sao Paulo, Brazil

Selby Nichols Department of Agricultural Economics and Extension, University of the West
Indies, St. Augustine, Trinidad & Tobago

Guillaume Nicolas M2S Laboratory, University Rennes2 / ENS Cachan, Rennes Cedex, France

Jianwei Niu Department of Logistics Engineering, University of Science and Technology Beijing,
Beijing, P.R. China

Hiroyuki Noda Harvard Center for Population and Development Studies, Harvard School of
Public Health, Cambridge, USA

Anna Nordenstrom Department of Pediatrics, Karolinska University Hospital, Stockholm,
Sweden

Rachel Novotny Department of Human Nutrition, Food and Animal Sciences, College of
Tropical Agriculture and Human Resources, University of Hawaii at Manoa, Honolulu, HI, USA



xlii Contributors

Antonino Nucara Dipartimento di Informatica, Matematica, Elettronica e Trasporti, Mediterranea
Universita di Reggio Calabria, Reggio Calabria, Italy

Ester Nuiiez Health Services, Institut Catala de la Salut, Barcelona, Spain

Montserrat Nafiez Quality of Life Control Coordinator, Rheumatology Department, ICEMEQ,
Hospital Clinic, University of Barcelona, Barcelona, Spain

Andreas Nydegger Department of Pediatric Gastroenterology and Clinical Nutrition, University
Hospital Lausanne, Lausanne, Switzerland

Kerin O’Dea Sansom Institute for Health Research, Division of Health Sciences, University of
South Australia, Adelaide, SA, Australia

Demet Ofluoglu Department of Physical Medicine and Rehabilitation, Baskent University School
of Medicine, Altunizade, Istanbul

Atsushi Ogo Department of Metabolism and Endocrinology, Clinical Research Institute, National
Hospital Organization Kyushu Medical Center, Fukuoka, Japan

John Oluwole Ogunranti Department of Anatomy, Faculty of Medical Sciences, University of
Jos, Jos, Nigeria

Chang Hyun Oh Department of Plastic and Reconstructive Surgery, College of Medicine, Daegu,
Korea

Tetsuya Ohira Public Health, Department of Social and Environmental Medicine, Osaka
University, Graduate School of Medicine, Osaka, Japan

Osaka Medical Center for Health Science, Catholic University of Daegn and Promotion,
Osaka, Japan

Takaaki Ohtake Division of Gastroenterology and Hematology/Oncology, Department of
Medicine, Asahikawa Medical College, Asahikawa, Japan

Takeo Okada Osaka Medical Center for Health Science and Promotion, Osaka, Japan
Ike S. Okosun Institute of Public Health, Georgia State University, Atlanta, GA, USA

Renata Maria Souza Oliveira Departamento de Nutri¢do, Universidade Federal de Juiz de Fora,
Minas Gerais, BrazilRua José Lourengo Kelmer, Bairro Sao Pedro, Juiz de Fora, Minas Gerais,
Brazil

Else Marie Olsen Resecarch Centre for Prevention and Health, Glostrup University Hospital,
Department 84/85, Glostrup, Denmark

Masafumi Ono Department of Gastroenterology and Hepatology, Kochi Medical School, Kochi,
Japan

Francisco Javier Ordofiez Catedra UCA-SANRO Medicina del Deporte, University of Cadiz,
Cadiz, Spain

Fabio Lera Orsatti Department Sport Science, Institute Health Science, Federal University of
Tridngulo Mineiro (UFTM), School of Physical Education, Uberaba-MG, Brazil

Tsuguhito Ota Department of Disease Control and Homeostasis, Kanazawa University Graduate
School of Medical Science, Ishikawa, Japan



Contributors xliii

Iwata Ozaki Department of Internal Medicine, Saga Medical School, Saga, Japan

Senem Turan Ozdemir Department of Anatomy, Faculty of Medicine, Uludag University,
Gorukle/Bursa, Turkey

E. Paillaud Département de médecine interne et gériatrie, Hopital Chenevier-Mondor, Assistance
Publique Hopitaux de Paris, Université Paris 12, Créteil, France

Rebecca Painter Department of Clinical Epidemiology Biostatistics and Bioinformatics
Department of Obstetrics and Gynaecology, Academic Medical Center, Amsterdam, The Netherlands

Stefano Palomba Unit of Reproductive Medicine and Surgery, Department of Gynecology &
Obstetrics, University “Magna Graecia” of Catanzaro, Catanzaro, Italy

Jiemin Pan Department of Endocrinology and Metabolism, Shanghai JiaoTong University
Affiliated Sixth People’s Hospital, Shanghai, China

Fabio Panetta Surgical Department of Hepathology, Gastroenterology and Nutrition, Pediatric
Hospital “Bambino Gesu”, Rome, Italy
Department of Hepatology and Gastroenterology, University Hospital “G. Martino”, Messine, Italy

Marco Y. C. Pang Department of Rehabilitation Sciences, Hong Kong Polytechnic University,
Hung Hom, Hong Kong

Ioannis Papassotiriou Department of Clinical Biochemistry, National Health System, “Aghia
Sophia” Children’s Hospital, Athens, Greece

Dae Hwan Park Department of Plastic and Reconstructive Surgery, College of Medicine,
Catholic University of Daegu, Daegu, Korea

Adam Franklin Parr The Vascular Biology Unit, James Cook University, Townsville, QLD,
Australia

Susan Pekarovics Internal Medicine/Endocrinology, Cedars Sinai Medical Center, Los Angeles,
CA, USA

Corine Penning Intellectual Disability Medicine, Department of General Practice, Erasmus
University Medical Center, Rotterdam, The Netherlands

Luis Pereira-da-Silva Faculdade de Ciéncias Médicas, Universidade Nova de Lisboa, Lisbon,
Portugal

Neonatal Division, Hospital Dona Estefania, Centro Hospitalar de Lisboa Central, Lisbon, Portugal
Karine Perreault Research Centre on Aging, Université de Sherbrooke, Sherbrooke, QC, Canada

Panagiota Pervanidou Childhood Obesity Clinic, First Department of Pediatrics, Athens
University Medical School, Aghia Sophia Children’s Hospital, Athens, Greece

Robert J. Petrella Aging, Rehabilitation and Geriatric Care Research Centre, Lawson Health
Research Institute, Faculties of Health Science and Medicine, University of Western Ontario,
London, ON, Canada

Amanda I. Phipps Public Health Sciences, Fred Hutchinson Cancer Research Center, Seattle,
WA, USA

Antonio Piccoli Department of Medical and Surgical Sciences, University of Padova,
Padova, Italy



xliv Contributors

Leonard S. Piers School of Population Health, University of Melbourne, Melbourne, VIC,
Australia

Matilde Pietrafesa Dipartimento di Informatica, Matematica, Elettronica e Trasporti,
Mediterranea Universita di Reggio Calabria, Reggio Calabria, Italy

Aldo Pinchera Department of Endocrinology and Kidney, University Hospital of Pisa, Pisa, Italy
Lindsay D. Plank Department of Surgery, University of Auckland, Auckland, New Zealand

R. J. Prineas School of Medicine, Division of Public Health Sciences, Wake Forest University,
Winston-Salem, NC, USA

Silvia Eloiza Priore Departamento de Nutri¢do e Satide, Universidade Federal de Vigosa, Vigosa,
Minas Gerais, Brazil

Michel Probst Department of Rehabilitation Sciences, Faculty of Kinesiology and Rehabilitation
Sciences, K.U. Leuven, University Psychiatric Centre-K.U. Leuven, Leuven, Belgium

University Psychiatric Centre-K.U. Leuven, Kortenberg, Belgium
Ruma Purkait Department of Anthropology, Saugor University, Saugor, MP, India

Claudia Rabay-Ganem Facultad de Odontologia, Universidad Latinoamericana (ULA),
Gabriel Mancera Col. Del valle, Mexico DF

Sidya Raghavan Redland Hospital, Weippin Street, Cleveland, QLD, Australia

C. Rakshita M S Ramaiah Hospitals, Bangalore, India

S. Ramkumar M S Ramaiah Hospitals, Bangalore, India

Shobha Rao Biometry and Nutrition Unit, Agharkar Research Institute, Pune, India
Jean-Sébastien Raul Institut de Médecine Légale 11, Strasbourg Cedex, France

Laura Maria Ricciardi Department of Medical Physiopathology, “Sapienza” University,
Rome, Italy

Gianfranco Rizzo Dipartimento dell’Energia, Universita degli Studi di Palermo, Palermo, Italy

Pedro R. T. Romao Postgraduate Program in Health Sciences, Department of Basic Health
Sciences, Laboratory of Cellular Biology and Immunology, Federal University of Health Sciences
of Porto Alegre, Brazil

Porto Alegre, Rio Grande do Sul, Brazil

Abel Romero-Corral Cardiology Department, Albert Einstein Medical Center, Philadelphia, PA,
USA

Cardiovascular Diseases, Mayo Clinic, Rochester, MN, USA

Oscar Rosas-Carrasco Instituto de Geriatria, Secretaria de Salud, Periférico Sur 2767,
Colonia San Jer6nimo Lidice, Delegaciéon Magdalena Contreras, México, DF, México

Riccardo Rosati Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”, Facolta
di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato Stomatognatico
(LAFAS), Functional Anatomy Research Center (FARC), Universita degli Studi di Milano,

Milan, Italy



Contributors xlv

Tessa Roseboom Department of Clinical Epidemiology Biostatistics and Bioinformatics,
Department of Obstetrics and Gynaecology, Academic Medical Center, Amsterdam,
The Netherlands

Ignacio Rosety Human Anatomy Department, University of Cadiz, Cadiz, Spain

Jesus Rosety Department of Internal Medicine, University of Cadiz, Cadiz, Spain

Miguel Angel Rosety School of Sports Medicine, University of Cadiz, Cadiz, Spain

Manuel Rosety-Rodriguez Internal Medicine Department, University of Cadiz, Cadiz, Spain
Andrea Rossi Cattedra di Geriatria, Universita di Verona, Ospedale Maggiore, Verona, Italy
Sébastien Roth Institut de Mecanique des Fluides et des Solides, UDS-CNRS, Strasbourg, France

Elaine Rush Centre for Physical Activity and Nutrition Research, Faculty of Health and
Environmental Sciences, School of Sport and Recreation, Auckland University of Technology,
Auckland, New Zealand

Robert Sader Klinik fiir Kiefer- und Plastische Gesichtschirurgie, der Johann Wolfgang Goethe
Universitit Frankfurt, Theodor-Stern-Kai 7, Frankfurt am Main, Germany

Bunyamin Sahin Department of Anatomy, Medical School, Ondokuz Mayis University, Samsun,
Turkey

Masaru Sakurai Department of Epidemiology and Public Health, Kanazawa Medical University,
Uchinada, Ishikawa, Japan

Dita Salova First Faculty of Medicine, Charles University, Prague, Czech Republic

Sergio Sanchez-Garcia Centro Médico Nacional Siglo XXI. Instituto Mexicano del Seguro
Social, Av. Cuauhtémoc 330, Unidad de Investigacién Epidemiolégica, y en Servicios de Salud,
Area Envejecimiento, Colonia Doctores, Centro Médico Nacional Siglo XXI, Edifi cio de las
Monjas, Tercer piso, Mexico

Cristobal Sanchez-Muiioz Faculty of Physical Activity and Sport Science, University of
Granada, Granada, Spain

Ferruccio Santini Department of Endocrinology and Kidney, University Hospital of Pisa, Pisa,
Italy

Shinich Sato Chiba Prefectural Institute of Public Health, Chiba, Japan

Katherine R. Saul Department of Biomedical Engineering, Wake Forest School of Medicine,
Medical Center Boulevard, Winston-Salem, NC USA
VT-WFU School of Biomedical Engineering and Sciences, Winston-Salem, NC, USA

Catherine Sauvaget Screening Group, Prevention and Early Detection Section, International
Agency for Research on Cancer, Lyon, France

Gianluca Scaccianoce Dipartimento dell’Energia, Universita degli Studi di Palermo, Palermo,
Italy

Luca Scalfi Human Nutrition & Dietetics, Department Food Science, University of Naples
“Federico II”’, Naples, Italy



xlvi Contributors

Taysa Ribeiro Schalcher Postgraduate Program in Pharmaceutical Sciences, Faculty of Pharmacy,
Laboratory of Clinical Microbiology and Immunology, Federal University of Pard/UFPA, Brazil

Rua Augusto Correia SN, Guam4, Belém, PA, Brazil

Gerd Schmalisch Clinic of Neonatology (Campus Charité Mitte), Universitdtsmedizin Berlin,
Berlin, Germany

Heribert Schunkert Department of Internal Medicine II, University of Liibeck, Liibeck,
Germany

Peter Schwandt Arteriosklerose Praeventions Institut, Munich, Germany

Josep Ma. Segur Department of Orthopedic Surgery, Knee Section, Hospital Clinic, Universitat
de Barcelona, Barcelona, Spain

Maria Dolores Marrodan Serrano Dpto. de Zoologia y Antropologia Fisica, Facultad de
Biologia, Universidad Complutense, Madrid, Spain

Chiarella Sforza Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”,
Facolta di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato
Stomatognatico (LAFAS), Functional Anatomy Research Center (FARC), Universita degli Studi di
Milano, Milan, Italy

Alison R. Shell Craniofacial Research Program, Eunice Kennedy Shriver Center IDDRC,
Waltham, MA, USA

Yuji Shimizu Public Health, Department of Social and Environmental Medicine,
Osaka University, Graduate School of Medicine, Osaka, Japan
Osaka Medical Center for Health Science and Promotion, Osaka, Japan

I1-Seon Shin Department of Psychiatry and Center of Aging & Geriatrics, Chonnam National
University Medical School, Gwangju, South Korea

Aneta Sitek Medical University of £.6dz, ul. Kopcinskiego 22, Poland

Niels Erik Skakkebaek University Department of Growth and Reproduction, Rigshospitalet,
Copenhagen, Denmark

Yiqing Song Division of Preventive Medicine, Brigham and Women’s Hospital, Harvard Medical
School, Boston, MA, USA

Mercedes Sotos-Prieto Genetic and Molecular Epidemiology Unit, School of Medicine,
University of Valencia, Valencia, Spain

Nada M. Souccar Department of Orthodontics, University of Alabama at Birmingham,
School of Dentistry, Birmingham, AL, USA

Alexander Stahn Center for Space Medicine Berlin, Department of Physiology, Campus
Benjamin Franklin Charité University Medicine Berlin, Berlin, Germany

Steven J. Stanhope Department of Health, Nutrition, and Exercise Sciences, Biomechanics and
Movement Science Program, and the Department of Mechanical Engineering, University of
Delaware, Newark, DE, USA

Richard D. Stevenson Kluge Children’s Rehabilitation Center & Research Institute, University of
Virginia School of Medicine, Charlottesville, VA, USA



Contributors xlvii

Robert Stewart Section of Epidemiology, Institute of Psychiatry, London, UK
Jan Stritzke Department of Internal Medicine II, University of Liibeck, Liibeck, Germany

Melanie 1. Stuckey Aging, Rehabilitation and Geriatric Care Research Centre, Lawson Health
Research Institute, Faculties of Health Science and Medicine, University of Western Ontario,
London, ON, Canada

Yoshio Sumida Center for Digestive and Liver Disease, Nara City Hospital, Nara, Japan

Pamela J. Surkan Department of International Health, Johns Hopkins Bloomberg School of
Public Health, Baltimore, USA

Yasuaki Suzuki Division of Gastroenterology and Hematology/Oncology, Department of
Medicine, Asahikawa Medical College, Asahikawa, Japan

Peter Svedberg Institute for International Economic Studies, Stockholm University, Stockholm,
Sweden

Toshinari Takamura Department of Disease Control and Homeostasis, Kanazawa University
Graduate School of Medical Science, Ishikawa, Japan

Ryoichi Takayanagi Department of Medicine and Bioregulatory Science, Graduate School of
Medical Sciences, Kyushu University, Fukuoka-shi, Fukuoka, Japan

Maw Pin Tan Department of Medicine, Faculty of Medicine, University of Malaya, Kuala
Lumpur, Malaysia

Takeshi Tanigawa Department of Environmental Health and Social Medicine, Ehime University
School of Medicine, Matsuyama, Japan

Gianluca M. Tartaglia Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”,
Facolta di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato
Stomatognatico (LAFAS), Functional Anatomy Research Center (FARC), Universita degli Studi di
Milano, Milan, Italy

A. J. Teichtahl Department of Epidemiology and Preventive Medicine, School of Population
Health, Monash University, Alfred Hospital, Melbourne, VIC, Australia

Francisco Martins Teixeira Postgraduate Program in Pharmaceutical Sciences, Faculty of
Pharmacy, Laboratory of Clinical Microbiology and Immunology, Federal University of Pard/
UFPA, Brazil

Rua Augusto Correia SN, Guam4, Belém, PA, Brazil

Marja Tengvall Department of Clinical Nutrition, Sahlgrenska University Hospital, Sahlgrenska
Academy at University of Gothenburg, Goteborg, Sweden

Elmarie Terblanche Department of Sport Science, Stellenbosch University, Matieland, South
Africa

Ileana Terruzzi Head Metabolism Research Centre, IRCCS Policlinico San Donato Milanese,
Milan, Italy

Jolene Thomas Nutrition and Dietetics, Flinders University, Adelaide, Australia

Marja Thorén Department of Endocrinology, Metabolism and Diabetes, D2:04, Karolinska
University Hospital, Stockholm, Sweden



xlviii Contributors

Savvas P. Tokmakidis Department of Physical Education and Sport Science, Democritus
University of Thrace, Komotini, Greece

Davide G. Tommasi Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”,
Facolta di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato
Stomatognatico (LAFAS), Functional Anatomy Research Center (FARC), Universita degli Studi di
Milano, Milan, Italy

Michael Trolle Klinik fiir Kiefer- und Plastische Gesichtschirurgie, der Johann Wolfgang Goethe
Universitédt Frankfurt, Frankfurt am Main, Germany
Alan C. Tsai Department of Healthcare Administration, Asia University, Taichung, Taiwan

Department of Health Services Management, School of Public Health, China Medical University,
Taichung, Taiwan

Department of Environmental Health Sciences, School of Public Health, University of Michigan,
Ann Arbor, MI, USA

E. T. Tsiaousi 1st Medical Propedeutic Department, AHEPA Hospital, Aristotle, University of
Thessaloniki, Thessaloniki, Greece

Michela Turci Dipartimento di Morfologia Umana e Scienze Biomediche “Citta Studi”, Facolta
di Medicina e Chirurgia, Laboratorio di Anatomia Funzionale dell’ Apparato Stomatognatico
(LAFAS), Functional Anatomy Research Center (FARC), Universita degli Studi di Milano, Milan,
Italy

Themistoklis Tzotzas Department of Endocrinology, Diabetes and Metabolism, Panagia General
Hospital, Thessaloniki, Greece

Mitsumasa Umesawa Osaka Medical Center for Health Science and Promotion, Osaka, Japan
Hiroshi Ushijima Aino Health Science Center, Aino University, Tokyo, Japan

Mauro E. Valencia Departamento de Ciencias Quimico Bioldgicas, Universidad de Sonora,
Hermosillo, Sonora, México

Fonsvan deVijver Department of Psychology, Tilburg University, Tilburg, The Netherlands

Maria Inés Varela-Silva Centre for Global Health and Human Development, School of Sport,
Exercise, and Health Sciences, Brockinton Extension, Loughborough University, Loughborough,
UK

Edgar M. Vasquez-Garibay Departamento de Clinicas de la Reproduccion Humana, Instituto de
Nutricién Humana, Centro Universitario de Ciencias de la Salud, Crecimiento y Desarrollo Infantil,
Universidad de Guadalajara, Guadalajara, Jalisco, Mexico

Luigi Vernaglione Nephrology and Dialysis Units, ‘M. Giannuzzi’ Hospital, Manduria, Taranto,
Italy

Débora Villaga Pulmonary Function and Clinical Exercise Physiology Unit, Division of
Respiratory Diseases, Department of Medicine, Federal University of Sdo Paulo, Brazil
Francisco de Castro, Sao Paulo, Brazil

Nicola Villanova Clinical Dietetics, “Alma Mater Studiorum” University, Policlinico S. Orsola,
Bologna, Italy



Contributors xlix

Rosa C. Villegas-Valle Departamento de Ciencias Quimico Biolégicas, Universidad de Sonora,
Hermosillo, Sonora, México

V. Saroja Voruganti Department of Genetics, Texas Biomedical Research Institute, San Antonio,
TX, USA

Lu Wang Division of Preventive Medicine, Brigham and Women’s Hospital, Harvard Medical
School, Boston, MA, USA

Tzung-Dau Wang Division of Cardiology, Department of Internal Medicine, National Taiwan
University Hospital and National Taiwan University College of Medicine, Taipei City, Taiwan,
PR. China

Xiaojing Wang Center for Craniofacial and Dental Genetics, School of Dental Medicine,
University of Pittsburgh, Pittsburgh, PA, USA

Y. Wang Department of Epidemiology and Preventive Medicine, School of Population Health,
Monash University, Alfred Hospital, Melbourne, VIC, Australia

Youfa Wang Department of International Health, Johns Hopkins Bloomberg School of Public
Health, Center for Human Nutrition, Baltimore, MD, USA

Richard E. Ward School of Liberal Arts, Indiana University - Purdue University, Indianapolis,
IN, USA

Colin E. Webber Department of Nuclear Medicine, Hamilton Health Sciences, Hamilton, ON,
Canada

Seth M. Weinberg Center for Craniofacial and Dental Genetics, Pittsburgh, PA, USA

Jonathan C. K. Wells Childhood Nutrition Research Centre, UCL Institute of Child Health,
London, UK

V. P. Wickramasinghe Department of Paediatrics, Faculty of Medicine, University of Colombo,
Colombo, Sri Lanka

Karen Williams Research Institute of Sport & Exercise Sciences, Liverpool John Moores
University, Liverpool, UK

Rémy Willinger Institut de Mecanique des Fluides et des Solides, Université de Strasbourg,
Strasbourg, France

A. E. Wluka Department of Epidemiology and Preventive Medicine, School of Population
Health, Monash University, Alfred Hospital Melbourne, VIC, Australia
The Baker Heart Institute, Melbourne, VIC, Australia

Charlotte M. Wright PEACH Unit, The Queen Mother’s Hospital, Yorkhill, Glasgow, UK

Kazumasa Yamagishi Department of Public Health Medicine, Graduate School of
Comprehensive Human Sciences and Institute of Community Medicine, University of Tsukuba,
Tsukuba, Japan

Uruwan Yamborisut Human Nutrition Division, Institute of Nutrition, Mahidol University,
Nakhon Pathom, Thailand

Edwina Yeung Epidemiology Branch, Division of Epidemiology, Statistics, and Prevention
Research, Eunice Kennedy Shriver National Institute of Child Health and Human Development,
Bethesda, MD, USA



| Contributors

Masato Yoneda Division of Gastroenterology, Yokohama City University Graduate School of
Medicine, Yokohama, Japan

Jin-Sang Yoon Department of Psychiatry and Center of Aging & Geriatrics, Chonnam National
University Medical School, Gwangju, South Korea

T. Kue Young Dalla Lana School of Public Health, University of Toronto, Toronto, ON, Canada

Mikel Zabala Faculty of Physical Activity and Sport Science, University of Granada, Granada,
Spain

Giulia Zamboni Istituto di Radiologia, Universita di Verona, Ospedale Policlinico, Verona, Italy
Mauro Zamboni Cattedra di Geriatria, Universita di Verona, Ospedale Maggiore, Verona, Italy

Estefania Morales Zamorano Dpto. de Zoologia y Antropologia Fisica, Facultad de Biologia,
Universidad Complutense, Madrid, Spain

Sandra Zampieri Department of Biomedical Sciences, Laboratory of Translational Myology,
Interdepartmental Research Center of Myology, University of Padova, Padova, Italy

Licia Andréia Zanette Ramos Zeni Departamento de Nutri¢do, Universidade Federal de Santa
Catarina, Florianépolis, SC, Brazil

Cuilin Zhang Epidemiology Branch, Division of Epidemiology, Statistics, and Prevention
Research, Eunice Kennedy Shriver National Institute of Child Health and Human Development,
Bethesda, MD, USA

Huo Zhenghao Department of Medical Genetics and Cell Biology, Ningxia Medical University,
Yinchuan Ningxia, P.R. China

Alessandra Zivelonghi Cattedra di Geriatria, Universita di Verona, Ospedale Maggiore, Verona, Italy

Stefano Zona Department of Medicine and Medical Specialties, Infectious Diseases Clinic,
University of Modena and Reggio Emilia School of Medicine, Modena, Italy



Part |
Tools and Techniques in Anthropometry:
General Methods



Chapter 1
Calculating Sample Size in Anthropometry

Carine A. Bellera, Bethany J. Foster, and James A. Hanley

Abstract Sample size estimation is a fundamental step when designing clinical trials and
epidemiological studies for which the primary objective is the estimation or the comparison of
parameters. One may be interested in the prevalence of overweight children in a given popula-
tion; however, the true prevalence will remain unknown and cannot be observed unless the
whole population is studied. Statistical inference is the use of statistics and random sampling
to make inferences concerning the true parameters of a population. By choosing a representa-
tive sample, inference based on the observed prevalence leads to an estimation of the true
parameter. But how many subjects should be sampled to obtain an accurate estimate of the
prevalence? Similarly, how many subjects should we sample to show that this parameter is dif-
ferent from some fixed value?

We first review basic statistical concepts including random variables, population and sample
statistics, as well as probability distributions such as the binomial and normal distributions.
Principles of point and interval estimation, as well as hypothesis testing, are presented. We consider
several commonly used statistics: single proportions, differences between two proportions, single
means, differences between two means, and reference limits. For each parameter, point estimators
are presented as well as methods for constructing confidence intervals. We then review general
methods for calculating sample sizes. We first consider precision-based estimation procedures,
where the sample size is estimated as a function of the desired degree of precision. Next, although
there is greater emphasis on precision-driven estimation procedures, we also briefly describe power-
based estimation methods. This approach requires defining a priori the difference one wishes to
detect, the desired significance level, and the desired power of the test. Sample size estimation proce-
dures are presented for each parameter, and examples are systematically provided.

Abbreviations and Notations

N Population size
n Sample size
ME  Margin of error
£ Precision

C.A. Bellera (B)

Department of Clinical Epidemiology and Clinical Research, Institut Bergonié, Regional
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V.R. Preedy (ed.), Handbook of Anthropometry: Physical Measures 3
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u Population mean

m Sample mean

o’ Population variance

52 Sample variance

T Population proportion
)4 Sample proportion

H, Null hypothesis

H, Alternative hypothesis
o Type I error rate

B Type II error rate

z, 100p% standard normal deviate

BMI Body mass index
DBP Diastolic blood pressure

1.1 Introduction

Sample size estimation is a fundamental step when designing clinical trials and epidemiological
studies for which the primary objective is the estimation or the comparison of parameters. One may
be interested in the prevalence of a given health condition, e.g. obesity, in a specific population;
however, the true prevalence will always remain unknown and cannot be determined unless the
whole population is observed. Statistical inference is the use of statistics and random sampling to
make inferences concerning the true parameters of a population. By selecting a representative sample,
inference based on the observed prevalence leads to an estimation of the true parameter. But how
many subjects should be sampled to obtain an accurate estimate of the prevalence?

Sample size estimation can be either precision-based or power-based. In the first scenario, one is
interested in estimating a parameter, such as a proportion, or a difference between two means, with
a specific level of precision. On the other hand, one might only be interested in testing whether two
parameters differ. The sample size will be estimated as a function of the size of the difference one
wishes to detect as well as the degree of certainty one wishes to obtain.

To understand the process of sample size estimation, it is important to be familiar with basic statis-
tical concepts. We first review statistical principles, as well as general concepts of statistical inference,
including estimation and hypothesis testing. Methods for sample size estimation are presented for
various parameters using precision-based and power-based approaches, although there is greater
emphasis on precision-driven estimation procedures (Gardner and Altman 1986, 1988).

Most concepts presented in this chapter are available in introductory statistical textbooks (Altman et al.
2000; Armitage et al. 2002) and texts focusing on the methodology of clinical trials (Machin et al. 1997;
Friedman et al. 1998; Sackett 2001; Piantadosi 2005). We refer the interested readers to these works.

1.2 Basic Statistical Concepts

1.2.1 Random Variable

A random variable assigns a value to each subject of a population, such as weight, hair colour, etc. By
random, it is implied that the true value of the variable cannot be known until it is observed. A variable
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(for simplicity, we will often discard the term random throughout the rest of this chapter) is either
quantitative or qualitative.

A quantitative variable is one that can be measured and can take a range of values, for example,
waist circumference, size, age, or the number of children in a household. Quantitative variables
include discrete and continuous variables. A discrete variable is one that can take only a limited
range of values, or similarly, the possible values are distinct and separated, such as the number of
children in a household. On the other hand, a continuous variable can take an infinite range of values,
or similarly, can assume a continuous uninterrupted range of values, such as height or age.

A qualitative or categorical variable is one that cannot be numerically measured, such as the pres-
ence or absence of a disease, gender, or the colour of hair. A dichotomous or binary variable is one
that can take one of two values, such as the presence or absence of a trait or state, or whether or not
one is overweight.

1.2.2 Population Versus Sample Statistics

Suppose we are interested in describing the size of 10-year old girls attending English schools.
Height in this population can be summarized by various quantities, such as the mean, the median or
the variance. These quantities are called population statistics and are usually represented with
Greek letters. Unless all 10-year old girls attending English schools are measured, the true value of
population statistics, such as the mean height in our example, cannot be observed and is unknown.
It is however possible to estimate the true value with some degree of certainty. This involves randomly
sampling from the whole population of interest. Based on a random sample of 10-year old girls
attending English schools, one observes the distribution of heights in this sample and calculates the
observed mean. Quantities derived from an observed sample are called sample statistics, and are
usually denoted using Roman letters.

Two random samples of equal size will usually not yield the same value of the sample statistic.
The possible differences between the estimates from all possible samples (conceptual), or between
each possible estimate and the true value are referred to as sampling variation. As a result, it is not
possible to conclude that the observed sample mean corresponds to the true population mean. By
using appropriate statistical methods, sample statistics can be used to make inferences about population
statistics. In the next section, we present commonly used statistics.

1.2.3 Summarizing Data

1.2.3.1 Categorical Variables

Summarizing categorical variables involves counting the number of observations for each category
of the variable. These counts are usually referred to as frequencies. The proportion of such counts
among the total can also be represented.

1.2.3.2 Quantitative Variables

Continuous variables can be summarized using measures of location and dispersion. Measures of
location, such as the mean or the median, represent the central tendency of distributions. Dispersion
measures, such as the variance, represent the repartition of a variable around the central tendency.
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Given a population of size N and a variable X with observed values x,,...,x,, the population mean

N
X,
is given by: U = z—’ . If only a random sample of size n is available, the sample mean m is calcu-
i=1 n
lated similarly and given by m = zi .
i=1 N
If observations are ordered in increasing order, the median is the middle observation of the sample.

If the number of observations in a sample is odd, the median is the value of the l(n +1)™ observation

of the ordered sample, while it is the mean of the values of the two middle observations if the number
of observations is even.
The most common measure of dispersion is the variance, or its square root, the standard devia-

pHERIO)

tion. Given a population of size N, the variance o2 is given by ¢* =

pACEID)

N

, where y is the

population mean. The population standard deviation is 0 = . If a sample of size n is

available, the sample variance s? is provided by s> = ’—1 , where m is the sample mean. The
n—
denominator is slightly different from that of a population variance. This correction ensures that the

parameter s is an unbiased estimator of the population variance ¢ Similarly, the sample standard

deviation, usually denoted as SD, is calculated as SD =

Other measures of dispersion include the range, the inter-quartile range and reference limits. The
range corresponds to the difference between the maximum and the minimum values. When in
increasing order, the first or lower quartile corresponds to the value below which 25% of the data fall.
The third or upper quartile corresponds to the value below which 75% of the data fall. There are
several methods to compute quartiles: one involves calculating the first and third quartiles as the rank

1 3 . .
of the Z(n +1) th and Z(n+ 1) th observed values. Other methods are available, but will usually

lead to relatively close results (Armitage et al. 2002).

The inter-quartile range is the difference between the upper and lower quartiles. Note that the
second or middle quartile corresponds to the value below which 50% of the data fall, and as such, is
equivalent to the median.

More generally, the 100p% reference limit, where O0< p< 1, is the value below which 100p% of
the values fall. For example, the median is equivalent to the 50% reference limit. Reference limits
are also called reference values, percentiles, or quantiles.

Example: A random sample of ten 20-year-old women leads to the following observed weights
(in kg): 50, 55, 60, 61, 45, 52, 62, 54, 48, 53. The variable of interest X is the weight, which is a
continuous variable. We first reorder this random sequence of n = 10 observations: 45, 48, 50, 52, 53,
54,55, 60, 61, 62. Based on previous formulae, we have the following results:

Oox,  45+--+62
e The sample mean is calculated as m = zlx—(’) = 10 =54 kg
i=1

53+54

* The sample median is calculated as med = =535kg
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Table 1.1 Sample probability distribu-
tion for the categorical variable X defined
as the number of copies of allele A

X 0 1 2

P(X=x) 3/10 5/10 2/10

> (x, —54)

i

(45-54)" -+ (62— 54)
10-1 9

* The sample variance is calculated as s> = =32kg’

* The range is given by 62-45=17 kg

1.2.4 Probability Distributions

A distribution is defined as the set of frequencies of the values or categories of a measurement made
on a group of persons. The distribution tells us either how many or what proportion of the group was
found to have each value (or each range of values) out of all of the possible values that the quantita-
tive measure can have (Last 2001).

Consider the variable X corresponding to the number of copies of a certain allele A. The variable
X can take three distinct values: 0, 1, 2. Ten subjects are randomly selected from the general popula-
tion and the following series of outcomes is observed: 0, 0, 2, 1, 1, 2, 1, 0, 1, 1. This series is called
a random series, since previous values cannot be used to predict future observation. One can then
calculate the proportion of subjects carrying two copies of the allele. This observed proportion equals
2/10 in our example. If subjects are randomly sampled indefinitely, this proportion will tend towards
a limiting value, called the probability of carrying two alleles, denoted by P(X =2) = 7. The sample
probability distribution of the variable X is represented in Table 1.1.

We have the following result: Z P(X = x)=1. This leads us to a fundamental property of proba-
bility distributions: for a given variable, the sum of the probabilities of each possible event equals 1.

1.2.4.1 Bernoulli and Binomial Distributions

Consider a dichotomous random variable X whose values can be either one state or the other, or the
absence or presence of a specific trait. The true (unknown) proportion of the population that is in the
index category of the state or trait (the probability that a randomly selected individual would be in this
category (X = 1)) is denoted as 7 and the probability of being in the other (reference) category (X = 0) is
thus 1 — 7. The parameter 7 defines the probability distribution of X, and is called the Bernoulli distri-
bution (after J Bernoulli, a Swiss mathematician). The variable X is said to follow a Bernoulli distribu-
tion with parameter . If, as here, the variable X is coded as O (reference category) or 1 (index category),
its mean and variance are given respectively by mean(X) = 7 and var(X) = 7 (1-m).

Define the random variable Y as the observed number of subjects with a particular state of interest out
of n randomly selected subjects. If the probability that this state is present is 7z, the variable Y, that is, the
sum of Bernoulli random variables with parameter 7, is said to follow a binomial distribution with
mean and variance given respectively by mean(Y) = nrx and var(Y) = nx (1-7x). The probability that this

!
L ar—my,

state is present for k out of n subjects is given by: P(Y = k)= Cin* (1-7)"™* = pEpEYT
n—k)lk!
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Table 1.2 Probability distribution for the
categorical variable Y defined as the number of
subjects with state S out of 3 randomly selected
subjects

y 0 1 2 3

P(Y=y) 1/8 3/8 3/8 1/8

When n is large, the distribution of ¥ will converge to a normal distribution with mean nr and variance
nr (1-m).

Example: The presence of a health state S is assessed in n = 3 randomly selected subjects. The variable
Y corresponds to the number of subjects with state S out of the n = 3 subjects, and can thus have
4 possible values: 0, 1, 2, or 3. Assume that the state S is present in 7 = 50% of the population.
The probability of observing k =2 subjects with state S out of n = 3 randomly selected subjects is
given by PY=2)= C327T2(1 —71')3 2= m(o 50) (0 50)2 -

The complete probability distribution of ¥ can be computed and is represented in Table 1.2.

1.2.4.2 The Normal Distribution

Consider a continuous random variable with values that vary between —ee and +eo. The most impor-
tant continuous probability distribution is the Gaussian distribution (after Karl Gauss, a German
mathematician), also called the normal distribution, which is indexed by two parameters: the mean
and the variance. If X follows a normal distribution with mean y and variance 6, we use the follow-
ing notation: X ~ N(i,62).The curve representing the normal distribution is symmetric, so that the
mean and the median fall at the centre of the symmetry. It is described by the function

7(7]2
Jfx)= J_
represented graphically by the area under the curve of the probability distribution and between the
two vertical lines with coordinates x = A and x = B, as illustrated in Fig. 1.1.

. The probability that a random variable falls between two values, A and B, is

Numerically, this probability is obtained by computing the integral P(A<x< B) = j f(x)dx =

)
o\2r
the properties of the normal distribution simplify the probability estimation in some cases. For exam-
ple, the probability that any random normal variable X~N(u,c?) falls within one standard deviation of
the mean is known to be about 68%, that is P(4 — o < x < 1+ 6)=68%, as presented in Fig. 1.2.

Similarly, about 95% of the distribution falls within two standard deviations of the mean
P(u-20<x<Uu+20)=95%), and 99.7% within three standard deviations (P(4 —30<x < U+ 30)
= 99.7%). For other values of the normal distribution, one has to either calculate the integral

B

dx. Calculation of this integral is not feasible using simple calculation tools; however,

P(A<x<B)= j f(x)dx (by hand or using a mathematical or statistical software) or rely on statisti-

A
cal tables for which these probabilities are tabulated for values of ¢ and o. There is however an infi-
nite number of values for these parameters, and it is therefore not possible to have tables for all of
them. Interestingly, every normal distribution with parameters ¢ and o can be expressed in terms of a

normal distribution with mean 0 and variance 1, called the standard normal distribution. Indeed,
—H

X
if X~N(u,0?%), then one can define the variable Z such that Z = . It can be shown that Z~N(0,1).
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A
f(x)

P(A <x <B)

A

>

X

Fig. 1.1 Normal probability distribution function for a variable X. The shaded area represents the probability that the
variable X falls between A and B. Numerically, this probability is obtained by computing the integral P(A < x < B) =

Ay

dx

[ 1
dx = ——
{f(x) c\/ﬁe

fx) A

v

p-o 1 p+o x

68%

Fig. 1.2 Probability distribution function for a normal random variable X with mean ¢ and variance o> The shaded
area represents the probability that the normal variable X falls within the interval from the mean minus one standard
deviation to the mean plus one standard deviation, that is P( — 0 < x < it + 0), which is about 68%

Thus, computing the probability that a variable X~N(u,6%) belongs to the interval [A;B], is equivalent
A—u.B—u}
~ o |
Tables of the standard normal distribution are available in most statistical textbooks. Important tables
are associated with the standard normal distribution, including the table P(z), which provides for each

to computing the probability that a variable Z~N(0,1) belongs to the interval [
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Probability

95% of|values

1
t

Values E E
—2.58g . " 2586
Probability of Cases ! 99% of|values '
in portions of the curve  ~0.0013 " =~0.0214 | =~0.1359 ~0.3413 ~0.3413 ~0.1359 , =0.0214 ~=0.0013
Standard Deviations % >
From The Mean 4 *3;‘5 *2=<5 *2=<5 (=) +1o +?<s +:=3<5 +40
Cumulative % 0.1% 2.3% 15.9% 50% 84.1% 97.7% 99.9%
T T T T T T T
Z Scores -4.0 -3.0 -2.0 -1.0 0 +1.0 +2.0 +3.0 +4.0

Fig. 1.3 The normal distribution. This plot illustrates standard results of the normal distribution including standard
deviations from the means and the Z-scores

value of z, the probability that Z falls outside the interval [-z; z]: P(z)=P(Z<—-zorZ>7)=1-P(—
< Z < 7). Some standard normal values are commonly used: P(1.64) =0.10 and P(1.96) = 0.05, that is,
P(-1.96 < Z < 1.96) =95%. Thus, if a standard normal variable is randomly selected, there is a 95%
chance that its value will fall within the interval [-1.96; 1.96]. Equivalently, the probability that a
standard normal random variable Z~N(0,1) falls outside the interval [-1.96; 1.96] is 5%. Given the
symmetry of the normal distribution, P(Z > 1.96) = P(Z < —1.96)=2.5%. These standard results are
illustrated in Fig. 1.3. The Z-values are usually referred to as the Z-scores and are commonly used in
anthropometry. They are discussed in greater detail in a subsequent chapter.

The normal distribution is commonly used in anthropometry, in particular to construct reference
ranges or intervals. This allows one to detect measurements which are extreme and possibly abnor-
mal. A typical example is the construction of growth curves (WHO Child growth standards 2006). In
practice, however, data can be skewed (i.e. not symmetric) and thus observations do not follow a nor-
mal distribution (Elveback et al. 1970). In such cases, a transformation of the observations, such as
logarithmic, can remove or at least reduce the skewness of the data (Harris and Boyd 1995; Wright
and Royston 1999).

1.3 Principles of Statistical Estimation

There are two estimation procedures: point estimation and interval estimation. Point estimation
provides a value that we hope to be as close as possible to the true unknown parameter value.
Interval estimation provides an interval that has a fixed a priori probability of containing the true
parameter value.
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1.3.1 Point Estimation

1.3.1.1 Point Estimator and Point Estimate

Point estimation is the process of assigning a value to a population parameter based on the observation
of a sample drawn from this population. The resulting numerical value is called the point estimate;
the mathematical formula/function used to obtain this value is called the point estimator. While the
point estimator is identical whatever the sample, the point estimate varies across samples.

1.3.1.2 Point Estimation for a Proportion

The variable of interest is binary, such as the presence or absence of a specific health condition. We
are interested in 7, the true prevalence of this condition. Assume we randomly draw a sample of n
subjects and denote the observed number of subjects with the condition of interest by k. The point

estimator of 7is given by p = —, while point estimates correspond to the numerical values P> Pys-- -
n

obtained from distinct samples of n observations.

1.3.1.3 Point Estimation for a Mean and a Variance

X is a continuous variable with population mean and variance denoted respectively by ¢ and ¢ If n
subjects are randomly selected with subjects i=1 to n having respectively observed values x, to x , the

. o . . X,
mean U, the variance o2 and the standard deviation SD are estimated respectively by m = Z—’
[

n

L (x, —m)’ (x, —m)’
=) " and SD= _
,Z:l: n—1 z n—1

i=1

1.3.1.4 Point Estimation for a Reference Limit

Let X, X,,..., X, be the measurements for a random sample of n individuals. The 100p% reference
limit, where 0 < p < 1, is the value below which 100p% of the values fall. Reference limits may be
estimated using nonparametric or parametric (i.e. distribution-based) approaches (Wright and
Royston 1999).

The simplest approach is to find the empirical reference limit, based on the order statistics. The
k™ order statistic, denoted as X «» of a statistical sample is equal to its k"-smallest value. Thus, given
our initial sample X , X ,..., X , the order statistics are X, Oy X e X - and represent the observations
with first, second, ..., n™ smallest value, respectively. An empirical estimation of the 100p% refer-
ence limit is given by the value which has rank [p(n+1)], where [.] denotes the nearest integer. For
example, for a sample of size n = 199 and p = 0.025, [p(n+ 1)]=5, and thus the value of the fifth order
statistic, X © provides a point estimate of the 2.5% reference limit.

Reference limits can also be estimated based on parametric methods. Assume that the observa-
tions follow a normal distribution with mean g and variance o For a random sample of size n, the
sample mean and sample standard deviation are given by m and SD, respectively. The 100p% refer-

ence limit is then estimated as m+szD, where Z, is the 100p% standard normal deviate.
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1.3.2 Interval Estimation

1.3.2.1 Principles

A single-value point estimate, without any indication of its variability, is of limited value. Because
of sample variation, the value of the point estimate will vary across samples, and it will not provide
any information regarding precision. One could provide an estimation of the variance of the point
estimator. However, it is more common to provide a range of possible values. A confidence interval
has a specified probability of containing the parameter value (Armitage et al. 2002). By definition,
this probability, called the coverage probability, is (1-cr), where 0< a<1. If one selects a sample of
size n at random, using say a set of random numbers, then the sample that one gets to observe is just
one sample from among a large number of possible samples one might have observed, had the play
of chance been otherwise. A different set of n random numbers would lead to a different possible
sample of the same size n and a different point estimate of the parameter of interest, along with its
confidence interval. Of the many possible interval estimates, some 100(1- )% of these intervals
will capture the true value. This implies that we cannot be sure that the 100(1— )% confidence
interval calculated from the actual sample will capture the true value of the parameter of interest.
The computed interval might be one of the possible intervals (with proportion 100¢ %) that do not
contain the true value. The most commonly used coverage probability is 0.95, that is o= 0.05 = 5%,
in which case the interval is called a 95% confidence interval.

1.3.2.2 Interval Estimation for a Proportion

In this situation, the variable of interest is binary, such as the presence or absence of a specific health
condition, and we are interested in 7, the prevalence rate of this condition. Given a random sample

of n subjects, a point estimator for the proportion 7is given by p = k , where k is the observed num-
n

ber of subjects with the condition of interest in the sample. When n is large, the sampling distribution

of p is approximately normal, with mean 7 and variance M Thus, a 100(1- )% confidence

n
. o p(1-p)
interval for 7 is given by pizl_% | In smaller samples (np < 5 or n(1-p)<5), exact

methods based on the binomial distribution should be applied rather than a normal approximation to
it (Machin et al. 1997).

Example: Assume one is interested in estimating 7, the proportion of overweight children. In a
selected random sample of n = 100 children, the observed proportion of overweight children is

p =40%.A 95% confidence interval @ o = 1.96) for the true proportion 7 of overweight children
/2

is given by {0.40 +1.96, }%} , that is [30%; 50%].

1.3.2.3 Interval Estimation for the Difference Between Two Proportions

The variables of interest are binary, and we are interested in 7, and 7, the prevalence rates of a
specific condition in two independent samples of size n, and n,. Let k, and k, denote the number of
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observed subjects with the condition of interest in these two samples. A point estimator for the

k k
difference 7, — 7, is given by p, —p, = L= where p, and p, are the two sample proportions.
nl n2

When n, and n, are large, the sampling distribution of p, — p, is approximately normal with mean

ﬂl(l—n1)+7t2(l—7r2)

7, — 7, and variance . Thus, a 100(1 — )% confidence interval for the true

n n,

p1(1_p1)+ pz(l_pz)
n

difference in proportions (7, — 7,) is given by {( PPtz % \/ . In case of
2

1 n,
smaller samples (n,p, <5 orn (1 —p) <5orn,p,<5orn(l -p,) <5), exact methods based
on the binomial distribution should be applied rather than a normal approximation to it (Machin

etal. 1997).

Example: Assume a randomized trial is conducted to compare two physical activity interven-
tions for reducing waist circumference. A total of 110 and 100 subjects are assigned to receive
intervention A or B, respectively. The observed success rate is 40% in group A and 20% in group B.
A 95% confidence interval for the true difference in success rates is given by

40%0. 20x0.
(0.40—0.20) + 1.96\/ 040060 0.20x080 | s, [8%: 32%].
110 100

1.3.2.4 Interval Estimation for a Mean

The variable of interest is continuous with true mean u and true variance 6. We are interested in
estimating the true population mean u. A total of n subjects have been randomly selected from this
population of interest. When n is large (n>30), the distribution of the sample mean m is approxi-

2
mately normal with mean g and variance O . A 100(1—c) confidence interval for g is thus given by

o’ ) . . . . .
m*z _,./— |. One can use s as an estimate of the population variance, unless the variance 6 is
=\ n

known. If the sample size is small, and if the variable of interest is known to be normal, then a

2
100(1-o) confidence interval for u is given by [m = S S—] , where ¢ | corresponds to the a%
: \/ n .

tabulated point of the ¢ _ _distribution.

1

Example: One is interested in estimating the average weight of 15-year-old girls. After selecting a
random sample of 100 girls, the observed average weight is 55 kg, and the standard deviation is
15 kg. A 95% confidence interval for the mean weight of 15-year-old girls is thus given by:

2
55£1.96, fi , that is [52; 58].
100

1.3.2.5 Interval Estimation for the Difference Between Two Means

. . . . . . 2
Given two independent samples of size n, and n, with respective means u, and (,, and variances O,

and 03 , a point estimator for the difference f, — , is given m, —m, , where m, and m, correspond
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to the two sample means. When n, and n, are large, the distribution of m —m, is approximately

2 2
normal with mean u —{, and variance 0-_14_2. A 100(1-&)% confidence interval for the true dif-
nooom
2 2
ference in means is then given by | (m, —m,)+z, % —L+—=2|. Unless the variances o; and 0,
“2\'n,  n,

. 2 2 . . .
are known, one can use the sample variances s, and s, as their respective estimates:

2 2
58

ot |
1 2

Example: One wishes to compare the diastolic blood pressure (DBP) between two populations of
subjects A and B. In a sample of 50 randomly selected subjects from population A, the observed DBP
mean is 110 mmHg, while the mean DBP in 60 patients randomly selected from population B is about
100 mmHg. The observed standard deviations are, respectively, 10 mmHg and 8 mmHg. A 95% con-

1 2 2
fidence interval for the true difference in DBP means is thus {(1 10—100)£1.96 ><4}50—0+2—},

that is, [6.6; 13.4].

1.3.2.6 Interval Estimation for a Reference Limit

Using a nonparametric approach, a confidence interval for a reference limit can be expressed in terms
of order statistics (Harris and Boyd 1995). An approximate 100(1-&)% confidence interval for

the 100p% reference limit is given by the order statistics x, and x , where r is the largest integer

( (s

1 . .
less than or equal to np +E_Za Jnp(l—p) , and s is the smallest integer greater than or equal to
2
1
np+5+ A np(—p) .
2

Example: In their example, Harris and Boyd are interested in the 90% confidence interval

@*‘V = 1.645) for the 2.5% (p=0.025) reference limit based on a random sample of size n=240
2

(Harris and Boyd 1995). The lower bound of this interval corresponds to the value of the #" order

1
statistic, where r is the largest integer less than or equal to np + 5 ZuA/np(1=p) =240x0.025 +
2

1
5 1.645/100 x 0.025 x 0.975 , that is, 2. Similarly, the upper bound corresponds to the value of the

- . . 1
s™ order statistic, where s is the smallest integer greater than or equal to np + 5 + zg«/np(l —p) , that
2

is, 11. Referring to the ordered observations, bounds of the 90% confidence interval for the 2.5%
reference limit are thus provided by the values of the second and eleventh order statistics.
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Confidence intervals can also be built using parametric methods. Assume that the observations
follow a normal distribution with mean u and variance 6°. For a random sample of size n, the sample
mean and sample standard deviation are given by m and SD, respectively. The parametric estimator
of the 100p% reference limit is m+szD, where z, is the 100p% standard normal deviate. The vari-

2 2
ance of this estimator is given by G—(l+iJ . A 100(1-x)% confidence interval for the 100p%
n 2

z
reference limit is thus | m+z,SD £z Ll + ?J . See Harris and Boyd for worked examples
1

(Harris and Boyd 1995).

1.4 Precision-Based Sample Size Estimation

Sample size can be computed using either a precision-based or power-based approach. In anthro-
pometry, however, there is greater emphasis on precision-driven estimation procedures (Gardner and
Altman 1986, 1988).

For any given parameter, the length of the confidence interval is a function of the sample size.
More specifically, the larger the sample, the narrower the confidence interval. Thus, the main pur-
pose of confidence intervals is to indicate the (im)precision of the sample study estimates as popula-
tion values (Gardner and Altman 1988). Conversely, one can fix the desired length of the interval and
estimate the number of subjects needed accordingly. Formulae are available to estimate the sample
size as a function of the precision, which can be expressed in two ways.

One can express the length of the interval in absolute terms based on the absolute margin of
error, ME, which represents half the width of the confidence interval, and is the quantity often
quoted as the “plus or minus” in lay reports of surveys. In such case, the confidence interval is
expressed as “estimate = ME”. It is also possible to express the length of the interval in relative terms
based on the precision usually denoted by &. In such cases, the confidence interval is expressed as
“estimate + exestimate”. There is a direct relationship between the margin of error and the precision
since ME = exestimate; sample size can thus be estimated as a function of either parameter.

Note that the term error is often a source of confusion when dealing with sample size and power
calculations. Therefore, it is always very important to provide a precise definition of this term, that
is, to clarify whether we are referring to an absolute or relative error.

Throughout this section, we consider that observations from the same sample are independent.
In the case of two-sample problems, we consider that the two samples are independent.

1.4.1 Dichotomous Variables

1.4.1.1 Sample Size for Estimating a Single Proportion with a Given Precision

A 100(1-)% confidence interval for the true proportion 7 given a sample size n and an anticipated

(1-p)
value p is given by: {p 2 o pr} The width of the confidence interval is thus given by
2
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2xz p(-p)
1-E n

and depends on the number of subjects in the sample. Conversely, the number of

subjects needed to estimate the proportion will depend on the degree of precision (indicated by the
maximum width of the confidence interval) one is willing to accept. The margin of error, ME, is half
the width of the confidence interval. If one wants the absolute margin of error to be at most ME, that
', p(1=p)

M < ME, then the number of subjects should be at least n = 2

is, one wants z —_—
- n ME

This problem can also be expressed in terms of precision (or relative error). The confidence interval

1—
{ pxz , u} can be rewritten as [p+é&p], implying that the estimation of 7 is provided to
n

1-=
2

within 100€ % of its anticipated value, where € is the precision of the estimation. Since ME = pg,the
2 ,(-p)

2

required sample size can thus be expressed as n = . Note that the sample size is maxi-

2

PE

mized for p = 0.50.
If either np or n(1-p) are small (i.e. below 5), exact approximations based on the binomial distri-
bution should be applied rather than a normal approximation to it (Machin et al. 1997).

Example: One is interested in estimating the prevalence of overweight children with an absolute
margin of error smaller than 0.05 (ME = 0.05). If the prevalence, 7, is expected to be around

50% (p = 0.50), and interest is in estimating a 95% confidence interval Lz . =1.96 J , the minimum
1-—=
2

number of subjects needed should be 1.96°0.5(1-0.5) , that is, at least 384 subjects.
0.05%

1.4.1.2 Sample Size for Estimating the Difference Between Two Proportions
with a Given Precision

Given two proportions 7, and 7, for two independent samples of size n, and n,, a 100(1-0)%
confidence interval for the true difference in proportions (7-7x,) is estimated by

1- 1-
{(M -p)=E Zlu/\/pl( r) + P pz):l , where p, and p, are the observed sample proportions.
2 n, n,

Pl(l_P1)+Pz(1—P2)
n n,

The width of the confidence interval is given by 2xz % \/ . Assuming
2

samples are of equal size n =n, = n, and an absolute margin of error ME, the number of subjects

2, (p,=p)+p,(1-p,))
ME’

€ or relative error, where ME= &(p-p,), the required sample size is expressed as

Ziy (p,(1=p)+p,(1-p,))

in each sample should be at least n=

. In terms of precision

n . Similar formulae have been derived for the case of unequal

82 (pl - D )2
sample sizes (Machin et al. 1997).
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Example: A study is set up to compare a new physical activity intervention to a standard one for
overweight subjects. The aim is to reduce the body mass index (BMI) down to 30 cm/kg? or lower.
The anticipated success rates are expected to be approximately p, = 10% and p, = 25% for the new
and standard interventions respectively. The investigator would like to recruit two groups of patients
with equal sample sizes n = n = n,, and provide a 95% confidence interval for difference in success
rates with an absolute margin of error ME = 10%. The minimum number of subjects per group

1.96” (0.10x 0.90+0.25 x 0.75)
0.10°

should be at least n = , that is, 107 subjects per group.

1.4.2 Continuous Variables

1.4.2.1 Sample Size for Estimating a Single Mean with a Given Precision

A 100(1-0)% confidence interval for a mean u given anticipated mean m and assuming a large

sample is given by {m tz %} . The width of the confidence interval is 2 x z 9 . If we want
== </n

2 17% \/;

the absolute margin of error to be at most ME, then the number of subjects has to be greater than

2 2
z,0
1-=
n= MZEZ . If one wishes to express the sample size in terms of precision & where ME = &m, the
2 2
Z,0
1-=
required sample size is expressed as n = 22 . Unless the variance ¢? is known, one can use a
&m

literature-based or experience-based s? as an estimate of the population variance.

Example: An investigator is interested in estimating diastolic blood pressure (DBP) in a specific
population. The mean DBP and standard deviation are anticipated to be about 105 mmHg (m = 105)
and 20 mmHg (SD = 20). If the desired relative precision is 5% (€ = 5%), the required sample size

1.96%20>
for estimating a 95% confidence interval for the mean DBP should be at least n = % , that is

56 subjects.

1.4.2.2 Sample Size for Estimating the Difference Between Two Means
with a Given Precision

Assuming independent samples of size n, and n,, with respective sample means m, and m, and com-
mon variance o2, a 100(1-a)% confidence interval for the true difference in means is given

1 1
by {(m1 —mz)izlf%a —+—} The width of the confidence interval is thus given by

n,on

f 1 1
2 x 1170/0' —+— . Assuming samples of equal size n =n =n, and a margin of error ME, the
> \n, n,

27% o
A
2

number of subjects in each sample should be at least n = . If one wishes to express the
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sample size in terms of precision &, where ME = &(m —m,), the required sample size is expressed as
27 o’
1-9 . . . .
n= 2—42 Unless the variance o2 is known, one can use a literature-based or experience-
& (m, —m,)
based s? as an estimate of the population variance. Similar formulae have been derived for the case
of unequal sample sizes (Machin et al. 1997).

Example: An investigator is interested in evaluating two treatments (A and B) aimed at decreasing

cholesterol level. The anticipated mean cholesterol levels following treatments A and B are, respec-

tively, 200 and 250 mg/dL, with a 20 mg/dL common standard deviation. To obtain a 95% confidence

interval for the difference in cholesterol levels after treatment with (relative) precision € = 10%, the
2x1.96” x 20°

0.10%(200 —250)* °

sample size should be at least n = that is 123 subjects per group.

1.4.2.3 Sample Size for Estimating a Regression-Based Reference Limit
with a Given Precision

In some cases, the variable of interest might be indexed by a secondary variable. Suppose we have a
continuum of distributions indexed by a covariate. For example, assume that we are studying BMI in
a group of children of different ages. Instead of the mean BMI, we might be interested in other
parameters of the BMI distribution, more particularly in the 95% reference limit of the BMI distribu-
tion for various ages. How many children should we sample in order to have a precise estimate of
this reference limit and for every possible value of age? This question can be answered by applying
linear regression techniques to estimate the reference limit as a function of age. Methods have been
developed to estimate sample sizes for regression-based reference limits under various situations
(Bellera and Hanley 2007). We provide an overview of these approaches, and refer the interested
reader to this literature for additional details.

It is assumed that the mean value of the response variable of interest (e.g., BMI) varies linearly with
the covariate (e.g., age), and that the response values are approximately normally distributed around
this mean. The response variable and the covariate of interest are denoted by Y and X, respectively.
Assume that at any given value x, of age, the mean value of interest, such as BMI, is an approximate
linear function of X and that individual BMI values are normally distributed around this mean (the
latter eventually after a suitable transformation) with constant variance: Y ‘xo ~N (ﬁo +B,x,,0° )

The 100p% reference limit for Y at this specific age point x, is given by: Q, = B, + B, x, + z,0 , where
z, is the standard normal deviate corresponding to the 100p% reference limit of interest.

Given n selected individuals with data points ((xi Y ) i=1,.. .,n), a point estimator for the 100p%

reference limit is given by: Q, = B,+ B, x, +z »Syjx » Where B, and B, are obtained by least-squares

estimation of the regression coefficients 3 and 3, and Syix is the observed root mean square error.

Sample size estimation for regression-based reference limits requires defining the following
parameters:

e The 100p% reference limit of interest, where 0 < p < 1, and the corresponding one-sided standard
normal deviate, Z, For example, if we are interested in the 95% reference limit, the one-sided

standard normal deviate is z,,, = 1.64.
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e The 100(1-)% confidence interval for the reference limit of interest, and its corresponding two-

sided standard normal deviate Zli’ where 0 < o < 1. For example, if we want the 95% confi-
2

dence interval, then &« =0.05 and z , =1.96.
1

e The 100(1-)% reference range, which encompasses 100(1-)% of the values (e.g., BMI) as

well as its corresponding two-sided standard normal deviate < s , where 0 < B < 1. For example,
2

if we want the 95% reference range, then 8 =0.05 and S 1.96
2

e The relative margin of error A, defined as the ratio of the width of the 100(1-a)% confidence
interval for the reference limit to the width of the 100(1-f3)% reference range. This means that we
want a sample size large enough so that the width of the 100(1-)% confidence interval for our
reference limit is small when compared to the width of the 100(1-3)% reference range (we usu-
ally take or = f3).

e The design of the study, that is, the distribution of the covariate (e.g., age) in the sample investi-
gated, which will influence the computation of the sample size.

Once the above parameters have been specified, we can estimate the sample size. Assume, first
that we choose our sample so that the covariate (e.g., age) follows a uniform distribution. In such
cases, the variance of the estimator Q of the reference limit is approximately equal to

2 2

A z
var(Q,) = 9 4 4+-|. The width of the 100(1-{)% confidence interval for the 100p% reference
0 n 2

2
Z

4+-2
limit at the extreme value of age is therefore 2z aO'—Z
-2 Jn
defined as the ratio of the width of the 100(1-c)% confidence interval for the reference limit to the
width of the 100(1-f)% reference range. The width of the 100(1-0)% reference range is given by
2z 50 - Thus, if we want the ratio of the width of the 100(1-&)% confidence interval for the refer-
2

. Assume we want a relative error of A,

1-2

ence limit to the width of the 100(1-f3)% reference range to be smaller than the relative error A, we
2
Z
7 4+
2

"2
By

require < A. That is, the minimum sample size, n, required to estimate the 100(1-c)%

confidence interval for the 100p% reference limit, with a relative margin of error of A, when com-

ZZ
2, L4 +-2
-2 2

Z2 AZ

1—

pared to the 100(1-f)% reference range, should be at least n = . Similar formulae

© =

have been derived assuming other sampling strategies (Bellera and Hanley 2007). For example,
instead of a uniform age distribution, one might take one-third of the sample at one age extreme,
one-third at the midpoint, and one-third at the other age extreme. In this study design, the minimum
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22)

5
—+
2 ) Similarly, we can also expect that the age distribu-

. . . o

sample size requirement is then 17 L
2
l

N\h

tion in the sample will follow a normal distribution. If we assume that the range of X is approxi-
mately 4 times the standard deviation of X, then we show that the sample size requirement becomes:

( 22)
1*5k5+ 2J

2 2
ZFEA

Notice that the previous formulae were derived under the “worst-case” scenario, that is, assuming
that we are interested in estimating the reference limit at the extreme end of age, where the variability
is highest, and thus the largest sample size is needed. If one is interested in the 100p% reference limit
at the average age value (where the variability is minimized), then the sample size is reduced to

2
2)

2
- L 2 ) , for any given age distribution (or similarly, assuming a homogeneous population not

indexed by a covariate). Put simply, information from either side of the average age adds strength to
the information at the average age. In contrast, information at the extremes of the age distribution can
only gather “strength” from one side of the age distribution; on the other side, there is infinite
uncertainty.

Several other factors can impact the sample size (Cole 2006), such as for example the range of the
covariate of interest. If one is interested in the height of children, a larger sample will be needed
when considering birth to 18 years than when considering 5—-12 years. Non-constant variability can

2

also affect the sample size, since the variance of the estimator, var(Q,), is proportional to o,

n
where o2 varies with age. This ratio can be made constant across age groups by ensuring that the
sample size n is proportional to 2. Thus, at the ages at which the variability is increased, for exam-
ple during puberty, the sample size needs to be increased appropriately to compensate (Goldstein
1986; Cole 2006). Similarly, in case of heteroscedasticity of the variable of interest across the covari-
ate, regression techniques can be used to model the standard deviation as a function of the mean, and
previous formulae can still be used as a rough guide for sample size planning. Notice that the varia-
tion o to be used in planning includes both the true inter-individual variability and the variability of
the measuring instruments used: measurement tools with differing precisions will provide different
sample size estimates. Finally, the nature of the relation between the covariate and the variable of
interest can also affect the sample size, as more subjects will be needed to capture “wiggles” in the
relation compared to a simple linear relation. If there is some nonlinearity in the covariate, such as
for example a quadratic relationship, the formulae can also be accommodated by adjusting the point
estimator of the reference limit of interest.

Example: We are interested in estimating a specific BMI reference limit as a linear function of age.

( )
Specifically, we wish to produce a 95% confidence interval Lz = 1.96J for the 95% BMI reference
1

o
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limit (Zyo5 = 1.64), with a relative margin of error A = 10%, when compared with the 95% reference

range Lzli 5= 1.96J. If age is uniformly distributed in the sample, then the minimum required sample
2

1.96 (4 +1 .642)

1.96°0.10°
estimate of the 95% BMI reference limit at any place in the age range. If, on the other hand, one is

size is n = , 1.e., we would need at least 536 observations to obtain this precise an

interested in the 95% reference limit only at the average age value, or in a homogeneous population
1.96” (1+1.647)

not indexed by a covariate, then we would need at least n= 5 5
1.96°0.10

, that is, 236

observations.

1.5 Principles of Hypothesis Testing

We have presented formulae for the estimation of the sample size required to estimate various
parameters with a desired degree of precision. Similarly, one may want to ensure that a sufficient
number of subjects are available to show a difference between two parameters. We discuss here
some basic principles of hypothesis testing which can be found in introductory statistical textbooks,
as well as works devoted to clinical trials or epidemiology (Lachin 1981; Friedman et al. 1998;
Armitage et al. 2002).

One wishes to compare two groups, A and B, with true prevalence rates, 7, and 7. From a statis-
tical point of view, this comparison is expressed in terms of a null hypothesis, called H,, which
states that no difference exists between the two groups: H: 7, — 7, = 0. Hypothesis testing consist in
testing whether or not H, is true, more specifically, whether or not it should be rejected. Thus, until
otherwise proven, H0 is considered to be true. The true prevalence rates, T, and T, are unknown. If
two groups of subjects are properly sampled, one can obtain appropriate estimates P, and P,.
Although 7, and 7, might not differ, it is possible that by chance alone, the observed proportions P,
and P, are different. In such cases, one might falsely conclude that the two groups have different
prevalence rates. Such a false-positive error is called a type 1 error, and the probability of making
such an error corresponds to the significance level and is denoted by c. The probability of making a
type 1 error should be minimized. However, decreasing the significance level increases the sample
size. The probability of observing a difference as extreme as or more extreme than the difference
actually observed, given that the null hypothesis is true, is called the p-value and is denoted by P.
The null hypothesis H will be rejected if p < o

If the null hypothesis is not correct, then an alternative hypothesis, denoted by H, must be
true, that is H,: 77, — =0, where 6+ 0. It is possible that by chance alone, the observed proportions
P, and P, differ only by a small amount. As a result, the investigator may fail to reject the null
hypothesis. This false-negative error is called a type 2 error, and the probability of making such
error is denoted by 8. The probability of correctly accepting H is thus 1-3 and is referred as the
power. It defines the capability of a statistical test to reveal a given difference between two param-
eters, if this difference really exists. The power depends on the size of the difference we wish to
detect, the type 1 error, and the number of subjects. That is, if the type 1 error and the sample size
are held constant, a study will have a larger power if one wishes to detect a large difference com-
pared to a small one.
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1.6 Power-Based Sample Size Estimation

The number of subjects needed should be planned carefully in order to have sufficient power to
detect significant differences between the groups considered. To provide a power-based (or test-
based) estimation of sample size requires defining a priori the difference one wishes to detect, the
desired significance level and the desired power of the test.

As will be discussed below, sample size formulae involve the ratio of the variance of the observa-
tions over the difference one wishes to detect, or more generically, a noise—signal ratio, where the
signal corresponds to the difference one wishes to detect, and the noise (or uncertainty) is the sum of
all the factors (sources of variation) that can affect the signal (Sackett 2001).

Note that we only discuss the case of independent observations. In clinical trials, for example, it
may not always be possible to randomize individuals. For example, a physical activity intervention
might be implemented by randomizing schools. Individuals are then grouped or clustered within
schools. They cannot be considered as statistically independent, and the sample size needs to be
adapted since standard formulae underestimate the total number of subjects (Donner et al. 1981;
Friedman et al. 1998).

1.6.1 Dichotomous Variables

1.6.1.1 Sample Size for Comparing a Proportion to a Theoretical Value

The variable of interest is dichotomous. For example, one is interested in the prevalence of obese
children 7,. Based on a random sample, the objective is to compare this proportion to a target (fixed)
value p,. The null and alternative hypotheses are given respectively by H: 7, = p and H,: 7, # p, . The

minimum number of subjects needed to perform this comparison assuming an observed prevalence
2

( )
Lzl_gx/po(l —Py) + 2P (1= p, ))
2
(pl - po)2

Example: One is interested in evaluating a specific diet aimed at reducing weight in obese subjects.
A success is defined as reducing a BMI down to 25 or lower. One wishes to test whether this new diet
has a better success rate than the standard diet for which the efficacy rate is known to be p, = 20%.
The anticipated efficacy rate of the new diet is p, = 40%. The sample size needed to show a
difference between the efficacy rate of the new diet and the target efficacy rate p, assuming a

rate p,, a significance level o and power 1-fis n =

( )
significance level a = 0.05 Lz o :1.96J, and power 1-f = 0.90 (5= 1.28) is at least
1-=
2

(1-964/0.20(1-0.20) + 1.28/0.40(1- 0.40) )2
n=

, 1.e., 36 patients. If the anticipated efficacy rate is
(0.40-0.20)

p, = 30%, that is, one wishes to detect a smaller difference, then the sample size must be increased

(1.96«/0.20(1 ~0.20) +1.28,/0.30(1 - 0.30))2

(0.30-0.20)

to at least n = , that is, 137 subjects.
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Note that the calculated sample sizes are quite low. This is because we are comparing one sample
to one historical (or literature-based) sample. In practice, one will usually be comparing two samples
(next section), as in clinical trials. In this case, the resulting sample size is much higher as variability
of the second sample has to be accounted for.

1.6.1.2 Sample Size for Comparing Two Proportions

The outcome of interest is dichotomous and two independent groups of equal size are being sampled
and compared. The objective is to detect a difference between two proportions 7, and 7,, that is, the
null and alternative hypotheses are given respectively by H: ,—m =0 and H,: 7,—7 = 6, where 6#0.
The size of each sample required to detect an anticipated difference p,—p,, assuming a significance

( )
Lzlix/ﬁ(l —P)+2 52— p)+ p(1-p)) )
(pl ~Po )2

age of the two anticipated proportions p, and p . Similar formulae are available for the case of
unequal sample sizes (Piantadosi 2005).

2

_where P is the aver-

level o, and power Bis n=

Example: A trial is set up to compare two physical activity interventions with anticipated
success rates of 50% and 30%. The sample size per group needed to show a difference
between the two interventions assuming a difference in success rates 6 = 50% —30% = 20%,

( )
a significance level o =0.05 Lz “ =1.96J , and power 1-[3=0.90 (z,fﬁ =1.28) is
i
2

(1.96\/0.40(1 —~0.40) +1.28,/0.30(1 - 0.30) + 0.50(1 — 0.50)j
n=
0.20°

that is, 84 subjects per group.

1.6.2 Continuous Variables

1.6.2.1 Sample Size for Comparing a Mean to a Theoretical Value

The variable of interest is continuous. For example, one is interested in the mean waist circumfer-
ence, U, following a physical activity intervention. Based on a random sample of subjects, the objec-
tive is to compare this mean circumference to a target mean value m,. The null and alternative
hypotheses are thus given respectively by H: i1, = m and H,: i1, # m. For this one sample problem,
the number of subjects needed to perform this comparison assuming an anticipated mean value m,,
( Y’
2
o Lz] Ty
-~ 2 @7
2
(ml —m, )
ance 0? is known, one can use a literature-based or experience-based s as an estimate of the popula-
tion variance.

a standard deviation o, significance level o and power 1-is n = . Unless the vari-
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Example: One wishes to test whether mean waist circumference in a given population following a
new physical activity intervention is reduced compared to a standard intervention. Following the
standard intervention, the mean waist circumference is known to be about m, = 140 cm. It is antici-
pated that the new intervention will reduce this circumference to m, = 130 cm. The sample size
needed to show a difference between the mean waist circumference with the new intervention and a

target value m

0’ o

2

)
assuming a significance level o = 0.05 Lz = 1.96J , 2 90% power (ZI—B = 1.28)
1-

20% (1.96 +1.28)

and standard deviation SD = 20cm, is n = >
(130-140)

, that is, 42 patients.

1.6.2.2 Sample Size for Comparing Two Means

The variable of interest is continuous and two independent groups of equal size are being sampled and

compared. The objective is to detect a difference between two means, that is, the null and alternative

hypotheses are given respectively by H : it — i1, = 0 and H, : t,— u, = 6, where 6+0. The sample size of

each group required to detect this difference assuming an anticipated difference m —m,, common vari-
( \’

202 x LZF% + zl_ﬁJ

. Unless the variance 62 is known,

ance 02, significance level ozand power fBis n = 5
(m, —m,)

one can use a literature-based or experience-based s as an estimate of the population variance.

Example: In their example, Armitage et al. are interested in comparing two groups of men using the
forced expiratory volume (FEV) (Armitage et al. 2002). From previous work, the standard deviation

)
o= 1.96J is to be used with an 80%

1-=
2

(
of FEV is 0.5 L. A two-sided significance level of 0.05 Lz

power (Zl,g =0.842). In order to show a mean difference of 0.25 L between the groups, and assuming
2% 0.5 % (1.96 +0.842)

025 , that

samples of equal sizes, the total number of men should be at least n =

is, 63 men per group.

1.7 Other Parameters, Other Settings

Sample sizes can be estimated for various parameters and under various settings. As such, it is not pos-
sible to cover all possible situations into a single book chapter! We have reviewed formulae for the
estimation of sample sizes for commonly used parameters such as means, proportions and reference
limits. Other parameters such as time-to-event outcomes (Freedman 1982; Schoenfeld 1983; Dixon
and Simon 1988), correlation coefficients (Bonett 2002), concordance coefficients (Donner 1998), or
even multiple endpoints can be considered (Gong et al. 2000). Similarly, methods for calculating sam-
ple size assuming other designs have been investigated. Instead of detecting a specific difference, one
might be interested in showing equivalence or noninferiority (Fleming 2008); observations may be
clustered (Donner et al. 1981; Hsieh 1988), etc. Sample size estimation procedures have been devel-
oped for these settings and we refer the interested reader to specialized literature or general works on
sample size (Friedman et al. 1998; Machin et al. 1997; Altman et al. 2000; Piantadosi 2005).
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Finally, although they should be used with caution, several statistical software packages, such as
nQuery® (nQuery Advisor ® 6.0), or East® (Cytel), are available to compute sample size and power
for means, proportions, survival analysis, etc.

1.8 Application to Other Areas of Health and Disease

The methods presented in this chapter can be applied to many areas of research and study design,
including anthropometry, but also fundamental biology, epidemiology, clinical trials, social sciences,
demography, or economics.

Summary Points

» Before estimating a sample size, the nature and the distribution of the variable of interest must be
defined. The parameter of interest (mean, proportion, reference limit) can then be identified.

» Before estimating a sample size, the type of sample has to be identified: one single sample? Two
samples?

e Sample size estimation can be either precision-based or power-based.

*  When performing precision-based sample size estimation, the anticipated value of the parameter as
well as the level of significance and the precision (absolute or relative) must be defined a priori.

*  When performing power-based sample size estimation, the anticipated value of the parameter as
well as the level of significance and the power must be defined a priori.

Key Features of Sample Size Estimation

Table 1.3 Sample-size required for the estimation of a 100(1-c)% confidence interval for various parameters
(assuming an absolute margin of error ME)

Parameter of interest Sample size
2, p(1=p)
Proportion (assuming an anticipated value P) n= ZMT
2, (n=p)+p.(=py)
Difference between 2 proportions (assuming independent n (per group) = —=

2
samples with the same sample size and anticipated ME
proportions p, and p,)

2 2
b4

o
-

Mean (assuming sample variance s°) n=—2 >
ME
27 §°
Difference between 2 means (assuming independent n (per group) = 1%2
samples with the same sample size and common ME
sample variance s?)
2
22)
zZ, k4 + 3‘ )
2
Regression-based reference limit for the 100p% reference n= 2272
limit (assuming a uniform distribution for the covariate Z,fﬁ A

and a relative margin of error of A when compared to the
100(1-)% reference range)
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Table 1.4 Sample-size required for the comparison, via a test, of various parameters (assuming significance level ¢,
and power 1-3

Comparison of interest Sample size

2

(Zlﬂ\/po(l - po) +Zl,p\/p1(1 - PI)J

Single proportion 7, (with anticipated n=

value p ) to a theoretical value p, (P1 - Po)2
Two proportions (assuming independent samples n (per group) =

of equal size, with anticipated proportions ( \2

pyand p, and whete = (p, +p,)/2) Lzlﬂzﬁ(l =P +2 5 Po1=p)+ p(1=p) ]

2
(pl - pg)
A, )
s LZ‘% 2 J

Single proportion u, (with anticipated value m,) n=——-35—

to a theoretical value m, (assuming sample (m, - mo)

variance s%)
2

!
25" x Lzl_g + 117ﬁJ
Two means (assuming independent samples n (per group) = ———2—— "

2
of equal size with common sample (ml - mo)
variance s%)
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Chapter 2
Use of Percentiles and Z-Scores in Anthropometry

Youfa Wang and Hsin-Jen Chen

Abstract Percentiles and Z-scores are often used to assess anthropometric measures to help evaluate
children’s growth and nutritional status. In this chapter, we first compare the concepts and applications
of percentiles and Z-scores and their strengths and limitations. Compared to percentiles, Z-scores have
a number of advantages: first, they are calculated based on the distribution of the reference population
(mean and standard deviation), and thus reflect the reference distribution; second, as standardized
quantities, they are comparable across ages, sexes, and anthropometric measures; third, Z-scores can
be analyzed as a continuous variable in studies. In addition, they can quantify extreme growth status
at both ends of the distribution. However, Z-scores are not straightforward to explain to the public and
are hard to use in clinical settings. In recent years, there has been growing support to the use of per-
centiles in some growth and obesity references. We also discuss the issues related to cut point selec-
tions and outline the fitting/smoothing techniques for developing reference curves. Finally, several
important growth references and standards including the previous and new WHO growth reference/
standards and the US 2000 CDC Growth Charts, are presented and compared. They have been devel-
oped based on different principles and data sets and have provided different cut points for the same
anthropometric measures; they could, thus, provide different results. This chapter will guide readers
to understand and use percentiles and Z-scores based on recent growth references and standards.
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BMI Body mass index

CDC Centers for Disease Control and Prevention
IOTF International Obesity Task Force

HAZ Height- or length-for-age Z-score
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NCHS National Center for Health Statistics
NHANES National Health and Nutrition Examination Survey
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WHZ Weight-for-age Z-score

Y. Wang (D<)

Department of International Health, Johns Hopkins Bloomberg School of Public Health,
Center for Human Nutrition, 615 N Wolfe St. E2546, Baltimore, MD 21205, USA
e-mail: ywang @jhsph.edu

V.R. Preedy (ed.), Handbook of Anthropometry: Physical Measures 29
of Human Form in Health and Disease, DOI 10.1007/978-1-4419-1788-1_2,
© Springer Science+Business Media, LLC 2012



30 Y. Wang and H.-J. Chen

2.1 Introduction

Anthropometric assessment for children and adolescents involves the use of growth standards and/or
growth references for assessing their growth, nutritional status and well being (Wang et al. 2006;
WHO 1995). A growth standard reflects optimal growth, suggesting that all children have the poten-
tial to achieve that level, while a growth reference is simply the distribution used for comparison
(WHO MGRSG 2006a).

Percentiles and Z-scores in anthropometric measures have been widely used to help assess young
people’s nutritional status and growth, such as undernutrition (e.g., underweight, stunting and wast-
ing) and overnutrition (i.e., overweight and obesity), see Tables 2.1 and 2.2. Often, percentiles (such
as the 5th, 85th, 95th, 97th, 99th percentiles) and Z-scores (e.g., -2 and +2) are used to classify various
health conditions, and sex-age-specific anthropometric measures cut-points (based on Z-scores or
percentiles) are provided in tables and as smoothed curves on growth charts (see Figs. 2.1 and 2.2).

For the past four decades, the World Health Organization (WHO) has recommended the use of
growth reference (or “growth chart”), mainly based on Z-scores of anthropometric measures, to
assess children’s nutritional status and growth. These growth charts were developed based on data

Table 2.1 Comparison of percentiles and Z-scores in anthropometry

Percentiles Z-scores
1. Definition The percentage of observations The number of standard deviation (SD) away
(or population) falls below the value from the mean, when the distribution is
of a variable normal
2. Scale Rank scale Continuous scale (from — oo to o)
3. Strengths (a) Intuitively more understandable (a) Allowing comparisons across ages and sexes
(b) Indicating the expected prevalence (b) Able to quantify the extreme values

(c) Good for assessing the longitudinal changes
in growth status
4. Limitations  (a) Not comparable across different Difficult to perceive than percentiles, especially
anthropometries for the public
(b) Extreme values are lumped to the highest/
lowest percentile
(c) Not suitable for assessing longitudinal
growth status
5. Under normal distribution, a percentile must correspond to a fixed Z-score.

Following is a list of usually used percentile-Z-score conversion values.

0.2nd -3
2.3rd -2
2.5th -1.96
5th -1.64
15th -1.04
16th -1
50th (median) 0
84th +1
85th +1.04
95th +1.64
97.5th +1.96
97.7th +2
99.8th +3

This table lists the key definitions and scales of percentiles and Z-scores, and compares their strengths and limitations.
In practical setting, users would often face the task to convert Z-scores to percentiles or vice versa. Thus, this table also
shows the corresponding values between percentiles and Z-scores
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Table 2.2 The 1995 WHO growth reference: use of percentiles and Z-scores

Outcomes Anthropometric measures and cut points ~ Indication of growth/nutrition problems
Infants and children (<10 years)

Stunting HAZ < -2 Z score, or <3rd percentile Chronic malnutrition

Wasting/thinness WHZ < -2 Z score, or <3rd percentile Acute malnutrition, current malnutrition
Overweight WHZ > 2 Z score Overweight

Adolescents (> =10 years)

Stunting HAZ <-2, or <3rd percentile Chronic malnutrition

Thinness BMI-for-age < 5th percentile Underweight

At risk of overweight BMlI-for-age > =85th percentile Overweight

Obese BMI-for-age > =85th percentile and Obesity

triceps and subscapular
skinfold thickness-for-age > =90th
percentiles

This table summarizes the cut-points of percentiles and Z-scores to define problematic growth status in children and
adolescents when using anthropometric measures. These cut-points based on statistical distribution are often adopted
by other growth references/standards including the recent new WHO growth standards and references

HAZ: Height- or length-for-age Z-score; WHZ: Weight-for-age Z-score; BMI: Body mass index (WHO 1995)

=
E
B
=
=
=
-]

1 year
Age (completed months and years)

Fig.2.1 The 2006 WHO growth standards: BMI-for-age percentiles for boys under 2-year-old. The curves for the 3rd,
15th, 50th, 85th, and 97th percentiles of 0-2 year-old boys” BMI-for-age are presented in this growth chart (Preprinted
from WHO Growth Standards website, with permission)

collected in the United States (Wang et al. 2006). In 1995, WHO recommended the use of the
sex-age-specific percentiles of some anthropometric measures for adolescents (WHO 1995).
Historically, the WHO international growth references focused more on undernutrition problems,
including wasting, stunting and underweight, even as the need to address a growing obesity problem
in many countries has risen over the past two decades. The earlier versions of WHO growth
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Fig. 2.2 The 2006 WHO growth standards: BMI Z-scores growth chart for preschool girls (0-5 years). This growth
chart juxtaposes 0-2 year-old and 2-5 year-old girls’ BMI-for-age Z-score curves. This chart provides curves for
Z-scores of 0, =1, +2, and +£3. The disjunction at 2 years old addresses the issue of differential measurements between
recumbent length and standing height. The length-for-age curves are averagely 0.7 cm larger than height-for age
curves at 2-year-old (Reprinted from WHO Growth Standards website, with permission)

references were based on US data, whereas the new 2006 WHO Growth Standards for preschool age
children have been developed based on data collected from several countries (see below).

Pediatric growth charts have been widely used globally by researchers, pediatricians, nurses and
parents to assess the growth and nutritional status of children, but often users might not be aware of
their limitations (Wang et al. 2006). For example, growth charts were not designated as a sole diag-
nostic instrument. Instead, they contribute to forming an overall clinical impression of the child
being measured (CDC 2000). In addition, many users are not aware of the differences between
“growth standard” and “growth reference” as these two terms are often used interchangeably.

In this chapter, we first describe the concepts and application of percentiles and Z-scores in
anthropometry and compare their limitations and strengths. Next, we address two important issues:
the selection of anthropometric measure cut points and the statistical methods and techniques for
growth curve fitting and smoothing. Finally, we describe several international growth references
including the 2006 WHO Growth Standards, growth references based on the US population, and an
international reference for childhood obesity. In some of these references, anthropometric values
corresponding to certain Z-scores and percentiles are provided.

2.2 The Use of Z-Scores

The use of Z-scores is recommended for several reasons (Table 2.1). First, Z-scores are calculated
based on the distribution of the reference population (both the mean and the standard deviation [SD]);
thus, they reflect the reference distribution. Second, as standardized measures, Z-scores are comparable
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Fig. 2.3 Z-score and the corresponding cumulative probability and percentile (proportion). For normal distribution,
the Z-score of 0 divides the total area into two equal halves. Thus, the Z-score of 1 corresponds to the 84th percentile
(=0.5+0.34), i.e., 84% of the population are measured lower than z-score of 1. A Z-score is calculated as dividing the
difference between measured value (x) and the mean (u) by standard deviation (o)

across age, sex and measure (as a measure of “dimensionless quantity”). Third, a group of Z-scores can
be subject to summary statistics such as mean and SD and can be studied as a continuous variable. In
addition, Z-score values can quantify the growth status of children outside of the percentile ranges
(WHO 1995). However, the major limitation of Z-scores is that they are not straightforward to explain
to the public and may be of limited use in clinical settings. The WHO and US Centers for Disease
Control and Prevention (CDC) have ever developed a statistical software to help researchers to calcu-
late Z-scores based on the 1978 WHO/NCHS (National Center for Health Statistics) references.

In statistical terms, Z-scores are a special application of transformation rules. The Z-score for a
measure (e.g., height or BMI), indicates how far and in what direction (positive vs. negative) a mea-
sured value deviates from the population mean, expressed in units of the population SD. It is a
dimensionless quantity derived from dividing the difference between individual value (x) and the
population mean () by the population SD (o). The transformed Z-scores’ distribution will have a
mean of zero and a SD of one (i.e., mean = 0, SD = 1). This conversion process is called standard-
izing or normalizing.

Z-scores are sometimes called “standard scores”. The Z-score transformation is especially useful
when seeking to compare the relative standings of different measures (e.g., height vs. BMI, or the
measures of boys’ vs. girls’) from distributions with different means and/or different SDs. Z-scores
are especially informative when the distribution to which they refer is normal. In every normal dis-
tribution, the area under the curve between the mean and a given Z-score value corresponds to a fixed
proportion of the total area (Fig. 2.3). Based on this characteristic, statisticians have created tables
indicating the value of these proportions for various Z-scores.

2.3 The Use of Percentiles

A percentile is the value of a variable below which a certain percentage of observations (or popula-
tion) falls, i.e., the percentile refers to the position of an individual on a given reference distribution.
Percentiles are easier to understand and use in practice, both by health professionals and the public.
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In addition, a percentile dictates the expected percentage of a population should be above (or below)
it (see Table 2.1). Often age-sex-specific percentiles are recommended to assess children’s growth
and nutritional status based on anthropometric measures as well as other health conditions such as
blood pressure. During recent years, there is a growing consensus on using sex- and age-specific
BMI percentiles as cut-offs instead of weight-for-height Z-scores (WHZ) for assessing overweight
and obesity as well as thinness/underweight in children over 2 years old (Kuczmarski et al. 2002;
Wang et al. 2006; WHO 2006). The widely used percentiles include the 3rd, 5th, 50th (median),
85th, 95th, 97th, 99th.

In statistics, the term percentile and the related term percentile rank are often used in descriptive
statistics as well as in the reporting of scores from norm-referenced tests. Percentiles are often rep-
resented graphically, using a normal curve (Fig. 2.3). A normal curve is always represented with
some key features. The peak or the center of the bell-shaped curve stands the point of the mean of
the distribution. The mean (z = 0) halves the normal distribution into two equal and symmetric areas.
On both the right and left sides each, the graph can be shown as divided into three parts, according
to Z-scores of 1, 2, and 3 SD to the right and -1, -2, -3 SD to the left, respectively. At each point of
these SDs, the corresponding percentile (or cumulative probability) is fixed. In other words, as long
as the distribution is normal, every SD unit on the x-axis has a specific percentile which is always
paired with them. Therefore, on a normal curve, 34.13% of the data lies between 0 and -1 (or +1),
13.59% between -1 and -2 (or between +1 and +2), and 2.14% between -2 and -3 (or between +2 and
+3). The remaining 0.14% of the data lies below -3 (or above +3).

A limitation of using percentiles is that the same interval of percentile values corresponds to
different ranges in absolute values for different measurements. For instance, increments from 85th to
90th percentile correspond to different ranges in subscapular and in triceps skinfold thickness. Even
within the distribution of one measurement, same increments at different percentile levels could cor-
respond to different changes in both Z-scores and absolute measures. In addition, it does not allow
for quantifying the change in percentile values near the extremes of the reference distribution
(e.g., people in the uppermost st percentile can have very different absolute values). For these rea-
sons, we suggest that percentiles should not be used to assess change in status over time, while
change in Z-scores is a better measure. Z-scores are more useful in research while percentiles are
easier for use in clinical settings and by the public.

Z-scores and percentiles can be converted to each other, but the commonly used cut points of each
are not at exactly comparable levels. For example, Z-scores of 2 and -2 correspond to the 97.7th and
2.3rd percentiles, while the 85th and 5th percentiles correspond to Z-scores of 1.04 and -1.65,
respectively.

2.4 Selection of Anthropometric Measure Cut Points

In growth references and standards based on international data or those from individual countries,
Z-scores of +2 and -2, and/or certain percentiles (e.g., Sth, 85th, and 95th), have often been chosen
as cut points to classify problematic growth/nutritional status such as malnutrition or obesity. These
criteria are based on statistical distribution rather than on the risks of health outcomes (see Table
2.2). Ideally, the criteria should be established based on their associations with higher health risks,
and cut points should be chosen for the particular purpose. The classification of “higher risk” indi-
viduals and population groups should be based on the evidence of increased risk for morbidity,
mortality, or/and impaired function performance (WHO 1995).
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However, to assess the relationship between different indicators and health outcomes is often
more difficult in children than in adults. It is even harder to choose cut points for “higher risk”. In
children, two types of health outcomes need to be considered for studying the association with
anthropometric measurement/indicators: (a) the short- and intermediate-term health outcomes dur-
ing childhood and adolescence, and (b) long-term health outcomes in adulthood. Before well-
designed long-term longitudinal studies provided sufficient information for these purposes, the
International Obesity Task Force (IOTF) recommended sex-age-specific cut points for overweight
and obese children and adolescents. These cut points are distinct from other statistical criteria based
on growth reference/standards: they correspond to the overweight and obesity status in adulthood.
(Cole et al. 2000, see below) Even with these unprecedented features, more solid evidence regarding
the association between growth status and health outcomes are necessary.

In addition to connecting the deviations in anthropometric indicators and health/functional con-
sequences, Pelletier suggested two more considerations for selecting cut points to assess growth and
nutritional status: (1) Variation in age, maturation, gender, ethnicity, and other “technical” factors
that affect anthropometry “independently” or in conjunction with health or social causes or conse-
quences; and (2) The intended or potential applications of the anthropometric cut points, such as
clinical diagnosis, policy formulation, social utility as well as advocacy for particular problems and
solutions. (Pelletier 2006) He further argued that different indicators and cut points are needed for
different application purposes. However, this notion may not be agreed upon by various user com-
munities, including international expert groups, because universal cut points of simple indicators are
considered easier to use and better for international comparisons.

Nevertheless, given the increasing understanding of the complexity of assessing children’s growth
and the new reality of a growing global obesity epidemic, as well as that many developing countries
are facing a double burden of under- and over-nutrition problems, the international community and
the public might take a new position if appropriate single cut points for simple indicators cannot be
developed (Wang et al. 2006). For example, although the WHO has been recommending to use the
BMI cut points of 25 and 30 for adults to classify overweight and obesity since the mid 1990s (WHO
1995), later research suggested that different BMI cut points may be more appropriate for specific
populations and for different purposes, for example, lower BMI cut points of 23 and 25 for some
Asian Pacific populations (Inoue et al. 2000; WHO Expert Consultation 2004).

2.5 Statistical Methods/Techniques Used for Curve-Fitting or Smoothing

Growth references/standards are used to compare an individual’s measurements with that of the
population. To develop sex-age-specific growth curves of critical percentile or Z-score cut points is
important. Several different curve-fitting and smoothing techniques have been used in the develop-
ment of existing growth references. When the 1978 WHO/NCHS growth curves were developed, a
least-squares-cubic-spline technique was used (Hamill et al. 1979). The BMI and skinfold thickness
percentiles being recommended by the WHO for international use were developed based on data
collected in the US using the LOWESS method (LOcally WEighted regression Scatter-plot
Smoothing) (Must et al. 1991). Several recent growth and obesity references, such as the 2000 CDC
Growth Charts, the 2006 WHO Growth Standards, and the 2007 WHO Growth references (see
below) used the LMS (lambda, mu, and sigma) estimation procedure or its modified approach to
accommodate the distributions of different anthropometric measurements. The LMS method was
introduced in the 1980s (Cole et al. 1992). For example, the CDC Growth Charts were carried out in
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two stages: curve smoothing and transformation. The LMS method was modified for the transformation
stage (Kuczmarski et al. 2002). In general, methods which summarize the centiles as an underlying
distribution, such as the LMS method, “borrow strength” from neighboring ages and centiles and
thus make better use of the data than the separate percentile-fitting methods used in the 1978 WHO/
NCHS reference (Wang et al. 2006).

Based on the smoothed percentile curves over ages, the normalized distribution can be recon-
structed and the Z-scores can be estimated. Theoretically, under normal distribution, each percentile
should correspond to a Z-score (see below). Thus, the transformation procedure of the data is then
carried out. For example, to develop the US 2000 CDC Growth Charts, Box-Cox transformation
procedure and/or LMS (lambda, mu, and sigma) method were conducted for correcting the skewness
of distribution at each age month, and then converting the percentile into Z-score. Given the LMS
equation for specific indicator and the estimated parameters 4 (L, the power in the Box-Cox transfor-
mation for “correcting” the skewness), u (M, median), and o (S, a coefficient of variation) for each
age of month, child’s anthropometric measurements can be converted to Z-scores and percentiles
(see below).

These different methods may affect the final curves and cut points. For example, the BMI percen-
tiles developed by Must et al. and Hammer et al. based on the First National Health and Nutrition
Examination Survey (NHANES) data are not identical (Hammer et al. 1991; Must et al. 1991). Take
the 5th percentile for 18-year-old white adolescents as an example, Must et al.’s figure vs. Hammer
etal.’s was 17.5 vs. 18.3 for males and 16.9 vs. 17.2 for females, respectively. For the 95th percentile,
the figures were 29.9 vs. 29.7 for males and 29.2 vs. 31.0 for females, respectively. Hence, different
curve-fitting and smoothing techniques could lead to different results.

2.6 Practical Methods and Techniques: How to Use Growth
References/Standards

To use a growth reference or standard to help assess individual or groups of children’s growth and
nutritional status, one will need to compare the subject(s)’s measure against the cut points pro-
vided in such growth references or standards, provided either in tables or growth charts (called
growth curves). To use the growth charts, the users plot the observations on them. Since the growth
charts were designated applicable to different sexes and age ranges, users need to choose the
appropriate one.

Figure 2.4 is an example showing how to use the 2000 CDC Growth Charts to monitor a girl’s
growth in weight. This is a weight-for-age chart, and the girl’s body weight measurements at 11
months after birth were plotted on the chart. The chart shows reference curves for the 5th, 10th, 25th,
50th, 75th, 90th and 95th percentiles from birth to 36 months old. These curves can be used to evalu-
ate the position of a child’s anthropometric measurement relative to the reference population. The
girl’s weight-for-age was first generally between the 50th and 75th percentile curves after birth, but
faltered to below the 10th percentile after 15 months old. This indicated failure of growth and the
need of more careful examination and care such as better nutrition and/or appropriate treatment to
the underlying causes. Similarly, one can use the growth charts for different anthropometric indica-
tors provided by other growth references and standards.

Another way to use the recent growth references and standards, in particular, for research, is to
calculate exact percentile and Z-score values for the subjects’ measured values, compared to the
selected reference or standard. The WHO 2006 and 2007 growth standards and reference and the 2000
CDC Growth Charts utilized similar techniques of smoothing and transformation (the LMS method).
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Fig. 2.4 An example from CDC of how to use growth chart to monitor individual child’s growth (Adapted from http://
www.cdc.gov/growthcharts/case_mary.htm). This figure uses a case to show how to apply a growth chart to assess a
child’s growth trajectory and health status. It shows a girl who had experienced growth faltering after age of 6 months.
More details were provided in text (Reprinted from CDC website: http://www.cdc.gov/growthcharts/case_mary.htm)

They all provide the sex-age-specific LMS parameters that allow users to calculate the Z-score
corresponding to each individual child’s measured value. The formula for calculating Z-score is:

L
y _ y
) ()
Z:— - —_—
SL S

where y is the individual observation, while the LMS parameters for the individual’s age and sex need
to be applied. For example, to calculate the WHZ for a 60-month-old (or 5 year-old) boy with a body
weight of 15 kg based on the 2000 CDC Growth Reference, the reference table of weight-for-age

when L#0; z when L =0;
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children of 2-20 years of age should be used. The estimated LMS parameters for boys aged 60.0—
60.9 months old are listed on the reference table as -1.000453886 for L, 18.48592413 for M, and
0.129879257 for S. Thus, the boy’s WHZ is -1.79 according to the formula.

As for percentile, it can be calculated after the Z-score is obtained, because the distributions of
anthropometric measurements are close to normal under the Box-Cox transformation. In the above
case, where the WHZ is -1.79, the corresponding percentile is the 3.7th. Namely, within the normal
distribution with a mean of 0 and SD of 1, the cumulative probability below -1.79 SD from mean is
0.037. This can be calculated using a statistical software or by looking up the Z-table. This boy’s
body weight was below the lowest 5% compared to 60-month-old boys in the 2000 CDC reference.
If the CDC'’s weight-for-age chart for children aged 2—-20 was used, this boy’s body weight would be
plotted between the 3rd and 5th percentile curves.

Additional attention should be paid to including the 2006 WHO Growth Standard’s formulas to
adjust distorted extreme values and the 2000 CDC Growth Reference’s formula for special occasions
when L parameter equals to 0 (CDC 2000; WHO MGRSG 2006a). Furthermore, the formula for
Z-scores of different anthropometric indicators may vary in the 2006 WHO Growth Standards (WHO
MGRSG 2006a). Users should read the manuals carefully before applying these formulae.
Furthermore, even though the recent growth charts from the CDC and the WHO since 2000 are
developed using similar statistical techniques, the reference populations and data used to develop
them are quite different (see below).

2.7 The WHO Growth References and Standards

Since the 1970s the WHO has published several versions of growth references, recommended for
international use to help assess children’s growth and nutritional status. Thus far, there are three
widely known and used versions: the 1978 WHO/NCHS Growth References (for children up to age
10), the WHO Growth References (for children and adolescents up to age 19), and the 2006 WHO
Growth Standards (for preschool children, under 6 years of age).

Most of the earlier versions are based on growth references developed and used in the US. The
US CDC NCHS developed growth references based on national survey data collected in the 1960s
and 1970s. These NCHS Growth Charts included anthropometric measurements such as weight-for-
height, weight-for-age, height-for-age, and head circumference-for-age. They were developed based
on several national surveys (namely NHES II, NHES III, and NHANES I) and a local study for
infants (the Fels Longitudinal Study). More details about the history of the WHO growth references
are provided elsewhere (WHO 1995; Wang et al. 2006; WHO MGRSG 2006a).

2.7.1 The 1978 WHO/NCHS Growth References

In 1978, the WHO/CDC produced a normalized version of the US CDC/NCHS growth curves,
showing Z-scores instead of absolute anthropometric values. It was called the 1978 WHO/NCHS
Growth References, and has been widely used all over the world since then. However, it has a num-
ber of limitations (Wang et al. 2006). For example, one of its main limitations is about representa-
tiveness, because the growth reference for infants was developed based on data collected from the
Fels Longitudinal Study, which followed mainly formula-fed children in an area in Ohio State in
mid-west of the USA. Moreover, these children were followed with large time intervals, which
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Table 2.3 Key anthropometric measures and indicators provided in recent WHO and US CDC growth references/
standards

2000 CDC growth 2006 WHO growth 2007 WHO growth
reference standards reference
Applicable age range (years) 0-3 2-20 0-2 2-5 5-19
Length/height/stature-for-age v v \ v \
Weight-for-age \ v v - v
Weight-for-length v - A% - -
Weight-for-height/stature - v - v -
BMlI-for-age - v \ \ \
Head circumference-for-age v - \ - -
Arm circumference-for-age - - \'a \ -
Subscapular skinfold-for-age - - \'a v -

Triceps skinfold-for-age - - Ve v -
This table lays out the anthropometric measures included in the three sets of recent growth references/standards.
The first two are widely used by people in different countries

v indicates available measures
*From 3 months to 5 years (CDC 2000; de Onis et al. 2007; WHO 2006)

provided insufficient data to describe the rapid and changing rate of growth in early infancy
(Kuczmarski et al. 2002). Recent studies have shown that the growth pattern of breast-fed infants
differed from that of formula-fed infants (Victora et al. 1998; de Onis and Onyango 2003). To over-
come these limitations, new growth references and standards have been developed in the US in 2000
and by the WHO in 2006, respectively (see below).

2.7.2 The 1995 WHO Growth References

In 1995, a WHO Expert Committee reviewed existing growth references and research findings, and
then re-endorsed the use of the 1978 WHO/NCHS Growth Charts. In addition, for adolescents, the
committee recommended use of the sex- and age-specific BMI > the 85th percentile and both triceps
and subscapular skinfold thickness > the 90th percentile for classifying “at risk of overweight” and
“overweight” (WHO 1995). These percentiles were developed based on the US data. Previously the
WHO had not made specific recommendation for adolescents. The committee acknowledged the
weaknesses of the NCHS infant growth charts, and some potential problems when using these US
adolescent BMI percentiles in other populations. For example, their predictability to future health
risk and generalizability for children from developing countries was unknown. The committee rec-
ommended the use of these references on a provisional basis, until better reference data became
available (WHO 1995).

2.7.3 The 2006 WHO Growth Standards for Preschool Children

On April 27, 2006, the WHO released new growth standards for children from birth to the age of 60
months (5 years old, see Tables 2.3 and 2.4). In order to establish growth standards for different
races/ethnicities, the Multicentre Growth Reference Study (MGRS) recruited affluent, breast-fed,
and healthy infants/children whose mothers did not smoke during or after delivery from six cities in
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Brazil, Ghana, India, Norway, Oman, and the USA. This study included a longitudinal sample
followed from birth to 24-month-old and a cross-sectional sample recruiting 18- to 71-month-old
children. The MGRS data showed great similarities in growth across all study centers, with only
about 3% of the total variation in growth was contributed by race/country. Hence, the multicenter
data were pooled for a more powerful sample (WHO MGRSG 2006a). The data demonstrate that
preschool children in different regions of the world have the same growth potential to achieve similar
levels of heights and weights when their nutrition and health care needs are met. However, this con-
clusion was based on children from birth to 6 years (72 months) of age. Genetic influence on inter-
individual variation in the ultimate height in adulthood cannot be ruled out.

The WHO recommends these new standards in replace of the old versions for international use
among preschool children, although some countries still use their own growth references/stan-
dards. The 2006 WHO Growth Standards include anthropometric indicators such as length/height-
for-age, weight-for-age, weight-for-length/height, BMI-for-age, head circumference-for-age, arm
circumference-for-age, subscapular skinfold-for-age, and triceps skinfold-for-age. Recumbent
length-for-age was used for indicator of stature from birth to age of 24 months, while standing
height-for-age from 2 to 5 years old. Due to the differential measurements of body length and body
height, a 0.7 cm taller in length at 24-month-old was observed. Thus, to address this issue, weight-
for-length for 0-2 year-old children and weight-for-height for 2-5 year-old children were presented
on separate charts. Meanwhile, growth charts for all other indicators that involve length/height
show a disjunction between the curves for 0—24 months-old and those for 24—-60 month-old, like
the BMI-for-age chart in Fig. 2.2. The WHO provides growth charts and tables of percentiles and
Z-scores, separately for girls and boys. On the Z-score growth charts, the curves for 0, +2, and +3
SD from the age specific median of certain indicator were plotted. As for the percentile charts, five
curves for the 3rd, 15th, 50th, 85th, and 97th percentiles were shown for each indicator. In the
tables, the values of indicator at 0, +1, +2, and +3 SD, and for percentiles of 1Ist, 3rd, 5th, 15th,
25th, 50th, 75th, 85th, 97th and 99th were provided for each age of month.

The 2006 WHO Growth Standards differ from the existing growth charts in many ways. They sug-
gest “how children should grow”, which is developed using a prescriptive approach, not just a descrip-
tive one. They show that all children can attain similar levels of healthy height and weight as long as
they have adequate feeding and health care. A key characteristic of the new standards is that it pre-
sumed breastfeeding as a biological norm. Furthermore, the pooled sample from the six participating
countries creates better international standards, in contrast to the previous growth reference based on
children from a single country. The standards can serve as tools for detecting both under-nutrition and
obesity. The standards go beyond the previous references and include indicators like BMI and skin-
folds. These charts are particularly useful in monitoring childhood obesity, which is relevant to public
health in both developed and developing countries (WHO MGRSG 2006a; WHO 2006).

2.7.4 The 2007 WHO Growth Reference for School-Age
Children and Adolescent

Based on recommendations made in 2006 by a group of international experts including the lead
author, in particular, regarding the limitation of the previous growth references and the needs of better
ones for assessing both overweight and undernutrition (Wang et al. 2006), the WHO released another
set of growth reference for children and adolescents aged 5—19 years in 2007 (de Onis et al. 2007).
To our knowledge, this reference has not been widely used yet. The references were derived based on
the same US dataset as for the 1978 WHO/NCHS growth references but used different growth curve
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smoothing techniques. The references include three indicators: BMI-for-age, weight-for-age, and
height-for-age (Tables 2.3 and 2.4). For each indicator, charts and tables for percentiles and Z-scores
were provided. The percentiles charts draw the 3rd, 15th, 50th, 85th, and 97th percentile curves,
while the tables provided the values of anthropometric measures for more percentiles (1st, 3rd, Sth,
15th, 25th, 50th, 75th, 85th, 95th, 97th, and 99th). Regarding Z-scores of these three indicators, the
curves for 0, +1, +2, +3 Z-scores from median were shown on charts, and the values for these cut
points were provided in tables.

The WHO recommended the cut points for overweight and obesity based on the BMI-for-age
Z-scores. With the smoothing methods, it showed that the BMI-for-age Z-score = 1 at 19 year-old was
25.4 for boys and 25.0 for girls, which equals or is close to the WHO BMI cut point of 25 used in
adults. Thus, the reference curve of Z-score = 1 was recommended to classify “overweight”, while that
of Z-score > 2 for classifying “obesity” based on the same idea. BMI-for-age Z-score < -2 and < -3
were set as the cut-points for thinness and severe thinness, respectively (WHO MGRSG 2006b).

2.8 The 2000 International Obesity Task Force (IOTF) Reference
for Classification of Childhood Obesity

To define “overweight” and “obesity” among children aged 2—18 years, the IOTF endorsed a series
of sex-age-specific BMI cut points. Based on data from multinational surveys, the cut points were
developed from sex-specific BMI-age curves that pass through a BMI of 25 for overweight and 30
for obesity at age of 18 years old, respectively (Cole et al. 2000). Thus, these classifications of over-
weight and obesity in young people would be more biologically or pathologically meaningful com-
pared to those references just based on distribution (i.e. percentiles or Z-scores). Given the concern
for the differences among races/ethnicities, the reference was developed based on nationally repre-
sentative data from six countries/regions: Brazil, Great Britain, Hong Kong, the Netherlands,
Singapore, and the USA. The LMS methods with Box-Cox transformation was used to construct
percentile curves. At age of 18 years, the BMI Z-score corresponding to 25kg/m? ranged from 0.91
to 1.68 across the six countries/regions, while the pooled data of the WHO MGRS data showed that
this BMI for 19 year-old was about at the Z-score of 1 for boys and girls (Table 2.4). This IOTF refer-
ence used pooled data to calculate sex-age-specific BMI cut points for overweight and obesity.

The cut points were reported for children from 2 to 18 years old in every half year in age for clinical
use. For epidemiological studies, Cole et al. recommended that the mid-year cut points could be used
for the year group to obtain unbiased prevalence estimate (e.g., using the cut point at 7.5 years for the
age group 7.0-7.9). However, these BMI cut points for obesity may be less precise than those for
overweight because of the larger variations in the percentile curves for obesity among the 6 datasets.

The IOTF reference has been recommended for international use due to its unique strengths: First,
it is based on large data sets from six countries or regions and covers different races/ethnicities.
Second, the BMI cutoffs are linked to adult cutoffs for overweight and obesity, which are good
indicators of risks for adverse health outcomes. On the other hand, there are also concerns about this
reference (Wang 2004). There is great variation in the prevalence of overweight and obesity across
the six countries/regions that the IOTF reference population was based on Cole et al. (2000).

Moreover, recently the same procedure was applied using the same data for generating the cut
point curve for thinness in children and adolescents, using the WHO-recommended cut point for
adults of BMI < 17 for grade 2 thinness (Cole et al. 2007). They intentionally used the term “thinness”
rather than “underweight”. Because these cut-points were only based on BMI-for-age, they want to
make this distinct from wasting and stunting. The 2007 WHO Growth Reference also used the term
thinness rather than underweight for BMI-Z < 2.
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2.9 The US 2000 CDC Growth Charts

As mentioned above, the US CDC/NCHS has developed several versions of growth charts since the
1970s, and some of them had been recommended by the WHO for international use. In order to
address the limitations of the previous growth charts, the CDC/NCHS released new growth charts in
2000, which were developed based on data of infants and children from birth to 5 years old in the
Third National Health and Nutrition Examination Survey (NHANES III) to replace the Fels
Longitudinal Study, and on the other data from earlier national surveys.

The growth charts consist of a series of percentile curves of selected anthropometric measures,
including weight-for-age, length-for-age, weight-for-length, and head circumference-for-age from
birth to 36 months of age. For children above 2 years old, there are weight-for-age, stature-for-age,
BMI-for-age, and weight-for-stature charts for children taller than 77cm (Table 2.3) (CDC 2000;
Kuczmarski et al. 2002). The charts are presented separately for 0-2 year-old and for 2-20 year-old
children, thus, the issue of disjunction between length and height measurements at the age of 2 years
is not observable on the charts.

Growth curves for these anthropometric measurements were laid out as two sets of charts,
“Individual Growth Charts” and “Clinical Growth Charts.” Each chart is printed on one page, namely
“Individual Growth Charts.” As for “Clinical Growth Charts”, length/stature-for-age and weight-for-
age were graphed on a same page, and so were the head circumference-for-age and weight-for-length
charts displayed together. The growth charts and tables present the 3rd, 5th, 10th, 25th, 50th, 75th,
90th, 95th and 97th percentile curves. The 85th percentile curve is in addition provided, on the BMI-
for-age and weight-for-stature growth charts for 2-20 year-old children because this is a recom-
mended cut point for childhood overweight. Regarding the Z-score for the indicators, only tables
provide the detailed corresponding values indicator-for-age at 0, 0.5, £1, +1.5, and £2.

2.10 Comparisons of Using Different International
and Local Growth References/Standards

As many previous studies have used the earlier growth references and various recent and new growth
references/standards will continue to be used in the future, it is important to know how comparable
the results are if these references and standards are applied on the same study population. A number
of studies have attempted to address this issue. Following highlighted some of the related findings
(see Table 2.5 for a summary). Overall, they showed that the estimated unhealthy growth status can
vary when different growth reference/standards are applied.

One recent study showed that the Bangladeshi, Dominican Republic, and North American/
European children aged 0—12 months had higher prevalence of overweight and stunting but lower
prevalence of underweight, when the 2006 WHO Growth Standards was used compared to the 2000
CDC Growth Charts. In addition, according to the 2000 CDC Growth Charts, these children’s WHZ
decreased as age increased but were relatively stable based on the 2006 WHO Growth standards
(de Onis et al. 2006). The US children showed a higher prevalence in stunting but lower prevalence
in wasting when using the WHO 2006 Growth Standards versus the 2000 CDC Growth Charts, but
they used the percentiles as cut points (5th for undernutrition and 95th for overweight) (Mei et al.
2008). Schwarz et al., compared the prevalence of undernutrition among Gabonese children based
on three growth references/standards, namely the 1978 WHO/NCHS, the 2000 CDC and the 2006
WHO ones. They found that the prevalence of wasting and stunting was significantly higher when
applying the 2006 WHO Growth Standards among 3-month-old children, while for 15-month-old
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Table 2.5 Comparisons of prevalence (%) of growth/nutritional status problems assessed based on The 1978 WHO/

NCHS reference, The 2000 CDC Growth Charts and The 2006 WHO Growth Standards

Country/settings, data WHO/NCHS
collection year, sample (1978) CDC (2000) WHO (2006) References
Bangladesh, 1996-1997 N/A Stunting: 54.4% Stunting: 60.1% de Onis et al. (20006)

4,787 children aged 0-60
months
Gabon, 2002 (baseline)
289 children aged 3 months
289 children aged 15
months (at follow-up)

Madagascar, 2004
969 children aged 6-59
months

Stunting: 10-15%

Wasting: 0.7%

Stunting: ~30%
Wasting: ~15%
Stunting: 35.8%

Wasting: 3.2%

US, 1999-2004 (NHANES) N/A
3,920 children aged 0-59
months
Dominican Republic, 2004 N/A

Wasting: 56.5%

Stunting: 10-15%

Wasting: 1.0%

Stunting: ~15%
Wasting: ~20%
Stunting: 30.0%

Wasting: 12.2%

Stunting: 3.7%
Wasting: 5.0%
Overweight: 9.2%
Overweight: 6.4%

Wasting: 52.9%

Stunting: 23.5%

Wasting: 4.0%
Stunting: ~30%
Wasting: ~5%
N/A

Stunting: 7.0%
Wasting: 2.8%
Overweight: 12.9%
Overweight: 8.6%

Schwarz et al. (2008)

Roberfroid et al.
(2006)

Mei et al. (2008)

de Onis et al. (2006)

10,381 children aged 0-60
months

This table shows selected studies that compared the results based on different growth references/standards, and they
have revealed considerable differences. Except for the US study, stunting is defined as length/height-for-age z scores
< -2, wasting as weight-for-age z-scores (WHZ) < -2, and overweight as weight-for-length/height z-scores >2.
Findings in the US study were based on the 5th or 95th percentiles for weight-for-age, length-for-age, and weight-for-
height, respectively

children, the prevalence of stunting was lowest based on the 2000 CDC reference (Schwarz et al.
2008). Comparing the 1978 WHO/NCHS Growth References and the 2000 CDC Growth Charts,
Roberfroid et al. (2006) demonstrated that for children aged 659 months in Madagascar, the esti-
mated prevalence of stunting and underweight were different. The prevalence of stunting was higher
using the 1978 reference, while the prevalence of underweight was more salient when applying the
2000 CDC references.

These findings suggest that, when the CDC 2000 Growth Charts replaced the Fels Longitudinal
Study with the NHANES III data, the reference was representative of a heavier preschool subpopula-
tion. Thus, the prevalence of wasting became higher. It is important to consider the reference popula-
tion and methods used for developing the references/standards when choosing a growth reference/
standard for assessing problematic growth outcomes.

Table 2.6 summarizes the main references and classifications having been used to define over-
weight and obesity in children and adolescents. Table 2.7 shows that according to one of our recent
studies, the obesity prevalence estimated for Chinese children aged 6-18 years old in Beijing could
vary between 5.8% and 9.8%, but in relative term, by 69% (Shan et al. 2010). Prevalence of over-
weight in Dominican and the US children was lower when using the 2000 CDC Growth Charts than
using the 2006 WHO Growth Standards, regardless of the cut points (de Onis et al. 2006; Mei et al.
2008; Table 2.5). These findings indicate considerable differences in the prevalence of overweight/
obesity based on different references, and the need of more research in these areas to help understand
and guide appropriate applications of such references in different populations and for various
purposes (Wang 2004; Wang et al. 2006).
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Table 2.6 Different classifications/references for child and adolescent overweight and obesity
Data and reference
Standards/references ~ Overweight Obesity population References
2006 WHO Growth BMI-for-age or BMI-for-age or Multicenter Growth WHO Training
Standards for weight-for-length/ weight-for-length/ Reference Study Course (2006)

preschool children®
2007 WHO Growth

height Z-score > 2
BMlI-for-age Z-

height Z-score>3
BMlI-for-age Z-

Same data as the

de Onis et al. (2007)

Reference for score > 1 score > 2 CDC growth
school age children charts
2000 IOTF Reference >BMI-for-age cutoffs >BMlI-for-age cutoffs Data from the US,  Cole et al. (2000)

US 2000 CDC Growth

derived from
BMI-age curves
passed BMI of 25
atage 18

>BMI 85th percentile

derived from
BMlI-age curves
passed BMI of 30
at age 18

>BMI 95th percentile

Brazil, Britain,
Hong Kong, the
Netherlands, and
Singapore

US NHANES data

Kuczmarski et al.

Chart (1971-1994) (2002)
Europe-French BMI >BMI 90th percentiles >BMI 97th percentiles Data collected for ~ Poskitt (1995);
reference the French Rolland-Cachera
population etal. (1991)

This table compares the evolving definition for childhood problematic growth status in different growth references/
standards. See Table 2.1 for the corresponding values between percentiles and Z-scores, e.g., a Z-score of 2 corre-
sponds to the 97.7th percentile, and Z-score of 1, the 84th percentile

*The 2006 WHO Growth Standards for preschool children recommends using BMI-for-age or weight-for-length/
height Z scores of 1-2 to classify “at risk of overweight”

Table 2.7 Prevalence (%) of overweight and obesity among Chinese children and adolescents aged 2—18 years old in
Beijing based on four local and international BMI references (Shan et al. 2010)

Age group Overweight (not obese) Obesity

(years) I0TF WHO CDC WGOC* I0TF WHO CDC WGOC*
2-5 7.6 3.7 8.0 No ref. 3.5 2.3 6.8 No ref.
6-9 11.2 12.1 10.1 9.5 6.3 10.0 10.4 114
10-12 16.7 17.9 13.8 13.2 7.2 11.9 12.0 11.9
13-15 13.7 13.5 11.5 11.7 53 7.4 8.1 8.7
16-18 11.8 11.6 9.2 12.8 3.6 4.2 4.9 5.9
6-18 13.6 14.0 114 11.9 5.8 8.7 9.2 9.8

All, 2-18 13.1 13.2 11.1 No ref. 5.6 8.2 9.0 No ref.

Data source: Shan et al. (2010)

This table demonstrates the different results in prevalence of childhood obesity when different growth references/
standards were used. IOTF, the 2000 International Obesity Task Force reference; WHO, The 2006 and 2007 WHO
standards/references; CDC, the 2000 CDC Growth Charts; WGOC, the local reference developed by the Working
Group on Obesity in China, which corresponded to the BMI cut points of 24 and 28 at age 18, respectively. BMI cut
points of 24 and 28 are used in China to define overweight and obesity in adults, respectively

*WGOC’ BMI reference: BMI cut points were only provided for children at age of 7-18 years

In summary, key issues for consideration before one chooses and uses a growth reference/
standard include: (a) Whether it is a reference population or optimal growth pattern that one wants
to compare to? (b) Whether the plotting on the charts or calculating the exact percentiles/z-scores for
individual children is more feasible and/or useful? (c) Whether percentile or z-score can serve the
purpose of application? (d) What age-sex- and anthropometric indicator- specific references are
provided? These issues also suggest the directions for future research, including validating the
generalizability of existing reference/standards to different countries, and deciding the cut points for
unhealthy growth status which associated with future health risk.
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2.11 Applications to Other Areas of Health and Diseases

People can use the percentiles and Z-scores of anthropometric measures in various growth standards
or references to assess children’s growth and nutritional status problems including malnutrition (e.g.,
stunting, wasting, underweight) and overnutrition (e.g., overweight and obesity). In addition, percen-
tiles of other health measures such as blood pressure has been used to help classify elevated blood
pressure (or called “hypertension”) in young people (National High Blood Pressure Education
Program 1996). This means that blood pressure readings are ranked according to where they fall
against the percentage of the reference population of all children, while taking into account varia-
tions in gender, height, age, and other developmental parameters. For example, in the USA, the
updated blood pressure tables were developed based on the NHANES 1999-2000 data, and included
the 50th, 90th, 95th, and 99th percentiles (NHLBI 2004). The 50th percentile indicates the midpoint
of normal blood pressure range, and is additionally compared to earlier guidelines. “Prehypertension”
is defined as average systolic and/or diastolic blood pressure (SBP/DBP) > 90th and < 95th percen-
tiles (previously defined as “high normal”’). Hypertension is defined based on the 95th percentile, and
the 99th percentile allows more precise staging of hypertension.

Summary Points

e Percentile and Z-score of anthropometry are statistical tools to help assess child growth and
nutritional status, relative to a reference or standard population.

» Percentile and Z-score can be converted to each other when the distribution is normal.

» Percentile indicates the percentage of observations that fall below a certain value. It is easier to
use and for the public to understand, but may not be a good quantitative tool.

e Z-score is the distance and direction of an observation away from the population mean. Although
it is not very intuitively perceivable, this dimensionless quantity can be used for comparison across
indicators and populations. Individual children’s measurments can be transformed to Z-scores
based on growth reference, and Z-scores can be used as a continuous variable in research.

* Usually a growth reference is developed based on data collected from a representative sample of
a population and shows the growth pattern of the reference population, which may not be an opti-
mal growth pattern.

e A growth standard derived from a healthy and affluent child population can be regarded as an
optimal distribution of growth.

* Various statistical methods and techniques have been used for curve-fitting and smoothing to help
derive the related cut points for anthropometric measures in existing growth references and stan-
dards. These methods/techniques can affect the derived cut points.

e The 2006 WHO Growth Standards for preschool children differ from the other existing refer-
ences, and show “how children should grow.” It is developed based on a prescriptive approach for
evaluating children’s growth rather than a descriptive one.

e The 2006 WHO Growth Standards provide a tool for detecting both under nutrition and obesity,
and thus address the double burden of under- and over-nutrition problems. They are relevant to
both developed and developing countries.

e The US 2000 CDC Growth Charts have a number of improvements when compared to earlier
versions of CDC growth references, but may not be appropriate for use in other populations, in
particular, developing countries.



2 Use of Percentiles and Z-Scores in Anthropometry 47

e Prevalence of problematic growth or nutrition status patterns can be different when estimated
based on different growth references/standards.

e More research is needed to assess and guide the appropriate application of international growth
references and standards in different populations, in particular, in developing countries.
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Chapter 3
Use of Bioelectrical Impedance: General Principles
and Overview

Alexander Stahn, EImarie Terblanche, and Hanns-Christian Gunga

Abstract The present chapter clarifies some of the basic concepts of bioimpedance and discusses
its significance with regard to biophysical models and their limitations. The focus is on bioimped-
ance body composition models, which have become popular under the term Bioelectrical Impedance
Analysis (BIA) and Bioelectrical Impedance Spectroscopy (BIS). The intention is to provide the
novice reader who is unfamiliar with biophysics, electromagnetics, and circuit theory with a
comprehensive, easy-to-follow, and interdisciplinary introduction to the technical and biophysical
concepts underlying current BIA and BIS techniques. Such knowledge is considered important to
carefully perform and interpret bioimpedance results in clinical and research settings. The main
sections of the chapter build on each other in a logical order, but can also be used independently as
future reference by the experienced reader. In brief, the present chapter starts with an explanation
of the raw data obtained from bioimpedance measurements. This serves as a basis for reviewing the
passive electrical properties of human cells and tissue and for showing how these properties can be
represented by electrical equivalent circuits. This goes on to explain the frequency-dependent nature
of the electrical properties of biological tissue and clarify the differences between single-frequency,
multi-frequency BIA, and BIS. Subsequently, safety considerations and general measurement
principles such as electrode arrangements are also addressed in order to highlight how deep-tissue
measurements can be obtained non-invasively without the use of needle electrodes. This is followed
by a detailed outline of the fundamental biophysical model underlying most bioimpedance body
composition applications. The weak points of present biophysical models are identified by compar-
ing conventional whole-body BIA approaches to alternative techniques such as proximal electrode
configurations or segmental measurements. Examples are used to show how to improve segmental
measurements by performing multiple measurements along the limbs, thus “slicing” the limbs in
various cross-sections such as during MRI scanning. Finally, the chapter assesses the reliability of
bioimpedance measurements by discussing several endogenous and exogenous sources of error, and
concludes with a guideline for standardizing bioimpedance measurement procedures. This serves as
the basis for a discussion of selected applications in the following chapters on bioelectrical imped-
ance and is therefore intended to complement each other.
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Abbreviations

Latin letters

A Area [m?]

BIA Bioelectrical Impedance Analysis
BIS Bioelectrical Impedance Spectroscopy
Capacitance [F]

Membrane capacitance [F]
Frequency [Hz]

Characteristic frequency [Hz]
Length [m]

Liter

Resistance [Q2]

Resistance at zero frequency [Q]
Resistance at infinite frequency [2]
Extracellular resistance [Q2]
Intracellular resistance [Q]

General volume [L]

Reactance [Q2]

Capacitive reactance [QQ]

General impedance (magnitude) [€2]

aQ

g <o

@

IR R ST

N > <

Greek letters

Resistivity [Q-m]

Permittivity [F-m™]
Conductivity in general [S-m™]
Time constant [s]

Phase angle [°]

Angular frequency (2nf) [Hz]
Ohm

OISR ST BEC IUIRS

3.1 Introduction

Presently, the term bioimpedance measurements refer to all methods based on the characterization of
the passive electrical properties of biological tissue. Some biological tissues show active electrical
properties, as they are capable of generating electrical potentials, the passive electrical properties of
biological tissues relate to their response to the injection of external electrical energy. Different mea-
surement techniques and various bioelectrical properties form a collection of methods that are now
employed for multiple applications. Generally, these methods can be classified according to the fol-
lowing four groups: transimpedance, transmission line, microwave, inductive, and finally a combina-
tion of the preceding. Furthermore, all methods can be based on either single- or multiple-channel
measurements. The latter have also been associated with the term tomography as they focus on char-
acterizing the spatial distribution of the passive electrical properties. Presently, single-channel tran-
simpedance methods are most widespread due to their extensive research history and ease of
application, and have become popular under the term bioelectrical impedance analysis (BIA). They
reconstruct the passive electrical properties of biological tissue by injecting alternating currents into
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an object via electrodes and measuring the potential differences between select points of interest.
Because of the different passive electric properties of biological tissue and their frequency-dependent
response to an alternating current, impedance magnitude and phase can provide diagnostic informa-
tion about physiological properties and events of the body or body segment under consideration.
While the basic idea of this approach can be generally adopted for cellular measurements (i.e. Coulter
counter principle), volume changes (transthoraic impedance cardiography for stroke volume mea-
surements), tissue classification and tissue monitoring (i.e. ischemia detection), most research and
developments have focused on body composition applications. The significant impact of this technol-
ogy can be traced to its main advantages:

¢ It is non-invasive.

e Itis relatively inexpensive.

* It can be easily operated.

e It enables continuous (online) monitoring.
e Itis rapid.

» Itis portable.

These benefits are important characteristics in designing new medical instrumentation and are
still a major reason for the permanent refinement of existing techniques and the investigation of new
applications. A survey of publications on BIA, retrieved using Boolean methods through the internet
database ‘PubMed’ revealed that the number of papers per annum between 1990 and 2000 increased
seven-fold, and continues to rise gradually at a growth rate of nearly 22% (Fig. 3.1).

The need for further research on BIA has also been confirmed by various expert panels stating
that a vast number of questions about BIA still remain unanswered today and the full range of appli-
cations of the technique has yet to be investigated.

3.2 Impedance, Phase Angle, Resistance, and Reactance

In spite of the growing accessibility and use of BIA, there are still a lot of misconceptions concerning
the appropriate analysis of BIA results. The basic concept of in-vivo bioimpedance monitoring is the
injection of an alternating current between two specific points of the human body (usually the wrist
and ipsilateral ankle for body composition assessments) and the measurement of the resulting voltage
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Table 3.1 Key concepts of bioelectrical impedance

Concept Definition Equation Unit
Impedance (2) Electrical impedance is a measure of the total opposition of a Z=R+jX [Q]

conductor against an alternating current. This opposition is directly
proportional to voltage across the two points and inversely
proportional to the current between them. Given that the human
body can be electrically modeled as an array of resistors and
capacitors, the electrical impedance of the human body comprises
both a real part (resistance R) and an imaginary part (reactance X).
Since in an alternating-current circuit voltage and current change as
a function of frequency, impedance comprises both information
about both the direction (phase) as well as the magnitude of
impedance. Consequently, it is expressed as a complex number
which can be graphically depicted as a vector.

Magnitude of The magnitude of impedance is a scalar quantity as it only refers to the
impedance (Z) distance of the impedance vector. It can be calculated as the vector
sum of resistance and reactance.
Phase (@) Phase reflects the delay between voltage and current. Hence, it

indicates to the direction of complex impedance. Graphically, it is
represented as the angle between impedance and the x-axis.

Resistance (R) Resistance refers to the real part of complex impedance. It is the
opposition offered by a resistor to the flow of electrons due to
friction. It is limited by the area and length of the conductor as well
as its specific resistivity, the temperature-dependent intrinsic
property of material to conduct a current.

Reactance (X)) Reactance refers to the imaginary part of complex impedance. It is the
opposition generated by the storage and release of charges by a
capacitor in an alternating current-circuit. Given that reactance is
inversely proportional to frequency it decreases with increasing

frequency.
Extracellular At very low frequencies or rather zero frequency obtained from
resistance (R) extrapolation by bioimpedance spectroscopy, an alternating current

will be able to penetrate the cell membrane. Accordingly, a
measurement of resistance is only a reflection of the extracellular
space and therefore termed extracellular resistance.
Intracellular Intracellular resistance refers to the resistance of the intracellular space
resistance (R)) only. It cannot be measured, but computed from extracellular and
infinite resistance using Kichhoff’s laws.
Infinite resistance At very high frequencies or rather infinite frequency, cell membranes
(R) are continuously charged and recharged, so that virtually a current
is also “conducted” in the intracellular space. Accordingly,
resistance is a reflection of the extracellular and intracellular
resistance. Infinite resistance can be extrapolated by bioimpedance
spectroscopy and is related to intra- and extracellular resistance by
Kichhoft’s laws.

l
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The table above summarizes important key concepts underlying bioimpedance measurements, starting with the most
important key point, impedance. Phase-sensitive analyzers additionally allow the differentiation between reactance
and resistance. Extracellular resistance and intracellular resistance require performance of a bioimpedance spectros-
copy, where measurements are performed between a range of frequencies (15-500) between 5 kHz and 1 MHz

drop between these points. The data obtained from this measurement are impedance, phase angle,
resistance, and reactance. To effectively interpret BIA results, a basic physical understanding of these
concepts and their implications for physiologic processes is mandatory. To provide a simple and clear
introduction to these concepts, they are first addressed in a general context from a physical perspec-
tive. In the following subsection they will then be linked to biological cells and tissues. The key con-

cepts underlying these two subsections are summarized in Table 3.1.
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3.2.1 Ohm’s Law

Electrical impedance is a measure of the total opposition of a conductor against an alternating
current. It is defined by Ohm’s law, stating that the opposition of a conductor against an alternating
current is directly proportional to voltage across the two points and inversely proportional to the cur-
rent between them. Hence, if a known current is applied to a subject and voltage is measured, the
underlying impedance can be calculated. Since in an alternating-current circuit voltage and current
change as a function of frequency, impedance comprises information about both the direction (phase)
as well as the magnitude of impedance. Whereas for direct currents resistance is simply defined as
the ratio of voltage to current, the mathematical expression for impedance takes into account the
dependence of voltage and current on frequency. This is summarized in the following equation:

_v@) _ Vo sin(wr+ o)
Ci(t) 1 sin(or+9.)

max

3.1

where Z is impedance, v(t), i(#), V, _, and I _ denote instantaneous voltage, instantaneous current,
maximum voltage, and maximum current, respectively. ¢ is the time since the waveform started, o is
angular frequency, and @ and ¢, are the phase angle of voltage and current, respectively.

While pure resistors offer resistance to a flow of current due to friction against the motion of
electrons, electrical circuits can also comprise reactance, which can be understood as inertia against
the motion of electrons. Taken together, resistance and reactance determine the direction and magni-
tude of impedance.

3.2.2 Resistance

Resistance is referred to as the real part of impedance and expressed in Ohm. Assuming uniform
current density, resistance (R) can be defined by the physical geometry and resistivity of the conductor.
Specific resistivity is commonly denoted by p (€2'm).-Itis a measure of the material’s ability to transmit
electrical current that is independent of the geometrical constraints. The geometrical constraints are
given by the cross-sectional area A (m?) of the conductor and its length / (m) as indicated in

l
R= P [Q]. (3.2)

3.2.3 Reactance

The imaginary part of impedance is termed reactance and also measured in Ohm. Reactance can be
traced to capacitive and inductive sources. The latter, however, do presently not play a significant
role in most bioimpedance models, and will therefore not be considered in the following (Ward et al.
1999; Gluskin 2003; Riu 2004).

Capacitors are able to store and release charges, but do not permit a direct, physical flow of charges.
However, by changing the polarization, they can virtually “conduct” current in proportion to the rate
of voltage change. Hence, they will pass more current for faster-changing voltages (as they charge and
discharge to the same voltage peaks in less time), and less current for slower-changing voltages. This
frequency-dependent opposition is termed capacitive reactance (X ) and defined as

X =— a1 (33)
2 fC
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where f'is frequency (Hz), and C is capacitance (F). Capacitance depends on the dimensions of the

capacitor as well as the composition between the capacitor plates. For simple structures (i.e. parallel-

plate capacitors), capacitance can be defined as
A

C=¢,e —[F] 34

where A (m?) is the cross-sectional area of the plates, d (m) is the distance between the plates, € s
permittivity of free space (8.854 e—12 F-m), and & is the relative permittivity of the permittivity of
the material between the plates, i.e. the dielectric (dimensionless). The latter indicates the ease with
which localized electrical charge can be polarized by the application of an electrical field, thus
affecting C.

3.2.4 Impedance and Phase

Electrical impedance comprises both the opposition to current related to resistance and reactance.
In Cartesian form, electrical impedance can be defined as

Z =R+ X [Ql. (3.5)

where Z denotes impedance, j is an imaginary unit («/—_1 ) and is used instead of i to avoid confusion
with the current symbol. Since, in alternating-current circuits, voltage and current change as a func-
tion of frequency, impedance is also dynamic because it changes in direction and amplitude.
Consequently, impedance cannot be represented by a scalar quantity, which only reflects a single
dimension. To represent both direction (i.e. phase shift) and amplitude (i.e. distance or magnitude)
complex numbers are used to denote impedance. For these reasons complex impedance is sometimes
written in bold to distinguish it from the magnitude of impedance. For simplification, Z is used to
denote complex impedance as well as general impedance (magnitude) throughout in this text.
Graphically, complex impedance can be depicted as a vector. It has a definite direction and a definite
length. Thus, it comprises the information of both dimensions. The relationships between Z, R and
X, can also be graphically depicted in a complex plane. Figure 3.2 shows an example of such as plane
for a resistor-capacitor (RC) circuit.

Due to the representation of R and X_ as vectors, the magnitude of Z can be calculated as the vector
sum of its individual components. The geometrical relationship between R and X_is also characterized
by the phase angle (¢), which varies between O degree and —90 degrees. ¢ represents the delay
between voltage and current, and is caused by the ability of the capacitor to store and release charges.
For an ideal capacitor, ¢ is —90 degrees and Z is purely reactive. In contrast, if an alternating-current
circuit is purely resistive, i.e. it consists of resistors only, the phase shift between the voltage and
current is zero, and hence, Z is equal to R. As a result,

v V,sin(wi+o) 'V,

Vv
- - max 40: max [Q] (36)
i(t) I,sin(wt+o,) I I

max max

The frequency-dependent response of X is also reflected in ¢. An example for a simple resistor-
capacitor (RC) circuit in series is given in Fig. 3.3.

The behavior of the transfer functions can be explained straightforwardly. In a direct current circuit,
once the applied voltage reaches a maximum, no more charges can accumulate on the plates of the
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Fig. 3.2 Complex impedance plane of an RC circuit. Complex impedance can be graphically visualized as a vector.
The vector indicates both magnitude (or distance) and direction (or phase) of impedance. The magnitude can be com-
puted as the sum of the vectors of resistance (R) and reactance (X). The phase angle is expressed in degrees and can be
calculated as the inverse tangent of X and R. Presently, except for a few exceptions X is expected to be purely attributed
is to capacitive sources in human body composition models. Reactance is therefore also commonly denoted by the
subscript c for capacitance (X))
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Fig. 3.3 Schematic presentation of serial RC circuit and its corresponding Bode plot. (a) Serial RC circuit (b) Bode
plot for a serial RC circuit with C =1 pF and R = 100 €2, depicting magnitude and phase as a function of frequency.
Abscissa and ordinate are both expressed in logarithm to base 10 for magnitude. Bode plot Magnitude Z (solid line),
phase ¢ (dashed line)

capacitor. Hence, no further current will pass through the circuit. For these reasons, it is commonly said
that capacitors block direct current. Similarly, in an alternating-current circuit, at very low frequencies,
capacitors nearly block the current, as the periodic accumulation of charges on the plates of the capaci-
tor occurs at a low rate. Hence, as frequency decreases and converges towards 0, the opposition of the
capacitor to the flow of current increases. In contrast, at high frequencies, the capacitor is continuously
charged and discharged with regard to frequency, creating a continuous flow of electrons. Thus, it is
said that alternating current “passes” capacitors as a function of frequency. Finally, for frequencies
converging towards infinity, the capacitor is short-circuited and the opposition of the capacitor dimin-
ishes. Consequently, as indicated in Fig. 3.3b the magnitude of impedance is equal to 100 Q and the
phase converges to zero.
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3.3 Cells and Tissue and Their Electrical Equivalent Circuits

3.3.1 The Passive Electrical Properties of Biological tissue and Cells

Biological tissue can be defined as a group of similar cells and associated intercellular matter acting
together to perform specific functions in an organism. Each cell is surrounded by a semipermeable
phospholipid bilayer, called the cell membrane, which physically separates the intracellular compo-
nents from the extracellular environment. It consists of two layers of phospholipid molecules, each
having a hydrophobic tail pointing toward the inside of the membrane and a hydrophilic head form-
ing the inner and outer surfaces of the membrane (Fig. 3.4).

Since the lipid bilayer is immiscible with the extra- and intracellular fluid, it has a static separa-
tion effect for water-soluble substances such as ions. Due to its thickness of ~5—-10 nm (Pocock et al.
1999), the cell membrane can therefore electrically be modeled as a capacitor.

On the other hand, both intra- and extracellular liquids contain ions that are free to migrate, and
can therefore be considered as electrolytes. By far the most important ions for extracellular conduc-
tance are sodium (Na*) and chloride (CI"). In the cytoplasm potassium (K*), negatively charged
proteins, hydrogen phosphate (HPOi"), sulfate (SOﬁ': and organic acids constitute the dominant

charge carriers. The contribution of bicarbonate (HCO; ) is marginal compared to overall conductiv-

ity. Indirect effects of (HCO; ) on the conductivity of body fluids are, however, possible by influenc-
ing the ionic exchange across the cell membrane. For small changes in ion concentrations, a linear
relationship with the changes in conductivity can be assumed (Scharfetter et al. 1997a).

In summary, due to the composition of the cell membrane and extra- and intracellular fluids, bio-
logical tissue would be expected to exhibit both reactive and resistive properties, when an alternating
current is applied. If tissue impedance is measured over a broad frequency range between a few kHz
and several GHz, such a frequency-dependent response can be observed. In addition, the passive
electrical properties of biological tissue are not only highly frequency-dependent, but also vary sig-
nificantly with the type of tissue. This is summarized for selected tissues at 5, 50 and 500 kHz in
Fig. 3.5. It should be noted that conductivity is the inverse of resistivity.

© e ©@ Extracellular space @
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Fig. 3.4 Two-dimensional structure of the cell membrane. The basic structure of the cell membrane consists of two
layers of phospholipid molecules. As a result, the cell membrane has a static separation effect for water-soluble sub-
stances such as ions. Exchange of ions is therefore facilitated via specialized proteins channels. The proteins embed-
ded in the lipid bilayer may be peripheral (situated on either side of the membrane) or extend from one end to the other
(transmembrane or integral proteins)
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Fig. 3.5 Conductivity and permittivity at low and high frequencies for selected tissue samples. (a) Conductivity
(inverse of resistivity) and (b) permittivity of selected tissue samples at 5, 50, and 500 kHz. Conductivity increases as
a function of frequency. This effect is most pronounced for highly anisotropic tissue such as muscle fibers. In addition,
the frequency-dependence for muscle tissue is also clearly observable for permittivity. As frequency increases, permit-
tivity decreases. Data based on Gabriel et al. (1996). Muscle long., skeletal muscle tissue measured in longitudinal
direction; Muscle trans., skeletal muscle tissue measured in transverse direction; Bone canc., cancellous bone; Bone
cort., cortical bone tissue

As frequency increases, permittivity decreases while conductivity increases. The individual quan-
tities, however, vary significantly. Due to their high content of electrolytes, blood and muscle have
very high conductivity compared to fat and bone. Furthermore, it is clearly shown that some tissues
exhibit strong anisotropic effects. For instance, the conductivity for muscle in longitudinal direction
at 5 and 50 kHz is ~1.5 times higher than conductivity for muscle in the transverse direction. This
discrepancy can be explained by the alignment of muscle fibers and muscle cell membranes which
exhibit high capacitive effects and therefore increase reactance when arranged perpendicular to the
applied current. This is in accordance with the observation that at high frequencies (500 kHz) the
difference in conductivity diminishes.
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Fig. 3.6 Equivalent electrical circuit analogous to the Fricke and Morse model and its corresponding Bode plot.
(a) Schematic presentation of equivalent electrical circuit analogous to the Fricke and Morse model. The extracellular
compartment is represented by a resistor, and the intracellular compartment is represented by a resistor and capacitor in
series. (b) Bode plot for a resistor (R, = 100 Q) in parallel with a series combination of a resistor (R, = 100 Q) and a
capacitor (C_ =1 puF). It should be noted that the electrical system depicted could also be represented by two resistors in
series with a capacitor in parallel because it is possible to obtain the same immittance (impedance or admittance) values
for both arrangements. In fact, the electrical properties of a system as a whole unit can be described by ‘lumping’ all its
capacitive and resistive properties into a single equivalent capacitance and resistance component, respectively. The
arrangement of these components in parallel or series depends on the investigator’s choice. Though the parallel version
is best characterized by admittance, the use of impedance is frequently employed in the present work for consistency and
simplicity, in spite of the parallel electrical circuit depicted here. The impact of circuit choice is, however, important with
regard to the imaginary and real part since their parallel and series equivalents are not identical. The quantities measured
by bioimpedance analyzers yield components corresponding to their series equivalent (Neves and Souza 2000). R,
extracellular resistance, R, intracellular resistance; Cm, membrane capacitance; Z, impedance; ¢, phase

3.3.2 Electrical Equivalent Circuits of Biological Tissue

3.3.2.1 Fricke and Morse Model

In 1925, Fricke proposed a theoretical model for the passive electrical properties of living tissues.
Fricke and Morse (1925) found that their measurements on suspensions of red blood cells could be
explained by a circuit consisting of a resistor in parallel with the series combination of a resistor and
capacitor (Fig. 3.6a).

Due to the phospholipid bilayer, Fricke and Morse assumed that the cell membrane could be mod-
eled by a capacitor (C ). Furthermore, they represented the intracellular and extracellular electrolytic
medium each with a pure resistor (R, and R_ respectively). This means that when a potential differ-
ence is applied across a cell suspension, C _is charged by ions moving under the influence of the
electric field. Consequently, at low frequencies, the membranes have high X_ so the cells behave as
non-conductors in a conducting medium. Thus, most of the current is considered to flow around
the cells, resulting in a relatively high Z and equal to R (Fig. 3.7). At high frequencies, however,
X, is low and an increasing amount of current can penetrate the membranes and flow through the
relatively highly conducting cytoplasm of the cells. Thus, the current is able to flow through both
extra- and intracellular spaces and Z is limited by the combined resistance of R, and R in parallel.

An example of the resulting Bode plots for such an equivalent circuit is given in Fig. 3.6b with
R =100 Q, R =100 Q, and C_=1 puF. As stated above, at very low frequencies or direct current
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Fig. 3.7 Current flow at low
and high frequencies. At low
frequencies or direct current
(dashed line) capacitance
obstructs the current from
penetrating the cells. At high
frequencies (solid line),
capacitance is short-circuited
and the current can flow
through both extra- and
intracellular compartments

sources the current is blocked by the capacitive properties of the cell membrane and is only able to
flow through R . Thus, for frequency converging towards zero, the phase is zero degree and Z is
purely resistive. Hence, at zero frequency Z is equal to R and termed R,. Accordingly, for the equiva-
lent electrical circuit in Fig. 3.6a, it can be stated that

R, =R, [Q]. 3.7

In the above example R, is therefore equal to 1 kQ. With increasing frequency, the cell membrane
is gradually short-circuited until finally Z equals R and R, in parallel. Thus, Z at infinite frequency is
also purely resistive and termed R_. It can be calculated as

1 1 1

R—ZE'FE[Q]. (38)

=3

3.3.2.2 Bode Plot Versus Cole Plot

The same information revealed by Bode plots can be displayed by plotting X_ vs. R on a complex
plane. Such a plot’s impedance, at least for the equivalent circuit in Fig. 3.6a, is given by

R,-R

Z=R_ +—>—=[Q] (3.9)

1+ (jor)
where 7 is the relaxation time of the system. It is a constant, which takes into account that polariza-
tion, the field-induced disturbance of the charge distribution in a region, does not occur instanta-
neously. Instead, there is a momentary delay in polarization after the application of an electric field.
If the frequency is low enough that all charges are given the required time to change their position,
polarization is maximal. In contrast, at a higher frequency there will be less time for the charges to
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Fig. 3.8 Complex impedance plot for R-RC circuit indicated in Fig. 3.6. Reactance (X ) is plotted vs. resistance (R)
as a function of frequency. R indicates resistance at 0 frequency and is expected to represent the extracellular space
only. R is a measure of the total resistance offered by the extracellular and intracellular space. At very low frequen-
cies, the impedance of cell membranes is high and thus blocks the conduction through the intracellular space. Hence,
the measured impedance is purely resistive (R ). As frequency increases, the current penetrates the cell membranes and
X, also increases. Once frequency has reached a certain threshold, i.e. the characteristic frequency (f)), where X _is at
a maximum, X_decreases when frequency is further increased as cell membranes “lose” their capacitive characteris-
tics. As a result, at high frequencies Z is again purely resistive (R ). Furthermore, because the conducting volume
increases with higher frequencies (an increasing amount of intracellular fluid is conducting the current) Z decreases.
The impedance locus corresponds to data of the R-RC circuit indicated in Fig. 3.6 (R, = 100 Q; R, = 100 Q and C_ =
1 pF). Z, impedance; R, resistance at zero frequency; R , resistance at infinite frequency; f,, characteristic frequency

orient themselves. Hence, as frequency increases polarization and permittivity will decrease. The
time period till the system relaxes toward a new equilibrium is characterized by the time constant 7.
Generally, it is defined as:

T=RC [s]. (3.10)
and for the circuit in Fig. 3.6a it is given by:
7=(R +R,)C, [s]. (3.11)
To plot X_ vs. R, they need to be rationalized as follows:

R,-R
R=R_+—>—=(Ql (3.12)

I+t

ot(R,—R
x = TR -R) 0 ;)[m. (3.13)

I+t

Plotting X_ vs. R yields a locus corresponding to a semi-circle with a center on the real axis at
(R, + R )/2, and with a radius of (R, — R )/2, a high-frequency intercept at R and a low-frequency
intercept at R, (Fig. 3.8). ¢ can be expressed mathematically as the inverse tangent of the quotient
of X and R.

For convenience, it has been commonly adopted that the diagram is plotted in the first quadrant of
the complex plane. Complex impedance plots have been referred to by a variety of names, such as
‘Argand diagram’, “Wessel diagram’, ‘Nyquist plot” or ‘Cole plot’. Though there is some criticism
about the appropriateness (McAdams and Jossinet 1995), the terms ‘Nyquist plot” and ‘Cole plot’ are
now frequently used to refer to complex impedance plots in the field of bioimpedance research. The
circle of the impedance plot indicates Z for frequencies between zero and infinity. As frequency
increases, the tip of the impedance vector moves anti-clockwise around the locus and indicates the
decrease of Z. Furthermore, at any given frequency, phase can be expressed by the angle between the



3 Use of Bioelectrical Impedance: General Principles and Overview 61

-40

-30 4

-20 4

-10 4

Reactance X, (€2)

Resistance R (QQ)

Fig.3.9 Complex impedance plot of real whole-body measurement of a human subject (white circles) and its and its
equivalent R-RC circuit (continuous line). X_is plotted versus R for a range of frequencies between 4 and 1,024 kHz
of a sample of an adult, healthy man (white circles). The dotted line shows the corresponding curve fit and extrapola-
tionof RjandR . R =652 Q, R =1,164Q, R ;=418 Q), and C,_ =2.67 nF. The solid line indicates the impedance locus,
which would have been expected according to the Fricke model with its center at 535 Q (=(R + R )/2 = (652 + 418)/2
=535) and a radius of 117 Q (= (R, — R )/2 = (652 — 418)/2 = 117). In comparison to the locus expected from the
equivalent circuit corresponding to the Fricke and Morse model, the center of the locus obtained for experimental data
is suppressed below the x-axis. The angle to the suppressed center is given by @. Z, impedance; R, resistance at zero
frequency (= extracellular resistance R ); R , resistance at infinite frequency (= sum of extracellular and intracellular
resistance, i.e. I/R_= 1/R_+ 1/R); f., characteristic frequency

impedance vector and the real axis, and R and X_are obtained by the coordinates of the locus. Finally,
f. is termed the characteristic frequency (f, = 1/(277)) and indicates the frequency at the peak of the
locus, where X is at a maximum. Thus, the same information given by two Bode plots can be visual-
ized in a single graph. The biggest advantage of complex impedance plots in bioimpedance research
and applications is to mathematically derive R and R . They are two quantities providing important
diagnostic information, but they cannot be measured directly because of practical constraints and the
occurrence of multiple dispersions. For these reasons, a number of bioimpedance applications employ
fitting algorithms to measured data between a few kHz and 1 MHz and extrapolate R, and R .

3.3.2.3 Drawbacks of the Fricke and Morse Model

Though the Fricke-Morse model had been shown to be useful for describing the electrical properties of
suspensions of red blood cells and some homogeneous tissues, it was also apparent from the first stud-
ies that the model was not accurately representing the complex behavior of other living tissues (Cole
1972). When experimental data for living tissue is plotted in a complex impedance plane, it can be
observed that the center of the semi-circle is located below the real axis. A typical example for a com-
plex impedance plot of real living tissue and its electrical equivalent R-RC circuit is given in Fig. 3.9.
Measurements were taken at 496 logarithmically spaced frequencies between 4 and 1,024 kHz.

The dotted line indicates fitted data for Z. R, was assumed to equal R, whereas R, was calculated as:

R R
R =—=_[Q]. (3.14)
R,—R_

Whereas the center of the equivalent R-RC circuit is located on the real axis at 535 Q and a radius
of 117 Q, experimental data yields an arc with a corresponding semicircle that has a suppressed
center and increased radius compared to its equivalent R-RC circuit. It could be speculated that the
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equivalent circuit model proposed by Fricke and Morse has blatant simplifications. For instance, that
the intracellular medium is usually treated as a pure ionic conductor. However, a number of addi-
tional cellular structures such as mitochondria, the nucleus, the endoplasmatic reticulum, lyosomes,
and the Golgi apparatus actually confine the idea of the intracellular compartment as a purely con-
ductive medium. Accordingly, the cytoplasm is actually a mixture of capacitive and conductive
properties and it is only for reasons of simplicity that it is treated as pure electrolyte. Similarly, it
should also be noted that a number of transmembrane protein complexes protrude through the lipid
bilayer (see also Fig. 3.4). Electrically, these structural channels (or pores) represent shunt pathways
in parallel with the lipid bilayer. Though important for the subject of bioelectricity, the membrane
conductance is usually very low, and can be ignored in bioimpedance measurements.

Instead, the theoretical explanation of the discrepancy between the expected and observed imped-
ance locus often includes the concept of a distribution of relaxation times. For an ideal dielectric,
the real part of complex permittivity is assumed to be constant and the imaginary part equal to zero.
A biological system, which could be characterized by a single relaxation time should be composed
of identical structural elements, which do not exhibit any interactive effects. Real biological tissue
is, however, structurally diverse, and individual elements such as particles in a concentrated suspen-
sion can also lead to a distribution of relaxation times in the bulk properties, even though the dilute
suspensions of the same material might exhibit a single time constant (Foster and Schwan 1989).

3.3.2.4 Cole-Cole Model

In order to account mathematically for the ‘depressed semicircle’ observed for biological tissue,
Cole and Cole (1941) extended the expression for describing bioimpedance data in the complex
impedance plane according to the Fricke-Morse model (Eq. 3.9) by the parameter «.
Z:Rw+M[Q] (3.15)
1+(jor, )
where 7, is the mean or characteristic time constant and « is a dimensionless numerical distribution
parameter related to the width of the particular distribution, having a value between O and 1.
Geometrically, the effect of the parameter « is that the locus appears as an arc with its center below
the real axis.

Since the Cole model is a mathematical model, it cannot be correctly represented by an equivalent
electrical circuit. An analogue representation that is nonetheless used to symbolize the distribution
of time constants is given in Fig. 3.10.

As stated above, one of the most commonly cited reasons for the ¢ parameter is the heterogene-
ity of cell sizes and shapes in biological tissue (Ackmann and Seitz 1984; Foster and Schwan 1989).
In this regard, it should be noted that & is empirically derived and a clear explanation of its physical
meaning is still lacking today. Cole and Cole (1941) already emphasized the descriptive nature of
o by stating that in the absence of any satisfactory explanation, the distribution function implied by
a is nothing more than a means of expressing the experimental results. Due to the lack of a clear
physical meaning for ¢, the Cole model has also been criticized for being a descriptive rather than
an explanatory model (Moissl et al. 2006). Descriptive models characterize tissue electrically by
means of both known and electric components and algorithms. These models primarily describe the
observed phenomena without providing sound explanations related to the underlying anatomical
structures. In contrast, explanatory models try to employ basic concepts of electrical theory to
mimic similar properties in biological materials. However, the major drawback of explanatory
models is their simplification of the material under study, jeopardizing a correct representation of
the true tissue properties.
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Fig. 3.10 Equivalent electrical circuit analogous to Cole model. The Cole-Cole model is a mathematical model and
its electrical properties cannot be correctly represented by common electrical equivalent circuits. The distribution of
time constants is therefore indicated by an infinite number of RC branches in parallel. An alternative way to physically
realize the frequency-dependent capacitance is a so-called constant phase element. C , membrane capacitance; R,
intracellular resistance of a single branch; R , extracellular resistance

Finally, various authors also noted characteristic deviations in actual whole-body impedance
spectra from the theoretically expected arc at frequencies higher than 500 kHz (Van Marken
Lichtenbelt et al. 1994; Stroud et al. 1995; Scharfetter et al. 1997b). Predominantly, this effect can
be attributed to stray capacitance in the environment due to the presence of other electronic equip-
ment as well as the interaction between electrode impedance and lead positioning or it might also
have physiological meaning (Bolton et al. 1998). Accordingly, while the discrepancy of observed
data from the expected Cole-Cole model might be simply due to a phase shift associated with the
propagation delay of the signal along the measurement site, Scharfetter et al. 1997b) also suggested
that the deviation might be explained by a difference in beta-dispersion center frequencies between
blood and muscle. Given that muscle tissue and blood can be assumed to lie in parallel, two imped-
ance spectra might be detected that do not fit a single Cole-Cole arc Scharfetter et al. 1997b).
Irrespective of the underlying mechanism of the deviation, in settings where various electrical equip-
ment are used, such as in intensive care units, artifactual instrument errors might be erroneously
interpreted as abnormal fluid balances. In addition to improvements regarding instrument design
such as active screening of the voltage sensing leads with preamplifiers at the electrode ends (Bolton
et al. 1998), it has also been suggested to extend the classical Cole model (Eq. 3.15) by a correction
factor (De Lorenzo et al. 1997; Bolton et al. 1998; Scharfetter et al. 1998). In addition, given that the
frequency range up to 500 kHz seems to be high enough for most applications such as volume ren-
dering, it has been recommended that data obtained in the high-frequency domain and/or limit bio-
impedance measurements to frequencies lower than 500 kHz for these purposes be interpreted
carefully (Scharfetter et al. 1998).

3.4 Principles of Bioimpedance Measurements
3.4.1 Terminology

The applied current lies between 200 and 800 pA, depending on the instrumentation employed. The
frequency of the current varies according to the underlying biophysical principle between a few kHz
and 1 MHz. Using phase-sensitive devices Z can be separated into its real and imaginary parts, i.e. R
and X . For these types of analyses, the terms single and multi-frequency BIA as well as bioimpedance
spectroscopy (BIS) are commonly used. Single-frequency BIA refers to the measurement technology
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of performing measurements at a single frequency. In accordance, multi-frequency BIA implies a
technique employing data collection at more than one frequency. Finally, in order to clearly distinguish
multi-frequency BIA from BIA based on Cole plots or other models for fitting impedance data over the
entire frequency range (between 1 kHz and 1 MHz), the term BIS has also been frequently used to refer
to the latter. For reasons of clarity, this terminology is also followed in the present work.

3.4.2 Safety

Geddes and Baker (1989) provide a summary of the impact of alternating current sources on biological
tissue. Alternating currents at power line frequencies (50-60 Hz) stimulate nerve and muscle cells with
a threshold of perception of a few mA. Higher currents induce pain and involuntary muscle contrac-
tions. Yet, at substantially higher frequencies the large tissue capacitance raises the threshold of percep-
tion. Using tactile electrodes, the threshold of perception increases from 100 uA at 10 Hz to 2 mA at
1 kHz, to over 10 mA at 10 kHz (Settle et al. 1980). Consequently, the currents in the microampere
range employed in bioimpedance monitoring present no hazard to the subject. Though no interference
is anticipated for patients with cardiac pacemakers or defibrillators, the possibility cannot be categor-
ically eliminated and for these reasons patients with implanted cardiac pacemakers or catheters filled
with conductive fluid leading into the heart are usually excluded from bioimpedance measurements.
In addition, according to the NHANES Body Composition Procedures Manual (2000) subjects with
artificial joints, pins, plates, or other types of metal objects in their body should also be excluded
from the measurement. Similarly, the effects of bioimpedance measurements in pregnancy have not
been well researched and some manufacturers have recommended excluding pregnant women.

3.4.3 The Four-Terminal Technique

3.4.3.1 Electrical Properties of the Skin

The measurement of bioimpedance requires an interface between instrumentation and the human
body or segment under study. The transfer between the ion-related transport of electric charges in the
human body and the electron-based transport in the measurement equipment is achieved by the
application of electrodes to the skin surface. In order to obtain a measurement of deep-tissue imped-
ance the upper layers of the skin (epidermis and dermis) need to be bridged. Due to its multi-layered
structure, skin demonstrates capacitive effects. Since skin is also penetrated by channels formed by
sweat pores and hair follicles there is also a direct conductive connection between the upper layer of
the skin (stratum corneum) and the subcutaneous tissue layers. The electrical properties of the skin
can therefore be modeled by a capacitor in parallel with a resistor.

3.4.3.2 Needle Electrodes Versus Surface Electrodes

To minimize the effects of skin impedance on deep-tissue impedance measurements needle electrodes
penetrating the upper layers of the skin were frequently used in the past. Due to subject discomfort
and poor reliability this technique failed to gain large-scale acceptance. In order to minimize the effect
of contact impedance related to surface electrodes, the following procedures can be taken into account.
First of all, the respective skin areas are cleaned with alcohol to remove oil and dead tissue particles
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Fig. 3.11 Schematic presentation of tetrapolar electrode configuration and non-uniformity of current lines distribu-
tion for spot electrodes. Present bioimpedance technology usually employs a tetrapolar electrode arrangement. The
current is introduced via the outer (distal) electrodes, while the voltage is picked up by the inner (proximal) electrodes.
Using spot electrodes the current distribution is not uniform with current lines being most densely distributed in close
proximity to the current injecting electrodes

which may negatively affect the conductive properties of the skin. Extensive alcohol treatment of the
skin could, however, cause dehydration of the upper skin layers and induce contraindicative effects.
Consequently, cleaning of the electrode sites should be restricted to a few seconds and given enough
time to dry. Additionally, silver/silver-chloride (Ag/Ag-Cl) electrodes coated with an electrolytic gel
reduce the polarization of the electrode to a minimum. The electrolyte fills the pores and wrinkles of
the skin, and produces an optimal surface contact. The electrolyte also diffuses through the outer lay-
ers of the skin and improves their conduction, thus lowering the skin-electrode contact impedance.
Since human electrolytes correspond approximately to a 0.9% sodium chloride solution, this would
also be expected to be the ideal electrolyte for bridging the skin-electrode interface. Yet, in order to
achieve lower contact impedances, gels containing 4% sodium chloride are commonly used for bio-
impedance measurements (Fercher 1992). In spite of these measures, contact impedance remains rela-
tively unstable. It depends on additional factors such as the pressure employed to apply the electrodes,
skin thickness and skin secretions. For these reasons, the standard for performing bioimpedance mea-
surements is the use of a four-terminal electrode set up, commonly referred to as a tetrapolar electrode
arrangement. With this electrode configuration the current enters into the skin via two outer injecting
electrodes (current electrodes), while the voltage signal is picked up by a second pair of two inner
electrodes (voltage electrodes). Because of a high input impedance of the voltmeter, the voltage-
sensing electrodes draw no or negligible current. Accordingly, polarization effects as well as the skin-
electrode contact impedance are minimized and a measurement of deep-tissue impedance can be
obtained. This electrode configuration is almost immune to movement artifacts or to changes in the
interface impedance. For instance, Cornish et al. (1998) found that changes in skin temperature and
hydration have no significant effect on bioimpedance measurements employing the four-terminal
technique. Finally, it should be noted that the spacing between the two electrode pairs should theoreti-
cally be as large as possible. If the current electrodes are located further away from the voltage-sens-
ing electrodes, the latter detect a signal in a region with a more uniform current distribution. In contrast,
if the inner electrode pair is closely placed to the outer electrode pair, the current distribution will be
less uniform since the current density is higher near the outer electrodes (Fig. 3.11).
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3.4.3.3 The Human Body: An Isotropic Conductor?

It should be noted that the current flow may be constricted near the electrodes if the electrodes are
small, yielding an additional constrictional resistance. Furthermore, the distribution of current lines
depicted in Fig. 3.11 represents a simplified ideal, which is only true for isotropic conductors. An
isotropic conductor exhibits the same electrical properties regardless of the measurement direction.
However, human tissue and body fluids can be highly anisotropic. Figure 3.5 indicates that skeletal
muscle can exhibit a 1.5-fold increase in conductivity when measured in transverse compared to
longitudinal direction. The assumption of a unidirectional array of muscle fibers might roughly be
acceptable for the limbs. Hence, they might be approximated by the cylindrical model of the human
body with the different tissue compartments arranged in parallel. In the trunk, however, muscles lie
perpendicular to the current distribution and conductivity is altered. Additionally, organs and adipose
tissue depots are diversely arranged. They limit the development of homogeneous electric fields,
which can be highly variable between and within subjects. This has been empirically confirmed by
studies reporting a two- to fourfold difference between trunk and limb resistivity and a three- to four
times higher coefficient of variation of trunk resistivity compared to limb resistivity (Baumgartner
et al. 1990; Chumlea and Baumgartner 1990). Thus, the individual composition and distribution of
intra-abdominal adipose fat depots and the dielectric properties of organs such as the lung as well as
the orientation of muscle fibers jeopardize the assumption of a homogeneous current distribution.
This problem has not been solved satisfactorily. Though the use of band electrodes would improve
the development of uniform current distribution, the viability of the approach in terms of economic
attractiveness, subject comfort, and simplicity of use would be lowered besides introducing other
technical difficulties such as the reliability of electrode positioning. For these reasons the determina-
tion of trunk impedances should be interpreted with care when a parallel resistance lumped param-
eter model is used to represent the human body.

3.4.4 The Basic Biophysical Model

The total impedance of the human body against an alternating current is composed of several partial
impedances related to different tissue types and fluid compartments. Assuming that the different types
of tissue are aligned in parallel, that these tissues are an electrical source-free region, that they are
mainly isotropic and conductive in character and that any magnetic fields can be neglected, the human
body can be regarded as a complex conductor consisting of discrete conductive paths arranged in par-
allel. These parallel paths might include skeletal muscle, bone, fat, blood, neural, connective, skin and
other tissues. The total resistance of the body can then be assumed to be the sum of the resistances of
each of these discrete conductive paths. Figure 3.12 provides a simplified model describing the relation
of the cross-sectional area A (m?) and resistivities p (Q2:m) of these individual tissue components to
their length / (m) and total resistance R, (€2). Based on a rearrangement of Eq. 3.2, the term I/R_ is
directly related to the sum of the quotients of each discrete cross-sectional and its resistivity. Accordingly,
total resistivity p,  can also be expressed as the ratio of total cross-sectional area A of the conductor
and the sum of the quotients of the individual areas A and their respective resistivities p.

Given that an applied current always follows the path of the least resistance, R is mainly a reflec-
tion of the extracellular fluid, blood, muscle and other highly conductive tissues since fat and cortical
bone have a conductivity which is more than 20 times higher than that of muscle in longitudinal
direction (see also Fig. 3.5). The measurement of R can therefore provide structural information
about body fluids and fat-free mass. Basically, the determination of conducting volume is based on
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Fig. 3.12 A parallel resistance lumped parameter model of a body segment. The model assumes body segments to
correspond to concentric cylinders of different tissues arranged in parallel when exposed to an electric current. Total
resistance (R ) can be expressed as the sum of individual resistors arranged in parallel. Furthermore, R is inversely

tot: tot

related to the sum of the quotients of each discrete cross-sectional and its resistivity, whereas the latter is also directly
proportional to length. Consequently, the total resistivity (p, ) can also be expressed as the ratio of total cross-sectional
area (A ) of the conductor and the sum of the quotients of the individual areas and their respective resistivities. /,
conductor length; R, resistance; A, cross-sectional area; p, resistivity; the subscripts tot, sm, bo, fat, bl, neu, con, sk
denote total tissue, skeletal muscle, bone, fat, blood, neural, connective, and skin tissue, respectively

the physical and geometrical constraints of resistance (Eq. 3.2) and the relationship between volume,
length and cross-sectional area. Since volume V (m?) is the product of length / (m) and cross-sec-
tional area A (m?), the latter can be defined as:

A=¥[m2]. (3.16)
Substituting Eq. 3.16 into Eq. 3.2 and simple algebraic rearrangement gives:
l2
V=p—[m’]. 3.17
Py [m”] (3.17)

where the quotient of /2 and R is frequently termed the resistance index (/%/R) and can be considered
as the fundamental quantity of structural bioimpedance applications (note that the dimensions are
frequently expressed in centimeter instead of meter). Alternatively, R is sometimes used instead of
Z, yielding the impedance index /%/Z. Hence, if p is known, [ and R (or Z) can be measured and
subsequently used for the determination of conducting volume, i.e. the human body or body seg-
ment. These relationships, however, assume that the human body is an isotropic conductor (equiva-
lent electrical properties regardless of the measurement direction) with homogeneous length and
cross-sectional area and that the proportion of a specific tissue area is consistent along the limb.
Since these assumptions are a grave simplification of the human body, alternative bioimpedance
models have been proposed. These models include restricting measurements to body segments
or even cross-sectional areas, modeling the limbs as truncated cones, or taking into account that
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tissues other than intracellular and extracellular fluid also draw some of the current (Brown et al.
1988; Van Kreel et al. 1998; Fuller et al. 1999; Biggs et al. 2001; Stahn et al. 2007).

3.4.4.1 Descriptive Versus Explanatory Models

Most applications rarely derive p in the laboratory in vitro or empirically in vivo. Instead, p is usu-
ally determined by regression analysis, first using an established gold standard as a reference for the
quantity of interest, which is then correlated to /R (for a comparison of regression-based techniques
and biophysical approaches based on causal relationships see Stahn et al. 2007). Frequently, the final
prediction algorithms also include additional predictors such as age, body mass or gender to com-
pensate for the violation of assumptions underlying the above-mentioned model. Some approaches
have also employed artificial neural networks to relate the impedance index to the target quantity
(Mohamed et al. 2003).

A number of terms have been used to indicate the distinction between these two approaches:
empirical vs. structural models, statistical vs. causal relationships, indirect vs. doubly indirect, or
descriptive vs. explanatory models. Irrespective of terminology, the major difference between
descriptive and explanatory approaches is that the latter are based on well-established assumptions
that do not require further development by statistical modeling. This distinction also highlights the
major drawback of the use of regression analysis to derive prediction formulas. The relationships
underlying a statistical model may be highly sample-specific. Consequently, the prediction equation
becomes less stable in subjects differing from the sample underlying the original validation study.
This drawback can be most problematic in multiple regression analysis. Certainly, it may seem quite
tempting to include additional covariates to compensate for some of the violations underlying the
respective biophysical model. However, though prediction accuracy might be improved, the result-
ing equations tend to become less generalizable since the underpinning relation between the depen-
dent variable and the additional predictors may be highly sample-specific. Examples of bioimpedance
applications based on either approach are provided and discussed in detail in the following chapters
on bioimpedance of this book.

3.4.5 Whole-Body Versus Segmental Measurements

3.4.5.1 Distal Electrode Arrangement

Most BIA models employ a so-called whole-body approach in which the body is modeled as a single
cylinder and electrodes are placed at the wrist and ankle of one side of the body (Figs. 3.13 and 3.14).
This electrode configuration is referred to as distal bioimpedance measurement.

Based on the fundamental biophysical model underlying BIA (Eq. 3.17), impedance can be used
to obtain an estimate of total body fluid volumes. Usually, conductive length is replaced by height
because it is easier to obtain than the actual length of the conductor (sum of arm, trunk and leg
length), and has been shown to only marginally lower the predictive potential of the index (Chumlea
et al. 1988). The side of the body being measured does not have a significant effect on impedance
in healthy adults (Baumgartner 1996). Contralateral electrode placement between the right wrist
and left ankle or vice versa affect results only minimally (< 1.7%, Lukaski et al. 1985). For reasons
of consistency and standardization, measurements at the right side of the body are usually consid-
ered as the norm (US Department of Health and Human Services. National Center for Health



3 Use of Bioelectrical Impedance: General Principles and Overview 69

Current
Voltage

Fig. 3.13 Typical electrode arrangement. The figure displays a typical electrode configuration for a whole-body
measurement. The outer (current or source) electrodes introduce the current, while the inner (voltage or sensing) elec-
trode pair picks up the voltage. The source electrodes are placed in the middle on the dorsal surface of the right hand
and foot just below the metacarpal-phalangeal and metatarsal joints, respectively. The sensing electrodes are posi-
tioned midline between the styloid processes of the ulna and radius on the dorsal surface of the wrist and midline
between the medial and lateral malleoli on the dorsal surface of the right ankle. Further details of electrode configura-
tions are given by Stahn et al. (2006) and Stahn et al. (2008)

<

Fig. 3.14 (a) Whole-body bioimpedance measurement modeling the body as a single cylinder. Schematically illus-
trates that the conventional whole-body measurement configuration assumes that the human body can be modeled as
a single isotropic cylinder with a homogeneous cross-sectional area. Consequently, assuming that bone, fat, connec-
tive tissue and skin draw negligible current, the resistance index (*/R) can be used to provide an estimate of different
fluid volume compartments. (b) Body segment resistance distribution. Reveals the discrepancy between segment mass
and segment resistance. Although the trunk contributes *50% of total body mass, due to its large area it only contrib-
utes marginally to total resistance (=15%)
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Statistics 2000). Yet, it should be noted that patients having experienced stroke, trauma or other
conditions concomitant with atrophy of a single body side might exhibit significant discrepancies
between body sides.

Limitations of Whole-Body (Distal) Measurements

As outlined in subsection 4.4, the distal measurement configuration is based on the assumption that
the human body is an isotropic (equivalent electrical properties regardless of the measurement direc-
tion) conductor with homogeneous length and cross-sectional area. Obviously this assumption is
incorrect since the human body is a complex of truncated cones, cylinders and ellipsoids. In particu-
lar, the cross-sectional area of the trunk is #5—10 times larger than those of the arm and leg (Organ
et al. 1994). Given that the cross-sectional area of a conductor is inversely related to R, the trunk
contributes ~ 15% of distal whole-body resistance (R ), although it contains ~ 50% of the body
mass (Clarys and Marfell Jones 1986). The discrepancy between the relations of body segment
masses to total body mass and segment resistances to R , are illustrated in Fig. 3.14b. Due to this
disparity even large variations of trunk resistance might not be reflected in R ,. Additionally, the
change of electrode positions at the foot and hand can cause a change in R , exceeding that of
the trunk. The trunk-limb relationship might therefore explain why some studies could not confirm
the diagnostic potential of /R (Diaz et al. 1989; Eckerson et al. 1992).

3.4.5.2 Proximal Electrode Arrangement

One approach to circumvent the strong influence of limb resistance on whole-body measurements is
to employ a proximal electrode arrangement as suggested by Scheltinga et al. (1991). This configu-
ration places the electrode pairs at the level of the elbow and knee, respectively, and is therefore
referred to as proximal compared to a distal electrode positioning at the ankle and wrist. The current
source electrodes can also alternatively remain in their distal position to avoid artifacts related to
constrictional resistance (Deurenberg et al. 1995). Thus, the relative impact of the limbs on whole-
body values is reduced. Scheltinga et al. (1991) found that the proximal approach accounted for 50%
of the whole-body technique and that changes in fluid status were more accurately reflected by the
proximal electrode arrangement. A clear superiority of the proximal compared to distal electrode
placement is, however, questionable. Whereas some investigators could substantiate the advantage
of the technique (Lukaski 1993; Gudivaka et al. 1994), other researchers did not confirm a significant
improvement (Danford et al. 1992; Deurenberg et al. 1995; Turner and Bouffard 1998).

3.4.5.3 Segmental Electrode Arrangement

A more sophisticated approach to eliminating the disparity between body segments is to model the
human body as five cylinders, i.e. two arms, two legs and a trunk with varying cross-sectional areas.
Total conductive volume (V, ) can then be expressed as

2 2 2
V. =2p, M 42p bes +p Loy (3.18)
tot arm R leg Rl trunk R . : :
arm eg trun!

where P Preg> Prounic larm, lleg, lmmk, R, . Rleg and R, refer to resistivity (Q2'm), length (m) and
resistance (€2) of arm, leg and trunk segments, respectively. Certainly, further refinement of this

approach is possible. For instance, the limbs could be further differentiated in their lower and upper
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parts, respectively. Some of such developments are therefore further discussed in subsection 4.5.3.5.
There are several ways to relate segmental data to total conductive volume. Basically, resistivity of
the three sections can be assumed to be either constant or different. Hence, in structural bioimped-
ance modeling some models either rely on a single resistivity for all body segments or assume resis-
tivity to be segment-specific. Similarly, in empirically derived segmental bioimpedance models the
sum of the (weighed) resistance indices can be regressed against a dependent variable that is used as
a reference. Alternatively, multiple regression analysis can also be used to predict a dependent vari-
able from the three respective body segments.

The Role of Uniform Current Distribution for Segmental Measurements

The potential of segmental measurements was first mentioned by Settle and his coworkers in 1980
and it was almost a decade later that Chumlea et al. (1988) first published a segmental approach for
determining fat mass and fat-free mass. For this purpose, current source and voltage-sensing elec-
trodes were placed at the shoulder and wrist, ankle and hip, and hip and sterna notch for determining
R, Rleg and R, respectively. Theoretically, the sum of ipsilateral R, Rleg and R\ should be
equal to R, measured between the ankle and wrist. Data by Chumlea et al. (1988) however exceeded
R, by roughly 16%. Such a discrepancy was too large to be purely attributed to experimental error.
Organ et al. (1994) showed that this phenomenon could be explained by the fact that data from dis-
similar measurement configurations were compared. They further explained that the sum of R, R,
and R would only be equal to R , when the same current source and magnitude are achieved. The
placement of the current source electrodes next to the voltage-sensing electrodes caused a larger
potential difference of each segment, respectively. Similarly, as already suggested for the proximal
electrode placement, current injection should therefore be maintained via the ankle and wrist.
Nonetheless, such segmental measurements still suffer from two major drawbacks. Firstly, subject
comfort is reduced since at least partial undressing is necessary for correct electrode placement.
More importantly, however, reliability is put at risk since at least for less experienced personnel the
correct location of specific landmarks at the shoulder, hip and chest is likely to be more prone to
errors than the positioning of electrodes at the wrist and ankle.

Effective and Reliable Electrode Placement for Segmental Measurements

In order to avoid difficulties underlying segmental measurements requiring electrode placements at
the limbs and trunk, first Patterson et al. (1988) and Patterson (1989), and later Organ et al. (1994),
as well as Cornish et al. (1999, 2000) presented a segmental measurement technique which only
requires the application of two additional electrodes at the equivalent positions of the hand and foot
at the contralateral side of the body. This technique will now be explained in detail.

Assuming that the current between the ipsilateral wrist and ankle flows in a longitudinal direction,
the equipotential lines should be perpendicular to the current distribution lines in narrow sections.’
For this reason, it should be possible to obtain the same voltage signal at any specific anterior, pos-
terior and lateral level. That means that there is a virtual connection between the left wrist and the
right shoulder, allowing the determination of the segmental resistance of the right arm by measuring
the voltage between the right and left wrist (Fig. 3.15).

'Equipotential lines indicate points with identical potentials. If an electrical charge is moved along an equipotential
line, it experiences no electric force and hence no work is performed. Since there is no force driving the charges, there
is no current flow between two points with the same potential.
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Fig.3.15 Segmental bioimpedance measurements for right arm, trunk and right leg. This is an electrode configuration
for segmental measurements that is based on the conventional whole-body measurement with two electrodes attached
to the right hand and foot, respectively. In addition, only two extra detector electrodes are needed. These electrodes are
placed at the equivalent positions (with regard to the detector electrodes of the right side of the body) of the left side
of the body to determine segmental resistance of the arms, legs, and trunk, respectively. This measurement configura-
tion neither requires the current injection electrodes to be moved nor to locate additional electrode sites other than
those for the whole-body approach. To obtain separate resistance measurements of the right arm, leg and trunk the
crocodile clips for measuring the potential difference are connected to the electrodes of the left and right wrists and
ankles as indicated

In accordance, R, (right side) can be measured by sensing the voltage potential between the right
and left ankle. R then only requires the determination of the voltage between the left wrist and left
foot. Alternatively, the suggestion of Cornish et al. (2000) was to sense voltage between the contral-
ateral wrist and ankle to first obtain the sumof R and R (R and Rleg) and then compute R_
by subtracting R _ (i.e. Rlcg) from the sumof R and R__(i.e.R__ and Rlcg). The ideal assumption
of a current flowing only in a longitudinal direction is certainly not entirely valid. In regions where
the electric field is not aligned in parallel with the longitudinal body axis, the equipotential lines are
not linear and complex to determine. This difficulty increases in regions where the current has to
pass regions with marked changes in cross-sectional area and where the poorly conducting tissues
such as bone (e.g., shoulder and hip joints) complicate the development of a homogeneous electrical
field. Despite these constraints, Cornish et al. (1999) empirically showed that the distal extremity of
both the upper and lower limb is at the same equipotential as all parts of the upper and lower limb
respectively. The variation in Z relative to the standard electrode site along the proposed equipoten-
tial lines was less than 1% and the standard deviation of relative Z did not exceed 2%. It should be
noted that this deviation comprises both a technical measurement error as well as biological varia-
tions. Due to orthostatic effects substantial fluid shifts occur while lying supine, which might have
confounded constant measurement conditions during that study. Thus, the observed discrepancies of
2% might simply be caused by a technical and biological variation.
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Potential and Limitations of Segmental Measurements

The largest uncertainty underpinning the segmental approach can be traced to the volume estimation
of the trunk. Given the anatomical complexity of the trunk, the assumption of isotropy is far from
being fulfilled. Furthermore, given the disparity between segmental resistances and masses, small
errors in R, .. can lead to substantial artifacts in volume estimations of the trunk. In addition, the full
potential of segmental measurements can only be achieved when the corresponding segmental
lengths are also determined. This introduces additional measurement error, and if the electrode setup
as suggested by Organ et al. (1994) is employed, the reference points for segmental lengths need to
be determined without knowledge of the true conductive length.

Nonetheless, the segmental approach seems to be promising. Similar to the proximal electrode
arrangement, it seems to be less prone to errors related to fluid shifts within body segments. For
instance, Zhu et al. (1998a) demonstrated that in contrast to the whole-body approach the seg-
mental technique is independent of the body position. In a study by Thomas et al. (2003) 13
impedance measurements were performed over a 60-min period while lying supine. While the
whole-body impedance index linearly and significantly decreased by 6.6% after termination of
testing, no significant changes were observed for the segmental approach. Some authors also
suggested that the poorer performance of BIA in obese subjects might be related to the single-
cylinder assumption underpinning the whole-body approach (Swan and McConnell 1999).
Furthermore, a segmental approach would also be useful in the monitoring of body fat distribu-
tion and for classifying different types of obesity (gynoid vs. android obesity). In summary, a
number of studies monitoring different fluid compartments during surgery and hemodialysis
found the segmental technique to be a promising extension of the whole-body approach (Patterson
et al. 1988; Patterson 1989; Bracco et al. 1996, 1998, 2000; Tatara and Tsuzaki 1998; Zhu et al.
1998b, 2000; Biggs et al. 2001).

Commercially Available Segmental Bioimpedance Systems

It is worth noting that the segmental approach also led to the commercial availability of a number of
instruments, which combine a scale with a bioimpedance monitor. These instruments use tactile
electrodes at the feet and allow bioimpedance measurements of the lower extremities. Similarly,
some manufacturers also introduced hand-held devices to measure the bioimpedance of the upper
extremities. As long as these two types of devices are not combined, the techniques are generally
prone to errors associated with body fluid and tissue distribution since they both assume the upper or
lower body to be representative of the total body. For instance, leg-to-leg instruments will hardly
detect any changes in upper-body composition or reflect fat mass in android obesity, whereas hand-
to-hand devices might not accurately measure fat in subjects with gynoid obesity. Thus, unless such
approaches consider differences in fat mass distribution or limit the analysis of the target quantity to
the segments measured, these methods should be carefully applied to assess individual body compo-
sition levels. A refinement of the technique that overcomes these drawbacks is a segmental eight-
tactile electrode system, which is based on the segmental principle suggested by Organ et al. (1994),
allowing the separate determination of the trunk and limbs, respectively. Recent validation studies
have confirmed the validity of the approach, at least in healthy populations (Jaffrin and Morel 2009).
Given its speed and ease of use it might promote the acceptability of BIA in the clinical, research and
particularly epidemiological settings.
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Fig. 3.16 Electrode
configuration for the
determination of limb
resistance profiles. This
figure displays the electrode
configurations for the
determination of limb
resistance profiles of the arm
(a) and leg (b), respectively

Directions for Future Research

Finally, ongoing research is trying to improve the segmental approach. For instance, Van Kreel et al.
(1998) postulated that modeling the body segments as a combination of truncated cones and cylin-
ders would more strictly reflect the geometrical properties of the human body. Though promising,
this approach failed to improve the prediction of total body water as compared to whole-body mea-
surements. A field of emerging interest is to restrict body composition analysis by bioimpedance
measurements to specific body segments instead of using various segmental measurements to model
whole-body composition. Limiting analyses to the extremities apparently avoids difficulties associ-
ated with assuming isotropy in the trunk. Furthermore, if measurements are reduced to small limb
segments the assumption of representing the conducting volumes as cylinders will apparently gain
significance. A further step is to perform local bioimpedance measurements to estimate skeletal
muscle cross-sectional area. This type of measurement configuration has also been employed to
provide diagnostic information on neuromuscular diseases (Tarulli et al. 2005), on induced muscle
damage after prolonged physical exercise (Elleby et al. 1990) as well as on subcutaneous fat layers
(Elia and Ward 1999; Scharfetter et al. 2001). Another approach combining the determination of
individual measurements to cross-sectional areas and full segmental limb measurements is based on
multiple measurements along the limbs (Fig. 3.16).

The basic idea of this approach is obtain a resistance profile of the limb, and approximate these
data by a fitting algorithm so that it is possible to derive the resistance at any possible site along the
limb (Fig. 3.17).
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Fig.3.17 Measured (circles) and curve-fitted (continuous lines) resistance profile of limbs. This figure illustrates typi-
cal resistance profiles of the leg (a) and arm (b) determined at 50 kHz (white circles) and 500 kHz (black circles) of a
single subject. Continuous lines indicate curve-fitted data by two cumulative Gaussian functions plus a straight line.
The goodness of fit for the model as determined by the coefficient of determination is 0.999 based on data published
in Stahn et al. (2007)

Accordingly, assuming that the injected current is flowing in longitudinal direction only and that
the resistivity of the tissue of interest is much smaller than that of other tissues, an estimate of the
cross-sectional area (A) at a specific site (x) can be obtained from:

A(x)=—L—[em?]. (3.19)
dR/ dx
where p ((2-cm) is resistivity, and R (Q) is the resistance of any specific site. Finally, the total limb
volume can be computed as the integral over x of the estimated cross-sectional area. An example for
an individual subject where skeletal muscle volume was determined for the leg and arm using this
approach is given in Fig. 3.18.

The agreement between MRI-measured skeletal muscle mass and BIA is excellent in healthy
populations. Furthermore, at least for the leg this approach is clearly superior to conventional seg-
mental BIA for estimating skeletal muscle mass. The total error can be reduced by as much as 50%
when compared to conventional segmental measurements. Furthermore, irrespective of the predic-
tion accuracy the approach is promising as it does not imply the need of sample-specific regression
equations. Yet, further validation of the technique is required to assess its accuracy in a variety of
populations and to quantify the variability of specific resistivity and its impact on the estimation of
skeletal muscle volume. Though the approach could also become more efficient by employing mea-
surements at fewer electrode sites, it should be noted that measurement and its analysis are more
sophisticated and time-consuming than conventional segmental BIA. Thus, in spite of the fact that
the approach might serve several promising clinical applications and provide useful research oppor-
tunities, the trade-off between the gain in accuracy and the setback in efficiency should be carefully
considered prior to the implementation of the technique.

3.5 Potential Errors in Bioimpedance Measurements

Consideration of Eq. 3.2 presents some of the major interferences on bioimpedance measurements:
the length of the conductor, its volume and temperature-dependent resistivity, which is primarily
determined by protein and ion concentrations (see also subsection 3.1). Moreover, since tissue is
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Fig.3.18 MRI-measured a
(triangles) and BIA-estimated R
(continuous and dotted lines) 200 MVypr: 7747 cm

muscle volume derived from MV, (50 kHz): 7704 cm’

limb resistance profiles. This . 3
figure shows the agreement MV, (500 kH2): 7625 cm

between MRI-measured and
BIA-estimated muscle
volume derived from
resistance profiles of the leg
(a) and arm (b) of a single
subject. MRI data is
represented by triangles.
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volume based on bioimped-
ance measurements at 50 and 0 - . . . . . . . .
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characterized by both capacitive and resistive properties, measurements are also dependent on the
dielectric constants of the respective tissues. Any changes in one or more of these variables can
therefore yield a change in bioimpedance.

3.5.1 Resistance Versus Impedance

It should be noted that some bioimpedance monitors do not allow distinguishing of the real and
imaginary parts. Consequently, they consider the imaginary part of bioimpedance to be negligible
and substitute Z for R. Though some authors report the fraction of X to be as low as < 4%, individual
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proportion can exceed 15% in young trained subjects (own unpublished observations). At either zero
frequency (or very low) or infinite (or very high) frequencies, this difference is negligible since in
this case Z converges toward R and R, respectively. At frequencies near the characteristic frequency
£, (30-100 kHz), however, a substantial amount of Z can be related to the capacitive properties of the
tissue and results obtained by phase-insensitive instrumentation should therefore be interpreted with
care. Consequently, the choice of Z or R should always be in accordance with the requirements of the
regression equations employed.

3.5.2 Conductor Length

The length of the conductor is determined by the distance between the voltage-sensing electrodes or
simply standing height, when a conventional whole-body approach is employed. Based on our own
unpublished observations in 182 (96 men and 86 women) subjects, aged between 17 and 70 years
with a body mass index ranging between 17 and 44 kg-m~, height approximates about 94% of actual
conductive length (sum of arm, leg, and trunk length). For the Reference Man (170 cm,
70 kg), and assuming R_and R, to be 500 and 100 €, respectively, this leads to an underestimation of
1.63 and 2.17 L for extra- and intracellular water by Hanai’s mixture theory. Similarly, using a
regression equation for total body water derived in representative sample (Sun et al. 2003) intro-
duces an error of 3.18 L. These errors are, however, rather theoretical as such systematic bias can be
corrected for by regression weights and/or resistivity values. Nonetheless, if the ratio of standing
height to conductive length varies markedly between individuals, the conventional resistance index
/R can be prone to significant artifact error.

In accordance with that, measurement errors pertaining to height or body segments can confound
the computation of /%/R. Measurements of body lengths should therefore be performed by an experi-
enced anthropometrist to the nearest millimeter. Moreover, due to the small diameter of the wrists
and ankles in comparison to the remaining body parts, a deviation of the voltage-sensing electrodes
of one centimeter can already induce changes in Z of nearly up to 5%, with distal electrode shifts
causing substantially larger errors than proximal shifts (Elsen et al. 1987; Gualdi-Russo and Toselli
2002). While such a variation might still be acceptable for whole-body measurements, it should be
noted that for segmental measurements (e.g., upper arm or thigh), this error can be inflated to 10%
as a result of the shorter conductive length. This underlines the importance of choosing easily acces-
sible and reproducible electrode sites, particularly when several measurements are performed such
as during segmental analyses.

3.5.3 Spatial Geometry and Postural Changes

The subject’s position during the performance of the measurement is a further important factor,
which deserves clarification. Though a number of commercially available instruments combing a
scale with a bioimpedance monitor employ lower-limb measurements in a standing position, the
typical measurement procedure in most health or laboratory settings is characterized by having
the subject lie in a supine position. On the one hand, this methodology is related to clinical condi-
tions. On the other hand, this practice can be traced to the advantage of allowing subjects to
remain in a comfortable, relaxed position. The major differences between whole-body impedance
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while lying in a supine position and remaining in a standing position are related to local fluid
shifts due to orthostatic effects. While a continuous increase in whole-body impedance can be
observed for supine measurements (Roos et al. 1992; Shirreffs and Maughan 1994; Scharfetter
et al. 1997b; Evans et al. 1998; Zhu et al. 1998a), whole-body impedance decreases while stand-
ing (Zhu et al. 1998a). Postural changes from standing to supine position result in rapid transfer
of ~0.5 L of blood from the extremities to the trunk (Kirsch et al. 1979). This fluid shift is most
pronounced within the first 20-30 s after postural changes, after which it gradually slows down
and nearly reaches a plateau after 30 min (Linnarsson et al. 1985; Shirreffs and Maughan 1994).
Concomitant with this fluid shift is a reduction of filtration pressure in the extremities, causing
plasma volume to increase, which, in turn, is compensated by changes in heart rate, blood pres-
sure, and stroke volume. Treating the human body as a single cylinder with homogeneous cross-
sectional area, measurements of whole-body impedance are insensitive to any fluid volumes
changes. Consequently, decreases in extracellular water of up to 4.9% have been reported after 30
min of lying in a supine position (Zhu et al. 1998a). Since postural effects on bioimpedance mea-
surements are most pronounced during the initial minutes after changing from standing to supine
position (Scharfetter et al. 1997b; Shirreffs and Maughan 1994; Zhu et al. 1998a), a 10-min rest-
ing period prior to determination of bioimpedance measurements has been recommended. This
period can be understood as a compromise between maintaining the efficiency of the technique
and considering some primary physiological interference. Though an extended resting period
would physiologically be favorable, this would undermine the quick character of the technique.
However, as long as testing conditions remain identical, any fluid shifts associated with postural
changes might not actually put the accuracy of the outcome variable at risk since the underlying
model was derived exactly under these conditions. With regard to the effect of orthostatic fluid
shifts on bioimpedance measurements it is worth noting that various prediction equations might
suffer from systematic bias when applied in the clinical setting. Given that most regression equa-
tions have been developed in subjects who were measured within 10 min after lying down, these
equations might cause substantial error when applied to persons who are restricted to bedrest for
several hours or days (Kyle et al. 2004). At least theoretically though, a rather sound remedy for
avoiding measurement artifacts due to peripheral fluid volume shifts induced by postural changes
is to employ a segmental measurement technique (Zhu et al. 1998a) or placing the voltage sens-
ing electrodes at more proximal positions such as at the elbow and knee (Scheltinga et al. 1991).
A final aspect that needs to be taken into consideration with regard to body positioning is the
placement of the limbs in relation to the trunk. A flexion in the elbow and knee joints as well as
a change in the arm-trunk and leg-trunk angle can alter whole-body impedance by up to 10%. The
smallest bias for arm-trunk angles is found at 10 + 5 degrees, and for leg-trunk angles at 15 + 5
degrees (Lozano et al. 1995). The cause for this phenomenon is not well understood. It can be
speculated that any alteration of the joint angle induces a change in the electrical field as limb
joints change shape. While it may seem obvious that limb extension should be limited, it is
equally important that the limbs are not too closely positioned to the body to avoid capacitive
couplings.

3.5.4 lon Concentration

Given that conductivity is predominantly determined by the amount of ions (see subsection 3.1),
any changes in ion concentrations can affect measurements of bioimpedance and the derived
estimates of body composition. According to Scharfetter et al. (1995) a 5-mmol change in ion
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concentration is associated with changes in extracellular water and intracellular water by about
2% and 5%, respectively. Consequently, assuming an extracellular and intracellular compart-
ment of 17 and 25 L for the Reference Man, these changes correspond to errors of 0.34 and 1.2
L, respectively. While for the extracellular space such deviations might be tolerated, it should
be noted that the relative error for estimations of intracellular water reaches 4.8%. The larger
error for intracellular water is not unexpected. On the one hand, intracellular water can be
derived as the difference of total body water and extracellular water, thus propagating the errors
of extracellular and total body water measurements. On the other hand, if the volume calcula-
tions are based on Hanai’s mixture theory (see Chap. 23, Selected Applications of Bioelectrical
Impedance Analysis: Body Fluids, Blood Volume, Body Cell Mass and Fat Mass) both intra- and
extracellular resistivities are required for the calculation, again propagating the errors underly-
ing each parameter. Thus, the uncertainty of the volume estimations for intracellular water are
generally higher than for extracellular water.

3.5.5 Tissue Temperature

Another major interference on bioimpedance measurements can be attributed to temperature. As
temperature increases the viscosity of a solvent decreases. In turn, ion mobility increases, also caus-
ing conductivity to increase. According to Pethig (1979) the temperature coefficient of biological
tissue is similar to that of electrolyte solutions and is about —2%-°C-! for conductivity and +0.5%/°C
for permittivity at frequencies up to 50 kHz. These measurements, however, pertain to in-vitro mea-
surements, and in-vivo studies employing skin temperature measurements have shown that imped-
ance changes by —0.39%-°C"'to —1.0%-°C~" (Scharfetter 1999). The exact causes for the temperature
dependence are still unclear. Increased perfusion, higher sweat gland activities, increased ion activi-
ties in the electrode coating, an increase of conductive volume (vasodilatation) and extra- and intra-
cellular fluid shifts are some aspects that are discussed with regard to the increase of conductivity
with increasing tissue and body fluid temperature (Caton et al. 1988; Gudivaka et al. 1996; Liang
et al. 2000; Buono et al. 2004).

3.5.6 Sigman Effect and Hematocrit

The relationship between hematocrit (Hct) and conductivity has been well researched.
Generally, it has been found that with increasing Hct, conductivity decreases. (Fricke and
Morse 1925). Another aspect also related to the temperature dependence pertains to the Sigman
effect. Basically the Sigman effect refers to the observation that conductivity changes as a
function of blood velocity. Due to the observation that the Sigman effect is less prominent at
lower Hct values (Valentinuzzi et al. 1996), it can be speculated that the increase of conductiv-
ity with increasing blood velocity is also related to blood cells. Though a full explanation of
the Sigman effect has not been provided, it is assumed that with increased blood flow velocity
erythrocytes orient themselves in parallel with the direction of the blood flow and present a
reduced obstruction to the current flow compared to resting conditions. However, modification
of the arterial lumen as well as cell clustering around the axial region of vessels might also
play a role and the clear distinction of the separate contributions of these three events still
needs to be investigated.
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3.5.7 Ventilation

Since inspiration and expiration inflate and deflate lung volume, altering its dielectric properties, even
changes in ventilation might theoretically affect bioimpedance. In fact, some researchers have suggested
using transthoracic bioimpedance measurements for lung function monitoring (Valentinuzzi et al. 1996).
In practice, the interference can be neglected as the reported dependence of Z on ventilation during
conventional bioimpedance modeling seems to be negligible (Elsen et al. 1987; Baumgartner et al. 1988;
Evans et al. 1998). Only for maximal inspiration and expiration does Z seem to be significantly affected
by ventilation (Baumgartner et al. 1988; Gualdi-Russo and Toselli 2002).

3.5.8 Daily Activities, Nutrition and Menstrual Cycle

Besides the above-mentioned aspects, a number of investigators have reported additional significant
exogenous factors influencing bioimpedance related to individual subject characteristics. Generally, any
physiological change pertaining to one of the above-mentioned aspects can lead to variations in bio-
impedance. Physical exercise, for instance, can substantially alter fluid volumes and electrolytes, thus
also affecting Z (for review, see Stahn et al. 2006). Additionally, even the concomitant reduction in gly-
cogen might influence the measurement. The numerous effects may also counteract and offset each
other, causing Z to remain unchanged. Due to different adaptation processes following regular physical
activity, the mechanisms involved in acute bouts of physical exercise may further contribute to within-
and between-subject variability. Though small bouts of physical activity at a low intensity might not
considerably alter bioimpedance monitoring, potential influences cannot be discounted. To reduce
potential bias, physical activity should therefore be avoided at least 24 h prior to measurements.

Likewise, nutrition can play a role in bioimpedance monitoring. Its effect seems to be less promi-
nent though. While electrolytic fluids have shown to both increase and decrease Z as a function of
their ion concentrations (Roos et al. 1992; Asselin et al. 1998; Gudivaka et al. 1999), the effects
related to the consumption of water seem to be less clear. Minimal changes in R or Z have been
reported after consumption of 0.5-1 L of water or an electrolyte/carbohydrate drink (Rising et al.
1991; Evans et al. 1988; Dixon et al. 2006). However, Gomez et al. (1993) found a significant
increase in resistance of 10 Q after a period of four hours. Similarly, Gualdi-Russo and Toselli
(2002) observed a significant increase of up to 17 Q in Z 30 min after ingestion of 100 mL of
Gatorade. Fogelholm et al. (1993) studied the effects of meals, high and low in electrolytes, on Z.
Though average changes in Z were relatively marginal (+3 Q2 to —5 Q) compared to median Z of 482
Q), some individuals showed marked changes as compared to the fasting state (up to 20 Q). These
results were confirmed by Slinde and Rossander-Hulthén (2001), Gallagher et al. (1998) and
Deurenberg (1988). However, some investigators did not detect a substantial influence of meals on
bioimpedance (e.g., Chumlea et al. 1987). These contrasting results are likely to be explained by
different methods and protocols and do not alleviate the impact of meal as a potential source of error
in individuals. Certainly, the acute effects of nutrition on bioimpedance and their statistical signifi-
cance occur to be a matter of sample size, study protocol, and methods (e.g., high/low electrolyte
meal, total calories consumed, body size and composition, and time point of measurement). Thus, in
individuals, nutrition, and particularly meals high in electrolyte content remain a potential source of
error. For these reasons, it has recommended to perform bioimpedance measurements in a fasting
state and to control hydration by limiting the amount and type of fluid consumption prior to the mea-
surement (Fogelholm et al. 1993; Gallagher et al. 1998).
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Table 3.2 Key features for standardization of bioelectrical impedance measurements

1. Performance of repeated measurements at same time of the day.

. No large meals 2—4 h prior to testing.

. No coffee consumption >8 h prior to testing.

. No alcohol consumption >8 h (>24-48 h) prior to testing.

. Consumption of liquids limited to 1% of body mass 2 h prior to testing.

. No heavy physical activity >8 h (>12 h) prior to testing.

. No diuretic medications seven days prior to testing.

. Voiding immediately prior to testing.

. Removal of metallic jewelry prior to measurement.

. Fixed resting period (usually 5-10 min) in supine position prior to testing. Exact procedures should follow the
manufacturer’s specifications and/or the instructions provided by the literature underlying the prediction model
employed.

11. Constant body segment flexion (arm-trunk angles: 10° + 5°; leg-trunk angles: 15° + 5°). Supporting material
(e.g., styrofoam blocks) can be used to maintain this body position. A piece of thin acrylic may be needed to be
placed between the legs and/or the arm and trunk if be separated, respectively.

12. Standard preparation of electrode skin surface (hair removal, cleaning with alcohol solution). No skin lesion at
the site of electrodes.

13. Use of electrodes that meet the manufacturer’s requirements. Store electrodes appropriately (heat protection to
maintain gel integrity).

14. Position electrodes according to manufacturer’s specifications or the instructions provided by the literature
underlying the prediction model employed. Separation of current source and voltage-sensing electrodes by at
least 5 cm.

15. Maintaining thermoneutral conditions (constant ambient temperature and humidity).

16. Calibration check of technical instrumentation prior to testing.

17. Isolation of metallic objects and other electronic devices by a distance of at least 50 cm.

18. Measurement of height or body segment length at least to the nearest 0.5 cm.

19. Measurement of weight at least to the nearest 0.1 kg.

20. Use only prediction models (equations) that have also been validated for the bioimpedance analyzer used or
calibrate the instrument appropriately.
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This table provides a list of general recommendations that should be considered for standardizing bioimpedance mea-
surements in the clinical as well as the research setting. Further details regarding the standardization under specific
clinical and disease conditions are provided by Kyle et al. (2004)

Finally, in female subjects total body water tends to increase after ovulation due to increased
plasma progesterone levels. In spite of some contradicting results, neither the time of measurement
during the menstrual cycle nor the administration of oral contraceptive seems to substantially con-
found bioimpedance measurements (Chumlea et al. 1987; Deurenberg et al. 1988; Gleichauf and Roe
1989; McKee and Cameron 1996; Gualdi-Russo and Toselli 2002). Nonetheless, in women experi-
encing large weight gains (2—4 kg) during the menstrual cycle, careful interpretation of bioimpedance
data is necessary since a substantial amount of the increase in body mass can be related to total body
water (Bunt et al. 1989).

In summary, measurement conditions (ambient temperature and posture), physiological state
(physical activity or other events altering core and skin temperature, blood flow, ventilation, fluid
distribution within different compartments and between different body segments), prandial and
hydration state, and technical reliability of the operator (electrode placement and anthropometric
measurements) may affect the reproducibility of in-vivo bioimpedance measurements. It is therefore
imperative to perform bioimpedance measurements under highly standardized conditions, which are
summarized in Table 3.2.
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3.6 Reliability

One of the biggest challenges of bioimpedance monitoring is to distinctly relate changes in Z to
physiological events. As outlined in the previous section any change in Z can be related to changes
in tissue resistivity, changes in tissue geometry, or a combination of both. In many practical set-
tings both parameters change simultaneously making it difficult to associate changes in Z with its
underlying physiological phenomena (Lozano-Nieto 2000). This difficulty is a constant of the
reliability and validity of bioimpedance applications. Validity will be discussed in detail with
regard to specific applications in the following chapters on applications of bioelectrical imped-
ance analysis. The following section will therefore exclusively focus on the reliability of bio-
impedance measurements.

For the determination of the overall reliability of bioimpedance measurements, it needs to be
taken into account that the latter are also dependent on technical measurement error. Depending
on the test circuit (simple or complex impedance measurements), reliability of single-frequency
bioimpedance measurements have measurement errors in the range of 1% to 2% (Segal et al.
1985; Roche et al. 1986; Van Loan and Mayclin 1987; Steijart et al. 1994) and reliability coeffi-
cients for repeated measurements exceeding 0.99 (Graves et al. 1989). Ward et al. (1997) studied
the reliability of multi-frequency measurements. The relative differences between measured and
expected Z were small (average between 0.7% and 1.3% for different machines from the same
manufacturer) and somewhat larger for phase angle (average between 2.4% and 7.2%). Extrapolated
R, was within 3% of theoretical values over a range of 50 Q to 800 Q. Extrapolated R was fitted
equally well between 100 Q2 and 530 Q. For lower Z, particularly below 50 Q, measurement accu-
racy decreased remarkably. However, usually values obtained for whole-body Z in vivo are of the
order of several hundred ohms. Similar technical errors were reported by Oldham (1996) when he
tested six bioimpedance analyzers. Yet, he also noted that in some instruments errors can get as
large as 20% for values similar to those normally encountered in the human body and concluded
that the state-of-the-art error for bioimpedance measurements appears to be within 1% and +2%.
Substantial differences between the technical accuracy of commercially available bioimpedance
systems were also reported by other investigators (Deurenberg et al. 1989; Graves et al. 1989;
Smye et al. 1993; Bolton et al. 1998).The overall reliability of bioimpedance measurements is
therefore a combination of the electronic precision and accuracy of instrumentation used, the
technical operator reliability, the standardization of measurement conditions and individual sub-
ject characteristics. A number of studies confirmed that bioimpedance measurements can be per-
formed with high within-day and between-day reliability when experienced investigators employ
strictly standardized measurement protocols. Table 3.3 provides a summary of different reliability
studies of bioimpedance. The average coefficient of variation for within-day and between-day
variability is approximately 1-2% and 2-3%, respectively, and underlines the acceptable repro-
ducibility of the method under standardized conditions. Nonetheless, it should be noted that the
statistics reported rely on averages and the repeatability for individual measurements can be sub-
stantially lower. This pertains in particular to measurements at very low frequencies (1-5 kHz), to
segmental measurements of the trunk as well to measurements of X . There is a clear need for
future studies to investigate the reliability of segmental bioimpedance measurements as well as to
provide data for R and X_at a range of frequencies, including extrapolation of R and R. In addi-
tion to reporting average statistics, such studies should include the documentation of the range of
deviations for individual measurements. This could be achieved by using Bland-Altman plots and
reporting limits of agreement.
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Summary Points

¢ Bioimpedance measurements refer to all methods based on the characterization of the passive
electrical properties of biological tissue. This is achieved by the introduction of a constant, alter-
nating current below the threshold of perception, and the measurement of the resulting voltage
potential.

* The technique has unique advantages in so far as it is non-invasive, it is inexpensive, it can be
operated at low costs, it only needs minimal operator training, it enables continuous online moni-
toring, it is quick, and is easily portable.

* Most applications of bioimpedance monitoring have focused on body composition analysis and
have become popular under the term bioelectrical impedance analysis (BIA).

e The fundamental parameters obtained from this measurement are impedance, phase, resistance,
and reactance. All can be used to provide diagnostic information about the physiologic properties
and events of the human body.

e A basic understanding of impedance, phase, reactance, and resistance is recommended to cor-
rectly understand and interpret bioimpedance measurements. Dependent on whether the bio-
impedance monitor is phase-sensitive or not, resistance and reactance can be differentiated from
impedance. Hence, resistance and impedance should not be used interchangeably.

e Human cells can be modeled by a resistor in parallel with a capacitor and resistor in series. The
intra- and extracellular fluid compartments are expected to be pure electrolytes and modeled by
resistors, whereas the cell membrane is represented by a capacitor. Hence, the passive electrical
passive properties of tissue exhibit a frequency-dependent response.

* Low-frequency currents are more or less blocked by the cell membrane, and bioimpedance mea-
surements are therefore a reflection of the extracellular fluid compartment only. In contrast, high-
frequency currents increasingly short-circuit the cell membrane, and bioimpedance are indicative
of both extra- and intracellular fluid.

¢ The upper and lower limits of the frequencies employed are biophysically limited. Even the low-
est (i.e. highest) possible frequencies can only be considered approximates of the extracellular
(i.e. the combination of the extra- and intracellular) space.

* Bioimpedance spectroscopy (BIS) is technique to estimate resistance at zero and infinite fre-
quency. Employing a phase-sensitive device, resistance and reactance are obtained at several
frequencies (15-500) between a few kHz and 1 MHz. Using Cole-Cole modeling, these data can
be used to extrapolate resistance at 0 kHz and at infinite frequency.

» The passive electrical passive properties of tissue are also highly tissue-specific, with fat and bone
having a high resistance per unit length and area, and muscles, and the vascular compartments
having a relatively low resistance.

e To obtain a deep-tissue bioimpedance measurement, the upper layers of the skin need to be
bridged. Presently, a tetrapolar electrode arrangement is used for this purpose. Two outer elec-
trodes introduce the current, while two inner electrodes pick up the voltage using a high input
impedance voltmeter.

¢ Assuming that fat draws negligible current, and the human body or body parts can be geometri-
cally approximated by cylinders, the basic biophysical model is based on the fact that resistance
is proportional to length and inversely proportional to area.

* Conventional BIA involves whole-body measurements between the right wrist and right ankle.
For convenience, conductive body length is usually replaced by height.

* The use of the basic biophysical model for this measurement is based on the assumption that the
human body is an isotropic conductor with homogenous cross-sectional area. Importantly, given
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the geometrical and electrical complexity of the human body, the limbs make up most of whole-
body bioimpedance measurements.

¢ To minimize the impact of the distal limbs, a proximal electrode configuration between the elbow
and knee has been proposed. Alternatively, the body can be separated in segments such as arms,
legs, and trunk, for which bioimpedances are determined separately.

* More recent developments also focus on local measurements to determine abdominal adipose
tissue, muscle cross-sectional area at various points along the limbs, or even skinfold thickness.

* Given the anatomical complexity of the trunk, the assumption of isotropy is far from fulfilled, and
segmental measurements of the limbs seem at present to be most promising.

e The reliability of bioimpedance measurements is excellent. However, there are a number of
endogenous and exogenous factors that can substantially bias data collection. Electrode place-
ment, body position and posture, temperature, blood chemistry, ovulation, nutrition, hydration,
physical activities can substantially impact the reliability of bioimpedance measurements. Each
measurement should therefore closely follow specific standardization procedures.
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Chapter 4
An Anthropometric Analysis of Seated
and Standing People

Antonino Nucara, Matilde Pietrafesa, Gianfranco Rizzo, and Gianluca Scaccianoce

Abstract Thermal radiative exchanges of the human body with surrounding surfaces play an essential
role in describing the thermal conditions of people in a given environment. Moreover, they could be
induced by, among other causes, the presence of high intensity radiant sources, like lighting spots or
infrared heating panels. This implies that a suitable set of radiation data related to human body anthro-
pometry is required. This set of data mainly comprises the body surface area, the clothing area factor,
the effective radiation area factor, and projected area factors. Several analytical or experimental meth-
ods may be utilized in order to compute these parameters. A detailed description of the most common
of these will be illustrated in this study, pointing out their main features and their ease of application or
otherwise. Thereafter, with reference to a field experiment conducted by means of purpose-built experi-
mental apparatus, a detailed analysis concerning the determination of the values of clothing area factor,
effective radiation area factor and projected area factors of a sample of standing and seated, and male
and female subjects of the population of southern Italy will be described. In addition, the results of a
study to determine differences in anthropometric parameters with regard to different gender and nation-
alities will be reported. The study will conclude by analyzing a specific case-study.

Abbreviations
Mathematical symbol Description Unit of measurement
A, Total surface area of naked person m?
A, External surface area of clothed person m?
A, Projected area of body m?
Ap,cl Projected area of clothed person m?
APV" Projected area of naked body m?
A Effective radiating area of body m?
A Effective radiating area of clothed person m?
A, Effective radiating area of naked body m?
C Convective heat loss w
Ci Respiratory convective heat loss w
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Abbreviations (continued)

Mathematical symbol Description Unit of measurement
d Distance m
E, Diffusion heat loss w
E_ Respiratory evaporative heat loss w
E, Evaporation of sweat heat loss w
£, Clothing area factor -
fp Projected area factor -
F View factors between the subject and i-th surface -
I Effective radiating area factor -
h Height of subject cm
h, Convective heat exchange coefficient W/m*C
I, Thermal insulation of clothing m*C/W
K Conduction heat loss w
M Metabolic power w
P, Water vapor partial pressure Pa
q, Intensity of radiation emitted by a high intensity heat source W/m?
0. Thermal loss by respiration w
o, Thermal loss through skin surface w
R Radiation heat loss w
R, High intensity radiation heat exchange w
R, Low temperature radiation heat exchange w
AS Variation in human body internal energy over unit of time w
t Air temperature °C
t, Clothed surface temperature °C
t, Temperature of i-th surface of the enclosure °C
1 Mean radiant temperature °C
7, Mean radiant temperature of irradiated subject °C
t, Skin temperature °C
v, Relative air velocity m/s
w Weight of subject kg
w Mechanical power w
o Azimuth angle °
o, Relative absorptance of skin -
B Altitude angle °
€ Emissivity of human body -
c Stefan—Boltzmann constant W/m?K*

4.1 Introduction

The thermal sensation of a subject in a confined environment is related to the need of a human
organism to realize a homeothermic state at body core level by means of physiological mecha-
nisms, thus maintaining the balance between internal heat production and dispersion toward the
environment. This variation, in units of time, AS of internal energy for a subject placed in a
confined environment is equal to the difference between metabolic heat production, M, (excluding
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Table 4.1 Dependence parameters appearing in the thermal balance equation

Dependence parameters

Terms appearing in the thermal balance M 1, t, Vo I Da oy E,,
equation (W) (m*C/W) (°C) (mfs) (°C) (Pa) (°C) (W)
Metabolic power

Mechanical power

Respiratory convective heat loss
Respiratory evaporative heat loss
Convective heat loss

Radiation heat loss

Diffusion heat loss B v

Evaporation of sweat heat loss E 4

SW

SNENENEN

2

TAamAsE

v
v v
v

o)

This table reports the relation between terms appearing in the thermal balance and some physical physiological
independent parameters

the so-called mechanical power, W) and thermal loss due to respiration, 0. and through the skin
surface, Q:

AS=(M-W)-(0..+0,) 4.1)

Metabolic heat production depends on the activity performed by the subject and, in turn, part of
metabolic heat production is converted into mechanical power. Respiration heat losses occur during
respiration, when the subject inhales a certain amount of air. Since this air generally has a different
temperature and humidity level compared with that of the body core, a portion of the body’s internal
heat is transferred to the external environment by means of convective (C ) and evaporative (E_ )
exchanges. Respiration heat losses depend on metabolic heat production, M, temperature,  , and
air humidity in the environment; the latter is normally expressed by means of water vapor partial
pressure, p,.

Heat exchanges through the external surface of the human body occur because the thermo-
hygrometric conditions of the skin are generally different from those of the surrounding environ-
ment. This induces thermal exchanges between the subject and the environment, which are termed
dry heat loss (that is, by convection, C, radiation, R, and conduction, K) and latent heat loss (due to
vapor diffusion through the skin, E, and evaporation of the sweat, E ).

Convective heat exchanges depend on the relative air velocity, v_, the clothed surface temperature,
t, (defined as the mean temperature of the clothed surface, including uncovered parts), and the air
temperature, 7. Radiation heat exchanges depend on the clothed surface temperature, 7, and the mean
radiant temperature of the surrounding environment, 7. (defined as “the uniform temperature of an
imaginary black enclosure in which an occupant would exchange the same amount of radiant heat as
in the actual non-uniform enclosure,” as reported in the ISO Standard 13731) (ISO 2001). Both these
heat exchanges depend on the thermal insulation of clothing, /. In addition, the clothed surface tem-
perature, £, is a dependent variable that can be expressed as a function of the other parameters.
Conductive heat exchange, caused by contact with objects, is usually ignored due to its low value.

Latent heat loss due to vapor diffusion through the skin is caused by migration of the vapor
through the surface layer of the skin; it depends on the skin temperature, ¢, and the evaporative
thermal insulation of clothing. Latent heat loss due to evaporation of the sweat, E_, is assumed to be
an independent parameter. Accordingly, the thermal balance equation will be:

AS=(M-W)-(C +E,+C+R+E,+E_ (4.2)

res

where each term may be expressed as a function of some physical and physiological independent
parameters, as reported in Table 4.1.
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Table 4.2 Typical contributions (absolute and percentual) of the components of a thermal balance equation

Winter Summer

Heat loss W/m? % W/m? %

Respiratory convective 0.7 1 1.3 2
Respiratory evaporative 4.6 8 5.2 8
Convective 19.6 32 22.8 33
Radiation 222 36 24.4 35
Diffusion 11.0 18 12.5 18
Evaporation of the sweat 2.9 5 2.9 4
Total 61.0 100 69.2 100

This table reports contributions of each terms appearing in the thermal balance equation (excluding metabolic and
mechanical powers) in a typical thermo-hygrometric condition of a subject performing a sedentary activity inside a
thermal uniform environment and normally clothed for the time of year (i.e., air velocity of 0.1 m/s, humidity ratio
50%, air temperature of 20°C in winter and 26°C in summer). It highlights that the heat exchanged by radiation
represents one of the major factors of the human body thermal balance

Appling balance (4.2) to a typical thermo-hygrometric condition of a subject performing a sedentary
activity inside a thermal-uniform environment and normally clothed for the time of year (i.e., air veloc-
ity of 0.1 m/s, humidity ratio 50%, air temperature of 20°C in winter and 26°C in summer), the results
in Table 4.2 are generated. They highlight that, of the main contributions of the human body thermal
balance, heat exchange by radiation represents one of the major factors meriting further research.

4.2 Dry Heat Exchanges Between a Confined Environment
and the Human Body

Many human activities take place in a confined environment in which the temperature of the
surrounding surfaces and air are normally different from the temperature of the external surfaces of
the human body. This involves convective and radiative thermal exchanges between the external
surface of the clothed body, the air, and the surrounding surfaces of the environment.

4.2.1 Convective Exchanges

The convective heat exchange occurring within a confined environment, due to a difference between
the air temperature and the temperature of the external part of the clothed body, may be expressed by
the following equation:

C=Auh (t,-1,) (4.3)

where A, is the external surface area of a clothed person, hc the convective heat exchange coefficient,
t, and ¢_ the clothed surface temperature and air temperature, respectively. The external surface area
of a clothed person in (4.3), i.e., the external surface area of the clothed body including unclothed
parts (IS0 2001), may be calculated as:

Ay = faA, (4.4)

where f, is the clothing area factor and A, the total surface area of a naked person.
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4.2.2 Radiative Exchanges

The radiation heat exchange occurring from the subject to the environment may be evaluated by
means of the following equation (considering the human subject as a small body in a large cavity):

R=oeA,|(t,+273) - (1, +273) | 4.5)

where A is the effective radiating area of the body, 6 =5.67 x 10°* Wm™ K* (the Stefan-Boltzmann
constant), € the emissivity of the human body (usually equal to 0.97, that is, a mean value between
the emissivity of the most common type of clothing 0.95 and the human skin 1.00) (Fanger 1970), |
the clothed surface temperature and 7, the mean radiant temperature.

Equation 4.5 may be utilized in moderate environments, in which surface temperatures of walls
are quite low and generally close to that of the air. Therefore, the presence of high intensity heat
sources, characterized by a small area, high temperature, and a high directional radiant emission,
causes a further radiative exchange toward the human body. It can be evaluated by:

R, =0, Aq, (4.6)
where o, is the relative absorptance of the skin, A, the projected area of the body, and g, the intensity
of the radiation emitted by the source that directly hits the subject. Thus, the total thermal radiation
leaving the body can be expressed as:

R=R,-R,=ceA[(,+273) - (5 +273) |-, A, @.7)

In (4.7), the effective radiating area of the body takes into account that the human body is not
totally convex: the surface of a body that exchanges radiant energy with the environment through a
solid angle of 4 is smaller than the actual surface area of the body if the body is not everywhere
convex, e.g., the human body (ISO 2001). The effective radiating area of the body can be calculated
by means of the following expression:

A = [ 1A (4.3)

where f is the effective radiating area factor, f, the clothing area factor, and A, the total surface area
of a naked person. However, the projected area of the body, A, is the surface of the profile of the
human body projected onto a plane perpendicular to the direction of the radiant source. It may be
determined, once the projected area factor f and the effective radiating area of the body A_are
known, by:

A=A, (4.9)

P
or

A = f LA, (4.10)

Equation 4.7 may also be written as:

R=ceA [(tcl +273) — (7, +273)4} @.11)
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where 7, represents the mean radiant temperature of an irradiated subject. It is expressed by:

EO0

T

o g A
T, = i/(?r +273) +LAP ~273 (4.12)

t_being the mean radiant temperature of an non-irradiated subject, exposed only to a low temperature
thermal exchange with the internal surface of the environment. Thus, the mean radiant temperature may
be calculated as a function of the temperatures of the N surrounding surfaces of the enclosure, ¢, and the
view factors (or angle factors) between the subject and the same surfaces, F

i

N
7= i/z (t,+273) F,_,, —273 (4.13)
i=1

The view factors are defined as the fraction of the diffuse radiant energy emitted by a surface, which
is received directly by another surface. They can be evaluated using diagrams where they are reported
as a function of the relative position of people with surrounding surfaces (Fanger 1970; ISO 1998).

Excluding the use of these diagrams, the angle factor can be computed by means of a relationship,
depending on the projected area factor:

1 J-x/y=a/c jz/y=b/c f
T /y=0 \/[1 +(x/y)2 +(z/y)2}

where a, b, and ¢ are geometrical parameters singling out the position of the subject with respect to
the internal surfaces of the envelope (Fanger 1970) and f;) is the projected area factor.

—d(x/y)d(z/y) (4.14)

P—i .
z

x/y=0

4.3 Methodologies for the Determination of Various Relevant
Anthropometric Parameters

In order to determine the comfort conditions of people living in a confined moderate environment,
the methods currently available in the literature require the use of various anthropometric parame-
ters. Some of these parameters have been assessed using field and laboratory measurements, and the
values obtained have been subsequently applied to mathematical models. However, other parameters
seem to depend strongly on the specific anthropometric features of people, like gender, ethnic group,
age, and so on. Now follows a discussion relating to the most important parameters involved in the
evaluation of the thermal comfort conditions of people. We will deal in greater detail with the total
surface area of a naked person, the clothing area factor, the effective radiating area factor, and the
projected area factors by describing a field experiment conducted by the authors of this chapter.

4.3.1 Determining the Body Surface Area of a Naked Person

Since the heat production of a subject is proportional to the surface area of the human body, it is
necessary to determine this anthropometric parameter, using a mathematical equation to determine
surface area, in order to avoid the direct complex measurement of the shape of the human body.
Early publications on this subject include the Meeh (1879) and Howland and Dana (1913) equations,
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based only on the weight of the subject, and the Miwa and Stolzer (1898) equation, founded on sev-
eral anthropometric parameters. Further equations can be found in literature that only depends on
height and weight of the subject, easily measurable parameters.

Of these relationships, the most frequently used is that proposed by D. DuBois and E.F. DuBois
(1916):

0.725
A, =0.20247 (E) w4 (4.15)

where % (cm) is the height and w (kg) the weight of the subject.

This procedure for determining human body surface, utilized by D. DuBois and E.F. DuBois,
is based on the use of sheets of gummed hemp, which wrapped onto the subjects and subsequently
cut out in pieces and placed onto a horizontal plane. The hemp pieces were then photographed, cut
out again, weighed and converted into square meters, as the known value of the photographic
paper weight.

Following the publication of the DuBois formula, other expressions have been published, includ-
ing the following:

— Boyd’s formula (1935):
A, =0.0003207 h°° (1000w )70 01 oz 1000) (4.16)
— Gehan and George’s formula (1970):
A, = 0.0235 042400140 (4.17)
— Haycock et al.’s formula (1978):
A, =0.024265 h* w37 (4.18)

and Mosteller’s formula (1987):

hw
A = /— 4.19
> \3600 (419)

Comparing the results obtained by these different formulas reveals a similarity among them
(Calvino et al. 2006), with a standard deviation lower than 6%. The DuBois formula is currently
adopted in anthropometric evaluation.

4.3.2 Determining the Clothing Area Factor

The clothing area factor is the ratio between the external surface area of a clothed person and the
surface area of a naked body:

f=2e (4.20)

Since the outer surface of a clothed person is always greater than the surface of a naked body, the
clothing area factor is always greater than unity. It may be computed by one of three methods: (1) starting
with the values of the effective radiating area of the clothed and naked person; (2) by means of a
limited number of values of the projected area of the clothed and naked body; and (3) as a function of
the thermal resistance of the clothing.
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With reference to (1), the clothing area factor is determined thus:

=—r< 4.21)

where A_ is the effective radiating area of the clothed body and A | the effective radiating area of the
naked body.

Method (2) compares the projected area of a clothed subject with the projected area of the same
naked subject, as measured for six directions: altitude angles of 0° and 60°, and, for each altitude,
azimuth angles of 0°, 45°, and 90°. Then the clothing area factor for the i-th direction is determined
according to the equation:

A

= Doad (4.22)
J“C'J A

p.n,i

and the clothing area factor is estimated as:

6
Z fcl,i
_ =l

fa 5 (4.23)

Referring to method (3) and given that the surface area of the clothing increases with the clothing
thickness (usually related to its insulation), the clothing area factor is estimated by means of the
following equation (ISO 1995):

£y =1.00+1971, (4.24)

in which 7, expressed in m**C/W, is the clothing insulation of the person.

4.3.3 Determining the Effective Radiating Area Factor

The ratio between the effective radiating area of a clothed body, A, and the external surface area of
a clothed body, A , is defined as the effective radiating area factor:

A

r,cl
_ (4.25)
f; Acl
Using (4.20) and (4.21), we can express:
A
Ee—_ (4.26)
J. A

b

The computation of the effective radiating area of the human body (clothed or naked) was originally
provided by Underwood and Ward (1966). By means of a method involving the use of photographs,
they measured the projected areas of 25 male and female subjects. They then utilized these values of
the projected areas with which to propose an empirical equation for the calculation of the effective
area for a naked subject in a seated posture. Thereafter, an experimental method was proposed by
Fanger (1970), the aim of which was to evaluate the projected area of seated and standing people.
This photographic method involved 20 subjects (10 male and 10 female), naked and clothed, in
seated and standing postures.
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Other authors have also proposed different methods for assessing data concerning the radiative
parameters of the human body. For example, Rizzo et al. (1991) have proposed two algorithms for
the automatic computation of projected area factors for seated and standing persons by utilizing the
original experimental data provided by Fanger. Jones and Ogawa (1992) have subsequently elabo-
rated values of the projected area for the whole body and for single bodies.

The dependence of the projected area on the effective area is given by the following equation:

n T2

=— j J- A, cosBdadB (4.27)

OL 0p=0
where o and [ are the azimuth and the zenith angles of the beam projected by the radiant source onto

the barycenter of the human body respectively (Fanger 1970).
A numerical solution has been proposed by Alfano et al. (1997):

N+1M+1

= —AOLABZ z A, cosp; (4.28)

i=l j=1

where N and M are the number of steps adopted for the azimuth and zenith angles respectively.
Unfortunately, this relationship is not viable when the discrete steps Ao and A are too wide

(Calvino et al. 2001), as is the case of several experimental works found in the literature. The appli-

cation of the trapezoid rule for the solution of (4.27) leads to a more accurate result (Scheid 1968):

Xy

1 N-1
jﬂ@m;aaﬂkﬁ42%+%0 (4.29)

XU

When applied to the calculation of the effective radiating area, this equation provides the follow-
ing expression, which is a function of the measured values of the projected areas, A

ArZAOCAB{Ap,oo pNO+22Ap,0+2Z|:( Nj+22A[”/]COSB :|} (4.30)

T

Moreover, referring to (4.20), the external surface area of the same clothed person may be obtained
as a function of the naked body surface area and the clothing area factor:

A, = f44A, 4.31)

The terms used in (4.25) are absolutely determinate, given the evaluation of the f. parameter.

4.3.4 Practical Methods and Techniques for the Projected Area Factors

The projected area factor in a given direction is defined as the ratio between the area of a human body
projected onto a plane perpendicular to the direction, A, and the effective radiating area of the body, A :

fo=— (4.32)
Regarding its determination, two kinds of methods are currently available: experimental meth-

ods, based on actual measured values of the project area of the human body, and numerical simula-
tion methods, based on the reconstruction of the 3D human body numerical model.
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4.3.4.1 Experimental Methods

Several experimental methods have been assessed over recent years in an attempt to measure the
projected areas of standing and seated people, by means of photographic methods (Guibert and
Taylor 1952; Underwood and Ward 1966; Fanger 1970; Calvino et al. 2005; Calvino et al. 2009).
These consist of photographing the subject from many directions, with each photograph providing
the project area of the body for a given viewing angle. When the project area of the body is known
for an adequately large number of angles, all radiation data for the body can be calculated (Fanger
1970). Fanger applied this method to a Scandinavian panel of ten men and ten women. The apparatus
employed six mirrors in fixed positions, at steps of 15°, and a movable mirror (see Fig. 4.1). The
body (subject) is placed on a platform that can be pivoted around a vertical axis and elevated. By
turning the movable mirror, the subject can be photographed with a fixed camera from six different
angles (altitude B) on a vertical plane (six mirrors). By rotating the platform 15° at a time, a total of
13 horizontal angles (azimuth o) can be investigated. In total, 78 exposures (i.e., 13 x 6) within a
quarter sphere are obtained, the measurement of which is sufficient due to the right/left symmetry of
the body, and because the projected area from any two opposite directions is the same. Projected
areas, Ap(oc, ), were then obtained by means of double planimeter.

Once the values of the projected areas, Ap, are obtained, it is possible to deduce the effective
radiating area, A, and the projected area factor, fp (o), as a function of the azimuth and zenith
angles. The last parameter is defined as the ratio between the projected area, A (a.,f3), and the effec-
tive radiating area of the human body, as described in (4.32).

The data of the projected area factor provided by Fanger are reported in Fig. 4.2 (Fanger 1970),
for standing and seated postures; these data are currently used in ergonomic evaluations.

In order to take more pictures of subjects at smaller angle steps and verify Fanger’s original data
for non-Scandinavian people, we have designed and constructed a photographic platform at the
Dipartimento dell’Energia of the Universita degli Studi di Palermo (Calvino et al. 2005). A proce-
dure for managing the digital images of the human body has been assessed, taking into account the
measurement of people’s projected areas in standing and seated postures at various azimuth and
zenith angles.

This experimental apparatus can be classified as a single viewpoint method (Roebuck et al. 1975).
It is composed (see Fig. 4.3) of an anthropometer, scales, mechanical equipment, optical apparatus,
and a system for producing images.

The optical apparatus comprises a digital camera which is linked to a PC, the aim of which is to
generate images and process them with appropriate software. The camera has been selected due to its
compatibility with the computer, its graphical resolution, and is capacity to be remotely controlled.
The digital camera comprises the camera’s objective and the optical sensor; the former is required to
reach a compromise between the minimization of the optical distortion of the image and the length of
the jib (Calvino et al. 2005). After the images are produced, they are suitably edited to remove objects
unrelated with the shape of people being measured. In order to remove any undesired color intensity,
which could lower the contrast level of the image, the images are subjected to a filtering process. They
are then converted into a gray scale to enhance the manageability of the elaboration process. Finally,
the images are converted from the gray to a black and white scale, as shown in Fig. 4.4.

The final step is the computation of the projected area of the subject and this is accomplished by
simply counting the black pixels. To convert the values of these data from the number of pixels to
surface area (m?), they are multiplied by the proper conversion factor obtained by the measurement
of a sample image, which refers to an object of known dimensions. Starting from the statistical
analysis of the anthropometric characteristics of a given group of people, it is now possible to address
measurements of projected areas pertaining to subjects statistically representative of this group.
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Fig. 4.1 Description of the
photographic method utilized
by Fanger. The experimental

method assessed by Fanger - fixed mirrors
consists of photographing the
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Fig. 4.2 Projected area factors for standing (left) and seated (right) people. By the values of the projected areas,
obtained with experimental methods, it is possible to deduce the projected area factor. The results reported, provided
by Fanger for standing and seated postures, are currently used in ergonomic evaluations

Calvino et al. (2009) have selected the subjects whose weight and height values fall within the 10th
and the 90th percentiles, with respect to statistical data for the southern Italian population. Table 4.3
shows these limit values for male and female subjects.

The mean values of the projected area factors, fp , for standing and seated people have been evalu-
ated; they are shown in Fig. 4.5.



102 A.Nucaraetal.

Fig. 4.3 Experimental apparatus. The experimental apparatus realized at the Dipartimento dell’Energia of the
Palermo University is composed of an anthropometer, scales, mechanical equipment, optical apparatus, and a system
for producing images

4.3.4.2 Numerical Simulation Methods

One of the first researchers to propose a new numerical simulation method for predicting the effective
radiating area and the project area of the human body for any posture was Tanabe (Tanabe et al. 2000).
This method is based on the solar gain simulation, as proposed by Ozeki et al. (1992, 1997), according
to which body shape was obtained by means of commercially available software and divided into 4,396
quadrilateral surface elements, for both standing and seated postures. To derive the project area of the
human body, they utilized the parallel ray method introduced by Fanger (1970): “this project area is
equal to the surface area of the human body where parallel rays reach directly and which is projected
onto a plane perpendicular to the parallel rays” (Tanabe et al. 2000). The projected area is evaluated by
utilizing both surface elements A; and incident angles 6, of the parallel rays to the surface elements.
Thus, the projected area Ap of the human body is obtained by means of the following equation:

A = ZyiAl. cosH, (4.33)

where 7, indicates whether a parallel ray reaches the surface element (y, = 1) or not (y, = 0). The
algorithm utilized for calculating the project area of a human body is shown in Fig. 4.6.

Tanabe et al. (2000) applied the algorithm, in Fig. 4.6, to 91 directions of the ray (13 x 7), 13

values of the azimuth angle and seven values of the zenith angle. They utilized (4.27) to evaluate the
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Fig. 4.4 Starting from the actual image, the gray and black-and-white scales. The images are suitably edited to
remove objects unrelated and any undesired color intensity; then they are converted into a grey scale and finally to a
black and white scale

Table 4.3 Weight and height values, corresponding to 10th and 90th percentiles for male (subscript
M) and female (subscript F) subjects of the southern Italian population

Percentiles Weight,, Weight,, Height,, Height,
(%) (kg) (kg) (cm) (cm)

10 62 50 161 153

90 90 79 180 169

This table reports the limit values (10th and 90th percentiles) of weight and height for male and female
subjects, with respect to statistical data for the southern Italian population, within which Calvino et al.
(2009) have selected the subjects

effective radiation area. Finally, they divided the obtained projected area by the effective radiating
area to evaluate the project area factor (see Fig. 4.7).

Another study that utilized a numerical simulation method is that of Lo Curcio (2009), who also
utilized commercially available software (Poser®) to obtain a body-shape digital model and to photo-
graph it from several viewing angles with a virtual camera; he thus simulated the photographic
method utilized by Fanger. The algorithm utilized for calculating the projected area of a human body
is shown in Fig. 4.8.

Lo Curcio applied this algorithm to 12 body shape models (six male and six female) from Italy,
Australia and Britain, China, Japan, Germany, and the United States (see Fig. 4.9).

The main anthropometric characteristics of these body shape models are reported in Table 4.4.

Figure 4.10 shows the projected area factors of standing (left) and seated (right) people, referring
to the Italian male sample, obtained by Lo Curcio (2009).
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Fig. 4.5 Projected area factors of standing (left) and seated (right) people referring to the southern Italian population
(Calvino et al. 2009). Calvino and his co-workers, have evaluated the mean values of the projected area factors, for
standing and seated people, selecting the subjects whose weight and height values fall within the 10th and the 90th
percentiles, with respect to statistical data for the southern Italian population

1) Human body surface is divided into surface elements

2) Line / through the centre of the surface element i which is
parallel to the ray is set

l

3) Interception between line / and other surface element j except
surface element j (existing interception -> y=0; otherwise y=1)

I}

4) Y, A, cos 6, is summed to the projected area of human body A,

)}

5) Procedure 1-4 is carried out for all surface elements

Fig. 4.6 Algorithm for calculating project area of the human body (Tanabe et al. 2000). The Tanabe numerical simu-
lation method for predicting the effective radiating area and the project area of the human body (Tanabe et al. 2000) is
based on the solar gain simulation, according to which body shape, obtained by means of commercially available
software, is divided into quadrilateral surface elements

4.4 Anthropometric Parameters in the Literature

A comparison of the results of the studies considered in this chapter (Fanger 1970; Tanabe et al.
2000; Calvino et al. 2009; Lo Curcio 2009) reveals a high agreement of the data of the projected area
factor in a standing posture; the same cannot be said of data relating to the projected area factor in a
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Fig. 4.7 Projected area factors of standing (lef) and seated (right) people, referring to the Tanabe’s samples (Tanabe
et al. 2000). Tanabe and his co-workers applied their numerical simulation method to 91 directions of the ray, obtain-
ing the mean values of the projected area factors, for standing and seated people

1) Construction of the 3D shape digital model of human body

2) Saving bitmap images obtained photographing the 3D shape
digital model from several viewing angles with software’s camera

|

3) Counting black pixels for each image and multiply its by the
calibration number to convert pixel into m2

!

4) The values obtained are projected areas of human body, A,
for different viewing angles considered

Fig. 4.8 Algorithm for calculating project area of the human body (Lo Curcio 2009). The Lo Curcio numerical simula-
tion method utilizes commercially available software (Poser®) to obtain a body-shape digital model and to photograph
it from several viewing angles with a virtual camera; the images are then processed to deduce the projected areas

seated posture. Data for the projected area factors (Fig. 4.2) are available in graphical form (Fanger
1970); nevertheless we can also recall a polynomial algorithm, proposed by Rizzo et al. (1991), for
an easy computation of the mean projected area factors for standing and seated people:

f, (o.B)= iiA,,ociBj (4.34)

i=0 j=0
where o and 8 are azimuth and zenith angles respectively, and A, are proper coefficients depending
on the posture of those involved (see Table 4.5).
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Fig. 4.9 Digital shape model of human body in standing posture of male (up) and female (down) samples. Lo Curcio
applied his algorithm to six male and six female digital body shape models, representative of Italian, Australian and
British, Chinese, Japanese, German, and United States ethnic groups

Table 4.4 The main anthropometric characteristics of the body shape of models analyzed by the Lo Curcio’s study

ISO 7250  Anthropometric Australian
(1995) measurements Italian & British ~ Chinese Japanese German US
Male 4.01.02 Stature (mm) 1,714 1,759 1,686 1,685 1,771 1,769
subjects  4.01.04 Shoulder height (mm) 1,405 1,451 1,388 1,368 1,463 1,459
4.01.05 Elbow height (mm) 1,082 1,109 946 1,061 1,116 1,115
4.01.07 Crotch height (mm) 834 818 784 790 824 826
4.01.08 Knee height (mm) 454 468 432 430 475 475
4.02.09 Shoulder breadth (mm) 459 472 439 448 475 482
4.02.14 Knee-cap height (mm) 530 508 473 474 511 511
Female 4.01.02 Stature (mm) 1,590 1,632 1,569 1,565 1,655 1,630
subjects  4.01.04 Shoulder height (mm) 1,304 1,339 1,275 1,278 1,358 1,337
4.01.05 Elbow height (mm) 1,000 1,028 1,027 987 1,043 1,027
4.01.07 Crotch height (mm) 757 744 723 700 755 743
4.01.08 Knee height (mm) 431 431 395 395 437 430
4.02.09 Shoulder breadth (mm) 406 449 394 411 448 457
4.02.14 Knee-cap height (mm) 483 471 460 458 478 470

This table reports the main anthropometric characteristics of the Lo Curcio’s body shape models utilized to evaluated

the influence of gender and nationality on the projected area factors and the effective radiating area
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Fig. 4.10 Projected area factors of standing (left) and seated (right) people, referring to the Italian male sample (Lo
Curcio 2009). Lo Curcio has evaluated the mean values of the projected area factors, for standing and seated subjects,
male and female, starting from the statistical analysis of the anthropometric characteristics of several ethnic groups; in
the figure are reported the results obtained for the Italian, male sample

Table 4.5 Coefficients Aij for standing and seated subjects

i-th index
Ay 0 1 2 3 4
Seated posture Jjth index +2.884 E-01  +2.225E-03 -9.292E-05 +9.027E-07 -2.517 E-09

0
1 +2225B-03 -7.653E05 +4.021E06 -4.632E-08 +1.380E-10
2 -5472E-05 +7.286E-07 -6215E-08 +7.690E-10 -2.341E-12
3 +1.802E-07 -1457E-09 +3.152E-10 —-4.0I15E-12 +1.231E-14
0 +3453E-01 +1.945E-03 —-1.023E-04 +1.003B-06 —2.747 E-09
1 +6930E-04 +1.122E05 ~-1.502E-07 +4.040E-10 +8.461E-13
2 —7319E-05 -1288E-06 +3.676E-08 -3.036E-10 +7.489 E-13
3 43.675E07 +1.030E-08 -2.517E-10 +1.969E-12 -4.715E-I5

This table reports coefficients A, of a polynomial algorithm, proposed by Rizzo et al. (1991), for an easy computation of the
4 3

Standing posture  jth index

mean projected area factors for standing and seated people ( f, (0(,[3)= ZZAHOUBJ where o and B are azimuth and
zenith angles respectively) o

4.4.1 Comparison with Fanger’s Data of Projected Area Factors

In this section, we will compare the trends for the projected area factor relating to the standing and
seated postures of Lo Curcio’s (2009) study with those of Fanger (1970). The analysis reveals that
there is a strong agreement between the data of the two studies as regards the standing posture. In
particular, the mean excursion of differences is contained in the range (—0.020, +0.020), for male and
female subjects, with the exception of the 90° azimuth angle, for which the differences reach values
equal to —0.040 for female subjects and —0.030 for male subjects. This consideration highlights an
underestimation of the projected area factors in Lo Curcio’s study with respect to Fanger’s study for
positions close to the azimuth angle of 90°. This is probably due to the absence of hair in Lo Curcio’s
digital model study. However, the analysis of data relating to the seated posture reveals a significant
agreement between the two studies, with the exception of the 30° zenith angle, for which the differ-
ence reaches a value of 0.080 (for an azimuth angle of 180°). This latter observation indicates a
significant disagreement only for a zenith angle of 30° for the seated posture, which has also been
demonstrated by the studies of Tanabe et al. (2000) and Calvino et al. (2009).
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Table 4.6 The effective radiating area and the effective radiating area factor for standing and seated postures
Literature reference

Posture Parameters  Rizzoetal. Tanabe etal. Fanger et al. Horikoshi et al. Miyazaki et al.
Standing A (m?) 1.424 1.276 1.262 1.312 1.317

£ 0.806 0.744 0.725 +£0.013  0.803 = 0.005 0.834
Seated A (m?) 1.300 1.176 1.211 1.214 1.224

£ =) 0.735 0.691 0.696 +0.017  0.740 = 0.012 0.775

This table reports the effective radiating area and effective radiating area factor for standing and seated postures,
as available in the current literature

Table 4.7 The effective radiating area and effective radiating area factor for standing and seated postures (male
subjects) (Lo Curcio 2009)

Australian
Posture Parameters British Italian Chinese Japanese German usS
Standing A_(m?) 1.388 1.253 1.210 1.197 1.449 1.460
G 0.771 0.784 0.790 0.788 0.777 0.774
Seated A_(m?) 1.326 1.196 1.153 1.145 1.361 1.381
S 0.737 0.748 0.752 0.753 0.730 0.732

This table reports the effective radiating area and effective radiating area factor for standing and seated postures
for male subjects as a function of posture and nationality, obtained by Lo Curcio (2009). This results regard
subject characterized by the main anthropometric characteristics reported in Table 4.4

4.4.2 Influence of Gender and Nationality on Projected Area Factors

A comparison of the available data relating to project area factors pertaining to people of different
gender and nationality reveals a high level of agreement. Indeed, the observed excursions of
differences of project area factors are very low; the mean ranges of excursions are:

— (-0.017, +0.017) varying the nationality, for standing posture (reference: Italian sample);
— (-0.018, +0.014) varying the nationality, for seated posture (reference: Italian sample);

— (-0.011, +0.017) varying the gender, for standing posture;

— (-0.023, +0.028) varying the gender, for seated posture.

The projected area factor thus does not depend significantly on the different anthropometric charac-
teristics existing between the various ethnic groups worldwide. Furthermore, passing from standing
to seated posture, the range of excursion of the projected area factor remains almost unvaried with
changing nationality, while it shows a slight increase with varying gender. As a general consideration,

these changes are mainly highlighted in the sitting posture and are probably due to the geometric
differences between male and female subjects.

4.4.3 Comparison of Available Effective Radiating Area Values

We will proceed in this section, to compare values of effective radiating area, as available in the current
literature. A comparative summary of the effective radiating area and effective radiating area factor
for standing and seated postures are reported in Tables 4.6—4.8.
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Table 4.8 The effective radiating area and effective radiating area factor for standing and seated postures
(female subject) (Lo Curcio 2009)

Australian
Posture Parameters British Italian Chinese Japanese German usS
Standing A, (m?) 1.254 1.107 1.074 1.082 1.263 1.261
[ 0.802 0.810 0.824 0.822 0.809 0.794
Seated A (m?) 1.181 1.020 0.991 1.013 1.168 1.182
£ =) 0.756 0.747 0.760 0.769 0.748 0.744

This table reports the effective radiating area and effective radiating area factor for standing and seated postures
for female subjects as a function of posture and nationality, obtained by Lo Curcio (2009). This results regard
subject characterized by the main anthropometric features reported in Table 4.4

Fig.4.11 The effective
radiating area and the
effective radiating area factor
versus nationality (only male
subjects) and literature
studies (standing posture).
The graph of the effective
radiating area and the
effective radiating area factor
for male subjects in standing
posture shows a correlation
of the data from Lo Curcio’s
study and data currently
available in literature

Fig.4.12 The effective
radiating area and the effective
radiating area factor versus
nationality (only male
subjects) and literature studies
(seated posture). The graph of
the effective radiating area and
the effective radiating area
factor for male subjects in
seated posture shows a
correlation of the data from Lo
Curcio’s study and data
currently available in literature
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In order to enhance data comparison, we report only graphs of the effective radiating area
and the effective radiating area factor as a function of gender, posture and nationality (see Figs.

4.11-4.14).

These graphs show a correlation of the data from Lo Curcio’s study, for male subjects, using data
currently available in literature.
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Fig.4.13 The effective radiating area versus gender, posture, and nationality. The graph of the effective radiating area
for male and female subjects, in seated or standing posture, shows a correlation of the data from the different people
analyzed in the Lo Curcio’s study
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Fig. 4.14 The effective radiating area factor versus gender, posture and nationality. The graph of the effective radiat-
ing area factors for male and female subjects, in seated or standing posture, shows a correlation of the data from the
different people analyzed in the Lo Curcio’s study

4.5 Applications to Other Areas of Health and Disease

Although the previous description refers to standing and seated postures, the analysis of the anthro-
pometric parameters can be extended to other situations, where people are mainly in a lying posture,
as in hospitals. The utility of the relationship for the calculation of the radiative exchanges of an
irradiated subject placed in a given enclosure and the importance of the knowledge of anthropometric
parameters will now be illustrated by means of a numerical example.

Consider a naked resting subject, lying on the back, placed in a moderate thermal uniform
environment with air temperature and mean radiant temperature of 26°C and a low speed of air
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(i.e., less than 0.15 m/s). A lamp with a color temperature of 3,000 K is positioned in this environment
whose intensity of the emitted radiation at the distance of 1 m, g, , . is equal to 150 W/m®. The lamp,
a high intensity heat source, is placed in front of the subject at a distance varying from 1 to 4 m; this
may be the case for a patient about to undergo surgery (see, e.g., Fig. 4.15).

The positions of the human body and the lamp enable us to adopt the view factor values for
standing people and, consequently, the pertinent equation for the radiative human body thermal
balance.

In order to evaluate the total thermal radiation leaving the body for unit of body area, (4.35)
is used, dividing (4.7) by the naked body surface area:

Aﬁ = e ;[ (g +273) (£ +273) |- 0, 30, (4.35)
b

In (4.34), the clothed surface temperature, ¢, may be obtained by means of a balance of the dry
component of the energy exchanged between the external surface of the body and the environment
(Fanger 1970). Emissivity, €, and the effective radiating area factor, f, have been assumed equal to
0.97 and 0.696, respectively; the projected area factor, fp , has been set at the value of 0.35 (valid for
a standing subject with altitude and azimuth angles of 0°); and the relative absorptance of skin, a. ,
has been assumed to be equal to 0.8, with reference to Fig. 4.16.
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Moreover, the dependence of the radiant flow on the distance of the lamp has been evaluated by
the following equation:

g, (d) = Trin (4.36)
d

Finally, the behavior of the radiative heat flow leaving the body of the irradiated subject is reported
in Fig. 4.17, as a function of the distance between the subject and the lamp.

In Fig. 4.17, the total radiative heat flow by the subject toward the environment is assumed as
positive, while the total radiative heat flow reaching the human body from the environment is
assumed as negative. When the lamp is near the subject, the total radiative heat flow is a gain; when
the lamp is further away, this radiative heat flow is considered dispersion.

These considerations definitely confirm the crucial importance of the knowledge of human body
radiative parameters (particularly, the projected and the effective radiating area factor) in order to
evaluate radiative heat flows and the thermal sensation of a subject. Similar considerations can be
made for clothed persons by taking into account the importance of other human body radiative
parameters, which the clothing area factor will markedly increase.

Summary Points

* The thermal sensation of a subject in a confined environment is related to the need of the human
body to arrive at a homeothermic state at body core level.

* In order to evaluate the thermal condition of a subject in a confined environment, a suitable set of
radiation data referring to the human body anthropometry is required.

e The main parameters facilitating the evaluation of the convective and radiative exchanges between
the human body and the environment are:
o The body surface area;
° The clothing area factors;
o The effective radiation area factor;
o The projected area factors.
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* A detailed description of the practical methods and techniques for determining the relevant human
body anthropometry parameters has been described by pointing out the main features and the ease
or otherwise of their suitable application.

* The results of a new study concerning the determination of the differences of peoples of various
gender and nationalities on the radiation anthropometric parameters has been outlined.

Key Points of Homeothermic State

* The thermal comfort of people in confined, thermally moderated environments is considered
to be of paramount importance today in order to guarantee optimal working and living condi-
tions to the occupants of any given building. The conditions for ensuring indoor comfort
involve a relevant consumption of energy, required by HVAC systems in winter (heating) and
summer (cooling). Thus, suitably addressing the thermal conditions of buildings could result
in a significant primary energy saving.

e In order to evaluate the thermal body (thermo-hygrometry) comfort conditions at a design
level, specific algorithms, which obtain human body thermal balance in a given indoor envi-
ronment, are required. This calls for knowledge of various important anthropometric param-
eters, particularly in relation to the radiative heat exchange of the human body, which represents
one of major factors in the thermal balance of human body.

* Algorithms, practical methods and techniques for obtaining such parameters (the body surface
area, the clothing area factor, the effective radiating area factor and the project area factors)
have been reported in this chapter.

e The potential of these parameters to address new areas of health and disease, particularly in
hospitals and buildings where people assume predominantly supine postures, has also been
analyzed.
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Chapter 5
Optical and Electromagnetic Shape-Capturing
Systems for Limb Anthropometrics

Mark D. Geil

Abstract The allied health disciplines of prosthetics and orthotics require specialized knowledge
of anthropometrics and have consequently developed instrumentation and systems to capture shapes
of specific body segments. This instrumentation has found application for digital shape capture and
subsequent model modification for intact and residual limbs as well as for the head and torso. Two
primary technologies have emerged. Optical scanners are largely non-contact and use combinations
of digital cameras, lasers, and lights to capture the surface geometry of a limb. Electromagnetic
field-based systems are contact scanners that require the entire surface of the limb segment to be
traced using a stylus. The accuracy of both systems has been established versus known measures
and conventional hand-tool anthropometrics. Furthermore, the use of systems for routine collection
of anthropometrics for all patients has been proposed even in cases when the instrumentation is not
used as part of the process of fabrication of a prosthesis or an orthosis. Additional utility is possible
with the use of the digital caliper function of magnetic field scanners. In particular, the collection
of body segment parameters that is a necessary part of clinical gait analysis is significantly more
efficient with the digitizer. An additional practical application of the systems is centralized fabrica-
tion of prosthetic and orthotic components. In conclusion, specialized equipment for limb digitization
has benefitted the disciplines of prosthetics and orthotics and could have ancillary benefits in other
fields as well.

Abbreviations

CAD/CAM  Computer aided design/Computer aided manufacturing

CNC Computer numerical control

CAPOD Computer aided prosthetic and orthotic design
BSP Body segment parameter
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5.1 Introduction

While anthropometry is already important in health care disciplines that monitor growth or changes
in limb shape and size, its importance increases when a device must be fabricated to provide a
customized, intimate fit with the limb. In particular, the allied health disciplines of prosthetics and
orthotics require detailed information about human extremities, including residual limbs following
amputation and congenitally malformed limbs (Table 5.1). Such information must contain three-
dimensional data including not only overall limb volume, contours, and dimensions, but also the
location of certain skeletal and soft-tissue landmarks. In addition, specific conditions require anthro-
pometric data for the head and torso.

Historically, prosthetists and orthotists have found ways to capture anatomical shapes using
simple tools and a minimum of measurements. Casting has been and still is used to produce a
three-dimensional negative impression of an anatomical segment, from which a positive plaster
model can be produced, modified, and used for the fabrication of an orthosis or a prosthetic
socket (Fig. 5.1).

Table 5.1 Key features of prosthetics and orthotics
Prosthetics Orthotics

Prostheses are devices that replace a missing Orthoses, or braces, are devices that augment an existing body part
body part

Prostheses are fabricated and fit by a Orthoses are fabricated and fit by an orthotist
prosthetist

Limb prostheses replace arms or legs, and Limb orthoses may be used to control range of motion, modify
may include joints including knees or shape, or transfer forces
elbow

Limb loss may occur as a result of congenital ~ Limb orthoses may be necessary when muscle function is
deformity or dysfunction, trauma, or compromised, resulting in either too much or too little tone
disease

These key facts provide an introduction to the related allied health care disciplines of prosthetics and orthotics

Positive Model

Cast Removal Formation and Fak[))::::t?on
Modification
oA plaster cast is sThecast isremoved eThe negative castis eThe prosthetic
placed directly on with minimal filled with plaster socket or orthosis is
the limb segment cuttingand used as  and then removed formed over the
and any necessary anegative model of  toleave a positive modified positive
soft-tissue the limb model of the limb, model using
manipulation is whichis in turn techniquessuch as
performed while modified lamination or
the cast hardens appropriately vacuum forming

Fig. 5.1 Fabrication flow chart. Fabrication process in prosthetics and orthotics using traditional limb capture
techniques
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In the process of seeking enhancements to this traditional process, technologies in computer aided
design and manufacturing (CAD/CAM) were modified for clinical use in prosthetics and orthotics
(Boone and Burgess 1989; Houston et al. 1992). CAD/CAM rectification is intended to accomplish
several tasks: capturing the three-dimensional anatomical shape, allowing software-based modifica-
tion of that shape, and producing output data suitable for automated manufacture. Ancillary benefits
of the process are related to anthropometrics research; most notably, the process generates a digital
model of the shape from which any required anthropometric dimension can be obtained.

Although development continues in all aspects of CAD/CAM in prosthetics and orthotics, technolo-
gies for digital capture of anatomical shapes have outpaced technologies for automated fabrication
of orthoses or prosthetic sockets. Consequently, practical application of CAD/CAM often entails
automated manufacture of a positive model upon which the final step in Fig. 5.1 must still be
performed, as opposed to direct automated manufacture of a finished socket or orthosis (Smith and
Burgess 2001).

This chapter will focus on technologies and techniques for digital shape capture of the human
extremities, with a focus on digitization of the residual lower limb of an individual with limb loss for
the purpose of prosthetic socket fabrication.

5.2 Limb Anthropometrics

Specific anthropometric measurements are important in prosthetics and orthotics because of the
clinical needs of individual patients. Very specific limb dimensions might be important for needs as
diverse as increased force application for skeletal control or pressure relief for comfort. Common
clinical needs necessitating specific anthropometric measurements are detailed in Table 5.2.

These clinical needs require detailed and accurate understanding of measures associated with the
complete limb, such as residual limb volume, alongside specific measures of one anatomical aspect
with respect to another, such as the linear distance from the distal end of the residual limb to the
center of the patella.

With a goal of clinical efficiency, prosthetists and orthotists have developed means to fabricate
devices that meet the varied clinical needs of patients without quantifying specific anthropometric
data. Before digitization was available, techniques were developed to transfer anatomical landmarks
to the positive model and then modify the model to add or reduce volume based on clinical experi-
ence. These techniques persist such that a large percentage of facilities do not routinely record a wide
array of anthropometric measurements. This practice impedes post-hoc research in prosthetics and
orthotics, and CAD/CAM techniques have been proposed for routine data collection, even when
conventional fabrication techniques are used (Geil 2007).

Table 5.2 Anthropometric examples

Category Clinical need Example of required anthropometrics
Prosthetic socket Comfort, pressure relief over skeletal Height of fibular head over cross-sectional limb
prominences circumference
Prosthetic socket Suspension and weightbearing control Location of patellar tendon relative to patella
and distal aspect of the residual limb
Spinal Orthosis Prevention of curve progression in Spinal curvature and height of specific vertebrae
scoliosis

Examples of anthropometric requirements that might be required to address specific clinical needs in prosthetics and
orthotics
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5.3 Technologies for Digital Shape Capture

Technologies designed specifically for use in prosthetics and orthotics have developed into two
primary platforms: magnetic field and optical. Electromagnetic field-based digitization involves
tracing the contour of the limb, while optical digitization requires little to no contact with the limb.
Each approach has advantages and disadvantages in terms of ease of use, accuracy, repeatability and
clinical utility. Both arrive at similar sets of anthropometric outcomes.

5.3.1 Magnetic Field-Based Digitization

Magnetic-field based systems for the digital capture of human limb shapes typically use three
components: a magnetic field emitter, a stylus, and a reference field sensor (Fig. 5.2). The reference
sensor is attached to the limb to provide a local coordinate system. Limb anthropometrics are initially
defined with respect to this limb coordinate system to allow for the possibility of limb movement.
The stylus is then used to identify overall limb space and orientation (anterior, posterior, medial, and
lateral aspects). To capture limb volume and contours, the limb surface is traced with the stylus.
Finally, anatomical landmarks of interest are identified with the stylus.

5.3.2 Optical Digitization

Optical scanners use different combinations of cameras, light-emitting diodes, and eye-safe lasers to
capture the shape of the limb (Fig. 5.3). These systems usually perform the shape capture process in
less time than magnetic field contact scanners. Digital camera-based optical scanners usually involve
the application of a material to the limb. In some cases, a white sleeve is placed over the limb,

Fig.5.2 Magnetic field-based instrumentation. Instrumentation for digital shape capture based on magnetic field-based
sensors. Components are labeled as follows: (a) reference field sensor; (b) stylus; (¢) magnetic field emitter
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Fig. 5.3 Optical instrumentation. Optical instrumentation for limb anthropometry. The ring shown emits parallel
bands of light on a limb and cameras record the distance between lines

and the scanner system uses lasers or light emitting diodes to project a fixed array of stripes or a grid
onto the sleeve. In some cases, reflective markers placed on the surface identify contours.

In both scenarios, human limbs are most often mathematically modeled as closed cylinders, and
the same software can be used to observe or modify models obtained through either method.
Clinically, an important distinction between the methods is that non-contact methods are usually
faster, but they do not allow the clinician the opportunity to manipulate soft tissue during the shape
capture process.

5.4 Anthropometric Outcomes

Completed digital models of the limbs enable the collection of multiple anthropometric measures.
Digital models are produced in file formats appropriate for computer numerical control (CNC)
milling machines or rapid prototyping machines, and these files afford the measurement of linear
dimensions, circumferences, and volume in any direction. Discipline-specific front-end software
used for model modification displays a limited set of measurements; nonetheless, readily available
outcomes are still vast. Standard measurements include (Fig. 5.4):

e Circumference at any level perpendicular to the long axis of the limb

* Anterior—Posterior diameter at any level perpendicular to the long axis

e Medial-Lateral diameter at any level perpendicular to the long axis

e Linear distance from any point on the model surface to the distal end parallel to the long axis
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Fig. 5.4 Measurements within software. Basic anthropometric measurements reported for a model of the residual
limb of an individual with transtibial amputation on Omega Tracer software (version 11.0, Ohio Willow Wood, Mt.
Sterling, Ohio, USA)

Another important clinical outcome is limb volume, since closeness of fit is essential for
component function. While clinicians do not routinely quantify volume, temporal fluctuations in
volume for a given patient are important. In prosthetics, socks are used to fill space between the
prosthetic socket and the residual limb, and the number of sock ply has developed as an indirect
measure of volume.

Perhaps one reason that volume has not been routinely measured is the difficulty in measurement
and the equipment required. Magnetic resonance imaging and related medical imaging techniques
can be used to assess volume, but the process and equipment are expensive. Water displacement has
been used as a primary tool and to validate other tools (Fernie and Holliday 1982; Smith et al. 1995),
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Fig.5.5 Volume comparison in software. Comparison of volume for two residual limb scans on Omega Tracer software
(version 11.0, Ohio Willow Wood, Mt. Sterling, Ohio, USA). Volume difference is displayed visually and reported
numerically

but it is cumbersome. Electrical bioimpedance has been used to assess residual limb volume
within the prosthetic socket in individuals with amputation (Sanders et al. 2007); like all of these
techniques, it requires specialized equipment.

Because limb volume fluctuation within an individual is of such importance, a useful feature of
software customized for digital shape capture in prosthetics and orthotics is the ability to visualize
volume fluctuation and to add or remove volume in a model (Fig. 5.5).

In some cases, the volume measurement is not the most essential outcome, but it is related to
the essential outcome. Prosthetic sockets must employ some type of suspension to remain affixed to the
residual limb. Designs have evolved through history, and newer sockets have been developed with a
different suspension philosophy than their predecessors. Socket designs that originally reduced
volume at certain anatomical landmarks to apply active pressure have been augmented or replaced
by total surface bearing sockets that employ an additional gel liner interface, hydrostatic sockets
intended to equalize pressure over the entire residual limb, and sub-atmospheric pressure suspension
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systems which employ vacuum to maintain suspension. With these approaches, accurate measure of
the contours and shape of the limb are paramount. The fact that digitized limb models permit the
calculation of the curvature of the surface of the limb at any point (Vannah et al. 2000) may become
more important as socket designs continue to necessitate very close fit.

5.5 Accuracy of Digital Shape Capture

The accuracy of models that result from digital shape capture can be assessed using anthropometry.
Comparisons must be made between the model and a known standard. For the sake of simplicity,
Lilja et al. measured accuracy using a cylinder (Lilja and Oberg 1995). For measures of volume
using a Swedish Computer-Aided-Prosthetic and Orthotic-Design (CAPOD) System, a consistent
systematic error of 2.5% was identified. Because general volume modifications are easily accom-
plished within software, such a general error is not a major clinical concern. The same study identi-
fied random error of 0.5%, which is comfortably small for most clinical applications. Johansson and
Oberg compared two CAD systems for precision and accuracy and found results similar to Lilja
et al. for the CAPOD system and larger random errors for the ShapeMaker system, but still less than
1.3% (Johansson and Oberg 1998).

Geil focused on common clinical anthropometric measurements to assess the precision, accuracy,
and reliability of two types of systems: a contact and non-contact scanner (Geil 2007). This research
also investigated operator experience, comparing a group of experienced practitioners to a group of
prosthetics students. In general, measurement results were consistent across systems and operators,
and the mean difference in measurement between the systems was less than 1 cm. A specific source
of error was identified in the use of the optical non-contact scanner to determine limb diameter. If the
scanner was held at an angle to the line perpendicular to the long axis of the limb, and this deviation
was not corrected in the model, diameters were overestimated as the hypotenuse of a triangle formed
based on the angle of deviation (Fig. 5.6).

Geil’s work suggests that modern CAD/CAM systems can be of clinical value for the purpose of
routine collection of anthropometrics, even if they are not used for limb modeling, rectification, or
device fabrication.

5.6 Applications to Other Areas of Health and Disease

Clinical gait analysis is an important procedure that provides insight into movement disorders that
is not otherwise available through observation. Human walking is dynamic and complex, and
specialized equipment is required to record human motion, model the segments of the human body,
and reconstruct the motion paths in three dimensions for subsequent analysis (Perry 1992).

In its relatively young history, a reasonably standard approach to modeling of the human body has
emerged. In general, three-dimensional kinematics are recorded with a minimum of three markers
per segment. The lower extremities are modeled by rigid segments for the foot, lower leg or shank,
upper leg or thigh, and pelvis. Shared markers near joint axes of rotation minimize the total number
of markers required. These markers must be combined with information about the geometry of each
segment in order to accurately model joint centers, segment centers of mass, segment lengths, and
segment moments of inertia. Specific anthropometric data called body segment parameters (BSPs)
provide this geometric information (Vaughan et al. 1992).
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Fig.5.6 Source of error in shape capture. Optical scanner positioned on a model of a residual limb, illustrating align-
ment of scanner perpendicular to the long axis of limb (a) and oblique to the long axis of limb (b). If not subsequently
corrected in software, the angle in (b) will introduce errors in limb diameter and circumference measurements

In practice, BSPs are collected at the beginning of a gait analysis session. The number of
measurements required depends on the model used and can be fairly large. A largely untapped utility
present in contact scanners for digital shape capture in prosthetics and orthotics has application
in clinical gait analysis. Because magnetic field-based systems employ two independent sensors in
the same magnetic field (one to establish the limb coordinate system and one for contact scanning),
the linear distance between the two sensors can be readily determined. In this technique, the two
sensors function as ends of digital calipers (Fig. 5.7). In our laboratory, we have utilized the digital
caliper mode to streamline collection of BSPs in clinical gait analysis.

This approach provides significant time savings, in particular due to the fact that once the calipers
are in place for a given measurement, the operator simply pushes a button on one of the sensors and
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Fig. 5.7 Digital calipers. Configuration of a magnetic field contact scanner as digital calipers. The model reference
sensor is used as an additional stylus. The system provides real-time feedback of the distance between the two sensors,
and the dimension can be recorded by the system (following software modification) by clicking the button marked
with the black triangle on the stylus

the measurement is recorded. This avoids problems associated with standard calipers, including
inadequate throat size, the need to remove the caliper from the limb to read the gauge, and the
possibility of misreading the gauge.

When the digital caliper technique was used in our laboratory by two investigators to measure a
standard set of ten lower limb BSPs and compared to measurement using traditional calipers and
tape measures for ten subjects, the digital caliper technique was more efficient. The mean time to
complete the measurements using digital calipers was 1 min, 30 s. The mean time to complete the
measurements using traditional measurement tools was 4 min, 5 s. The difference is statistically
significant (p < 0.0001). Research to compare the accuracy of the two techniques is ongoing.

5.7 Practical Methods and Techniques

One of the advantages of digital shape capture of limb anthropometrics is the portability of digital
files. With the traditional method described in Fig. 5.1, the only complete record of limb shape and
volume is the physical positive model. If the limb shape has been digitized, complete shape informa-
tion is contained in a single computer file.

This portability has expanded the practicality of central fabrication in prosthetics and orthotics
(Smith and Burgess 2001). In this model, practitioners see patients at a different facility from the
one in which components are fabricated. There are multiple potential benefits to a central fabrica-
tion approach. Facility overhead is reduced, enabling the establishment of smaller offices in more
locations, possibly reducing expense. However, the model does require close communication
between practitioner and fabricator. In particular, anthropometric definitions must be clearly
defined. A variable such as “residual limb length” is highly dependent on measurement technique.
Even if the proximal location from which length is measured is clearly specified, results can vary
widely. If the length is measured on the limb or on a positive model, one practitioner might align
the caliper parallel to the long axis of the limb. Another might keep the caliper close to the surface
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of the limb. Still another might use a tape measure. If the same measurement is determined from
a digitized model using anthropometric software, it is important to understand the technique
employed by the software.

The portability of shape capture equipment has also found application in the developing world,
where patient care is challenged by distance. With fewer fabrication facilities and increased difficulty
for patients to reach those facilities, portable anthropometric measurement can be the only feasible
patient care solution. Because digital shape capture devices can be carried by the practitioner to
remote locations and because they produce computer files that can be easily transferred to distant
fabrication facilities, they provide a practical solution to challenging patient care.

Summary Points

» Tools for digital capture of limb shapes have developed specifically for clinical use in prosthetics
and orthotics

* Prosthetists and orthotists have need for measurements of limb length, circumferences at certain
levels, and anterior—posterior and medial-lateral limb diameters

e Limb volume is important but not routinely quantified

* Two primary technologies are used for digital shape capture: optical scanners and electromag-
netic field scanners

e Accuracy of these devices has been independently assessed in the literature

¢ Magnetic field-based systems have a potential application in clinical gait analysis for the routine
recording of body segment parameters

e Digitization of the limbs has advanced the concept of centralized fabrication of prosthetic and
orthotic components

Table 5.3 Key features of limb digitzation systems

Time for capture Digitization occurs in real time. Optical systems can capture a limb shape in less than 1
s. Contact scanners require contact with the entire limb surface area, which can take
2-3 min.
Landmarks and Optical systems automatically identify landmarks, which are in some cases special
modification marks affixed to the limb prior to digitization. Contact systems allow marker

identification using the stylus. Modification can occur on the limb with contact
scanners and in post-processing with both systems.

Patient involvement The limb must be held relatively still and extended with both technologies. A reference
sensor in magnetic field systems permits some patient movement within the
magnetic field. Most systems can be used with the limb in a variety of orientations.

Portability Both systems are portable enough to take to remote locations and can be carried by one
person along with a laptop computer. This portability has permitted the use of limb
digitizers in developing countries to treat patients who do not have local facilities
and cannot travel.

This table lists the key features of limb digitization systems, including their practical use in the clinic
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