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Preface

In 1982 I wrote a survey paper on management accounting for the
Economic and Social Research Council (ESRC - at that time,
SSRC). My objective in writing that paper was to survey the
development of management accounting in the academic literature
over the preceding twenty years or so in an attempt to assess the
current state-of-the-art. The paper reviewed contemporary de­
velopments in management accounting research in quite broad
terms and when I decided to use the general themes of the survey
in my undergraduate teaching, I found it necessary to give students
a number of lectures to introduce them to the concepts and
techniques which have been discussed in the research literature.
This book has arisen out of these lectures.

Readers who are familiar with the management accounting
research literature are urged to read the survey paper, which has
now been published along with two other ESRC-commissioned
surveys in Management Accounting, Organizational Theory and
Capital Budgeting by R. W. Scapens, D. T. Otley and R. J. Lister
(Macmillan/ESRC, 1984). This present book is intended for
readers who have not explored the research literature in any
depth, but have some knowledge of standard textbook treatments
of the subject. The contents of the book are aimed at second/third
year students of management accounting and others who want to
understand the directions of contemporary management account­
ing research.

ix



x Preface

It is assumed that the reader has had at least an introductory
course in management accounting and is familiar with the topics
typically covered in introductory textbooks. But a reader who has
studied or is currently studying an intermediate management
accounting textbook will also find this book very relevant. An
attempt has been made to limit the complexity of highly mathema­
tical topics - where mathematics are used they are kept as simple
as possible and the interested reader is referred to more detailed
treatments elsewhere. In general, emphasis is given to the inter­
pretations and conclusions which can be drawn from mathematical
analyses, rather than to the form of the analyses themselves.

No attempt is made to achieve a comprehensive coverage of all
research which can be described as being within the field of
management accounting. Certain important topic areas have been
selected to illustrate the general nature of contemporary develop­
ments in management accounting research. Having completed the
book, the reader should have an understanding of current
academic thought in management accounting, a knowledge of
where it has come from, and some ideas as to where it might lead.

I would like to express my gratitude to the ESRC for commis­
sioning the survey paper which has led eventually to this book. In
addition, my thanks are due to Professor Mike Bromwich, who
first suggested that I should expand my survey paper into a book,
and whose comments, criticisms and advice in the editorial process
have contributed greatly to the end result. Mention should also be
made of a number of my students who offered critical comments
on earlier drafts. Finally, I would like to express my special thanks
to my wife, Maureen, for her support and encouragement and for
the many hours she spent word processing the material for this
book.

December 1984 Robert W. Scapens
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Introduction

Over the last thirty years management accounting has developed
as a practical aid to business managers and as a subject for
academic teaching and research. Currently, the management
accounting textbooks written by academics describe a coherent set
of concepts and techniques which are available to management
accountants in practice. Unfortunately, in a number of respects,
the practical nature of the subject differs quite considerably from
these textbook concepts and techniques. It could be said that there
is a gap between the 'theory' and 'practice' of management
accounting - a gap which is quite wide, particularly when 'theory'
includes the various mathematical and statistical techniques avail­
able for financial decision making - for example, linear program­
ming and statistical decision theory. However, contemporary
developments in management accounting research have provided
a basis for understanding the usefulness of textbook concepts and
techniques. This book reviews these contemporary developments.

A survey of recently published management accounting text­
books (described in detail in Chapter 2) indicates a considerable
measure of agreement amongst textbook writers as to the nature
of management accounting. The contents of those textbooks will
be regarded, for purposes of this book, as indicative of the
conventional wisdom of management accounting. In general,
textbook writers give the impression that the conventional wisdom
can provide the 'right answers', while practices which are inconsis­
tent with it are in some sense wrong. Some of the examples and
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4 Management Accounting: Theory and Practice

exercises in textbooks illustrate this latter point. For instance, the
usual exercise which invites criticism of an absorption costing
report 'prepared by the accountant' implies that the practising
accountant is wrong, while the academic textbook writer can
provide the 'correct answer'.

Over the past ten to fifteen years researchers have relaxed a
number of the assumptions which are implied in management
accounting's conventional wisdom. In particular, such researchers
have explored the effects of uncertainty, information costs, and
the motivations of managers/decision makers on the design and
selection of appropriate management accounting techniques. This
book reviews the work of the researchers. As well as giving the
reader an awareness of current thinking in management account­
ing research, this review will place the apparent gap between the
theory and practice of management accounting into perspective
and provide a basis for evaluating the usefulness of the concepts
and techniques contained in most current textbooks.

However, this book is not a textbook - no attempt is made at
comprehensive coverage of management accounting. But with the
aid of illustrations drawn from a number of representative areas,
we will discuss contemporary developments in the subject. In
order to discuss these developments in their proper context,
subsequent chapters will trace the historical development of
management accounting research.

In Chapter 2 the nature of the conventional wisdom of manage­
ment accounting will be described and its origins explored. In
particular, the underlying assumptions which were generally
accepted (either implicitly or explicitly) by the researchers who
developed the basic concepts and techniques will be identified.
Emphasis will be given to the user decision approach which is
common to most current management accounting textbooks. Such
textbooks generally rely on simple economic models which em­
body the assumptions of profit maximisation and costless informa­
tion. Much of the research which underlies management account­
ing's conventional wisdom was undertaken in the 1950s and early
196Os, particularly in the United States; but there were some
notable contributions from the United Kingdom as early as the
1930s. No special attempt will be made to identify the geographical
origins of particular theoretical developments. The rather limited
extent to which certain aspects of this conventional wisdom are
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applied in practice will be discussed in Chapter 3. Here, however,
it will be appropriate to identify, as far as possible, the practices of
companies in the United Kingdom and to compare them with
practices in the United States. It will be argued that the gap
between the conventional wisdom and the practice of management
accounting is partly due to the nature of the assumptions used in
the research which underlies the conventional wisdom.

As indicated above, much of this research was completed by the
1960s. Subsequent research, particularly in the early 1970s
attempted to remove some of the assumptions implied in the earlier
work: for instance, the assumptions concerning certainty about the
future. Researchers attempted to extend models for cost estima­
tion, cost-volume-profit analysis and cost variance investigation to
explicitly recognise uncertainty. These three areas will be discus­
sed in Chapters 4, 5 and 6. Other areas were researched, but these
three are described in this book as illustrations of the general
trend. Such research led to models which were mathematically
very complex and which have not been widely used in practice. It
will be argued later in the book that the major problems with these
complex models are that they fail to recognise the implementation
problems and, more importantly, ignore the cost of information.

Information costs will be explicitly examined in Chapters 7 and
8, and some of the implications thereof will be explored in Chapter
9. These three chapters will discuss information economics, which
became popular in management accounting research in the mid­
1970s, and led to the realisation that when costs and benefits of
information are taken into consideration, simple models can be
rational. A decision maker faced with a complex situation may be
quite rational to select a rule-of-thumb, if the costs of providing a
more sophisticated solution outweigh the benefit to be derived
therefrom. Chapter 9 will describe some empirical and simulation
studies which demonstrate such a result.

The last three chapters of the book attempt to bring up to date
this review of contemporary developments in management
accounting research and, in particular, to discuss the implications
of agency theory - an extension of information economics. Chap­
ter 10 contains a discussion of some possible explanations for the
use of cost allocations in practice, despite the conventional
academic view that all allocations are arbitrary. This discussion
will introduce agency theory, but it will be described in more detail
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in Chapter 11. Some interesting results of studies using agency
theory suggest that many of the observed practices of management
accounting could be optimal, despite their lack of conformity with
conventional wisdom. Thus, agency theory may offer a means of
closing the gap between the theory and practice of management
accounting. But more research is needed. At the present time,
agency theory provides few conclusions which can be generalised
and empirically tested - most of the results of agency theory are
situation specific, i.e., they describe the optimal techniques for a
very small range of situations.

As already noted, this book is not a comprehensive textbook of
management accounting. It does not deal with all the techniques
which are contained within most textbooks. Furthermore, it
retains the economic perspective of management accounting's
conventional wisdom. Developments in behavioural accounting
are not explicitly reviewed, although some references are made to
them. A review of contemporary developments in behavioural
accounting is left to other writers (e.g. Otley, 1984). It is hoped
that the theme set up by examining the illustrative areas included
in this book will provide an insight into current economic-based
management accounting research and thereby enable the reader to
take a more critical view of material contained in management
accounting textbooks.



The Conventional
Wisdom

The existence of a gap between the theory and practice of
management accounting was suggested in Chapter 1. For this
purpose the 'theory' or conventional wisdom of management
accounting was equated with the contents of current textbooks. In
this chapter an overview of the conventional wisdom will be
provided and its underlying assumptions explored. It will be
argued that there is a measure of agreement amongst textbook
writers as to what comprises the core material or conventional
wisdom, and that this conventional wisdom derives from research
undertaken primarily in the 1950s and early 1960s. Students of
management accounting should be quite familiar with this core
material as it typically forms the basis of management accounting
courses.

2.1 The Rise of Management Accounting

In its simplest terms, the conventional view is that management
accounting comprises that branch of accounting which seeks to
meet the needs of managers - or in general, the needs of users
internal to the business. Thus, it could be said that management
accounting was first practised when businessmen began to receive
financial information about their businesses. However, general use

7



8 Management Accounting: Theory and Practice

of the term management accounting (and its North American
equivalent, managerial accounting) is comparatively new.

Before the Second World War the primary focus of internal
accounting was the determination of costs, with particular emph­
asis on product costing and the control of direct labour, direct
materials and overheads. Most of the innovators were cost
accounting practitioners. The major concerns of cost accounting
included the double-entry recording systems for cost control and
the identification of unit costs - i.e., the cost for each product or
departmental unit. Attempts were made to identify what could be
considered the 'full' cost of producing each unit of output. These
concerns led to various methods of cost identification and alloca­
tion, and to an emphasis on absorption costing.

After the Second World War there was an increasing awareness
of the view that cost information, in particular, and accounting
information, in general, should be appropriate to the needs of
users - especially managers. In the academic field, a study by
Simon et ale in 1954 had a profound effect on the perceived role of
accounting information for managers. That study identified three
uses of accounting information which managers considered impor­
tant: score-card, attention-directing and problem-solving - all
concerned with aspects of the management of organisational
performance. This management process can be divided into two
elements, planning and control. Management accounting de­
veloped as it became recognised that accounting information could
be widely used in both managerial planning and managerial
control.

A useful distinction between the era of cost accounting and the
era of management accounting was made by Horngren:

In an exaggerated sense, the cost accountants main mission
might have been depicted as the pursuit of absolute truth, where
truth was defined in terms of getting as accurate or precise costs
as possible.... [While in management accounting] the theme of
'different costs for different purposes' was stressed - a preoc­
cupation with finding conditional truth. (1975, pp. 9-10 ­
emphasis added)

This change in the perceived nature of the internal accounting
function was explicitly recognised by the professonal accounting
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organisations. The Institute of Cost and Works Accountants
changed the name of its journal from Cost Accounting to Manage­
ment Accounting in 1965 and its own name to the Institute of Cost
and Management Accountants in 1972. In the United States the
National Association of Cost Accountants had changed its name to
the National Association of Accountants in 1958.

The management accounting literature expanded rapidly in the
1960s as researchers first developed, and then refined, new techni­
ques for providing accounting information to management.
However, these techniques were developed on an ad hoc basis;
there was no explicit statement of the underlying theory of
management accounting which was used to guide this research.
Nevertheless, it is possible to identify some of the assumptions
which were implicit in the research and this will be attempted
below.

At this stage it would be useful to provide a definition of
management accounting, which could be used to structure the
present discussion. Unfortunately, this is not an easy task as there
is no generally agreed definition. Various definitions are available;
but some are too general to provide a suitable structure, while
others simply emphasise a particular research approach.

The professional management accounting bodies in the UK and
US define management accounting in very general terms. Cox
(1982), echoing the official view of the Institute of Cost and
Management Accountants, argued that management accounting
should not be restricted to internal reporting - see also National
Association of Accountants (1981). The professional view appears
to be that management accountants should be concerned with all
aspects of accounting, except the external audit. This wide ranging
view of management accounting includes the preparation of
financial statements and the general financial management of the
organisation within the management accounting function. While
such a definition of management accounting might be appropriate
from a professional perspective it does not provide a means of
structuring a study of management accounting.

Traditionally, the subject matter of accounting has been divided
into sections, such as financial accounting and management
accounting, for purposes of teaching, research and professional
examinations. Undoubtedly, the sections overlap in practice, and
the boundaries of each section can be described as arbitrary.
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However, the present discussion would be totally unmanageable in
the absence of such boundaries. Rather than attempting to provide
a priori justifications for the boundaries used in this book, the field
of management accounting will be identified through an examina­
tion of management accounting textbooks. This will provide an
indication of the core or conventional wisdom of management
accounting as it is understood by academic textbook writers and
presumably also by teachers of management accounting.

2.2 Scope of Management Accounting

A sample of 24 management accounting textbooks published in
recent years was used to identify the perceived scope of manage­
ment accounting. No special selection techniques were used, just
the books readily to hand. It has to be acknowledged that the
availability of these books introduces a particular bias into the
sample. Nevertheless, the fact that the textbook market is capable
of sustaining at least this number of books suggests that the bias is
likely to be shared by a substantial number of accounting teachers.
The material included in these textbooks indicates the aspects of
management accounting currently being conveyed to most
accounting students - many of whom will become the next
generation of management accounting practitioners.

As it appears that the terms cost accounting and management
accounting now tend to be used synonymously in textbook titles,
books with the words 'cost' or 'cost accounting' in the title were
included in the sample. In a few cases, books with cost accounting
titles included additional discussion of cost accounting systems,
but in general there was a remarkable consensus in the material
covered. A summary of the material is presented in Table 2.1.
Several books included separate chapters dealing with quantitative
aspects of management accounting and a few had chapters on
behavioural aspects. Some books, notably Amey and Eggington
(1973) and Dopuch, Birnberg and Demski (1982) attempted to
integrate such material into appropriate sections of the text.

Some textbook writers included in management accounting such
financial management topics as capital investment appraisal and
working capital management. However, to avoid expanding the
material in this book unnecessarily such topics will not be discus-



The Conl'entional Wisdom 11

sed in detail, although some references will be made to them in
order to illustrate certain parallel developments in the field of
financial management.

TABLE 2.1
Major Topics in the Field of Management Accounting

Planning

2 Cost classifications

3 Control

4 Costing

5 Divisionalised
organisations

Relevant costs for decisions
Cost-volume-profit analysis
Product mix decisions
Other decisions: e.g. economic order
quantities

Fixed and variable costs
Cost estimation techniques
Forecasting costs
Learning curves

Responsibility accounting
Budgeting and standard costing
Variance analysis

Job order and process costing
Variable and absorption costing
Cost allocation (including
service department costs)

Performance evaluation
Transfer pricing

An examination of the earlier editions of several management
accounting textbooks suggests that the core material has not
changed substantially during the past decade. Although quantita­
tive and behavioural aspects have received more prominence
recently, the only major change in the material has been a decline
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in the space devoted to descriptions of cost accounting systems,
particularly in textbooks with a cost accounting title. It is possible
that teachers of management accounting at universities and else­
where, especially in the UK, do not rely entirely on textbooks in
designing their courses. But a survey of seventeen universities and
nine polytechnics in the UK suggested that a list of topics taken
from Horngren (1977) provided an adequate basis for indicating
the material covered in management accounting courses, Perks
and Morrell (1981). Furthermore, textbooks such as Horngren
appear prominently in the reading lists for the examinations of
professional accounting bodies. Thus, it seems reasonable to
assume that such textbooks provide a satisfactory indication of the
core material of management accounting.

Much of the material in Table 2.1 can be identified with research
undertaken in the 1950s and 196Os. Each of the major topics is
briefly' discussed below and related to management accounting
research up to approximately 1970. As will be seen this research
provided the basis for the concepts and techniques which comprise
management accounting's conventional wisdom. It will be
assumed that the reader is reasonably familiar with this material,
and so individual topics will not be described in detail. Rather, the
origins of the material and its assumptions will be explored. In
later chapters, however, the subsequent literature will be discus­
sed rather more fully.

2.3 Planning

As indicated above, the impetus for the development of manage­
ment accounting came with the acceptance of the view that
accounting information should be appropriate for the needs of
users. In particular, it was recognised that a single concept of cost
could not be appropriate for all purposes. The phrase 'different
costs for different purposes' became fundamental to the analysis of
short-term planning, and indeed for management accounting in
general. This phrase is generally associated with the somewhat
earlier work of a US economist, J. Maurice Clark, who, in 1923,
took a close look at cost accounting and argued that there can be
no unique concept of cost. Similar ideas were developed in the
UK, in particular at the London School of Economics, by econom-
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ists and by accountants trained in economics. These economists
argued that relevant costs can only be identified in the context of
the particular decision being considered.

In much of the management accounting literature of the 1960s,
and also in many current textbooks the notion of different costs for
different purposes is developed within a framework which relies
on the assumption that decision makers are profit maximisers. For
this purpose, the profit maximising objective is expressed in terms
of marginal economic analysis, which gives rise to an incremental
cash flow approach to decision making. The economic framework
also assumes that the decision maker has available .. at no cost, all
the information needed to arrive at a deterministic solution to
his/her choice problem. Most of the quantitative techniques de­
veloped in the 1960s are set within such a decision framework - as
will be seen in the following discussion.

It is worth pointing out that the marginalist economic theories
were never intended (at least by the economists) to serve as
normative theories of how managers ought to behave. They were
only meant to generate testable hypotheses about the economic
activities of firms in aggregate. It was accountants who gave the
theories their normative status. A major attraction of the econo­
mic framework (and the profit maximisation objective) was that it
permitted a rigorous mathematical analysis of management
accounting problems. This provided a considerable measure of
academic respectability for the study of management accounting.
But it has also meant that on occasions mathematical elegance has
taken precedence over practical usefulness. Many of the mathema­
tical models developed by academics are not used in practice - this
issue is explored later.

An early use of mathematical analysis in management (and also
in cost) accounting was in the study of break-even points. Simple
break-even charts are described in many current management
accounting textbooks along with discussions of the more general
'Cost-Volume-Profit' (C-V-P) analysis. Some writers have
attempted to extend the analysis to the non-linear functions
favoured by economists, but linear functions are generally re­
tained for accounting applications.

Two major extensions of C-V-P analysis have been widely
discussed in the management accounting literature: (1) uncertainty
concerning the models parameters, and (2) production limitations
due to scarce resources. Jaedicke and Robichek (1964) wrote a
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seminal paper which explored the effects on C-V-P analysis of
allowing uncertainty concerning certain parameters, such as sales
volume. This represented a first step away from the conventional
deterministic economic framework. Such treatments of uncertain­
ty were not a common feature of management accounting research
in the 1960s, nor are they extensively discussed in current manage­
ment accounting textbooks. Further discussion is deferred to
Chapter 5.

Jaedicke was also an important contributor to the second major
extension of C-V-P analysis, i.e., for a multiproduct firm with
numerous production constraints (see Jaedicke, 1961). He demon­
strated that an optimal product mix can be determined by linear
programming. By the end of the decade the simple linear break­
even model had been extended to cover multiple products and
multiple constraints. According to Kaplan (1977, p. 35):

This progression . . . highlighted the key feature of the product
mix decision - maximizing contribution margin per unit of
scarce resource consumed - and demonstrated that departures
from the simple linear assumptions can be handled relatively
easily within the mathematical programming framework.

Some discussion of linear programming is now included in most
management accounting textbooks.

These developments took place as a result of, and sometimes
alongside, advances in the field of operational research (OR).
However, the boundary between management accounting and OR
was unclear. It has been suggested that the role of management
accounting should be to provide: (1) information for the model
builder, (2) data for the model, and (3) monitoring of decision
outcomes (Hartley, 1968). The development of linear program­
ming decision models described above could be regarded as
operational research, while the provision of information for the
development or application of a linear programming model could
be regarded as the province of management accounting.

Advances in the field of OR were important for management
accounting research in the 1960s, and a number of OR models
were applied in accounting contexts. Such models were frequently
at the centre of the user-decision approach. Typically, the models
applied in management accounting assumed that the decision
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maker wishes to maximise contribution and has available the
necessary information to arrive at a deterministic solution, i.e.,
they adopted the economic framework, described earlier.

2.4 Cost Classifications

The classification of costs as direct or indirect, fixed or variable,
period or product, and so on was useful for cost accounting, but
became particularly important with the development of manage­
ment accounting. The recognition that different cost concepts are
needed for different purposes (discussed above) gave a new
emphasis to cost classifications.

Current management accounting textbooks give particular
attention to the classification of costs as fixed or variable. This
reflects the short-run decision making orientation of much current
management accounting thought. Long-run incremental cost con­
cepts are sometimes included in discussions of relevant costs for
decisions, but generally, the decision situations involve fixed
capacity. In such cases, the distinction between fixed and variable
costs is particularly important. This is clearly seen in the product
mix decisions and C-V-P analysis described earlier.

Statistical regression techniques are frequently portrayed as the
preferred methods for classifying costs into their fixed and variable
elements. However, there are few empirical studies describing the
actual use of regression analysis for cost classification. Scatter
graphs appear to have been the only technique widely used in
practice in the 1960s, National Association of Accountants (1960),
but it was argued by certain writers that regression techniques are
superior; Gynther (1963), McClenon (1963) and Raun (1964). The
advantages and difficulties of such techniques are described in
Chapter 4.

In a few textbooks the use of regression analysis for predicting
costs and revenues is briefly discussed and occasionally alternative
forecasting techniques are mentioned, e.g., time series analysis
and exponential smoothing. But in general the decision maker is
assumed to have available all the information he/she requires. For
instance, if total costs are a function of the units sold it would be
assumed that production and sales forecasts are available. This
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information may be provided by specialists in other fields, such as
production engineering and statistics, which are considered to be
outside the scope of management accounting. The choice of
alternative information sources is not explicitly considered. This is
consistent with an economic framework which does not address
problems of information acquisition.

The raison d'etre of cost classification and estimation is the
provision of information for the decision maker. The techniques
described above derive from the notion of different costs for
different purposes, and have a short-run decision orientation.
Considerable attention is given to the separation of fixed and
variable elements of total costs. The usefulness of this classifica­
tion, however, is not restricted to planning, it also has relevance in
the control process discussed below.

2.5 Control

Management accounting, as found in current textbooks, places the
notion of responsibility accounting at the very centre of the
management control system. The techniques practised in the name
of responsibility accounting are many and varied. In an attempt to
pin down the nature of responsibility accounting Ferrara's defini­
tion will be used.

The essence of responsibility accounting is the accumulation of
cost and revenues according to areas of responsibility in order
that deviations from standard costs and budgets can be identified
with the person or group responsible. (1964,p.ll)

Although standard costing and budgetary control had been
developed in the early decades of the twentieth century it was in
the late 1950s and early 1960s that responsibility accounting
developed rapidly, in the vanguard of advances in management
accounting. Its development and popularity was a major step in
the movement from cost control to managerial control which
typified the emergence of management accounting. The conven­
tional wisdom relating to responsibility accounting is that account­
ing reports should distinguish elements of performance which are
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controllable by the recipient of the report from those elements
which are uncontrollable.

Responsibility accounting conforms to the classical principles of
management which emphasise lines of authority and responsibil­
ity. These principles had a substantial impact on organisational
design in the 1950s, and it was argued that the responsibility
accounting system should be founded upon the company's orga­
nisation structure. Initially the motivational role of responsibility
accounting was not well understood. But when behavioural
theories entered the management accounting literature it was
recognised that responsibility accounting could have motivational
consequences. Despite this recognition of behavioural research
many of the techniques offered in the name of responsibility
accounting (in current textbooks) do not reflect advances in that
field.

The use of standard costs and/or budgets to quantify plans (or
targets) for responsibility centres and the measurement of per­
formance in terms of variances therefrom is the primary method of
managerial control described in current management accounting
textbooks. Budgetary control and standard costing, however,
pre-date quite considerably the notion of responsibility account­
ing. It is the emphasis given to them and the calculation of
variances for each responsibility centre which characterises the
modern use of these techniques for responsibility accounting.

With the recognition of a need for information for managerial
control, traditional methods of calculating variances were criti­
cised for failing to provide relevant information to managers and
alternatives were proposed. These alternatives were derived from
the economic framework that was used in analysing decision
making situations.

At the simplest level the development of marginal cost and
contribution approaches to decision making led to an emphasis in
the literature on marginal standard costing, in contrast to the full
(absorption) costing approach common in the earlier forms of
standard costing. Today, current textbook writers appear to have a
strong preference for the contribution approach (although full
costing is still widely used in practice - see Chapter 3). The
tangible effects of this preference can be seen in computations of
sales and overhead variances. It is argued that sales variances
should be measured in terms of contribution margins and that
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overhead variances should reflect the distinction between fixed
and variable costs.

At a more fundamental level attempts have been made to
integrate the new management accounting approaches to planning
explicitly into the accounting control system. Samuels (1965) was
probably the first to relate a linear programming formulation of
the typical product-mix decision problem to the calculation of
variances. He suggested that dual prices on scarce resources could
be charged to production departments and variances computed in
terms of opportunity losses. These opportunity loss variances were
an attempt to assess the difference between the actual outcome
and the best achievable plan. Although the proposed system had
defects, it has become recognised as the first attempt at integrating
control systems and formal decision models.

In a seminal article, Dopuch et ale (1967) argued that an
extension of variance analysis to the evaluation of the outcomes of
formal decision models will require changes in both the types of
variances calculated and the methods used for assessing their
significance. Their analysis of economic order quantities and
product mix models introduced the notion of opportunity loss
variances. Demski (1967) provided an illustration of such
variances using ex post analysis. He suggested that an opportunity
loss variance could be computed by comparing actual performance
against an ex post optimum, i.e., the best performance which
should have been possible given the actual environmental condi­
tions. Some of the assumptions of his analysis have been ques­
tioned, but the idea of opportunity loss variances seems to have
been widely accepted, although not extensively integrated into
current textbooks.

The paper by Dopuch et ale (1967) led to another major
development in the literature - variance investigation models.
Standard cost systems generate a vast number of variances each
period. If the standard cost system is to be effective the variances
which are most significant should be investigated to determine
their source and to correct the process if possible. But how should
variances be selected for investigation? Essentially this is a deci­
sion problem which is no different from those discussed earlier.
Statistical control procedures were adapted and operational re­
search type models were developed. Although these later models
were further discussed in the 1970s, only the simplest models are
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described in current textbooks, and these are in general determi­
nistic profit maximising models. Models for variance investigation
decisions will be discussed in Chapter 6.

Although considerable behavioural research has been under­
taken in the area of budgeting and standard costing, it has had a
very limited impact on the techniques which are offered in current
management accounting textbooks. A number of behavioural
researchers explored the relationship between behavioural science
and management accounting in the 1960s. Most management
accounting textbooks now include at least a chapter on 'behaviour­
al implications', but only in so far as they affect the setting of
standards, the agreement of budgets and the uses of variance
reports. In addition, there are a number of specialist behavioural
accounting textbooks. Nevertheless, the effects of behavioural
research on the techniques which can be regarded as basic to
management accounting's conventional wisdom have been minim­
al. This is surprising in view of the fact that the economic
framework which underlies these techniques is inconsistent with
much modern behavioural research, and that economists have
developed behavioural theories of the firm, e.g., Cyert and March
(1963) and alternative models of decision making, e.g., Simon
(1960).

2.6 Costing

The amount of material on costing topics in management account­
ing textbooks has been declining in recent years. (For this purpose
costing can be thought of as encompassing the accounting systems
which determine unit or product costs.) Current textbooks in
general discuss briefly the nature of job-order and (sometimes)
process costing systems, the distinction between variable and
absorption costing, and cost allocations. As this material is not
central to the study of management accounting it is not reviewed in
depth, but some comments are appropriate.

Job-order and process costing are used as illustrations of cost­
accumulation systems and to provide an introduction to cost
allocations. However, the basic principles for these systems belong
to the era of cost accounting, when manufacturing processes were
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typically rather different from those of today. But there have been
some subsequent studies.

The distinction between marginal (or variable) costing and
absorption costing was mentioned above, where it was indicated
that most management accounting textbook writers appear to
favour the marginal costing approach. The comparison with
absorption costing is included in textbooks for two reasons. First,
it demonstrates the advantages of marginal costing and the distor­
tions introduced by absorption costing. Second, as absorption
costing is widely used to value inventories for the published
financial statements, it provides the means of reconciling the
financial and management accounts.

Although the origins of cost allocations belong to the era of cost
accounting, a considerable literature built up in the 1960s (and to a
lesser extent in the 1970s) using mathematical methods for cost
allocations. Some writers argue that all such allocations are
arbitrary - (see Thomas, 1969; 1980). Indeed, some contributors
to the literature begin their papers by agreeing with Thomas. They
then point out that as cost allocations are observed in practice
preferred methods should be identified, e.g., Moriarity (1975).
Linear programming and matrix algebra became a feature of this
literature in the 1960s and are mentioned in most current text­
books.

Whilst some of this literature is inconsistent with the user­
decision approach of management accounting (and acknowledged
to be so) there are connections with the economic framework
described earlier. The mathematical programming methods for
allocating joint cost, for instance, follow suggestions in the econo­
mic literature (based on marginalist principles) that in certain
circumstances such allocations can provide relevant costs for
decision making. An important prerequisite for many of the
allocation methods developed in recent years is that they do not
distort the decisions which would be made without such alloca­
tions.

2.7 Divisionalised Organisations

It is customary for management accounting textbooks to include at
least one chapter dealing with the special problems of divisional-
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ised organisations. However, no new principles are involved.
Divisional performance measurement is an application of the
notion of responsibility accounting discussed earlier and transfer
pricing can be considered a special form of cost allocation.

Return on investment as a measure of divisional performance
gained much popularity after the Second World War, but various
problems were identified and some refinements were suggested.
Solomons (1965) proposed the use of residual income, i.e., profit
less a notional interest charge computed by reference to divisional
capital employed. This proposal appears to have received the
support of many textbook writers, especially in the United States,
although some remain unconvinced (Shillinglaw, 1977) and some
are against the proposal (e.g. Arney and Eggington, 1973).

As an alternative to using return on investment or residual
income some writers have suggested assessing divisional perform­
ance against budgets. Such proposals put this topic firmly back into
the earlier discussion of responsibility accounting and budgetary
control. Arney (1969) proposed that the divisional budgets should
be derived from the solution to the group's linear programming
problem. This is a further extension of the idea advanced by
Samuels (1965) and is related to the use of linear programming for
setting transfer prices.

Much of the early analysis of the transfer pricing problem is
owed to economists, although some accountants were also in­
terested in the area. An important consideration in the develop­
ment of transfer prices was that divisional decision makers should
be motivated to select courses of action which maximise the profits
of the organisation as a whole. Transfer prices based on the dual
values (or shadow prices) derived from a linear programming
problem of the group as a whole were offered as a means of
ensuring congruence between divisional and group objectives.
This approach requires the centralisation of planning, and could
defeat the benefits of divisionalisation. From this perspective
transfer prices can be viewed as a means of contriving divisional
decisions to maximise group profits. Thus transfer pricing can be
fitted into the decision-making framework discussed earlier in this
chapter.
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2.8 Some Implied Assumptions of Management
Accounting

It is hoped that the reader has recognised in the preceding
discussion the essential elements of management accounting, as it
is currently taught at many universities and colleges in the United
Kingdom, North America and many other parts of the world. The
particular topics included in this discussion could be criticised for
various reasons - for instance, some may argue that the bound­
aries of management accounting were drawn too narrowly, while
others may argue that the focus on particular techniques was
inappropriate. All that has been attempted is a review of the major
topics which are sufficiently accepted to be included in current
textbooks. No particular definition of management accounting was
adopted.

The material discussed above was oriented towards the manu­
facturing function, 'as this is the primary focus of most textbooks
(and of much management accounting research). This has meant
that the distribution and marketing functions have not been
explicitly mentioned. However, similar general principles might be
applied to these functions, although research in these areas is
limited.

The term 'conditional truth' was used to depict the general
theme of management accounting, and to distinguish it from the
'absolute truth' theme of cost accounting. The notion of 'con­
ditional truth' is appropriate because management accounting, as
described above, implies that different costs are needed for
different purposes, or in other words, accounting information
depends on the information needs of users. Thus, in developing
management accounting concepts and techniques researchers had
to identify the information needs of managers. In general, this
meant constructing decision models to indicate how decisions are,
or should be, made. Once the decision model is postulated the
conditional truth approach implies that the appropriate informa­
tion can be determined by deductive reasoning, i.e., truth can be
attained.

It was indicated earlier that an economic framework played a
central role in structuring the decision models used by the resear­
chers who were instrumental in the development of management
accounting's conventional wisdom. It is not suggested that econo-
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mics was the only influence. Other subject areas, such as manage­
ment science, organisation theory and latterly, behavioural science
were undoubtedly present, but economics and especially the
marginalist principles of neoclassical economics, probably had the
dominant influence. This economic approach entails the following
assumptions. The decision maker has available, at no cost and
without uncertainty, all the information he/she requires to com­
pletely structure the decision problem and to arrive at a determin­
istic profit maximising solution, using the principles of marginal
analysis.

In management accounting decision models profit maximisation
is expressed in terms of profits accruing to the owners of the
business. This implies a further assumption that the decision
maker either is the owner or shares the owners' goals for the
business. Where the decision makers are not the owners, manage­
ment accounting relies on the techniques of responsibility account­
ing to achieve goal congruence. In the early days of management
accounting, the way in which such techniques achieved goal
congruence was unclear. More recently, research in the field of
organisational behaviour has provided some insights. Neverthe­
less, it is still assumed that the decision maker is a profit maximis­
er. This is not to suggest that profit maximisation is necessarily an
appropriate description of decision making in practice. Rather, it
is simply an assumption of the decision models which underlie the
conventional wisdom of management accounting.

A further implied assumption of management accounting deci­
sion models is that individual decision makers can be isolated from
other decision makers within the organisation. This can be seen in
that decision makers are identified as individuals, and group
decision making is not considered. Group decisions are ignored
because they are a trivial extension of individual decisions within
the economic framework. All decision makers are assumed to be
profit maximisers and complete and perfect information assump­
tions provide a common information set. As a result, every
decision maker within this framework will arrive at the same
decisions, and so anyone of them can be analysed independently.

The complete and perfect information assumptions permit
unlimited mathematical sophistication in quantitative techniques.
Decision makers are assumed to have the knowledge to use any
mathematical techniques and costless information processing
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places no limits on the complexity of the information system. Once
such a decision is analysed the appropriate accounting information
can be determined.

The costs of providing such information in the real world and
the uncertainty involved in all practical decision making are only
discussed in the most general terms in current management
accounting textbooks. It is generally implied that information costs
and uncertainty are outside the realm of management accounting
techniques and must be handled by management intuition! Dem­
ski and Feltham, in a brief review of the conditional truth theme,
identified three fundamental defects of management accounting
which provide a useful summary of the above discussion:

First, truth - even if desirable - cannot be obtained without
incurring a cost. Measurement consumes resources ... Second,
users operate in an uncertain world and explicit recognition of
uncertainty casts doubt on the concept of a true cost, which
implicitly presumes a certain world.... Third, the concept of a
true cost (whether conditional or absolute) is likely to be both
illusory and irrelevant in a multiperson world. (1976, pp. 7-8)

As a response to these defects Demski and Feltham proposed an
information economics approach (which will be described in
Chapters 7 and 8). Although this approach abandons some
elements of the economic framework described above, it keeps the
study of management accounting firmly within the field of econo­
mics. As mentioned in Chapter 1, this book reviews contemporary
developments in management accounting research from an econo­
mic perspective. Other perspectives, e.g., organisational and
political, may provide alternative explanations of the practice of
management accounting - but they are outside the scope of this
book.

Before addressing such issues through a description of current
management accounting research, it will be useful to briefly
examine management accounting in practice. Although available
evidence is limited, Chapter 3 attempts to provide a picture of
management accounting practice.



Management
Accounting

Practice

Chapter 2 attempted to demonstrate that many aspects of manage­
ment accounting's conventional wisdom, as portrayed in current
textbooks, can be seen in the research which took place in the
1950s and 196Os. Today, it is generally supposed that this research
has had only a limited impact on practice. The purpose of this
chapter is to review some published empirical evidence. Unfortu­
nately, the available evidence is very limited; there is no coherent
body of literature which describes management accounting in
practice and there are no publications comparable to the 'survey of
published accounts' and 'accounting trends and techniques', which
are available in financial accounting. Nevertheless, some descrip­
tions have been published and these are discussed below. In
general, however, the assumption of a gap between management
accounting in practice and the content of current textbooks
appears to be based on anecdotal evidence and impressions gained
through informal contacts between academics and practitioners.

It was argued in Chapter 2 that there is general agreement
amongst academic textbook writers about the conventional wis­
dom of management accounting. For instance, the conditional­
truth approach, with its 'different costs for different purposes'
philosophy, is widely accepted. But evidence indicating whether or
not such an approach is applied in practice is rather scarce at the
present time.

A preliminary examination of the management accounting
practices of a small sample of 14 companies led researchers at the
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University of Aston to conclude that 'there appears to be a
substantial gap between theory and practice' (Coates et al., 1983).
For this purpose they equated 'theory' with the conventional
wisdom of management accounting discussed in Chapter 2.

In the day to day operation of management accounting systems,
Coates et ale observed little formal analysis of cost behaviour, even
though such analysis was considered to be important by some
managers. Most of the sample companies operated absorption
based costing systems and there was little use of marginal cost
analysis, although some managers claimed to know what their
marginal costs were. The predominance of absorption based
costing in the UK has been supported by other studies. For
instance, Finnie and Sizer (1983) found that all the companies in
their sample of 22 engineering companies used absorption costing
systems.

The conventional wisdom of management accounting textbooks
suggests that absorption costing systems cannot provide relevant
costs for all purposes. As an illustration, consider pricing deci­
sions. In describing relevant costs for pricing, most accounting
textbooks use a marginal cost approach. In another study, Scapens
et ale (1983) observed that accounting information routinely pro­
vided for pricing decisions is normally based on absorption cost­
ing. Such information may not represent the relevant costs for
such decisions as no explicit recognition is made of opportunity
costs. Only five of the 99 companies which were included in the
Scapens et ale study make any use of the marginal cost approach in
providing information to price setters. It has to be admitted,
however, that although formal management accounting systems
do not appear to follow the textbook prescriptions, decision
makers (such as price setters) may, in practice, modify the
accounting information they receive, such that their actions are in
fact based upon the concepts implied in the conventional wisdom
described in Chapter 2. At the present time, it is difficult to
evaluate the strength of this argument because of a lack of
empirical evidence.

Coates et ale observed a general lack of 'sophisticated' mathema­
tical techniques in management accounting. They found no evi­
dence of linear programming and other mathematical techniques
for budget setting, transfer pricing or decision making. In another
study, Gregory and Piper (1983) found little evidence of sophisti-
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cated techniques for stock control. Although many management
accounting textbooks describe mathematical models for determin­
ing economic order quantities and stock levels, Gregory and Piper
found only simple techniques being used in practice. That study
and the others cited above support the general view that UK
companies tend not to use the various quantitative techniques
advanced in the academic literature.

A number of similar studies have been published in North
America, describing the use of various quantitative techniques in
US industry. Although many of these studies were primarily
concerned with the implementation of operational research and
management science techniques, their results are of interest in the
context of this chapter because the application of quantitative
techniques is an important element of management accounting's
conventional wisdom. Generally, these studies indicate that whilst
some US companies do make use of quantitative techniques in
areas such as long range planning and operations management,
there are a large number of companies which do not make any
extensive use of such techniques. Furthermore, it is the simpler
techniques which tend to be preferred in most instances - see
Green et ale (1977) for a list of such studies.

The application of quantitative techniques in US industry has
increased only gradually over the years, even though one might
expect techniques which offer a competitive advantage to be
readily accepted in practice. In addition to the high cost of using
many quantitative techniques (relative to the benefits which they
generate) various barriers to their use have been identified. These
barriers include the absence and/or unreliability of the required
data, the inability of some users to understand complex techniques
and the lack of time to apply them.

Ackoff has argued that the operational research function in US
industry has been pushed down the organisation in recent years
because the techniques are of little value to senior corporate
executives, although they may be useful for routine planning at
lower managerial levels (1978, p. 4). Such a change would be
difficult to discern through questionnaire surveys of the type used
in the studies described above, however. Generally, these studies
only investigated whether or not certain quantitative techniques
are used in the organisation, and not the point in the organisation
at which they are used.
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In the UK, Argenti (1976) asked 'whatever happened to man­
agement techniques?'. He pointed out that in the mid-1960s
modern management techniques, including operational research,
were regarded with great enthusiasm. A decade later, those
techniques were apparently quite neglected by British industry.
One response to Argenti's question was that some of the new
techniques would be implemented after they had been fully tested.
To Argenti it appeared that the 1970s were the era of simple
techniques and that the more complex alternatives were unlikely
to be implemented.

This brief discussion suggests that some simple quantitative
techniques are used by companies in both the US and UK, but
there is rather limited use of the more complex techniques.
However, one study appears to have reached a different conclu­
sion. Kiani-Aslani attempted to demonstrate that US management
accountants do generally use the quantitative techniques set out in
current textbooks (1977-8). His conclusion was that 96 per cent of
company accountants in his sample of US companies - taken from
the Fortune 500 - used the quantitative methods currently taught
in management accounting courses. However, included in his
figure of 96 per cent were people who used the techniques only
occasionally or rarely. Some of the techniques were used primarily
for operations management, rather than in accounting applica­
tions. Thus, Kiani-Aslani's findings are not incompatible with the
conclusions of the studies described earlier in this chapter.

More recently, Kaplan argued that quantitative models are
being increasingly used in the US (1981). The evidence he cited,
basically Kiani-Aslani (1977-8) and a casual examination of art­
icles in the National Association of Accountants' journal, Manage­
ment Accounting, do little more than suggest that practitioners
have heard of the techniques. Such evidence could be quite
damaging for the conventional wisdom, if it indicates that text­
book methods are not widely used, despite practitioners being
aware of them. Even if such a pessimistic interpretation is not
accepted, the most that can be claimed from Kaplan's evidence is
that practitioners use some of the simple quantitative models
which are available in the field of management accounting.

The evidence of the various studies discussed in this chapter
does little to contradict the supposition with which the chapter
began - namely, that management accounting's conventional
wisdom is not entirely compatible with current practice. One
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commonly expressed reason for the gap between theory and
practice is that it takes time for new ideas to become fully
developed, accepted and implemented. However, many of the
textbook concepts and techniques have been advocated for at least
a decade (and some for much longer - for instance, the ideas of
marginal analysis have existed for over fifty years). Thus, it would
seem reasonable to expect the textbook methods to be widely
adopted if they offer real benefits.

It could be argued that the time lag between theory and practice
should actually be quite short if the economic theory which
underlies much of management accounting's conventional wisdom
is appropriate. In a competitive economy, firms which do not
adopt the best available techniques will be placed at a competitive
disadvantage, relative to firms which do adopt such techniques.
The forces of competition should ensure that new techniques of
management accounting will be implemented quite quickly if they
assist decision makers to maximise their profits: that is, if the
marginal benefits exceed the marginal costs of implementing the
techniques. Thus, reasons other than a simple time lag are needed
to explain the gap between the theory and practice of management
accounting.

In view of the above economic arguments, the lack of accept­
ance of management accounting's conventional wisdom might be
explained by one or both of the following: (1) the failure of the
conventional wisdom to meet the needs of decision makers (for
instance, because it is not relevant to the decision maker's needs or
it is too costly to implement), or (2) the competitive economy
assumptions which underlie management accounting's convention­
al wisdom are not appropriate to the circumstances of manage­
ment accounting in practice. Both these explanations raise ques­
tions concerning the validity of the economic framework which
was described in Chapter 2. Accordingly, it would seem reason­
able to look for explanations of the gap between theory and
practice by questioning the basis of the theory, as well as exploring
the nature of practice. In the following chapters of this book the
basis of management accounting's conventional wisdom will be
explored and the results of recent research will be used to put
existing practice into context.

Chapters 4, 5 and 6 illustrate some extensions of the economic
framework which was described in Chapter 2. These extensions,
however, do not provide models and techniques which are particu-
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larly attractive to practitioners. Although the researchers looked
to the complexity of decision making in the real world and sought
to produce 'realistic' models, the techniques they produced fre­
quently require too much information for their implementation in
practice. In many cases, these researchers ignored the costs of
providing such information. In Chapters 7, 8 and 9 further
extensions which explicitly recognise the costs (and benefits) of
information will be explored. It will be argued that the use of simple
techniques in practice may in fact be an optimal response to the
decision making situation and not an irrational rejection of
'academic' techniques - the benefits of using complex techniques
may not outweigh the information costs which would be incurred.

The recognition by researchers that the use of simple techniques
in practice may be quite rational has led to a change of emphasis in
management accounting research. Currently, much research is
concerned with providing explanations of existing practice, rather
than prescriptions of some notion of 'best' practice. Some of this
current research, in particular the research which involves using
agency theory to study management accounting issues, is discussed
in Chapters 10, 11 and 12.
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Statistical
Regression

Analysis

As statistical regression analysis for cost estimation and forecast­
ing was discussed in the management accounting literature in the
mid-1960s" it could be considered part of the conventional wisdom
of management accounting. However" the use of such statistical
methods requires acceptance" at least implicitly, that costs and
revenues are uncertain. Thus" it could be argued that this discus­
sion of statistics in the management accounting literature repre­
sented a first step away from the certainty assumption of the
economic model discussed in Chapter 2.

In this chapter regression analysis for cost estimation and
forecasting will be explored using firstly a simple regression model,
and subsequently a multiple regression model. The purpose of the
chapter is to illustrate the use of regression analysis in manage­
ment accounting. The discussion will focus on the use and inter­
pretation of the statistics rather than on the underlying statistical
methods. It will be assumed that the reader has some familiarity
with the statistical concepts which underlie regression analysis.
However, if the reader is prepared to accept the validity of the
equations used, a lack of such familiarity should not hinder an
understanding of the chapter.

The simple regression model specifies the relationship between
two variables; X, which is referred to as the independent variable,
and Y, which is referred to as the dependent variable. The
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relationship between these two variables is expressed in the form
of the following linear equation:

Y = a + bX (4.1)

This equation represents a causal model. It is assumed that the
value of the dependent variable, Y, depends on the value of the
independent variable, X. The value of X is determined outside the
model, but once it is known a value for Y can be computed. The
object of regression analysis is to estimate the values of a and b in
equation (4.1). The statistical method involves using previously
observed values for X and Y in order to obtain a best estimate of
the 'parameters' a and b.

A multiple regression model is very similar, but involves two or
more independent variables. Thus, the equation relating the
dependent variable, Y, to the multiple independent variables, Xi
(where i=l, ... , n), can be expressed in the following form:

Y = a + b.X, + b2X2 + ... + b.X; (4.2)

In this case, the statistical method will provide estimates of the
(n+1) parameters a, b}, b2 , ... , b.;

In the following sections of this chapter, the use of both simple
and multiple regression will be discussed in accounting contexts
and some of the statistical problems which arise as a result of the
particular nature of accounting contexts will be examined.

4.1 The Use of Regression Analysis

The above introductory comments indicated that regression analy­
sis can be used for both forecasting and cost estimation. Some
further comments on each of these uses are made below.

Forecasting

An estimated equation (in the form of either equation (4.1) or
equation (4.2)) could be used to forecast the value of the depen­
dent variable, Y, in some future period. This variable could be the
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total costs of the business or of some part thereof; a machine, a
department, etc. If regression analysis has been used to determine
the relationship between the dependent variable and the indepen­
dent variable(s), the estimated equation can be used to forecast a
value of the dependent variable given any particular value(s) for
the independent variable(s). The dependent variable need not be
expressed in terms of costs, however. The model could be used to
forecast demand for a particular product, the availability of
supplies, the amount sold by competitors and so on. Nevertheless,
in the present context, attention will be given primarily to forecast­
ing costs.

Cost estimation

The primary concerns of regression analysis for cost estimation are
the parameters a and b in simple regression and a and b I, b2 , ... , bn

in multiple regression. Consider simple regression. If Y represents
total costs and X represents units produced, then it follows that a
represents fixed costs of production, while b represents variable
production costs per unit of output. In the case of multiple
regression the a again represents fixed costs, while b-, ... , h;
represent the variable costs.

Much of the discussion of regression analysis in the management
accounting literature has been concerned with estimating fixed and
variable costs. However, it is also relevant to explore the use of
regression analysis for forecasting total costs (and other variables)
as forecasts are an essential input to most decision models used in
management accounting.

4.2 The Least Squares Regression Model

As mentioned above, the object of simple regression is to estimate
the relationship between a dependent variable and an independent
variable, expressed in the form of equation (4.1). The estimate is
prepared on the basis of past observations of values on the
dependent and independent variables. However, the independent
variable may be unable to explain fully the variation in the
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dependent variable. Accordingly, an equation relating the depen­
dent and independent variables should be written as follows:

Y = a + bX + e (4.3)

where e represents an 'error term', i.e. the variation in Y which is
not explicable in terms of variation in X.

Regression analysis produces an estimate of the underlying
equation; but expressed in the form:

Y = a + bX (4.4)

where a 'hat' (') over a variable or a parameter denotes an
estimate. Equation (4.4) can be used to estimate values for the
dependent variable, Y, using the estimated parameters, a and b,
and observed values of the independent variable. As equation
(4.4) is only an estimate of equation (4.3)'1 each estimate, Yj , is
likely to differ from the observed value, Y j •

The method of regression analysis attempts to minimise the
square of such differences, i.e.:

minimise L (Y, - yj )2
i

(4.5)

These differences are illustrated by dotted lines on Figure 4.1. It
should be noted that it is the vertical distances which are mini-

FIGURE 4.1
A Simple Regression Model
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Y=a + bx

x



Statistical Regression Analysis 37

mised in regression analysis. A different equation would be
produced if horizontal distances were minimised. Thus, it is
important to distinguish clearly between the dependent and inde­
pendent variables. The least squares regression model minimises
differences between the observed and estimated values of the
dependent variable.

Various statistical equations are available in order to determine
the values of aand b in equation (4.4). The reader is referred to a
standard statistical textbook (such as Mills, 1977) for the deriva­
tion of these equations. An example of simple regression using the
so-called 'normal equations' is set out in Table 4.1. Various
summations of the basic data, ~X, ~Y, ~X2 and ~XY, together
with, n, the number of observations are inserted into the equations
and the values of a and b computed. In practice, however, these
values will usually be computed using a computer package.

The underlying equation, i.e. equation (4.3), included an error
term, e. The least squares regression model makes specific
assumptions about the properties of this error term. It is important
to recognise the nature of these properties, because if they are not
met in a particular regression problem, the estimates of a and b
will be affected. The following are the assumed properties:

(i) The mean of the error term is zero.
(ii) The values of the error terms e, and ej associated with any two

values of X are independent.
(iii) There is a constant variance of the error term for all observed

values of X.

The independence and constant variance properties of the error
term require careful consideration, as they could be violated in a
number of accounting contexts. For instance, if cost and output
data are collected over a number of periods, cyclical or seasonal
variations in the data could create consistent relationships in the
error term. In such a case, the problem of autocorrelation, also
known as serial-correlation, is said to exist.

A similar problem arises in the data illustrated in Figure 4.2. In
that case six observations of costs and output were obtained.
Taken at face value, a quite satisfactory regression line could be
fitted to the data. But when it is recognised that the numbering of
the observations corresponds to successive time periods, it can be
seen that when output was rising, costs were increasing at a
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TABLE 4.1
Example of Simple Regression and Correlation

BASIC DATA
Overhead
cost per
quarter
£'000

Y
20
16
24
22
18

IY=I00

Units
produced

£'000

X
5
3
7
5
4

IX=24

XY
100
48

168
110
72

IXY=498

X 2

25
9

49
25
16

IX2=124

y 2

400
256
576
484
324

I y 2 =2040

n = 5 (i.e. number of
observations)

Normal equations
(1) I Y = na + bIX
(2) lXY = aIX + blX2

from (1)
Substituting into (2)

And
Thus

(1) 100 = 5a + 24b
(2) 498 = 24a + 124b

a = 20 - 4.8b
498 = 24(20-4.8b) + 124b

18 = 8.8b
b = 2.05

a = 20-4.8(2.05) a = 10.16
Y = 10.16 + 2.05X

Correlation coefficient
nIXY- ~ny

r = ----,=======----,::===========-
Vn~X2 - (~X)2 Vn~y2 - (~Y)2

5(498) - (24)(100)

v'5(124) - (24)2 v'5(2040) - (100)2

r = 0.96

90

Y44 Y200
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FIGURE 4.2
An Illustration of Cost/Output Data

Costs
(Y)

x
®

x
CD

x
(?)

Output (X)

particular rate. But when output subsequently declined (in periods
4-6), the costs declined at a much slower rate. These different
rates of change may be due to the costs of shedding labour,
disposing of capital equipment, and so on. If a simple regression
line were fitted in such a case, the values of the error term would
not be independent; each value would depend on the previous
value.

If the constant variance property is violated, the problem of
heteroscedasticity is said to exist. This is quite easy to envisage in
an accounting problem. If costs and output are low, it is likely that
there will be some range in which the actual costs will vary around
the expected cost. For instance, at a low level of output with
expected costs of £1000, the range for costs may be plus or minus
£200. However, if the costs are associated with a much larger
output are, say, £100 000, the range for costs is likely to be rather
greater than plus or minus £200 - for instance it might be plus or
minus £2000 or even £20000. In such a case it might be appropriate
to think in terms of a constant proportion around the expected
value - but this would violate the constant variance property of the
error term.
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4.3 Some Other Problems

(i) Regression analysis uses data obtained from past observa­
tions to estimate the relationship between the independent and
dependent variables. It can sometimes be difficult to obtain
sufficient data for a satisfactory estimate of the regression equa­
tion. Data is usually obtained by observing the relevant variables
over a number of time periods. But, as will be discussed below,
historical observations, particularly from periods in the distant
past, can be of doubtful validity. In the case of a large company,
however, it may be possible to increase the data available without
going too far into the past by observing a number of similar
operations; for example, different factories producing similar
products. It is a general rule in regression analysis that 'the more
data the better', but only if the data is comparable.

(ii) When using historical data from several time periods, it is
important to identify shifts which may have occurred in the
relationship between the dependent and independent variables.
For instance, if cost is the dependent variable and output is the
independent variable, any change in production methods could
cause a structural shift in the regression equation. In such a case,
only data which reflects the current structural relationship should
be used - although it may be possible in some circumstances to
suitably modify the earlier data. A similar problem can occur when
cost data is affected by inflation. Unless the raw data is adjusted to
reflect a constant price level, the relationship expressed in the
regression equation could be distorted.

(iii) In almost all cases, regression analysis will generate an
equation. Thus it is important to question whether the equation is
satisfactory. In the following section some tests of the adequacy of
a regression model will be discussed, but for the present, it is
sufficient to note that in some cases there may be an apparent
relationship between a dependent and an independent variable,
when no direct relationship actually exists. For instance, corres­
ponding increases in expenditure on alcohol and cars may not
imply a propensity for drunken driving, rather they may both
reflect increases in an underlying variable, such as the gross
national product - as output in the economy increases, the sales of
both alcohol and motor-cars may also increase. Accordingly, a
regression equation should only be used if there is a prima facie
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case for the relationship which is suggested by the model. If the
model does not make intuitive sense, it should be treated with
considerable caution.

4.4 Testing the Adequacy of the Model

Let us asume that it has been possible to obtain sufficient data and
that the data has been processed by a computer regression package
which has estimated a regression equation. It is now important to
question the adequacy of our estimated equation. The following
discussion examines three particular issues:

(i) The strength of the relationship between X and Y.
(ii) The adequacy of a linear model.

(iii) The validity of the assumptions made by regression analysis­
especially those concerning the error term.

The strength ofthe relationship

The principal means of measuring the strength of the relationship
between the dependent and independent variable is the correla­
tion coefficient. This coefficient, r, measures the extent to which
the dependent and independent variables co-vary. There are a
number of formulae which can be used to compute the correlation
coefficient, one of the more popular is as follows:

(4.6)
n~XY - ~XIY

Vn~X2 - (~X)2 Vn~ y 2 - (~Y)2
r = -;:=:==========-~::=:==========-

The meanings of the terms in this formula are illustrated by the
example shown in Table 4.1. The value of the correlation coef­
ficient will be in the range -1 to +1. A coefficient of +1 indicates
that the dependent and independent variables are perfectly posi­
tively correlated, whereas a coefficient of -1 indicates that the two
variables are perfectly negatively correlated. A correlation coef­
ficient of zero, however, indicates that there is no linear rela­
tionship between the two variables. Accordingly, the greater the
distance from zero, in either the positive or negative direction, the
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stronger the relationship between the two variables. In order to
avoid the sign of the correlation coefficient when assessing the
strength of the relationship between the dependent and indepen­
dent variables, the value of r is usually considered. In the case of
multiple correlation, which will be considered later, an equivalent
measure is used - the coefficient of multiple determination, R2

•

Adequacy ofa linear model

If there is no linear relationship between the dependent and
independent variables, the regression equation will look like the
horizontal line shown in Figure 4.3. In that case, the regression
equation takes the form Y=a, where a is the mean of the Y
observations. In such a case, the value of b is zero and the
regression has no explanatory power - for any value of X, the best
estimate of Y is the mean of the observed values of Y. Two
approaches are available to test the adequacy of the linear model.

(i) The hypothesis that the value of b in the regression equation
is significantly different from zero can be tested.

(ii) The variation in the dependent variable which is explained by
the model can be analysed - this is known as the analysis of
variance.

FIGURE 4.3
Regression with No Linear Relationship

y

t---------------- Y = a

x
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In simple regression these two approaches lead to similar
conclusions, although they make use of different statistics. The
former uses a t statistic, whereas the latter uses the F statistic. (In
multiple regression, however, the F statistic will be easier to use,
as there will be more than one independent variable to be
considered. )

The t statistic is formed by dividing the estimate of b, i.e. b, by
its standard error. The significance of b can then be tested by
comparing the size of this t statistic with the standard values for t
given in statistical tables. However, a useful rule of thumb is that
for a reasonable sample size (say, n > 30), t ~ 2 indicates that bis
significantly different from zero at a 95 per cent level of confid­
ence, and t ~ 3 indicates a significant b at 99.8 per cent level of
confidence.

The ? (or R2 in the case of multiple regression) measures the
variation in Y, which is explained by the regression equation. The
total variation in the observed values of Y will comprise two
elements: (1) the variation explained by the estimated equation,
and, (2) the variation which remains in the error term. The F
statistic is obtained by dividing the variance explained by the
estimated equation, by the variance remaining in the error term.
Thus, if the estimated equation explains all the variation in Y, the
value of F will be infinite; as the F statistic will be formed by
dividing 100 per cent by 0 per cent. At the other end of the range,
the value of F will be zero when the estimated equation explains
none of the variation in Y. Accordingly, when there is no linear
relationships, the value of F will be zero.

In general, the strength of the linear relationship is indicated by
the size of the F statistic - the higher the F statistic the stronger the
linear relationship. As with the t statistic, there are tables which
give critical limits for the F statistic. Once again, there are some
convenient rules of thumb. For a reasonable sample size (say, n
greater than 30), F ~ 4 indicates a significant linear relationship at
a 95 per cent level of confidence, and F ~ 8 implies such a
relationship at a 99 per cent level of confidence.

Validity ofassumptions about the error term

If the assumptions concerning the error term described earlier are
not valid, the estimated equation may prove unreliable. Three
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assumptions were mentioned: (1) a mean of zero, (2) independ­
ence, and, (3) constant variance.

The least squares regression technique forces the mean of the
estimated error terms (i.e. estimated from the observations) to
equal zero. But this need not imply that the error term in the
underlying equation has a mean of zero. This, in fact, is the most
difficult of the three assumptions to verify. As a result it is often
taken for granted. Nevertheless, some indications of its validity
can be obtained from the pattern of the estimated error terms.

Plotting estimated error terms can provide a simple method for
examining the assumptions of independence and constant
variance, as well as for assessing the validity of the zero mean
assumption. Estimated values of the error term can be determined
by subtracting the value of Y (computed using the estimated
equation) for each observed value of X, from the corresponding
observation of Y. Such calculations can be expressed mathemati­
cally as follows.

e; = Y; - Y; (4.7)

A plot of the error terms against time and against the dependent or
the independent variable may indicate whether autocorrelation or
heteroscedasticity are present in the data, as will be explained
below. In addition, runs of e; with the same sign may suggest that
the zero mean assumption could be invalid. For example, although
the mean of e; will be zero, a run of positive values followed by a
run of negative values could cast doubt on the zero mean
assumption.

Autocorrelation

Figure 4.4 indicates the possibility of autocorrelation, as there is a
distinct pattern in the error term through time. Autocorrelation
can arise because there is some systematic variation in the
dependent variable which is not explained by the estimated
equation and accordingly, remains in the error term. One means
of removing such systematic variation from the error term is to add
additional independent variables to the model. These additional
variables may capture the systematic variation which is currently in
the error term, thereby giving an equation with only random
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FIGURE 4.4
A Simple Check for Autocorrelation

e

x x x

x x x

x
x

time

variations in the error term. This approach requires an application
of multiple regression which will be discussed later. An alternative
means of removing autocorrelation from the error term is to revise
the model by, for instance, using the change in the dependent
variable and the change in the independent variable through time
in place of the absolute values of those variables. Other estimating
techniques (termed generalised least squares) may also be used
and the reader is referred to statistical textbooks on the subject for
further information, for example Johnston (1972).

Many computer packages give an indication of autocorrelation
through a 'Durbin-Watson' statistic. This statistic can take values
in the range zero to 4. Values in the region of 2 indicate no
autocorrelation, while values tending towards zero or 4 indicate
the possibility of autocorrelation.

Heteroscedssticity

This problem occurs when the variance of the error term is not
constant. The plot of the error terms in Figure 4.5 indicates the
possibility of heteroscedasticity. In that case, the size of the error
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FIGURE 4.5
A Simple Check for Heteroscedasticity
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term appears to increase with increases in the value of Y. Such a
problem could exist when there is growth through time in the
dependent variable, or when inflation increases the magnitude of
the values on the dependent variable. Various revisions to the
model could be tried in an attempt to remove heteroscedasticity.
For example, a model of the form:

Y = a+ bX
t

(4.8)

where t is a measure of time, could be used to eliminate the effects
of growth through time. Alternatively, the dependent variable
could be deflated by a price index.

4.5 Use of the Model

Once the model has been estimated and its adequacy tested to our
satisfaction, we can then proceed to use the model. However, one
further test might be considered. 'Does the resulting model make
intuitive sense?' If, for instance, an equation relating costs to
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output indicates a negatie value for b, great care should be
exercised before using the model. Such a value for b suggests that
total costs decrease as output increases. Whilst there may be
circumstances in which such a situation could arise, they will be
highly unusual. Even if statistical tests have proved satisfactory,
such a model should not be used, unless it appears that the rather
unusual circumstances of declining total costs appear reasonable.

If regression analysis has been used to identify fixed and variable
costs, the estimated equation will provide 'point' estimates for
these two parameters. However, as with all statistics, point
estimates are only one of a range of possible values. The range for
the fixed and variable costs can be determined using the standard
errors of aand b. For instance, at a 95 per cent level of confidence,
the value of a or b will lie within two standard errors of the
estimated value. For 99.8 per cent confidence, plus or minus three
standard errors could be used. Most computer packages will
provide the values of the standard errors on a and b.

If regression analysis has been used to predict some future
value(s) of the dependent variable, given some predicted value(s)
for the independent variable, then the estimated equation can be
used to determine the estimate(s) for Y. Once again such an
estimate is the mid-point of a range which can be expressed in
terms of the standard error of the estimated Y (or equivalently the
standard deviation of the error term). But, when determining the
range for a particular forecast of Y, certain adjustments to the
standard error are needed, before use can be made of the
rules-of-thumb of two or three standard errors for 95 per cent or
99.8 per cent levels of confidence. The formula in equation (4.9),
computes the standard error of the forecast, Sf' by modifying the
standard error of Y, Se, to reflect the sample size, and the distance
of the forecast value from the mean of the observations used to
determine the estimated equation:

- J _1_ (X, - X)2
Sf - Se 1 + n + I(X; - X) (4.9)

In this expression, the term X, is the value of the independent
variable, for which a forecast of the dependent variable is re­
quired. If this value is a considerable distance from the mean of
the values which were used to estimate the regression equation,
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then the resulting forecast is likely to be more uncertain than if it
were closer to the mean. The third term within the square root in
equation (4.9) makes such an adjustment. The further the fore­
cast, X f , is from the mean of the values used in the regression, X,
the greater the standard error of the forecast , Sf.

The second term in the square root in equation (4.9), lIn,
adjusts the standard error of the forecast for sample size. The
smaller the number of observations, n, used for the regression, the
larger the term lIn and, accordingly, the larger the standard error
of the forecast.

Once the standard error of the forecast is calculated, the range
for the forecast of Y can be computed by taking two (or three)
standard errors of the forecast, Sf' around the 'point estimate' of
Y, for a 95 per cent (or 99.8 per cent) level of confidence.

It is worth noting at this point that the above discussion indicates
the way in which statistical analysis forces a recognition of
uncertainty. Although the nature of the underlying distributions
may be known, estimates derived from these distributions are
uncertain. For example, ranges of possible values for total costs,
forecast sales, etc., are obtained, rather than single (certain)
values. Thus, the use of statistical methods represents a movement
away from the certainty models of management accounting's
conventional wisdom. To make full use of statistical analysis for
cost estimation and forecasting, however, it is necessary to go
beyond the simple regression model and to consider multiple
regression.

4.6 Multiple Regression

As indicated earlier in this chapter, multiple regression is used to
estimate a model which has one dependent variable, together with
two or more independent variables. For instance, consider a
business which produces three products. A model relating total
costs and the production of each of the three products could be
expressed as follows:

(4.10)

where Y is total costs, a is the total fixed cost and b I , b2 , b3 are the
variable costs for each of the three products.
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The principles and issues discussed earlier in connection with
simple regression also apply to multiple regression. But there are
some additional problems associated with multiple regression; in
particular, the problem of multicollinearity which will be discussed
later. Multiple regression, however, offers possibilities for over­
coming some of the other problems of regression analysis. In
discussing autocorrelation earlier in this chapter, it was suggested
that additional variables could be added to a model, to capture
some of the systematic variation remaining in the error term.
Variables such as weight of products produced, direct labour hours
used, and so on could be added to a regression equation. Furth­
ermore, multiple regression offers the possibility of using artificial
variables, usually known as dummy variables. Their nature and
use are described below.

Dummy variables

These variables usually take only a limited number of values; for
instance, either zero or 1. They are particularly useful for captur­
ing characteristics of the world which can be expressed only in
discrete terms. As an illustration, consider the observations plot­
ted on Figure 4.6. Simple regression could be used to fit the line

FIGURE 4.6
Regression of Total Costs on Output

Y = total costs

x
of = a+bX

x

x = output
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indicated. However, if autocorrelation is found, and it is noticed
that the values of Y which lie above the estimated line are
associated with costs in the winter months and the observations of
Y lying below the estimated line are costs in the summer months, it
may be concluded that there is a seasonal variation in cost
patterns. A revised model of the form:

(4.11 )

could be estimated using multiple regression. The dummy vari­
able, S, takes a value of zero if the observation is in a summer
month and a value of 1 if in a winter month. The estimated
equation would now capture the additional fixed costs associated
with operating in the winter (for example, the additional heating
and lighting costs). The costs at different times of the year could
then be expressed as follows:

SummerY = Ii + blX (4.12)

Winter Y = (Ii + b2 ) + blX
In summer months, the variable S takes a value of zero and so

the parameters a and b, indicate the fixed and variable costs of
production, whereas in winter months the variable S takes a value
of 1 giving an additional constant term, b2 , which is added to the
fixed costs. Such a procedure can remove the autocorrelation
associated with seasonal variation in fixed costs. Techniques are
also available for adding a dummy variable to the b parameter ­
this would handle seasonal variation in the variable costs. Other
possibilities for removing alternative sources of autocorrelation
are also available through the use of dummy variables.

Multicollinearity

The problem of multicollinearity, which exists only in the case of
multiple regression, occurs when independent variables are them­
selves correlated. Consider, for example, the data in Table 4.2. As
the output of product X increases, the output of products Y and Z
increase in direct proportion. Although it is possible to identify the
increase in costs following a proportionate increase in all three
products, it is impossible to identify the separate effect on costs of
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TABLE 4.2
An Illustration of Multicollinearity

Products (units) Total
X y Z Costs (£)

50 20 10 1650
60 24 12 1800
70 28 14 1950
80 32 16 2100
90 36 18 2250

increasing the production of anyone of the products. In this case
of perfect correlation between the three products, the parameters
of the regression equation could not be estimated. However, only
the smallest deviation from these perfect proportions would be
required to make the estimation of a regression equation possible.
But in such a case the variation in costs due to a minimal change in
the output of the individual products would be insufficient for
reliable estimates of the variable costs of each product. Although
an equation relating products X, Y and Z to total costs could
provide a reasonable forecast of costs, provided the product mix
remains unchanged, the individual estimates of the variable costs
for the three products would be extremely unreliable as they
would involve extrapolations from very small changes.

Multicollinearity exists whenever there are substantial correla­
tions between two or more independent variables in a regression
equation. The problem could be avoided either by working only in
terms of the aggregate product, for instance, a batch of products
X, Y and Z in the standard mix, or by using some other unit of
production, for example direct labour hours. A regression model
relating total costs to direct labour hours would yield an estimate
of the variable cost per direct labour hour which could be used to
determine the costs of producing individual products, given their
individual labour hour requirements.
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Illustration

Table 4.3 gives some illustrative data; comprising overhead costs
for the last twelve months, together with various indices of
activity. This data will be used to estimate an equation relating
overhead costs to the level of activity. A number of possibilities
will be examined using various combinations of the four available
measures of activity; units produced, direct labour hours, machine
hours, and weight of units produced. A computer package has
been used to estimate a variety of regression equations - the
estimated equations and related statistics are set out in Table 4.4.
In order to select the 'best' equation we will look initially at the R2

and F statistics which indicate the strength of the relationship and
~

the adequacy of the linear model. We will also look at the standard
.error of Y as this will directly affect the confidence interval of any
forecasts made with the equation. The discussion earlier in this

TABLE 4.3
Illustration: Data for Multiple Regression

Overhead Units pro- Direct Machine Weight of
cost per duced labour hours hours units
month produced

£ 12500 1000 4090 750 15000
18000 1075 3700 1725 23000
16000 1130 3750 875 21800
19200 1060 5350 2050 20050
11800 1050 1600 1660 12000
14900 1080 3100 1720 17000
17600 1010 3320 1950 16000
13800 1080 2490 1550 19300
15400 1020 2980 1100 13900
14200 1050 2500 1240 21400
13000 1010 4100 960 13250
16500 1060 4150 1470 14100
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chapter indicated that we should be looking for high values of R2

and F, together with a low standard error of Y.
The first four models shown in Table 4.4 are simple regressions

using each of the four possible measures of activity in turn. The
values for R2 (or ,;. for these simple regressions) are highest for
models 2 and 3. Thus, the next step is to look at model 5, i.e., the
model containing the two measures of activity, direct labour hours
and machine hours, which were the independent variables in
models 2 and 3. The R2 of 0.654 for this composite model is a
substantial improvement over both of the simple models.

Whenever additional variables are added to a model, however,
the R2 will increase. This is because the new variable(s) will add to
the explanatory power of the model. Unfortunately, each addi­
tional variable reduces the degrees of freedom which are available
for estimating the parameters of the model. An adjusted R2 can be
computed to allow for the loss of degrees of freedom. This
additional statistic is also shown in Table 4.4 - beneath the value
for R2

. In terms of this statistic, model 5 still represents an
improvement over models 2 and 3. Furthermore, model 5 is also
superior to models 2 and 3 on the basis of both the F statistic and
the standard error of Y.

The next question to consider is whether the introduction of
either the weight produced or the number of units produced would
improve the model. Models 6 and 7 include these additional
variables. Both model 6 and model 7 have a higher R2 than model
5 and in both cases the adjusted R2 has also increased, but by a
quite small amount in the case of model 7. Although both models 6
and 7 have a lower F statistic than model 5, the reduction in the
case of model 6 is quite small. The F statistic for both models 5 and
6 are significant at the 99 per cent level of confidence. Thus,
models 5 and 6 appear superior to model 7. However, the choice
between models 5 and 6 requires further consideration. As model
6 has a lower standard error of Y than model 5, it might appear
that model 6 should be preferred. But we will leave this issue aside
for the moment.

For the sake of completeness it would seem essential to examine
a model with all four indices of activity, i.e. model 8. In compari­
son to model 6, model 8 has a lower adjusted R2

, a lower F statistic
and a higher standard error of Y. Model 8 also has a lower F
statistic than model 5, although the former's adjusted R2 is higher.
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On balance, however, model 8 does not seem to be an improve­
ment over either model 5 or model 6.

Before going further, we should consider the interpretation of
models 5 and 6. In the case of model 6 the variable costs all have
positive signs and there is a positive fixed cost - this seems quite
reasonable. However, although the t statistics on direct labour
hours and machine hours are close to 3, which suggests a linear
relationship (or equivalently, a parameter which is significantly
different from zero) at a 99.8 per cent level of confidence, the t

statistics on the constant term and on the weight of units produced
are somewhat lower. The t statistics on the variables and constant
term in model 5, however, look much more satisfactory. In fact,
when we look generally at all four multiple regression models (i.e.,
models 5, 6, 7 and 8) only direct labour hours and machine hours
have consistently significant t statistics. Thus, although both
models 5 and 6 appear to be intuitively quite acceptable, the t
statistics give particular support to model 5. Furthermore, the
Durbin-Watson statistic for model 5 is very close to 2 (which
indicates no autocorrelation) whereas for model 6 this statistic is
some distance from 2. A Durbin-Watson statistic of 2.645 suggests
a possibility of autocorrelation, but provides no clear evidence and
should not give rise to undue concern.

The choice between models 5 and 6 is actually quite difficult.
The individual parameters of model 5 appear to be more reliable;
but as a total equation, model 6 looks quite attractive. Possibly the
most appropriate conclusion is that model 6 is the better of the two
if the regression equation is needed for forecasting overhead costs
(specifically, because it has the lower standard error of 1');
whereas model 5 could be the better if estimates of fixed and
variable costs are needed for decision making. Whichever model is
preferred, it is important to test whether it satisfies the assump­
tions of regression analysis and if not, an alternative model should
be considered. To complete this illustration, it will be assumed
that model 6 is preferred and subjected to further testing.

Table 4.5 sets out the correlation coefficients between each pair
of independent variables in model 6. In each case, the r is very
close to zero. Thus, there is no evidence of multicollinearity. Table
4.6 uses the selected equation to estimate the error terms. These
error terms sum to zero, as they always do with the ordinary least
squares techniques. As can be seen in Figure 4.7, there are no
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TABLE 4.5
Illustration: Tests for Multicollinearity

y

WT

WT

M/CH

x

DLH

M/CH

DLH

r

0.184

0.159

0.001

r
(adj r)

0.034
(-0.062)

0.025
(-0.072)

0.000
(-0.099)

clear patterns which might cause us to question the assumptions
concerning the error term. However, although the plot of the error
terms against time does not indicate a consistent pattern, there is a
hint of symmetry about the horizontal axis. This could explain the
Durbin-Watson statistic of2.645. But as mentioned above, there is
no clear evidence of autocorrelation. Thus, model 6 seems reason­
able. We can now go ahead and use the model to forecast
overhead costs for future months, as described earlier.

4.7 Some Concluding Remarks

Statistical regression analysis is potentially a useful tool for
management accounting, especially in planning and budgeting
procedures. For instance, the demand for particular products, the
availability of raw materials and the amount of overhead expenses
could all be estimated using regression models. In addition,
regression analysis can be used to separate costs into fixed and
variable elements. For example, consider a steam generating plant
which produces steam for two separate production processes. A
regression model with one fixed, and two variable elements (one
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TABLE 4.6
Illustration: the Error Terms

Model 6 - the selected equation

Y = 3598 + 1.220(DLH) + 2.729(M/CH) + 0.207(WT)

Overhead cost per
month (Y;)

£ 12500
18000
16000
19200
11800
14900
17600
13800
15400
14200
13000
16500

£ 13754 £ -1254
17604 396
15095 905
19891 -691
12576 -776
15610 -710
16298 1302
14880 -1080
13127 2273
14483 -283
13976 -976
15606 894

L e; = 0
i---

for each production process) could be used to estimate the variable
cost for the steam required by each process. Many other similar
opportunities exist for using regression analysis.

The use of regression analysis for both cost estimation and
forecasting could be deemed part of management accounting's
conventional wisdom, as the techniques were widely discussed in
the academic literature in the 19605. However, as was indicated
earlier, the use of statistical methods admits the possibility that
uncertain estimates may be used in decision models. As such,
regression analysis represents a step away from the certainty
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FIGURE 4.7
Illustration: Plots of Error Term
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models which are associated with management accounting's con­
ventional wisdom. In subsequent chapters we will see how the
explicit recognition of uncertainty influenced the development of
the management accounting literature.



Cost-Volume­
Profit Analysis

The conditional truth approach of management accounting re­
search in the 1960s which, as suggested earlier, underlies much of
management accounting's conventional wisdom, relies on the
specification of a decision model. At the end of Chapter 2 it was
concluded that economics played a central role in structuring the
decision models used by management accounting researchers in
that decade. The decision maker was assumed to have available, at
no cost and with no uncertainty, all the information needed to
completely structure the decision problem and to achieve a profit
maximising solution through an application of the principles of
marginal analysis.

The first major change in the economic framework came about
when researchers began to introduce uncertainty into their mod­
els. As already pointed out, the use of regression analysis for cost
estimation encouraged, at least implicitly, the recognition that cost
information is uncertain. By the end of the 1960s some writers had
started to explore the implications of uncertainty. The early 1970s
brought some major developments in this respect. This chapter
explores the effects of introducing uncertainty into the analysis of
cost-volume-profit (C-V-P) decisions. But first, however, it will
be useful to describe the nature of C-V-P analysis, under condi­
tions of certainty.

S9
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5.1 The Simple Model

The conventional C-V-P model assumes the existence of a single
product which can be sold for a fixed price, p, that is independent
of the quantity sold. The costs of producing this product comprise
two elements: first, a fixed cost, a, which is independent of the
quantity produced; and second, a unit variable cost, b, which will
be incurred for each and every unit produced. These fixed and
variable costs are assumed to be known with certainty and
together to account for the total costs involved in producing the
product. If the quantity sold is represented by x, then the following
cost and revenue equations can be specified:

Total cost: TC(x) = a + bx

Total revenue: TR(x) = px

(5.1)

(5.2)

These two equations can be combined to produce a profit function
as follows:

Profit: 1T(X) = px - (a + bx)
= (p - b)x - a

(5.3)

The term in brackets on the second line of expression (5.3),
(p - b), represents the unit contribution, selling price minus vari­
able cost per unit, which will be earned on sales of this product. Thus,
the profit equation can be expressed as the total contribution
earned from sales quantity x, less the total fixed cost. Obviously,
to break even the profit earned must equal zero.

The simple model set out in the above equations can be
portrayed in the form of a cost-volume-profit chart as illustrated
in Figure 5.1. This chart plots the profit earned for the various
levels of output. The break-even point occurs where the profit
equals zero. Such a simple chart can have value in disclosing the
quantity of output which is needed in order to make production
viable. This can be particularly important in a period of depress­
ion. But in addition to indicating break-even points, such charts
can indicate the level of profit to be earned at various levels of
output. Other uses of C-V-P charts include exploring the effects
of changes in any of the variables; i.e., the selling price, the fixed
cost and the variable cost.
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FIGURE 5.1
Cost-Volume-Profit Chart

Profit
earned
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Probably the greatest attraction of C-V-P analysis is that it
clearly demonstrates the importance of the contribution approach.
The relationship between profit and contribution can be seen
clearly in the profit function described above and illustrated in
Figure 5.1. The break-even quantity can be defined in terms of
contribution, by setting the profit equation (5.3) equal to zero and
rearranging as follows:

Break-even quantity:
a

XSE = ---
p-b

(5.4)

In words, the break-even quantity can be found by dividing the
fixed cost by the contribution per unit. A simple extension of this
approach can be used to determine the quantity needed to produce
any required level of profit. Most textbooks will contain numerous
illustrations' of the way in which contribution can be used within a
C-V-P framework to' analyse output decisions.
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5.2 Assumptions

The foregoing discussion highlights the usefulness of C-V-P
analysis in focusing attention on the distinction between fixed and
variable costs and in emphasising the role of contribution analysis.
However, the simple model described above is based on a number
of highly restrictive assumptions. Three important assumptions are
as follows:

(i) The total cost and total revenue functions are both linear;
(ii) Only a single product is produced;

(iii) The information concerning price, fixed cost and variable cost
is known with certainty.

This chapter is particularly concerned with the effects of relaxing
the final assumption - the certainty assumption. But before
proceeding to introduce uncertainty into the analysis some com­
ments are required about the other two assumptions.

There have been attempts at modelling C-V-P analysis with
non-linear total cost and total revenue functions. Figure 5.2
illustrates the possible form of a non-linear model, which is
consistent with standard economic theory. The functions illus­
trated give rise to two separate break-even points and also indicate
the maximum profit which can be earned. While it may be possible
to draw a graph of such functions, it is extremely difficult to
determine the corresponding mathematical expressions. Accord­
ingly, the accounting literature has not pursued such an approach.
It is frequently argued that within the relevant range (i.e. the
range within which any production decision would fall) the sec­
tions of the non-linear functions can be approximated by straight
lines.

The extension of the simple C-V-P model to accommodate
multiple products is relatively easy if there is a standard product
mix - in other words, if the products are sold in fixed proportions.
Where there is no standard product mix, there will be no unique
break-even point. However, if constraints, for instance, in the
form of limited productive resources can be added to the produc­
tion mix problem, a unique solution may be obtained, but
expressed in terms of the maximum profits rather than the
break-even point. The solutions to such problems are usually
derived through the use of mathematical programming techniques,
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FIGURE 5.2
Non-linear Cost and Revenue Functions

Cost!
Revenue

Break-even
point 1

Maximum Break-even
profit point 2

Output, x

particularly linear programming - as we discussed in Chapter 2.
The difficulties experienced by researchers who have attempted

to integrate uncertainty into linear programming models has led to
an emphasis on sensitivity analysis. This has meant that uncertain­
ty is normally dealt with outside the decision model. Linear
programming is used to generate solutions based on various
assumptions about the future and to indicate the range of applica­
bility of each solution. The decision maker is then expected to
evaluate subjectively the uncertainty surrounding each set of
assumptions. This approach contrasts with the attempts of other
researchers to integrate uncertainty directly into C-V-P analysis.
Before exploring the implications of the work of these researchers,
the nature of C-V-P analysis in a multiproduct situation, with
certainty and a standard product mix, will be described. This will
provide the basis for a subsequent discussion of extensions for
uncertainty in multiproduct C-V-P analysis.
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5.3 Multiproduct C-V-P Analysis

In order to extend the simple C-V-P model to handle the situation
in which a firm produces more than one product, it is necessary
to define the products carefully. Using the subscript i to denote
the individual products, i=l, ... , n, the following terms can be
defined:

Pi = selling price for product i,
a, = fixed cost for product i,
b, = variable cost per unit for product i,
Xi = output of product i.

Using the above terms, the profit equation can be expressed as
follows:

1T L Pi Xi - L (ai + b, Xi)
i

L (Pi - bj)Xi - L a,
i

(5.5)

The final term in the above expression is written as the sum of the
fixed costs on each of the n products. However, it may only be
possible to identify the total fixed costs for the organisation as a
whole - in this case the final term could be represented by a
constant term, say, A.

If it is assumed that there are three products, X, Y and Z, then
the C-V-P chart illustrated in Figure 5.3 could be drawn. This
chart was constructed for a total output of V, using an assumed
standard product mix for the three products. The total fixed costs
of A are not traceable to individual products. At an output of zero
the profit earned will amount to -A (i.e. a loss of A), represented
by point k on the chart. The line.km represents the profit earned
by product X - the slope of the line is determined by the
contribution per unit earned on sales of that product. The line mn
represents the profit earned by product Y, which has a lesser
contribution per unit than product X. The line nj is the profit
earned by the least profitable product, i.e." product Z. A line
which joins the points k and j reflects the average profitability of
the three products and each point on that line represents the profit
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FIGURE 5.3
Multiproduct C-V-P Chart
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Output

earned for the associated output, assuming that the three products
are sold in the standard product mix, i.e., the mix implied in the
construction of the chart. Accordingly, the indicated break-even
point only applies if the products are sold in that standard product
mix. It can be seen clearly from Figure 5.3 that break-even can
occur at lower levels of output provided the proportions of the
products are changed. For instance, the point, B, where the line
kmnj crosses the horizontal axis indicates a possible break-even
point.

The line kmnj reflects the amounts of the three products
included in a total output of V, using the standard product mix.
Break-even at B could be achieved by producing the quantity of
product X implied in the total production of V, together with a
small amount of product Y. But the necessary combination of X
and Y is not a standard product mix. Break-even could also be
achieved at point C, provided that only the most profitable
product, X, is produced. Thus, as indicated earlier, if the assump-
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tion of a standard product mix is relaxed, there will be no unique
break-even point. But with a standard product mix a unique
break-even point can be determined using C-V-P analysis, as is
illustrated in Figure 5.3.

So far it has been assumed that the selling price and cost data
needed for C-V-P analysis are known with certainty. It is now
time to integrate uncertainty into the analysis.

5.4 The Simple Model with Uncertainty

It was mentioned in Chapter 2 that Jaedicke and Robichek wrote a
paper in 1964 which suggested an extension of C-V-P analysis to
allow for uncertainty in the parameters of the model. But it was
not until the 1970s that the implications of uncertainty were fully
explored. Jaedicke and Robichek assumed that sales quantity is
normally distributed with known mean and standard deviation.
Since linear combinations of normally distributed random vari­
ables are also normally distributed, it can/be shown that the profit
in a C-V-P model will also be normally distributed. Thus, the
probability of particular levels of profits, including break-even,
can be computed.

In the simple model of a single product firm described earlier in
this chapter, all the variables were assumed to be known with
certainty. In principle, any of the variables could be subject to
uncertainty. However, Jaedicke and Robichek only considered
uncertainty concerning the quantity which can be sold. It will be
assumed that this quantity is a random variable, i (a tilde will be
used to indicate a random variable), which is normally distributed
with a mean of J.1 and a standard deviation of O'x. This normally
distributed random variable can be written mathematically as
follows:

i -., N(J.1, O'x)

Now using the simple profit function,

1T(X) = (p-b)x-a

(5.6)

(5.7)

it follows that profit will also be a normally distributed variable,
expressed in the following terms:
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iT -- N«P-·b)~-a, (P-b)crx ) (5.8)
or iT -- N(E(iT), (P-b)crx )

where E(iT) = (P-b)~ - a
In words, profit will be normally distributed with a mean equal

to the expected value of the profits and with a standard deviation
equal to the unit contribution multiplied by the standard deviation
of the quantity sold. Once such values are determined it is a
relatively easy task to compute the probability of breaking even.
Consider the following illustration.

A company producing a single product regards its sales volume
as normally distributed with a mean of 10500 units, and a standard
deviation of 2000 units. Formally, this can be expressed as:

i -- N(lO 500, 2(00) (5.9)

If the selling price, p, is £10 and the variable cost, b, is £8, with
fixed costs, a, of £20000, then the profit distribution can be
calculated as follows:

E( iT) = (10-8)~ - 20000
= (10-8)10500 - 20000 = 1000

cr7T = (10-8)crx

= (10-8)2000 = 4000
Thus, iT ~ N(lOOO, 4(00)

In words, profit is normally distributed, with a mean of £1000 and
a standard deviation of £4000.

Using the relationship between fixed costs and contribution per
unit derived earlier, see equation (5.4), the break-even point can
be calculated as follows:

ax ----
BE - p-b

20000 = 10000 units
2

This calculation indicates that an output of 10000 units is required
to break even. The mean of the sales distribution is a little higher
at 10500 units. So what is the probability of breaking even in this
case?
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Figure 5.4 illustrates the profit distribution in the form of a
normal distribution with a mean of £1000 and a standard deviation
of £4000. The probability of breaking even is given by the area
under the curve which falls to the right of the dotted vertical line
placed at the level of zero profits. From knowledge of the normal
distribution, it is known that 50 per cent of the area under the
curve falls to the right of the mean. In order to calculate the
probability of breaking even, the area under the curve between the
break-even point and the mean of the distribution is also needed.
This distance can be expressed in terms of standard deviations.
The break-even point is 1000/4000 standard deviations from the
mean (i.e. 0.25(Jn)' A table of areas under the normal curve
(which can be found in most statistics books) discloses that 0.25
standard deviations represents approximately 10 per cent of the
area under the curve. Thus the probability of at least breaking
even, or in other words, of achieving a profit in excess of zero, is 60
per cent, i.e., the 10 per cent probability of profits being between
zero and £1000, and the 50 per cent probability of profits being
£1000 or more.

FIGURE 5.4
Profit Distribution

Probability

o 1 Profit, £'000
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5.5 Limitations

The analysis described above is likely to encounter a number of
problems when attempts are made to apply it in practice. These
difficulties arise from both the simplicity and the complexity of the
analysis. This apparently contradictory statement refers, on the
one hand, to the complexities of the data required for the above
analysis and, on the other, to the simplicity of the model which
ignores many of the potentially relevant characteristics of prob­
lems found in practice; in particular, the model described above
deals with uncertainty in only one variable.

In practice it is likely to be very difficult to obtain realistic
estimates of the mean and standard deviation of the sales distribu­
tion and, as a result, the reliability of the derived profit distribu­
tions will be questionable.

The parameters of the sales distribution could be obtained
either by reference to historic data or by eliciting the subjective
estimates of managers. Historic data has the attraction of appear­
ing objective, but frequently there may not be sufficient observa­
tions for reliable estimates. Furthermore, as observations are
likely to be related over time, problems of autocorrelation may
lead to biased estimates of the standard deviation.

The absence of acceptable historic data has led to suggestions
that attempts should be made to elicit subjective estimates from
managers. The techniques used for this purpose usually involve
asking managers to compare the likelihood of particular sales
volumes with certain hypothetical gambles. Such techniques,
however, have been dismissed as impracticable by a number of
writers.

The analysis outlined above relied on the assumption that
uncertainty concerning the sales volume can be described by a
normal distribution. This assumption is not essential however,
provided there is no uncertainty in any of the other variables. If
historic or subjective estimates can be made of the probabilities of
particular levels of output it may be possible to fit a polynomial to
the data in order to derive a cumulative probability function,
which expresses the probabilities of achieving at least particular
volumes of sales. The function can then be used to determine
probabilities of breaking even. This approach has not been
particularly popular in the literature because it cannot be extended
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to situations where uncertainty exists in other variables. But, in
such situations, even the assumptions of normal distributions are
not altogether satisfactory, as will be discussed later.

A further limitation of the above analysis relates to its single
product character. However, it is relatively simple to extend the
analysis to deal with multiple products, provided that the normal
distribution assumptions can be retained. In this case, the sales
volume for the various products will be assumed to have a joint
multivariate normal distribution.

5.6 Multiproduct C-V-P Analysis Under Uncertainty

In addition to defining a mean and standard deviation of the sales
distributions for each of the products, it is now necessary to
consider the correlations between each pair of products. The
distribution of each product's sales can be expressed in the terms
used in previous sections as follows:

Xi -- N(~i' (Ji) (5.12)

(5.13)

In addition, the covariance between the sales of each pair of
products can be defined as

cov(X;, Xj) == (Jij

where

(Jii = (J? (the variance of sales of product i),
(Jij = o, (Jj Pij

vu = the correlation coefficient between the sales of product i
and product j.

Now if Pi, b, and a, represent the selling price, variable cost and
fixed cost of the ith product, the profit function can be expressed as
follows:

1T = L (Pi - bi)ii - La;
i i

(5.14)

As indicated above, the sales for the Xl, ... , x; products are
assumed to have a joint multivariate normal distribution. As any
linear combination of such random variables will also be normally
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distributed, the profit function will have a univariate normal
distribution with the following parameters:

and

E(fr) L (Pi - bi)Jl.i - L a,
i i

(5.15)

= ~ ~ (Pi - b;)crij(Pj - bj)
i j

= "" (p. - b·)2 cr· 2 + 2"" "" (p·-b·)(p·-b·)cr;(J'·p"£.J I I I £.J £.J I I J J I J IJ

i i * j

The expected profit expression is comparable with the single pro­
duct case described earlier, but the variance of the profit distribu­
tion, Var(fr), is rather more complex. The best way to understand
this expression is to use an illustration. (Any reader who wishes
to see the derivation of this variance formula should consult
a statistics textbook, such as Mood, Graybill and Boes, 1974.)

Consider a firm which sells two product lines both of which have
expected sales of £5000, a contribution of £1.25 and fixed costs of
£5800. But the standard deviation of the sales of product 1 is £200,
whereas the standard deviation of the sales of product 2 is £400.
The correlation between the two products, PI2, is 0.7. These
figures have been adapted from an illustration devised by Johnson
and Simik (1971).

The expected profit from sales of the two products can be
calculated as follows:

E(fr) = (PI-bI)""t - at + (P2- b2)Jl.2 - a2
= 1.25(5000) - 5800 + 1.25(5000) - 5800

450 + 450 = 900

and the variance is:

Var (7i') = (Pt-bt)2 crr + (P2-b2)2 cr~

+ 2(Pt-bt)(P2- b2) crIcr2Pt2
= (1.25)2 (200)2 + (1.25)2 (400)2

+ 2(1.25)(1.25)(200)(4(0)0.7
= 62500 + 250000 + 175000
= 487500

And, cr'Tr = 698.2

(5.16)

(5.17)
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Thus, the parameters of the profit distribution which is assumed
to be normal are known, i.e. iT -- N(900,698.2). These parameters
can be used to compute the probability of breaking even in exactly
the same way as was described above in the case of a single
product firm. But it is to be emphasised that a break-even point
which is computed on the basis of expected sales volumes relies on
the assumption of a standard product mix, as in the case of
multiproduct C-V-P analysis under conditions of certainty de­
scribed earlier in the chapter. Nevertheless, so long as these
assumptions remain valid C-V-P analysis can be extended to
conditions of uncertainty.

5.7 Uncertainty in Other Variables

The above discussion has admitted uncertainty only in the sales
volume variable. However, the selling price, variable cost and
fixed cost may also be uncertain. This gives rise to a particular
problem as the product of two or more independent and normally
distributed random variables is not necessarily a normally distri­
buted random variable. For instance, if the sales volume and
selling price for a particular product are independent normally
distributed random variables, the profit function will be normally
distributed only under extremely restrictive assumptions. Some
writers have attempted to overcome this problem by using alterna­
tive distributions for the selling price and sales volume variables,
or by using approximations to derive a profit distribution. Howev­
er, such statistical work has either resulted in models which are
subject to very restrictive assumptions or to models which are
extremely complex. Statistical analysis of situations in which the
selling price and sales volume are not independent appears to be
almost impossible at the present time.

Simulation has been suggested as an alternative to statistical
methods for deriving the parameters of a profit distribution. Two
methods have been suggested, direct simulation and model simula­
tion. Direct simulation involves constructing a model which de­
scribes the relationship between profit and all the underlying
variables. Simulation techniques are used to select values for each
variable and hence to determine profit. Successive repetitions of
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the simulation can give rise to a range of profit figures which
indicate the nature of the profit distribution. In a practical problem
such an approach is likely to need vast computing facilities, if it is
to be done reliably. Unfortunately it is not possible to determine
an appropriate sample size (i.e. number of repetitions) using
available statistical techniques, thus the 'accuracy' of the resulting
profit distribution cannot be assessed.

The alternative of model simulation has the advantage of
requiring rather less computing facilities. This approach involves
two stages. In the first stage small simulations are run to determine
the mean and standard deviations of each of the underlying
variables. These parameters are then used in a larger simulation
model to determine the parameters of the profit function.

Simulation techniques may be more acceptable to practitioners
as they involve rather less analytic ability, although model simula­
tion does require knowledge of statistical distributions. But both
methods require considerable computing facilities and are subject
to unknown sampling errors. Neither appears to be widely used in
practice.

5.8 Some Final Points

The various approaches to C-V-P analysis described above make
no explicit statement about the underlying decision models. Fol­
lowing the early research of Jaedicke and Robichek, a knowledge
of the distribution of profits in terms of its mean, variance (or
standard deviation) and possibly higher order moments, is
assumed to be useful to the decision maker. However, Magee
(1975) pointed out that under the normal assumptions of the
capital asset pricing model it is the covariance of profit with the
return on the market portfolio which is important for the decision
maker. Thus, the form of C-V-P analysis may be contingent upon
the manager's decision model. Much of the research in this area
appears to be based on a simple extension of the economic model
described in Chapter 2. In the certainty model, profit was shown to
be important and C-V-P researchers appear to have reasoned that
the distribution of profits must, therefore, be important under
conditions of uncertainty. However, the introduction of uncertain­
ty may, itself, alter the underlying decision model.
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Although C-V-P researchers in the early 19705 did not make
their decision models explicit, the analytical techniques that they
used owed much to statistical decision theory. Decision theory
terms, such as random variables, expected value and variance
were commonly observed in the C-V-P literature at that time. The
investigation of variances literature went somewhat further than
the C-V-P literature and explicitly used decision models express­
ed in decision theory terms. Chapter 6 will discuss some of the
decision theory approaches to the investigation of variances.

Before leaving C-V-P analysis it is relevant to consider the
likely implementation problems. In this chapter some of the
simpler statistical techniques for handling uncertainty in C-V-P
analysis were illustrated. To take the analysis further and to relax
some of the more restrictive assumptions requires a considerable
knowledge of statistics. Such knowledge may be beyond the
average accountant and manager in practice. Nevertheless, if these
techniques were thought to be valuable, the services of a statisti­
cian could be purchased. Even if this were the case, it is likely that
the set-up costs of the models would be quite high, not just in
terms of the statistician's time, but also in terms of the managerial
effort which would be required in order to provide reliable
estimates for the statistical models. The running costs of these
models could be quite low, unless a very extensive range of
products is produced. Finally, the available empirical evidence
suggests that extensions of C-V-P analysis for uncertainty are not
widely used in practice although the simple deterministic version
of C-V-P analysis is a commonly used tool of the financial
manager.



Variance
Investigation

Models

It was suggested at the end of Chapter 5 that statistical decision
theory had an impact on research in the area of C-V-P analysis.
Another area where decision theory had an important impact was
in the investigation of variances. All business planning, whether in
the form of budgets or standards, are based on estimates of prices,
volumes, costs, etc. and any outcome can only be expected to
approximate these estimates. Outcomes will not necessarily equal
the original estimates, even if the estimates were 'accurate' and the
process has been 'under control'. Some variation around the
estimate or expected outcome is inevitable. Thus, when a variance
is reported, the manager should ask whether it represents a
significant deviation from the budget or whether it is simply a
random fluctuation around the expected outcome. Variance inves­
tigation models are concerned with decisions to investigate the
cause of particular variances and in particular, to distinguish
significant deviations from random fluctuations.

A simple decision theory model for the investigation of
variances was introduced into the accounting literature early in the
1960s by Bierman et ale (1961). Although substantially refined
models were proposed in the statistical and management science
literatures, it was not until the end of the decade that major
developments appeared in the accounting literature. These de­
velopments coincided with the use of statistical decision theory to
introduce uncertainty into the decision models favoured by man­
agement accounting researchers.
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6.1 The Decision Theory Approach

The decision theory approach dictates that an investigation should
be undertaken when the expected cost of the investigation is less
than the expected cost of not investigating. For this purpose, the
cost of not investigating comprises the loss of the benefit which
would be obtained through investigating and correcting the cause
of the variance. In very simple terms, the costs and benefits of
investigation can be set out in a pay-off matrix, as illustrated in
Table 6.1. It is assumed that a particular variance has been
observed and that a decision must be taken either to investigate or
not to investigate its causes.

TABLE 6.1
Cost/Benefit of Investigation

States

In control Out of control Expected value
(P) (1-p)

Investigate -C B-C -pC+(1-p)(B-C)
Don't
investigate 0 0 0

In this illustration two mutually exclusive states are possible.
First, the underlying system may be 'in control' and the variance
simply a random fluctuation around the expected outcome. The
second possible state is that the system is, in some way, 'out of
control', i.e. it is not proceeding according to plan. If the system is
in fact out of control, corrective action may be taken. It is assumed
that such action will result in a benefit of B. This benefit could
represent the cost saving which will arise through bringing the
system back under control and thereby avoiding variances in
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future periods. However, a cost of C will be incurred when an
investigation is undertaken.

Now consider the two rows of Table 6.1. If no investigation
takes place (represented by the second row), no cost will be
incurred nor benefit obtained, whatever the state of the system. If
an investigation is undertaken (represented by the first row), but
shows the system to be in control, there will be a net outflow of.the
investigation cost, C. Alternatively, if the investigation shows the
system to be out of control, there will be a net benefit of B less the
investigation cost of C.

The expected values of the two possible actions can be calcu­
lated using the probabilities that, on the one hand, the system is
still in control and on the other hand, that it is out of control. For
this purpose the probabilities are expressed in terms which reflect
the fact that a particular variance has been observed. For the
present, assume that the probability that the system is still in
control can be denoted by p (methods of determining this prob­
ability will be discussed later). The probability that the system is
out of control will, accordingly, be (1-p). The expected values of
investigation and no investigation are shown at the extreme
right-hand side of Table 6.1.

The investigation should be undertaken if:

-pC + (l-p) (B-C) > 0

or rearranging:

C < B(1-p)

(6.1)

(6.2)

The latter expression indicates that the investigation should take
place if the cost of investigation, C, is less than the benefit to be
obtained from correcting an out of control system, B, multiplied
by the probability that the system is out of control. The loss of this
expected benefit, B(1-p), represents the cost of not investigating.
Thus, equation (6.2) restates the decision theory criterion men­
tioned earlier - investigate if the expected cost of the investigation
is less than the expected cost of not investigating.

The relationship expressed in equations (6.1) and (6.2) can be
simplified to provide a critical ratio of the form:

B-C
-->p

B
(6.3)
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An investigation should take place if the ratio of the net benefit,
B-C, to the gross benefit, B, exceeds the probability that the
system is still in control. For instance, assume that a variance of
£55 implies a 0.15 probability that the system is still in control. If
the gross benefit, B, is £100 and the cost of investigation, C, is £60,
then the critical ratio of net benefit to gross benefit is 40/100 = 0.4.
Thus, the investigation should take place as 0.4 is greater than
0.15.

This relatively simple analysis begs numerous questions. In
particular, how are Band C to be estimated and more importantly,
how can we determine p - the probability that the system is still in
control, given a variance has been observed?

6.2 Determining Probabilities

The paper by Bierman et ale (1961) suggested that the necessary
probabilities for a variance investigation decision could be deter­
mined by computing the probability that a particular observation,
such as a variance, comes from the null (in control) distribution.
For instance, suppose expected costs for a department were £1000
with a standard deviation of £200, while actual costs of £1400 are
recorded. Figure 6.1 represents the assumed probability distribu­
tion of the department's costs when they are under control. The
mean of the distribution, which is assumed to be normal, is £1000
and its standard deviation is £200. The actual costs of £1400 exceed
the mean of the distribution by two standard deviations. A table of
areas under the normal distribution indicates that there is only
about a 21/ 2 per cent chance that an observation from that
distribution will occur at least two standard deviations above the
mean. Thus, it could be concluded that there is only a 0.025
probability that the system is still in control, given that costs of
£1400 (which represent a variance of £400) have been recorded.

Other writers have criticised this approach because it ignores
prior information - such as the variances recorded in previous
periods and managers' subjective estimates of the probabilities
that the system is in control or out of control. Various alternative
methods have been suggested. For purposes of illustration, one
such approach will be described in this chapter. The approach
illustrated is one of the least complex methods to appear in the
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FIGURE 6.1
A Simple Probability Distribution
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literature. The difficulties and complexities of some of the alterna­
tives are discussed later.

6.3 An Illustration

To begin, it is necessary to assume that there are only two possible
states for the underlying system. The first state, a, represents the
system in control. In this state the expected value of the outcome
distribution (e.g., total costs for the month) is £6000 and the
standard deviation is £500. The alternative state, ~, represents the
system out of control, in which case the expected outcome is £8000
and the outcome distribution has a standard deviation of £500. It is
emphasised that the two states, a and ~, represent the only
possible states. Thus, if the system goes out of control it moves
directly from state a (with a mean of £6000), to state ~ (with a
mean of £8(00). No other situations are considered.

In addition to information concerning the two probability
distributions, it is necessary to estimate the general probability
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that the system is in control, before any variances are observed.
This probability is known as 'the prior probability'. It will be
assumed that in this case the prior probability of the system being
in control is 0.98 and the prior probability of it being out of control
is, accordingly 0.02.

Consider an observed value of £7500. As the expected outcome
when the system is in control is £6000, this observation represents
a variance of £1500. If the benefit to be derived from correcting the
system when it is out of control is £1200 and investigation costs are
£200, then the critical ratio of net benefit to gross benefit (equation
(6.3» is 1000/1200, or 0.83. The variance should be investigated if
the probability that the system is still in control, given that a
variance of £1500 has been observed, is less than this critical ratio.

This illustration was devised by Dyckman (1969) who objected
to the omission of prior probabilities in the work of Bierman et ale
and Dyckman proposed using Bayes' theorem to combine the new
information given by the variance and the prior probability that
the system is in control. The use of Bayes' theorem is illustrated
below.

6.4 Bayes' Theorem

Bayes' theorem is a statistical technique for revising prior probabi­
lities to reflect new information. In the present context, it can be
used to determine the probability that the system is still in control,
given that a particular variance has been observed. The general
form of Bayes' theorem can be written as:

Pr(XIV) = Pr (~~r(X)

The term Pr(XI V) is the probability of X occurring, given that V
has been observed. For purposes of the present discussion, X can
be regarded as a particular state of the world (such as the system
being in control) and V can be regarded as the observation of a
particular variance. Bayes' theorem states that the probability of
X, given V, equals the probability of V, given X (e.g., the
probability of observing a variance of V, given that the system is in
control) multiplied by the prior probability of X (e.g., the prior
probability that the system is in control) divided by the probability
of observing V.
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FIGURE 6.2
Probability Distribution for States a and P
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The two distributions described earlier are illustrated in Figure
6.2. Both distributions have a standard deviation of £500, but the
mean of a is £6000 while the mean of ~ is £8000. There is a
probability of costs of £7500 on each distribution. The observation
of £7500 is three standard deviations from the mean of the a
distribution and one standard deviation from the mean of the ~

distribution.
A table of the ordinates of a normal density function indicates

the probabilities of values occurring a! particular points, measured
in terms of standard deviations from the mean of the normal
distribution. In other words, this table indicates the height of the
normal distribution at each particular point (rather than the more
usual area under the curve). Reference to such a table discloses
that the probability of observing a value which is one standard
deviation from the mean of a normal distribution is 0.2424 and the
probability of a point being three standard deviations from the
mean is 0.0044. To summarise:

The probability of observing a value of £7500 is:
0.0044 if the system is in control and, 0.2424 if the system is out
of control.
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Bayes' theorem can now be used to determine the probabilities of
the system being either in control, or out of control, given that a
variance has been observed. The probability that the system is still
in control can be expressed as follows (the detail of the calculation
is explained below):

Pr(in controlivariance of £15(0)
0.0044(0.98)

0.0044(0.98)+0.2424(0.02)

= 0.047

(6.5)

Consider the first numerator of this calculation. Referring to the
general form of Bayes' theorem, equation (6.4), the value of
0.0044 represents the probability of the variance being observed,
given that the system is in control (in other words, the probability
of observing £7500 on the a distribution). The value of 0.98 is the
prior probability that the system is in control.

The denominator of the calculation in equation (6.5) is the
probability of observing an outcome of £7500. There are two
possibilities for this observation. One is when the system is in
control, and the other is when the system is out of control. Thus,
the probability of observing £7500 is the combination of both
possibilities. The first term in the calculation, 0.0044(0.98), is the
probability of observing £7500 on the in control (a) distribution,
multiplied by the prior probability of that distribution. The second
term, 0.2424(0.02), is the probability of observing £7500 on the out
of control (B) distribution, multiplied by the probability of that
distribution. The sum of these two terms indicates the probability
of costs of £7500 being observed.

The result of the calculation in equation (6.5) indicates that the
probability that the system is still in control, given that a variance
of £1500 has been observed, is 0.47. We calculated earlier that the
variance should be investigated if the probability that the system is
still in control, given the variance, is less than the critical ratio of
net benefits to gross benefits, i.e. 0.83. As 0.47 is less than 0.83,
the variance should be investigated.

In order to complete the calculations, more out of interest than
necessity, the probability that the system is out of control, given
the variance of £1500, can also be calculated. Once again using
Bayes' theorem:
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Pr(out of controllvariance of £15(0)
0.2424(0.02)

0.0044(0.98)+0.2424(0.02)

= 0.53

(6.6)

The reader is invited to confirm each of the figures in this equation
- they are the 'out of control' equivalents of the figures in equation
(6.5). This second calculation indicates that the probability that
the system is out of control, given that the variance of £1500 has
been observed, is 0.53. As only two states are considered in the
illustration, the probabilities that the system is in control, 0.47,
and out of control, 0.53, should sum to unity. This provides a
useful check on the calculations.

To conclude this illustration the steps which were taken in the
variance investigation decision are summarised as follows. First,
the critical ratio of net benefits to gross benefits of investigation
was calculated. Bayes' theorem was then used to compute the
probability that the system is still in control, given that the
variance has been observed. The variance should be investigated if
the probability that the system is still in control is less than the
critical ratio of net benefits to gross benefits. Bayes' theorem was
also used to compute the probability that the system is out of
control. This provided a check on the calculations, as the sum of
the probabilities that the system is in control and out of control
should be unity.

6.5 Discussion

The method of analysis described above can be used to determine
the probability that the system is still in control, given that a
variance has been observed. It extends the analysis beyond the
very simple case discussed by Bierman et ale (1961), but it is a long
way from being a realistic model of the factors likely to be involved
in practice. For instance, in most practical situations there will be
more than two discrete states of the world. In addition, the
decision rules discussed above are very naive in their treatment of
the costs and benefits arising from investigation and correction.
There are likely to be dynamic relationships between current
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actions and future benefits, but these are ignored in the simple
models. For instance, if no action is taken this period the system
could simply revert to an in control situation next period or could
go further out of control and increase the loss caused by not
investigating. Furthermore, even if corrective actions are taken it
is not certain that benefits will actually accrue - it may be
impossible to correct the factors which have taken the system out
of control.

A number of papers have attempted to overcome some of the
apparent shortcomings of the simple models. These papers used
several techniques, at various levels of complexity. Nevertheless,
theoretical problems remain and variance investigation models are
still a subject for discussion in the academic literature. The
important point which emerges from an examination of this
literature, especially the literature of the early 1970s, was that
researchers at that time were attempting to relax the assumptions
of the simple models in the belief that they were making the
analysis more 'realistic'. The implied assumption was that the most
appropriate model is the one which gets closest to the reality of
decision making in practice.

This attempt to develop more 'realistic' models had a parallel in
the work on C-V-P analysis which was discussed in the previous
chapter. In fact, researchers in a number of areas of management
accounting attempted, during the early years of the 1970s, to relax
the certainty assumptions of earlier models by introducing uncer­
tainty in the form of probability distributions into their work,
apparently in an attempt to make the analysis more realistic.
Nevertheless, these extensions did not represent a fundamental
change in the underlying economic framework which dictated the
direction of much management accounting research at that time.
The framework described in Chapter 2 continued to. have an
important impact. The decision maker was still assumed to have
available at no cost all the information he/she required to arrive at
a deterministic solution to his/her decision problem. But instead of
certainty, the information was assumed to be expressed in the
form of known probability distributions. These decision models
were intended to assist the decision maker to utilise probabilistic
information in deciding on a particular course of action, such as
whether or not to investigate a particular variance.
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In common with researchers in other areas of management
accounting in the late 1960s and early 1970s, the researchers who
developed complex models for variance investigations did not
explore the difficulties and costs involved in obtaining the informa­
tion which would be required to implement their models in
practice, nor were the problems likely to be faced by decision
makers implementing the models given serious consideration.
However, by the middle of the 1970s some writers were beginning
to become concerned about such problems. For instance, Magee
(1976) used a simulation model to evaluate the relative usefulness
of simple and complex variance investigation models. His paper
will be described in more detail in Chapter 9. But at this point it is
interesting to note that Magee concluded that simple models may
be the most useful in practice.

The illustrations of C-V-P analysis and cost variance investiga­
tion models in Chapter 5 and this chapter indicate that during the
early years of the 1970s, management accounting researchers were
using decision theory models to explore the effects of uncertainty
on the conventional subject matter of management accounting. In
addition, the effects of uncertainty were explored in other areas,
such as human resource accounting, budgeting and inventory
control. But as mentioned above, the analysis of expected costs
and benefits in decision theory terms represents only a minor
change in the economic framework which underlies management
accounting's conventional wisdom. The analysis still belongs to the
conditional truth approach to management accounting.

Dyckman (1975) argued that although managers have been
thinking in decision theory terms for much longer than formal
methods have been available, statistical decision theory is not
descriptive; it is normative. It attempts to find rigorous methods
which 'ought' to be used by decision makers to incorporate costs,
benefits and uncertainty into their decision making. As pointed
out in Chapter 3, these methods have not been widely adopted in
practice. Many reasons can be suggested to account for this,
including the belief that such methods are too costly to implement,
as compared to their perceived benefits.

Under conditions of certainty the decision maker is assumed to
have available all the information he/she needs - at no cost. The
questions to be answered concern the use of this information in
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arriving at decisions. The task facing researchers is to construct the
decision model/method to be used by decision makers. When
uncertainty is introduced into the analysis, however, questions
concerning the cost and value of information become important.
The provision of information can reduce the uncertainty of a
decision-making situation. But information is a costly good and its
production can be evaluated in terms of costs and benefits. The
advances in C-V-P analysis and investigation of variance models
in the 1970s, described in this and the previous chapter, tended to
ignore information costs. As a result, the proposed techniques
became more and more complex as researchers attempted to be
more 'realistic' in their modelling of decision-making situations.

Under the conditional truth approach, which was typical of
management accounting research in the 1950s and 1960s, the
provision of information is assumed to follow unproblematically
from the decision model. When uncertainty was introduced into
decision models in the early 1970s, this assumption was not
challenged, and decision models became very complex. The aim of
such research was to develop ideal models for decision-making,
but the costs and benefits of information were not explicitly
considered. The next two chapters will first, illustrate a means of
valuing information in decision theory terms and then, describe
information economics as a means of formally examining the
provision of information.

The introduction of information economics into management
accounting research in the middle of the 1970s represented a
departure from the conditional truth approach and a first step
towards the development of an alternative 'costly truth' approach
(Demski and Feltham, 1976). In this alternative approach in­
formation production costs are explicitly considered in examining
decision models. The provision of information is regarded as
problematic and the selection of information and decision model
are analysed together.

Before completing this chapter, some comments are needed
about the contribution to the literature made by researchers who
attempted to extend the simple economic framework described in
Chapter 2 by introducing uncertainty expressed in terms of known
probability distributions. These researchers demonstrated the
limitations of certainty models and the complex nature of uncer­
tainty in business decision making. In attempting to develop ideal
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(or realistic) models, they introduced an extreme level of complex­
ity into their analysis. This highlighted the need for an examina­
tion of information costs in management accounting models. As
such these attempts at providing ideal models made a useful
contribution in their time.

Papers which continue to strive for reality in decision models
without adequate attention to implementation problems and in­
formation costs may have rather less value, however. In this
context, a distinction can be drawn between the models which are
proposed for use by managers and/or accountants in practice on a
day-to-day basis and the models used by academics and consul­
tants to analyse decision-making situations. The latter models
could be very complex as researchers could be trained in the
necessary statistical and decision theory techniques and have the
time to devote to the development of such models. Researchers
could use their models to analyse practical situations and to make
recommendations concerning the techniques (or models) which
might be useful in practice. Unless the researchers' models are
sufficiently complex to incorporate notions of information costs
and benefits, they are unlikely to provide valid prescriptions for
practice. But, once information costs and benefits are integrated
into the analysis, it may be possible to identify the role of 'simple'
models in practice. The choice between simple and complex
management accounting techniques (including variance investiga­
tions models) will be examined further in Chapter 9. In the
meantime, a method for valuing information will be described.
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Value of
Information

As argued at the end of Chapter 6, many of the decision models
developed by accounting researchers, especially in the early 1970s,
ignored information costs. Although researchers attempted to
relax many of the assumptions which were made, either implicitly
or explicitly, in developing the models that formed the basis of
management accounting's conventional wisdom, the assumption
of costless information remained intact for some time. In seeking
to realistically model decision-making situations, researchers in­
troduced considerable complexity into their models and created a
potential demand for vast amounts of information. Neither the
difficulties of obtaining such information, nor the associated costs
were explicitly recognised in many of the models. However, in
practice information is not costless.

7.1 Information Costs

Information can be obtained from various sources, but many of
these are costly. The most obvious example of an information
source is the accounting system. Accountants, book-keepers,
clerks have to be paid in order to produce the information; office
space has to be provided; furniture, accounting machines and
possibly computers have to be purchased. In addition, opportunity
costs may be incurred in providing the managerial inputs into the
accounting system. For instance, managers may have to devote a
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substantial amount of their time to preparing estimates to be
included in budgets. The time spent preparing these estimates
could be used for direct supervision of productive activities. In
addition to the internal costs of providing information, there are
also external costs which may be incurred. For instance, market
research consultants may be employed to provide information for
marketing decisions; consulting engineers may be used for particu­
larly difficult production decisions; subscriptions may be paid for
market intelligence; and so on. Thus, there is great variety in the
nature of information costs.

The question that will be addressed in this chapter is whether it
is worth acquiring a particular information source. But as will
become clearer later, information can be evaluated only in the
context of a particular decision or set of decisions. In general, a
decision maker would not want to pay more for information than
the value to the business of having that information. Accordingly,
the value of information must be assessed in the context of the
specific decisions which have to be taken.

There are two related approaches to problems concerning the
acquisition of information. The first involves asking the question,
'Is it worth acquiring information from a particular source at a
given cost?'. The second involves calculating the maximum
amount that it would be worth paying to acquire information from
a particular source, and then comparing this maximum amount
with the actual cost which would be incurred. In this case, the
information should be acquired if the actual cost is less than the
maximum amount the decision maker would be willing to pay. As
will be explained below both these approaches involve evaluating
the effects of information on particular decisions.

The value of information can be determined by comparing the
decision outcome which is expected if the information is acquired,
against the outcome expected in the absence of the information. In
this chapter, decision outcomes will be evaluated in terms of
expected values. Such evaluations ignore the decision maker's
attitude to risk (or at least, assumes that the decision maker is risk
neutral). This approach is used here purely for ease of presenta­
tion. If the decision maker's subjective expected utility for particu­
lar outcomes can be identified the analysis could be undertaken in
utility terms. In Chapter 8, when information economics is discus­
sed, the approaches adopted in this chapter will be generalised and
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the case of a subjective expected utility maximiser will be consi­
dered. But for the present, it will be sufficient to assume that the
decision maker wants to maximise expected values.

7.2 The Value of Information

Two approaches for evaluating particular sources of information
were mentioned above. The first approach is concerned only with
the cost of the information, i.e., whether it is worth acquiring at a
given cost. The second approach, however, is concerned with the
maximum amount that the decision maker would be prepared to
pay for a particular information source. The maximum amount can
be regarded as the value of the information to the decision maker.
Both these approaches are illustrated below with the aid of a
simple example.

Consider the decision to buy one or other of two machines. The
first machine is relatively small and most suited to meet a low level
of demand for the products it produces, whereas the second
machine is considerably larger and most suited to a high level of
demand. If the larger machine is acquired and the demand is low,
a loss would be incurred. The net present values of each machine
in the two possible demand situations (low demand and high
demand) are set out in Table 7.1 in the form of a pay-off table.

TABLE 7.1
Pay-ofT Table

Expected outcomes
(NPV in is)

Demand

Low High
(Pr=0.5) (Pr=0.5)

Expected value

Small machine
Large machine

80
-100

120
200

100
50
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The two demand situations are assumed to be equally likely.
Thus as the pay-off table indicates, the probability of the demand
situation occurring is 0.5 in each case. The expected value of
acquiring each machine can be calculated by mutliplying the
pay-off from each demand situation by its probability. The ex­
pected value of the small machine is £80(0.5)+£120(0.5)=£100. A
similar calculation produces the expected value of £50 for the large
machine. In these circumstances, without further information
about the likely demand, the expected value will be at a maximum
of £100 if the small machine is purchased.

Now, consider the possibility of a market research survey which,
at a cost of £20, could give a perfect prediction of the level of
demand. In other words, if market research predicts a low level of
demand, the probability of demand being low will be 1.0 and the
probability of the demand being high will be O. Similar, but
reversed, probabilities apply if market research predicts a high
level of demand.

As a result of the market research information the size of
machine can be matched with the level of demand. Thus, if
demand is predicted to be Iowa small machine will be purchased,
whereas if demand is predicted to be high a large machine will be
purchased. The resulting net present values will be £60 for a
predicted low demand and £180 for a predicted high demand.
These figures were calculated by taking the highest net present
value in the case of the low demand and high demand respectively
and deducting the costs of the market research, £20.

When the decision to commission a market research survey has
to be taken, it is not known whether a high or a low demand will be
predicted. Therefore, the best estimate of the outcome of the
market research is a 50 per cent chance that it will predict a low
demand and a 50 per cent chance that it will predict a high demand
- as these are the probabilities which are currently associated with
high and low demand. Assuming the market research survey is
undertaken, the expected value of the decision can be computed
by summing the outcomes which would follow each possible
prediction multiplied by the probability of that prediction. In the
above illustration, the expected value is £120, Le., £180(0.5) +
£60(0.5).

The two decision-making situations can now be compared. The
expected value of the decision without the market research survey
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is £100, while the expected value with the market research survey
(including the cost of that survey) is £120. The preferred course of
action, specifically the action which maximises expected value, is
to undertake the market research survey. Thus, the information
should be acquired. This implies that the value of the information
exceeds its costs, otherwise it would not be acquired. An alterna­
tive approach is to measure the value of information directly, as
will be described below.

The value of information can be computed by evaluating the
maximum expected value of the decision without additional in­
formation, and then comparing the result with the maximum
expected value with the further information but ignoring the costs
of that information. In the above simple example, it was demons­
trated that the maximum expected value without the information
which would be provided by a market research survey was £100. If
the cost of the survey is ignored, the maximum net present values
which can be obtained with the information will be £80 if the small
machine is acquired and £200 if the large machine is acquired.

At the decision stage (Le., before any market research is
undertaken) the expected value of the decision with the market
research information can be computed as follows: £80(0.5) +
£200(0.5)=£140. Thus, the market research survey increases the
maximum expected value from £100 to £140. The difference
between these two expected values represents the maximum
amount that should be paid for the information. Thus, £40 is the
value of the market research information in this particular deci­
sion-making situation. As demonstrated above, at a cost of £20,
the information should be acquired - as the cost is less than the
value of the information.

In the above illustration, it was assumed that the market
research survey will give a 100 per cent accurate prediction of the
expected demand. Such accuracy in information is unlikely in
practice. Although information may give a clearer picture of
expected outcomes, it is unlikely to give perfect predictions. As
might be expected the value of perfect information will always be
greater than the value of imperfect information, except when both
equal zero. The value of information (whether perfect or imper­
fect) would be zero in a situation where the information would not
change the decision. For instance, in the case of the above
illustration, if the small machine was preferred irrespective of
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whether the demand is high or low, information concerning the
expected demand would have no value.

Methods for evaluating imperfect information are similar to
those described above. But with imperfect information it is more
difficult to revise the probability estimates of particular outcomes
to reflect the new information. A further illustration is set out
below to describe the process by which imperfect information can
be valued.

7.3 An Ice-cream Manufacturer

The illustration which will be used to demonstrate the valuation of
imperfect information follows the second of the two approaches
described earlier. That is, it values the information in terms of the
maximum amount which should be paid to acquire it. Consider an
ice-cream manufacturer who makes ice-cream daily in tubs. Any
batch not sold at the end of the day is regarded as a total loss, but
there is no loss of goodwill if demand is not met. In general, the
demand depends on the weather. Past experience suggests that for
the present time of the year the likely daily demand can be
expressed as follows:

Demand
1 tub
2 tubs
3 tubs

For simplicity it is assumed that only whole tubs will be sold. The
cost of producing a tub of ice-cream is £80 and the revenue
generated by the sale thereof is £100.

Table 7.2 summarises the decision problem in the absence of
any further information. The pay-off table indicates the contribu­
tion that is earned from a combination of each level of production
and each possible level of demand. If 1 tub is produced per day,
then 1 tub will be the maximum that can be sold. The contribution
of £20 (sales revenue of £100 minus variable cost of £80) will be
earned irrespective of whether the demand is 1, 2 or 3 tubs. If 2
tubs are produced a maximum contribution of £40 can be earned
provided the demand is either 2 or 3 tubs. If only 1 tub is sold,
when 2 tubs have been produced, a loss of £60 will be incurred -
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TABLE 7.2
Decision Without Information

Pay-off table Actual demand

(Contribution
1 2 3

earned in £s)

Production 1 tub 20 20 20
Production 2 tubs (60) 40 40
Production 3 tubs (140) (40) 60

Expected value Actual demand
table (£s)

1 2 3 Expected
0.1 0.5 0.4 value

Production 1 tub 2 10 8 20
Production 2 tubs (6) 20 16 30
Production 3 tubs (14) (20) 24 (10)

sales revenue of £100 less variable cost of £160. If 3 tubs are
produced the maximum contribution of £60 (3 X £20 per tub) will
be earned only when 3 tubs are actually demanded. Losses will be
incurred if the demand is only 1 or 2 tubs. The reader is
encouraged to work through the calculations of the loss incurred in
each of these cases to confirm the remaining figures in the pay-off
table.

The expected value table in the second part of Table 7.2 is
computed by multiplying each element of the pay-off table by the
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probability that the actual demand will be achieved. For instance,
the element at the top left-hand corner, which represents produc­
tion of 1 tub and actual demand of 1 tub, is calculated by taking the
£20 from the pay-off table and multiplying it by 0.1 - the
probability of demand actually being 1 tub. The expected value of
each level of production can then be computed by adding across
each of the rows. The table indicates that the expected value will
be maximised if 2 tubs are produced daily.

Similar calculations can be performed using a decision tree - see
illustration in Figure 7.1. On a decision tree a rectangular box
indicates a decision and a circle represents an uncertain event, the
outcome of which is usually termed a state of the world. In the
ice-cream manufacturer's problem, the decision involves produc­
ing 1, 2 or 3 tubs. This gives rise to three branches from the
rectangular box on the left-hand side of the decision tree. On each
of these branches there is a circle which represents the uncertain

FIGURE 7.1
Decision Tree Approach

Demand Pr Outcome (£)

1 0.1 20

0.5 20

Produce
1 0.4 20

0.1 (60)

0.5 40

0.4 40

3 0.1 (140)

0.5 (40)

0.4 60
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demand. This uncertainty concerning demand gives rise to three
branches - one each for the possible demands of 1, 2 or 3 tubs. At
the end of these branches is the outcome and its probability. For
instance, if we consider producing 1 tub and the demand is 1 tub,
then the outcome will be £20 with a probability of 0.1. The other
outcomes and associated probabilities can be interpreted in the
same way.

The expected value of each production decision can be calcu­
lated by multiplying the outcome and the probability for each state
of the world, e.g., following the branch indicating the production
of 1 tub, the expected value is 20(0.1) + 20(0.05) + 20(0.4) = £20.
The other two expected values, associated with the production of 2
and 3 tubs, are £30, and £(10) respectively. These are the same
expected values as were calculated in Table 7.2. Thus, the decision
is to produce 2 tubs daily, as this generates the maximum expected
value of £30. The arrow on Figure 7.1 indicates this decision.

Before considering imperfect information, it will be helpful to
calculate the value of perfect information. For the time being,
assume that perfect weather forecasts can be provided. These
forecasts will enable the ice-cream manufacturer to make accurate
predictions of the actual demand. Thus, following the receipt of a
weather forecast for a particular day the probability of one level of
demand for that day will be 1.0 and the probability of the other
two levels will be zero. Given such perfect predictions of the actual
demand day by day, the ice-cream manufacturer will be able to
select the best level of production to meet the demand each and
every day.

The pay-off table in Table 7.2 indicates that if the predicted
demand is 1 tub the best production level is also 1 tub. Similarly, if
2 tubs are predicted then 2 tubs should be produced and if 3 tubs
are predicted, 3 tubs should be produced. Remember that in this
case the predictions are assumed to be perfect and that if, for
instance, 3 tubs are predicted, then the actual demand will be 3
tubs. Thus, given information concerning the weather, optimum
production decisions can be taken.

At the time the decision maker is considering the acquisition of
information (in the form of weather forecasts), he/she cannot tell
what the forecast will be for any particular day. However, he/she
can estimate the likelihood of each of the three levels of demand.
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Therefore, the expected value of the decision given the perfect
information can be calculated:

EV(with perfect information)
= £20(0.1)+£40(0.5)+£60(0.4) = £46

Thus, the decision situation has an expected value of £46, if
perfect information is available. This represents an increase of £16
(i.e. £46-£30) over the maximum expected value without further
information. Accordingly, the value of the perfect information is
£16. This is the maximum amount which the ice-cream manufac­
turer would be willing to pay per day for a perfect weather forecast
- that is, one which is totally reliable.

7.4 The Value of Imperfect Information

We can now proceed to consider the value of imperfect informa­
tion. Let us say that the forecasts concerning the weather provide
demand predictions which are only 80 per cent reliable. In other
words, if the actual demand is, say, 2 tubs there is a 0.8 probability
that a demand of 2 tubs will be predicted, but there is also a 0.2
probability that a demand of either 1 tub or 3 tubs will be
predicted. Let us assume that in the latter case the probability of 1
tub being predicted is 0.1 and the probability of 3 tubs being
predicted is also 0.1. To explore the implications of this imperfect
information we will look at the likely predictions for, say, 100
days. Table 7.3 illustrates the reliability of the information over
such a period.

Each element of the matrix set out in Table 7.3 represents the
number of days, out of a total of 100, when the particular
combination of prediction and actual demand will occur, if the
imperfect information is acquired. For example, the top left-hand
element indicates that on 8 days out of the 100 the prediction will
be 1 tub and the actual demand will also be 1 tub; whereas the next
element on the top row indicates that on 5 days out of the 100 the
prediction will be 1 tub, but the actual demand will be 2 tubs. The
other elements can be interpreted in a similar way. The particular
figures in the matrix were built up as follows.

As already indicated, the probabilities of the actual demand
being 1, 2 or 3 tubs are 0.1, 0.5 and 0.4 respectively. Thus, in a
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TABLE 7.3
Reliability of Information

No. of days Actual demand
matrix

1 2 3 Total

Prediction 1 8 5 4 17
Prediction 2 1 40 4 45
Prediction 3 1 5 32 38

10 50 40 100

period of 100 days there will be, on average, 10 days when the
demand is 1 tub, 50 days when the demand is 2 tubs, and 40 days
when the demand is 3 tubs. These figures are entered as the
bottom line of Table 7.3.

Next, consider the 10 days when the actual demand is 1 tub.
Because the information provided by the weather forecasts is only
80 per cent reliable it is to be expected that on 8 of these 10 days 1
tub will be predicted, while on 1 day 2 tubs will be predicted and
on 1 day 3 tubs will be predicted. These figures (8, 1 and 1) can be
entered in the first column of the matrix. Similarly, looking at the
50 days when the demand is actually 2 tubs; on 40 of these days 2
tubs will be predicted, but 1 tub will be predicted on 5 days, and 3
tubs will be predicted on a further 5 days. These figures form the
second column of the matrix. Similar calculations can be made for
the 40 days on which the actual demand is 3 tubs - the third
column.

Finally, the figures on the rows are added across the matrix.
These figures now indicate the number of days when each of the
three predictions will be made. Out of the 100 days, 1 tub will be
predicted on 17 occasions. On 8 of these days the demand will
actually be 1 tub, on 5 of these days the demand will actually be 2
tubs, and on 4 of these days the demand will be 3 tubs. Thus, given
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a prediction of 1 tub, the probability of the actual demand being 1
tub is 8/17ths, while the probabilities of the demand being 2 and 3
tubs are 5/17ths and 4/17ths respectively. These are the revised
probabilities which apply if there is a prediction of 1 tub. The
probabilities of the actual demand being 1, 2 and 3 tubs, given a
prediction of 2 tubs are 1/45th, 40/45ths and 4/45ths respectively.
Finally, the probabilities, given a prediction of 3 tubs, are 1/38th,
5/38ths and 32/38ths respectively.

To summarise, Table 7.3 describes the revision of probabilities
to reflect the imperfect information. Originally, the probabilities
of 1, 2 and 3 tubs being demanded were 0.1,0.5 and 0.4, but these
probabilities can be revised to reflect the new information pro­
vided by the weather forecasts. For instance, if this information
predicts a demand of 1 tub, the revised probabilities will be
8/17ths, 5/17ths and 4/17ths. It will be demonstrated in Chapter 8
that these probability revisions follow Bayes' theorem. But for the
present it is sufficient to consider the effect of the information on a
representative 100 days.

As the ice-cream manufacturer has the choice of proceeding
with information or without information, he/she has two decisions
to make. The first decision is whether or not to buy the informa­
tion. He/she then has to decide the level of production. The
expected value of the decision to proceed without further informa­
tion has already been calculated. In that case, the expected value
was £30. The decision tree which led to that value was illustrated in
Figure 7.1. A partial view of the decision tree for the expanded
problem, with the possibility of information, is illustrated in Figure
7.2.

The box at the extreme left-hand side of Figure 7.2 represents
the choice of whether or not to buy the information. If no
information is acquired the expected value is £30. This part of the
decision tree is not shown in detail in order to keep the presenta­
tion as simple as possible. If the information is acquired, however,
there is still the uncertainty concerning the prediction which will
be made. The weather forecast could lead to one of three possible
predictions. The probabilities of these predictions were deter­
mined in Table 7.3. The column at the extreme right-hand side of
that table indicates the likelihood of each of the three predictions
being made. On 17 of the representative 100 days, a demand of 1
tub was predicted, while on a further 45 days the prediction was 2
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FIGURE 7.2
Using a Decision Tree

Outcome
Demand Pr (£)

8/17 20

5/17 20

4/17 20

8/17 (60)

5/17 40

4/17 40

8/17 (140)

5/17 (40)

4/17 60

0.38

EV = £41.6

tubs, and on the remaining 38 days the prediction was 3 tubs. The
number of days, out of the total of 100, indicates the probability of
each prediction; namely, 0.17, 0.45 and 0.38 for predictions of 1,2
and 3 tubs respectively.

Returning to Figure 7.2, the probabilities of the three predic­
tions are entered on the branches of the decision tree emerging
from the circle which represents the uncertain prediction. Let us
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pursue the branch which follows from a prediction of 1 tub. The
decision maker now faces the choice of which level of production
to select. He/she has the choice of 1, 2 or 3 tubs. This situation is
essentially the same as the situation portrayed for the decision
maker in Figure 7.1. But in that situation the decision maker had
no forecasts. Now the decision maker has forecasts, and as a result
the probabilities at the end of each branch have changed. In Figure
7.1 the probabilities were 0.1,0.5 and 0.4. Now they are 8/17ths,
5/17ths and 4/17ths. Using these revised probabilities and the
outcomes indicated at the end of each branch, the expected value
for the production of 1, 2 and 3 tubs can be shown to be £20, £7
and £(63.6).

The calculations of these expected values are set out in detail in
Table 7.4. Part(a) shows the expected value table for the produc­
tion decision, given that a prediction of 1 tub has been received.
The calculations show that the expected value is maximised by the
production of 1 tub. In this case, the maximum expected value is
£20. The remaining sections of Table 7.4 show similar calculations,
but given the prediction of 2 tubs and 3 tubs respectively. In each
of these cases; the revised probabilities are used to calculate the
expected values.

Each of the three maximum expected values, £20, £37.7 and
£41.6, calculated in Table 7.4 follow from a particular prediction
and assume a particular production decision. For example, the
maximum expected value of £20 follows from a demand prediction
of 1 tub and assumes the production of 1 tub. The branches of the
decision tree which generate this maximum expected value, fol-·
lowing the prediction of 1 tub, are shown on Figure 7.2. However,
to simplify the presentation, the branches which follow from
predictions of 2 and 3 tubs have been omitted. The maximum
expected values which follow each of the three predictions are
shown below the rectangular boxes in the centre of the decision
tree. At the time the decision maker has to decide whether or not
to acquire the information, he/she does not know what the
prediction will be on any particular day. Thus, the expected value
assuming the information is acquired can be calculated by taking
the three maximum expected values and multiplying by the
probabilities of each of the predictions, as follows:

EV(with imperfect information)
= £20(0.17)+£37.7(0.45) + £41.6(0.38) = £36.2 (7.2)



TABLE 7.4
Tabular Layout

(a) Given prediction of 1 tub

Expected value Actual demand Expected
table (in £s) value

1 2 3
8/17 5/17 4/17

Production 1 9.4 5.9 4.7 20.0 Max.EV
Production 2 (28.2) 11.8 9.4 (7.0)
Production 3 (65.9) (11.8) 14.1 (63.6)

(b) Given prediction of 2 tubs

Expected value Actual demand Expected
table (in £s) value

1 2 3
1/45 40/45 4145

Production 1 0.4 17.8 1.8 20.0
Production 2 (1.3) 35.5 3.5 37.7 Max.EV
Production 3 (3.1) (35.5) 5.3 (33.3)

(c) Given prediction of 3 tubs

Expected value Actual demand Expected
table (in £s) value

1 2 3
1/38 5/38 32/38

Production 1 0.5 2.6 16.9 20.0
Production 2 (1.6) 5.3 33.7 37.4
Production 3 (3.7) (5.3) 50.6 41.6 Max.EV
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The value of the imperfect information is therefore, £6.2, i.e.,
£36.2 - £30. As expected, the value of this imperfect information
is less than the value of the perfect information, £16, calculated
earlier.

7.5 Discussion

The reader may feel that the above illustration is highly contrived.
It relates to a particular type of situation which may not be
applicable to very many businesses. However, the approach
adopted in the illustration can be generalised to deal with the value
of information in much wider settings. It will be demonstrated in
Chapter 8 that information economics is in fact a generalisation of
the approach adopted in this illustration. In that case, however,
decisions will be analysed in terms of expected utilities rather than
in terms of expected values. The introduction of utility functions
adds an additional dimension to the problem (namely, the decision
maker's attitude to risk), but it does not change the basic method
of valuing information.

It is important to emphasise that the value placed on informa­
tion, both in the analysis described in this chapter and also in
information economics, is specific to the decision being consi­
dered. For instance, in the above illustration, any changes in the
original probabilities of demand, or in the variable cost or sales
revenue figures could give rise to different values for the informa­
tion. As will be seen later, this is the general conclusion reached by
writers who have explored the information economics approach.

Furthermore, it is worth re-emphasising a point that was made
earlier; namely, information only has value if it changes decisions.
In the above illustration, given-the imperfect information, it was
optimal for the ice-cream manufacturer to produce the predicted
number of tubs, whereas in the absence of the information it was
optimal to always produce 2 tubs. However, it is not always
optimal to produce at the predicted level. For instance, with a
different combination of probabilities, revenues and costs, the
optimal production might be 2 tubs, whatever the prediction. In
such a case, the information will have no value, as 2 tubs would
have been produced in the absence of the information.
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Finally, some comments are needed about the role of informa­
tion in the above analysis. If the decision maker chooses to acquire
the information, it will have the effect of revising the probabilities
which are used in the expected value calculations, as was seen in
the decision tree illustrated in Figure 7.2. In that instance, the
original or prior probabilities of 0.1, 0.5 and 0.4 were revised to
reflect the new information. With a predicted demand of 1 tub, the
revised or posterior probabilities were 8/17ths, 5/17ths and 4/17ths.
Other revised probabilities were calculated for demand· predic­
tions of 2 and 3 tubs. As will be discussed in Chapter 8, if the
decision maker can specify all aspects of the decision problem, the
role of inforrnation is limited to this revision of probabilities. But
there may be other roles for information, as will be discovered in
Chapter 9.



Information
Economics

Chapter 7 illustrated the value of information in the context of a
particular decision. In this chapter the work of information
economists will be used to provide a formal structure for the
analysis of such a problem. Information economics was developed
in the late 1960sand early 1970s, notably by Marschak and Radner
(1972). This work was firmly grounded in the statistical decision
theory which was being used by accounting researchers to intro­
duce uncertainty into their decision models; for instance, into
C-V-P analysis and the variance investigation models discussed in
Chapers 4 and 5.

The application of information economics to management
accounting involves modelling mathematically decisions concern­
ing the selection of accounting systems. In such problems a
decision maker (or information evaluator) is confronted with a
selection of accounting systems, each subject to uncertain costs
and benefits. A description of an information economic model can
be provided by generalising the illustration of the value of
imperfect information described in Chapter 7.

8.1 The Ice-cream Manufacturer's Problem

Essentially, it may be recalled that the ice-cream manufacturer
faced the problem of whether or not to acquire information
concerning likely weather conditions. The analysis involved two

108
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steps. First, the decision maker's problem was analysed on the
assumption that he/she did not acquire this information and
second, the problem was analysed on the assumption that he/she
did acquire the information. In the no information case the
expected value for each action available to the decision maker was
calculated, namely, the production of 1, 2 or 3 tubs of ice-cream.
The action which led to the highest expected value was then
selected. This maximum expected value reflected the average
outcome if the decision maker did not acquire the information.

When the information was brought into the analysis it was
necessary to calculate expected values for each possible signal, i.e.
for demand predictions of 1,2 or 3 tubs. For each possible signal,
the expected value of each available action was calculated and the
optimal action (the action which maximised expected value) was
selected. This provided an optimal action and an associated
expected value for each and every possible signal. Finally, the
expected value of the decision situation with the information was
computed using these optimal actions and the probabilities of each
signal. .

This method of analysis can be expressed mathematically using a
modified information economics approach. The symbols which
will be used are consistent with those adopted by Demski (1980).
The decision maker faces the problem of selecting a particular
action from a complete listing of all the actions available to him.
Thus, if the letter a is used to refer to any specific action (or
decision), then a belongs to the set of all possible actions, A. This
is normally written as follows: aEA. The ice-cream manufacturer
had three possible actions-the production of 1, 2 or 3 tubs.

The outcome of each action is uncertain, as it is contingent upon
a 'state of the world' existing after the action is taken. It is assumed
that the decision maker can quantify the likely states of the world
and their probabilities of occurrence. If s is used to represent any
specific state of the world, we can write sES, where S represents
the set of all possible states. In the ice-cream manufacturer's
problem there were three possible states; namely, the three possible
levels of demand - 1, 2 or 3 tubs. The probability of each state
occurring can be expressed by a probability function, normally
written as <f>(s).

Now, any outcome will be the result of a combination of a
particular action and a specific state of the world. This can be
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demonstrated by referring to the pay-off tables set out in the
illustrations in Chapter 7, for example Table 7.2. Each element of a
pay-off table reflects a particular combination of action and state.
Thus, a particular outcome could be written as f(a, s). The
measurement basis for the outcome implied by this expression
depends entirely on the problem at hand. For instance, in the
ice-cream manufacturer's problem, the possible outcomes were
measured in terms of the daily contribution earned on sales of
ice-cream. In other problems, it might be appropriate to measure
outcomes in terms of the net present value of future cash flows.

In the ice-cream manufacturer's problem the expected value of
each action was calculated by multiplying the outcome for each
state, given that action, by the probability of the state occurring.
Mathematically this can be expressed, using the terms defined
above, as follows:

EV(a) = L f(a, s) <t>(s)
sES

(8.1)

This is equivalent to summing across the rows of the expected
value table (Table 7.2).

The decision maker's problem which, in this case, is stated in
terms of selecting the action which maximises the expected value,
can now be expressed as:

EV(a*) max EV(a)
aEA

max L f(a, s) <t>(s)
aEA sES

(8.2)

where a" indicates the optimal action. In Table 7.2 this involved
selecting the row (that is, the action) with the largest amount in the
expected value column.

The above expressions are based on the assumption that the
decision maker's objective is to maximise expected value. In­
formation economics, however, is normally based on the assump­
tion that the decision maker is a subjective expected utility
maximiser. Adopting the objective of utility maximisation has
enabled researchers to generalise the model to include a recogni­
tion of the decision maker's attitude to risk. The particular form of
the utility function, which relates money values to the decision
maker's subjective utility, will reflect the decision maker's prefer-
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ence for or aversion to risk. For purposes of the present analysis a
completely general utility function will be assumed. In other
words, the decision maker's assessment of the utility associated
with any outcome will be expressed simply as U(a, s). This
expression could be evaluated mathematically provided the pre­
cise form of the decision maker's utility function can be estab­
lished. But this is unnecessary for purposes of the present analysis.

The equations set out above defining the expected value from a
particular action and the decision maker's objective can be re­
stated in terms of expected utilities. The expected utility following
from a particular action can be written as:

E(Ula) ~ U(a, s) <f>(s)
sES

(8.3)

where E( Ula) is the expected utility given that action a is under­
taken. The decision maker's objective can be expressed in
terms of selecting the action, a",which maximises expected utility,
as follows:

E(Ula*) = max E(Ula)
aEA

(8.4)

This decision model relies on the assumption that the decision
maker can quantify the following parameters:

A - the set of all possible actions available to the decision maker,
S - the set of all possible states of the world,
<f> - the probability function expressed for all possible states of the
world, and
U - the decision maker's utility function.

Each of these parameters will be dependent upon terms of the
decision maker's 'experience'. The model is said to be complete if
all the parameters are correctly specified, in so far as they are
perceived by the decision maker.

Equations (8.3) and (8.4) do not include an explicit recognition
of information. However, the decision maker's experience, which
determines the parameters of those equations, represents the sum
total of the information he/she has received to date. In the context
of information economics, the evaluation of information concerns
the possibilities for acquiring additional information which would
supplement the decision maker's experience. As was seen in the
illustration discussed in Chapter 7, the only role for information in
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such models is to revise probabilities; i.e., to change the probabil­
ity function expressing the likelihood of particular states of the
world occurring. This will be demonstrated below.

8.2 The Role of Information

Suppose that there is an information system which could provide
the decision maker, before he/she selects his/her action, with
information concerning the likely future state of the world. The
receipt of a message from this information system might cause
him/her to revise his/her expectations concerning the state of the
world and this, in turn, might influence the action which is
selected. Consider a decision problem after the receipt of informa­
tion - in information economics terms, assumes that a signal, y,
has been received from information system, 11. In the ice-cream
manufacturer's problem it was demonstrated that after the fore­
cast had been received and a prediction made as to the likely
demand, the decision problem became one of selecting the opti­
mum action given the revised probabilities. The expected utility
from a given action can now be expressed as follows:

E( Ula, y, 11) (8.5)

and the decision maker's objective as:

E(uIY, 11) = max E(Ula, Y, 11)
aEA

(8.6)

The term E( Uly, 11) represents the expected utility which will
follow from the receipt of signal, Y, from information system, 11.
This expected utility arises from selecting the action which maxi­
mises the expected utility given the signal, Y, from the information
system; 11, i.e. E(Via, y, 11). In evaluating the utility from each
outcome the term, 11, is added to the state-action combination,
giving the expression U(a,s,11). This additional term is included in
the expression to indicate that there will be some cost of using the
information system. Finally, it should be noted that in equation
(8.5) the revised probabilities, <t>(SIY,11), are used in place of the
simple expression of probabilities, <t>(s), which appeared in equa-
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tion (8.3). The revised probabilities reflect the new information
that has been provided by the singal, Y, from information system, 11.

In the ice-cream manufacturer's problem the probabilities of the
three states of the world were originally 0.1, 0.5 and 0.4. Following
the weather forecast, and the associated predictions of demand,
revised probabilities were used. In the case of a predicted demand
of 1 tub, the revised probabilities were 8/17ths, 5/17ths and
4/17ths. These revised probabilities are equivalent to <f>(sIY, 11),
whereas the original probabilities are equivalent to <f>(s). As
indicated in Chapter 7 the revised probabilities can be computed
directly using Bayes' theorem.

8.3 Bayes' Theorem

Bayes' theorem is used to revise probabilities for new information.
It was used in Chapter 6 to revise probabilities to reflect the new
information provided by variance analysis. The derivation of the
theorem is explained in most statistical textbooks. Its general form
can be written as follows:

p(AIB) = Pr(BIA)Pr(A) (8.7)
Pr(B)

In terms of the ice-cream manufacturer's problem, A would
represent the actual demand and B the predicted demand. Thus,
consider the probability of 1 tub actually being demanded follow­
ing the prediction of 1 tub. Revised probabilities can be calculated
using Bayes' theorem, as follows:

Pr (Demand 1!Prediction 1)

_ Pr(Prediction 11Demand 1)Pr(Demand 1)
- Pr(Prediction 1)

Consider each of the terms on the right-hand side. The probabil­
ity of a prediction of 1 tub, given an actual demand of 1 tub, is 0.8,
i.e. the reliability of the forecast. The probability of a demand of 1
tub is the prior probability of 0.1. The denominator requires a
further calculation, however.

The probability of predicting 1 tub has to be considered in three
parts. There is the probability that 1 tub will be predicted when the
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demand is actually 1 tub and also there is the probability of 1 tub
being predicted when the demand is in fact either 2 or 3 tubs. The
probability of an actual demand of 1 tub together with the
prediction of 1 tub is 0.1 (the probability of the actual demand)
multiplied by 0.8 (the probability of the prediction), i.e.
(0.1)(0.8)=0.08. The probability of the prediction of 1 tub with an
actual demand of 2 tubs is 0.5 (the probability of the actual
demand of 2 tubs) multiplied by 0.1 (the probability of a prediction
of 1 tub when the demand is actually 2 tubs), i.e. (0.5)(0.1)=0.05.
Similarly, the probability of a prediction of 1 with an actual
demand of 3 tubs will be (0.4)(0.1)=0.04. Thus,

Pr(Prediction 1)
= (0.1)(0.8)+(0.5)(0.1)+(0.4)(0.1) = 0.17 (8.9)

Now the probability of 1 tub being demanded, given the prediction
of 1 tub can be calculated using equation (8.8).

Pr(Demand 11Prediction 1) = (O(~~~~/)

= 8/17

0.08
0.17

(8.10)

This is the same probability as calculated in Table 7.3. The
probabilities of the other levels of demand, following the predic­
tion of 1 tub, can be calculated in a similar manner; as also can the
probabilities for the different levels of demand given the other two
possible signals. The reader might like to check that the use of
Bayes' theorem, as set out above, gives the same answer in each
case as the calculations in Table 7.3.

8.4 Valueof Information

Once the expected utility of the optimal action given each possible
signal from the information system, E(UIY, 11) for yEY, has been
calculated, the expected utility of the decision situation with the
information system can be determined. Formally, this can be
expressed as:

(8.11)
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In this calculation the expected utilities are summed across all
possible signals, yE Y. This is equivalent to the calculation which
was performed in the ice-cream manufacturer's problem in order
to compute the expected value with information of £36.2. Note
that the probabilities used, <f>(YI11), reflect the probability of each
signal being produced by the information system. In the ice-cream
manufacturer's problem these probabilities were 0.17, 0.45 and
0.38 - see Table 7.3 and Figure 7.2. The probability of 1 tub being
signalled, 0.17, was calculated in equation (8.9). Similar calcula­
tions can be performed for the signals of 2 and 3 tubs, 0.45 and
0.38 respectively.

The term 'value of information"implies a monetary measure of
value. This was easy to obtain when the analysis was expressed in
terms of expected values. For instance, the value of the imperfect
information to the ice-cream manufacturer was £6.2, which was
calculated by taking. the expected value with the imperfect in­
formation, £36.2, and deducting the expected value without the
information, £30. The measurement of value becomes difficult,
however, when the analysis is expressed in terms of expected
utilities.

At the simplest level, it can be said that one information system,
11t, is at least as good as another, 112, if and only if:

(8.12)

i.e., the expected utility of the decision situation with the first
information system is at least as great as the expected utility with
the second information system. Unfortunately, the difference
between two expected utility measures cannot be easily converted
to a monetary value. As utility functions are normally non-linear,
increments in utility cannot be evaluated in money terms indepen­
dently of the absolute amounts of utility involved. Particular
increments of utility will represent different amounts of monetary
value at various points on the utility function. Thus, it is necessary
to determine a monetary equivalent of the expected utility of each
information system.

It may be possible to estimate a monetary value of an informa­
tion system by eliciting from the decision maker the amount he/she
would require in order to be persuaded to sell the decision
opportunity (including the information system). For instance, if an
amount k1 is required in order to persuade the decision maker to
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part with the decision opportunity, including the information
system, then it follows that:

(8.13)

Furthermore, if we can also identify that the decision maker would
require an amount of ko to part with the decision opportunity, if
the information system were not available, then it might be
concluded that:

Value of information = k1 - ko

8.5 The Selection of an Information System

(8.14)

The analysis outlined above recognised only two situations: the
first was equated with no information (other than the information
already impounded in the decision maker's experiences) and the
second included one further information source. However, there
may be a number of alternative information systems which are
available to the decision maker. The selection of a preferred
information system can be included in the analysis if it is assumed
that the characteristics of all available information systems can be
specified.

Each information system will provide a signal (from the set of all
possible signals) which the decision maker can use to revise his/her
expectations concerning the likely future states of the world. For
completeness, the set of signals is taken to include 'no signal' and
the set of information systems to include 'no system'. In order to
analyse the selection of an information system it is necessary to
identify all the decisions which might be taken by the decision
maker following the receipt of each possible signal, from each
possible information system. The result will be a series of equa­
tions in the form of equation (8.11); one equation for each
available information system. The selection of a preferred system
can then be expressed in terms of maximising the expected utility
to be derived from using an information system. Formally this can
be written as:

E( Vlll*) = max E( Vlll)
TlEH

(8.15)
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where H represents the set of possible information systems.
The initial contributions to the information economics literature

recognised only a single individual who selects both the informa­
tion system and the action to be undertaken. However, later works
gave some consideration to the possibility of task specialisation,
i.e. the separation of the production and use of information. In
such a case, the information system would be selected by an
information evaluator and the action by a decision maker.

In general, the preferences in models with task specialisation are
those of the information evaluator, who is sometimes regarded as
the accountant. In selecting an information system the information
evaluator must make predictions about the decision maker's
responses to the signals that the information system will generate.
As the outcomes in the model described above are dependent
upon the actions taken by the decision maker, an information
evaluator who wishes to maximise his expected utility must predict
the actions which will be selected by the decision maker following
each signal from each possible information system. The model,
however, does not explicitly consider the motivations of the
decision maker; for instance, what causes a decision maker to
select a particular course of action when the outcome of that action
accrues to the information evaluator or to the owner of the
business. Such motivations require explicit consideration, but were
beyond the scope of the information economics literature as it
developed in the early 1970s. However, a particular extension of
information economics, known as Agency Theory, does examine
these problems. A consideration of Agency Theory is deferred
until Chapter 11.

8.6 Discussion

The primary focus of information economics in the management
accounting literature was on the information system choice prob­
lem outlined above. It should be remembered that management
accounting (and accounting in general) is concerned with informa­
tion systems. A particular contribution of the information econo­
mics approach was the clarification of the role of management
accounting research. Demski suggested three ways in which the
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researcher can assist the practising management accountant in his
role as an information evaluator.

(1) The analysis of specific choice problems,
(2) The generation of new system alternatives, and
(3) The production of information for the policy maker (Demski,

1973, p. 74).

The analysis of specific choice problems represents an extension
of the decision models described in Chapters 3, 4 and 5. The
information economics approach, however, emphasised the im­
portance of considering the role of information within these
models. The generation of new system alternatives will assist the
information evaluator to make a more complete listing of possible
information systems. Techniques, such as linear programming,
multiple regression and opportunity costing might not be con­
sidered by individual management accountants/information eva­
luators in practice unless they are brought to their attention by
researchers. However, the generation of new alternatives must be
distinguished from their tests in actual applications. This is the
third role for the management accounting researcher. The testing
of system alternatives, either empirically or analytically, will
provide the information evaluator with information about the
costs and difficulties of implementing particular alternatives. This
third role for management accounting research includes the eva­
luation of alternative accounting methods and the comparison of
simple and complex models. Such evaluations and comparisons
were pursued in the accounting literature as a result of develop­
ments in the area of information economics-see discussion in
Chapter 9.

The information economics model described in this chapter is a
normative model, in that it purports to show how information
systems 'ought' to be selected. However, even its main proponents
admitted that there are too many variables to be identified and its
complexity is more than can be handled. This admission led some
writers to dismiss the approach. Nevertheless some useful con­
tributions were made by researchers who explored the implica­
tions of information economics for the study of management
accounting. At this point it is worth briefly summarising some of
these contributions. But, as will be described in Chapter 9 and
subsequently in Chapter 11, additional models are needed to
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analyse the role of information in management accounting prac­
tice.

The information system choice problem described above re­
quires a complete specification of the information evaluator's
decision problem. A complete analysis is unlikely to be practicable
for various reasons. It may be too expensive, or individuals may be
incapable of identifying the available alternatives and/or complete­
ly specifying their preferences. In such cases, a modified or
simplified analysis may be undertaken. The analysis of simplified
models, which is discussed in Chapter 9, has provided a basis for
understanding the roles of the simple models that are frequently
observed in practice. Such models may actually be 'optimal' when
information costs and specification issues are considered. The
specification of the complete model is necessary, however, in
order to provide the theoretical basis for an analysis of simplified
models. As will be seen in Chapter 9, information has an impor­
tant role to play in simplified models.

In the complete analysis, described in this chapter, the role of
information is limited to the systematic revision of expectations
concerning future states. Although this level of analysis was able
to clarify the role of information, it did not yield any general
implications concerning the production of information - in other
words, concerning the management accounting techniques which
should be used. Demski and Feltham reached the conclusion that
'whether one cost assessment alternative is preferred to another is
an inherently contextual question' (1976, p. 249). Such a conclu­
sion means that appropriate accounting techniques can be deter­
mined only in the context of the decision situation and in particu­
lar, by reference to the specific costs and benefits of the informa­
tion for that decision. This is the 'costly truth' approach.

'Costly truth' implies that although truth can be attained (i.e., a
preferred accounting system can be identified) it will vary from
one situation to another according to the costs and benefits of
information. Truth, in this sense, is the normatively determined
accounting system - the system that ought to be used, given all the
relevant costs and benefits. Viewed in this way, the information
economics approach is not fundamentally different from the
economic framework which underlies management accounting's
conventional wisdom - as described in Chapter 2. But now,
uncertainty and information costs are explicitly recognised in the
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analysis. The information economics approach, however, sepa­
rates the choice made by the decision maker from the choice made
by the information evaluator.

An important contribution of information economics to man­
agement accounting research was that it encouraged researchers to
identify separately information system choice and information
system design. Previously researchers had focused exclusively on
the design issues and this had resulted in a succession of new and
increasingly complex techniques as already described. In general,
textbooks which contain discussions of management accounting
under conditions of uncertainty usually focus only on the design
issues. There is little explicit discussion of the information costs
and benefits associated with individual techniques. However, an
awareness of the information system choice problem led some
researchers to explore the costs and benefits of applying certain
management accounting techniques in practice and, especially, to
examine the relative advantages of simple and complex models.
The results of their research will be discussed in the next chapter.



Simplified Models
and Empirical

Studies

The practical usefulness of the complex models developed in areas
such as C-V-P analysis and variance investigations (discussed in
Chapters 4 and 5) can be questioned because of the difficulties and
costs associated with their implementation. For instance, the
necessary information may not be available within the constraints
imposed by current information technology and the ability of
existing management. Furthermore, even if such information
could be provided, the costs of so doing may be extremely high. It
has been argued in previous chapters that, in general, the costs of
providing information should not outweigh the benefits to be
obtained therefrom.

Simple, and sometimes apparently 'unrealistic', techniques are
frequently observed in practice, despite an extensive literature
which provides complex, and 'more realistic', alternatives. The
insights into the costs and benefits of accounting systems gained
from a study of information economics can provide a basis for
comparing simple and complex management accounting models
and techniques. However, the form of the information system
choice problem which was described in Chapter 8 is not suitable
for the purpose of exploring the use of simple models and
'rule-of-thumb' techniques. In this chapter an information econo­
mics analysis of simplified models will .be described and its
implications for empirical studies of management accounting will
be discussed.

121
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9.1 Revisions to the 'Complete' Analysis

The analysis of information system choice described in Chapter 8
requires a complete specification of the information' evaluator's
decision problem. Such a complete analysis may be impracticable
for various reasons. It may be too expensive to implement, or
individuals may be incapable of identifying all the available
alternatives and/or completely specifying their preferences. It is
generally recognised, even by the advocates of the information
economics approach, that the complete model is unlikely to be
useful to the practitioner. It is far too complex and far too costly.
Accordingly, a modified or simplified analysis is needed.

In information economics terms, modification occurs when the
complete analysis is altered, but identification of the preferred
action is nevertheless guaranteed, while simplification occurs when
alteration of the complete analysis cannot guarantee identification
of the preferred action. For this purpose the preferred action is the
one which would be selected if the decision problem could be
completely specified. As the preferred course of action is not
guaranteed by a simplified model, the use of such a model may
involve a loss, or a cost which arises from the difference between
the expected utility of the decision situation with the simplified
model and the maximum expected utility of that decision situation
with a complete analysis. In practice, however, it may be very
difficult to measure this cost, because of the problems of specifying
the complete model-as will be discussed below.

The analysis of departures from the complete model provide a
basis for understanding the role of the simple models that are
frequently observed in practice. Such simple models might actually
be 'optimal', when information costs and specification issues are
considered. Although the actions selected using a simplified model
may differ from the actions which would have been selected by a
complete analysis, the apparent losses incurred through use of
simple models may be less than the information costs associated
with the complete analysis. Demski and Feltham (1976, p. 58)
characterised their study of simplified decision models as an
attempt to balance, in an economic manner, the costs of analysis
against the possibility of inferior analysis and choice.

In the complete analysis, the role of information is limited to the
systematic revision of expectations (or probabilities) concerning
future states. When simplified decision models are used informa-
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tion may also indicate a need for the models themselves to be
revised. For example, after particular decisions have been taken
information may become available which indicates that the choices
made could have been improved in some way. Such 'feedback'
information about the outcome of past choices can be particularly
important as it may provide a basis for adapting or evolving the
decision model, as well as altering current decisions.

As already pointed out, when simplified models are used
decisions may differ from the preferred courses of action which
would have followed from a complete analysis. If in practice the
complete analysis is infeasible, however, there will be no way of
measuring the loss incurred through model simplification. (But it
seems reasonable to suggest that the simpler the model, the
greater the potential loss.) In such situations, it is essential to
monitor the outcomes of past choices, with a view to improving
current or future decisions. This monitoring process may suggest
possibilities for improving decision making by revising the sim­
plified model currently in use - either by making further simplifica­
tions or by adding 'complexities'. The expected benefits of such
changes should be assessed against the likely change in informa­
tion costs. Thus, although it will generally be infeasible to evaluate
the absolute loss through model simplification, it may nevertheless
be possible to estimate the likely benefits of revisions to an existing
simplified model.

It should be noted that the so-called 'complete analysis' is in fact
only a partial analysis of the information costs involved. The costs
of undertaking the complete analysis are not considered in the
model. The costs of specifying all the alternatives courses of
action, states of the world, etc. are ignored. Nevertheless, the
complete analysis provides a valuable benchmark for understand­
ing the problems involved in selecting accounting information
systems. In the following sections of this chapter some aspects of
model simplification will be described and illustrated. The implica­
tions of such simplification are discussed towards the end of the
chapter.

9.2 Form of Model Simplification

The complete analysis described in Chapter 8 contained the
following decision model, which assumes that the decision maker
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has received a particular signal from his/her information system
(see equations (8.5) and (8.6)):

E(UIY, "1) = max L U(s, a, 11) <t>(sIY, 11) (9.1)
aEA sES

The decision model requires the decision maker to specify the
following:

A - the complete set of available actions,
S - the complete set of state variables,
U(·) - the form of the utility function, and
<t>(.) - the form of the probability function for state variables.

Demski (1980) suggests simplifying each of the above elements
of the decision model. For instance, a restricted set of available
actions and a restricted set of states of the world could be used
together with a simple probability function and a simple utility
function.

The set of available actions could be simplified by restricting
attention to some particular subset. For instance, attention could
be restricted to particular 'decision variables', while all other
variables are assumed to remain unchanged. Consider a decision
concerning the production plan for a coming period. The decision
maker might consider the level of output for each of a restricted
number of products (the decision variables). He/she would then
disregard the possibility of producing other products, and in
addition, assume that other variables, such as available capacity,
efficiency, etc. remain constant. The specification may be further
simplified by considering only a particular range for each of the
decision variables - that is, production of the various products
within a 'relevant range'. The notion of a relevant range is quite
common in most management accounting textbooks.

The specification of state variables can be simplified by restrict­
ing attention to a particular subset of the possible states. This
subset could contain only the more likely states - the more
unlikely states being omitted from consideration. It could be
further assumed that a single state variable could capture the
essence of a number of possible state variables. For instance, the
sales demand for a company's products might be characterised as
high, medium, or low, in which case only these three possible
states of the world would be considered. A state variable such as
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sales demand implies a number of underlying states; the state of
the economy, government policy, relative prices, general inflation,
etc. At the extreme, the state specification could be restricted to a
single value on one state variable - in other words, certainty could
be assumed.

The simplification of the probability function will, to a large
extent, follow the simplification of the state specification. If a
restricted number of states are considered, the probability func­
tion need only encompass those states. In addition, the form of the
probability distribution might be simplified, for instance, by using
a normal distribution or some other standard distribution.

Finally, the specification of the decision maker's utility function
can also be simplified. For instance, maximising expected values
could be used as the basis for decision making. This form of
analysis was used in Chapter 7. In fact, it could be argued that the
model described in Chapter 7 was actually a simplified model.
Only a restricted set of actions and states of the world were
considered and the decision maker's objective was assumed to be
expected value maximisation. A further illustration of a simplified
model is set out below.

9.3 Illustration

Given the various types of model simplification described above, it
would appear that linear programming provides a good example of
a simplified decision model. As an illustration, consider a linear
programming problem in which the production and sale of three
products, X, Y and Z, with respective contributions of £10, £12
and £15, are evaluated in the context of constraints on the
available labour and machine hours. With appropriate assump­
tions about the amount of labour and machine hours required to
produce each of the products, the following linear programming
problem could be formulated:

max lOX + 12Y + 15Z
X + Y + Z ~ 40000 (labour hours)

2X + 3Y + 4Z ~ 100000 (machine hours)

This model involves several simplifications. The actions contem­
plated by the decision maker are restricted to the production and
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sale of the three decision variables, products X, Y and Z. The
productive capacity is assumed to be limited to 40000 labour hours
and 100000 machine hours. The possibilities for increasing this
capacity are not included in the model. Furthermore, the analysis
is limited to linear functions, which imply that the prices of the
three products are fixed, that the costs of production can be
analysed into fixed and variable elements, that the productive
resources are divisible, etc.

Only one state of the world was considered. It is assumed that
all the parameters of the model are known with certainty. (The
analysis could be extended, however, by considering alternative
formulations of the linear programme using different values for
individual parameters.) As a result of the state simplification the
probability function implied in the model is very simple - the
assumed probability is 1.0 for all the parameters. Finally, it is
assumed that the utility to the decision maker can be represented
in terms of the contribution earned by each of the three products.

This formulation of the decision problem could be made more
complex; for instance by considering the production of certain
products for stock, or the sale of existing stocks. Alternatively, the
formulation could be further simplified; for instance by ignoring
the relative scarcity of productive resources and simply producing
the product which earns the highest contribution per unit. The
decision maker must choose the form of the model to be used. In
general terms, the simpler the model, the greater the risk that the
resulting decision will not be the optimal, in the sense that it will
not be the decision which would have been made if a complete
analysis were available. But there will be additional costs associ­
ated with using the more complex models. The decision maker
must attempt to balance these additional costs against the possibil­
ity of taking sub-optimal decisions.

As discussed earlier, in practice, it may be impossible to
quantify the absolutecosts of failing to take the decisions which are
optimal in the above sense. Nevertheless, model choice can still be
evaluated in terms of costs and benefits, as it should be possible to
compare the relative costs and benefits of alternative simplified
models. For example, simulation and/or sensitivity analysis could
be used to estimate the likely benefits of the various available
models. Furthermore, feedback information may help in the
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assessment of the reliability of these estimates and in the identi­
fication of needs and opportunities for model revision.

The above discussion demonstrates that the choice of a particular
form of simplified decision model requires a decision to be taken
by the decision maker. Thus, the decision maker is faced with two
separate, but related decisions. First, a decision model has to be
selected and second, a course of action has to be chosen using the
selected decision model. However, the choice of action indicated
by the decision model must be used with caution. A simplified
decision model can provide information to the decision maker, but
it does not represent a complete analysis of the decision problem.
There may be other factors which the decision maker will wish to
weigh in his/her ultimate selection of a course of action to be
followed. For instance, in deciding how much to produce of the
three products, X, Y and Z, the decision maker may want to
consider the effect on goodwill of a decision to drop one or more
of the products.

In describing the complete model in Chapter 8 it was pointed
out that the role of information in that model is restricted to the
revision of probabilities concerning future states of the world. In
the simplified analysis, however, feedback information can lead to
changes in the decision model. Feedback information, such as the
outcome of a particular period's production and sales might
indicate that the contributions on products Y and Z are rather less
than anticipated and that another product is available, say product
W. The parameters of the linear programming might then be
altered to incorporate the additional product and the revised
contributions might be used in the objective functions. Furth­
ermore the decision maker might revise the decision model to
allow for the possibility of expanding capacity in order to produce
the additional product.

In reaching any decision concerning an expansion of capacity
the decision maker would probably consider courses of action
which were omitted from the simplified decision model - for
example, purchasing new machines, introducing shift work, etc.
The outcome of such a capacity decision might then prompt a
revision of the operating decision model which had been used
previously. In the above illustration the linear programming
decision model might be altered to encompass an expanded or
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revised action set. But in other cases, the information might cause
the decision model to be further simplified.

In general terms, feedback information provides the decision
maker with a means of monitoring and, where necessary, revising
decision models. There is no such role for information in the
complete analysis.

To summarise, the above discussion highlights three points of
interest. First, there are many alternative simplifications which the
decision maker could use and thus, model choice is a decision
which can be analysed in terms of costs and benefits. Second, the
decision maker does not necessarily delegate the decision to the
model, rather the model provides additional information which
will be used in the decision maker's further evaluations. Third,
information has an expanded role in the simplified analysis - it can
lead to revisions of the decision model.

9.4 Implicationsfor EmpiricalWork

It was suggested in earlier chapters, particularly in the chapters
dealing with C-V-P analysis and variance investigation models,
that management accounting researchers in the late 1960s and
early 1970s were attempting to develop ideal (or 'realistic')
models. Attempts were made to relax assumptions which were
included, either implicitly or explicitly, in the simpler models
developed somewhat earlier in the 1960s. However, now that the
nature of information economics and, in particular, the role of
simplified analysis have been examined it should be clear that it
will not necessarily be 'optimal' for decision makers to opt for the
apparently more realistic models.

In the earlier discussion, the term 'optimal decision' referred to
the selection of the preferred action according to the complete
model described in Chapter 8. But in terms of the simplified
analysis, optimality has to reflect a balancing of the relative costs
and benefits of the available models. The choice of a particular
model will depend on the costs and benefits of that model, relative
to the costs and benefits of alternative models. It would be quite
reasonable ('optimal') for a decision maker to select a very simple
model, if the costs of using the more complex alternatives exceed
their benefits.
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Some researchers have attempted to examine empirically the
relationship between simple and complex models. The examina­
tion of alternative variance investigation models undertaken by
Magee (1976) will be used as a first illustration.

Magee was concerned to identify reasons for the limited use, in
practice, of the various models for variance investigation which
had been proposed in the academic literature - some of these
models were discussed in Chapter 6. He began his paper by a
reference to the information economics literature, in particular the
work of Demski and Feltham (1976), and proceeded to construct
an information system choice framework which described the
decision maker's model selection problem. This framework
adopted the model simplification approach described above.

The choice facing the decision maker in Magee's framework is
the selection of a decision model. No action variables were
included, as it was assumed that the selection of a decision model
would imply a particular action for each and every signal that the
model generates. In simple terms, it was assumed that if the
decision model indicates that an investigation should take place,
then an investigation will follow. In this way, the decision maker's
actions are entailed in the selection of the decision model.

Ideally, the maximisation of expected utility should be the
criterion for selecting a decision model. Each decision model
implies a particular set of actions which could, in theory, be
evaluated in terms of expected utility. However, because of the
difficulties of measuring utility, Magee evaluated variance inves­
tigation models by reference to a decision maker's pay-off function
expressed in terms of the expected costs and benefits of the
investigation process. This led Magee to a model choice
framework which was operationalised as an 'expected annual cost
minimisation' problem. The costs of using the available variance
investigation models were evaluated and then compared to the
relative benefits derived from each model. Simulation was used as
a means of measuring both the costs and benefits of investigation.

Seven variance investigation models were included in the study.
These models reflected increasing amounts of complexity. Model 1
involved investigating all unfavourable cost variances, while 2, 3
and 4 involved investigations if the actual costs exceeded the
standard by at least 10 per cent, one standard deviation and two
standard deviations, respectively. The decision theory model of
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Dyckman (1969) and the dynamic programming model of Kaplan
(1969) were used as the basis of models 5 and 6. Finally to provide
a benchmark, model 7 was based on a dynamic programming
approach assuming perfect information.

The simulation analysis suggested that increasing the complexity
of variance investigation models yields little or no benefit in a cost
minimisation sense, when both operating costs and investigation
costs are recognised. Furthermore, if a manager is assessed only in
terms of operating costs he/she would be acting quite rationally by
investigating all unfavourable cost variances (model 1). Magee
concluded that there was 'no overwhelming evidence that a
manager who uses a "naive model" is making a poor model choice
decision. In fact, the opposite may be true' (1976, pp. 542-3). The
added costs of estimating parameters and solving the decision
problem may outweigh the potential benefits to be derived from a
complex model. However, the information and implementation
costs will vary with the situation, likewise the potential benefits.
Thus, the model choice decision is situation specific. This conclu­
sion agrees with the general finding of the information economics
approach which was described in Chapter 8.

Magee's analysis also demonstrated that the method of assessing
managerial performance can affect model choice. For instance, a
manager who is assessed only in terms of his department's
operating costs (no recognition being made of investigation costs)
is likely to be motivated to select the model which investigates all
unfavourable variances. Such behavioural effects were not expli­
citly considered in the early information economics research, but
they are recognised in the agency theory models which are
discussed in Chapter 11. The information economics approach
described in this and the preceding two chapters, with its emphasis
on information costs and benefits, may help explain certain aspects
of current practice, but other (behavioural) factors may also be
important and need incorporating in the models.

A subsequent study examined cost variance investigation mod­
els in an empirical setting (Jacobs, 1978). That study also failed to
identify a single superior model, although it was possible to
conclude that certain models are better than other models in
particular circumstances. But Jacobs was wisely cautious in not
attempting to generalise his findings.

Although capital investment decisions are not explicitly re­
viewed in this book, it is worth noting that a similar comparison of
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simple and complex models was attempted in that area. Sundem
(1974) performed a simulation study of capital investment deci­
sions which has many parallels with Magee's work on variance
investigation models. The application of information economics to
accounting also provided the stimulus for Sundem's analysis, and
his simulations led to the identical conclusion that model choice is
situation specific.

Both Magee and Sundem used simulation to study the cost
effectiveness of simple and complex models. An earlier study by
Klammer had attempted to identify whether the cost effectiveness
of alternative decision models can be observed in operating
performance (1973). Klammer's null hypothesis was that the use of
complex (sophisticated) techniques for capital investment apprais­
al is not associated with superior performance. This hypothesis
could not be rejected by the study. Klammer concluded that 'the
mere adoption of various analytical tools is not sufficient to bring
about superior performance' (1973, p. 361).

The above studies emphasise the important conclusion that the
use in practice of simple techniques and rules-of-thumb can, in
certain circumstances, represent optimal responses to the cost and
benefits of information provision. This conclusion, which is consis­
tent with the results of analysis by information economics resear­
chers, does not mean that complex models should be ignored.
Such models should be developed and, where appropriate, made
available to information evaluators in practice who can then make
model choices on a cost/benefit basis. But the quest for complexity
in decision models, simply as a means of better representing the
underlying reality, is not necessarily going to provide 'ideal
models' which will be more useful to practitioners than the rather
simpler models already available. The choice of any particular
model, simple or complex, will depend on the estimated costs and
benefits of that model, relative to the estimated cost and benefits
of alternative models.

9.5 A Changeof Emphasis

As described in earlier chapters, management accounting research
in the early 1970s attempted to refine the economic framework
which forms the basis of management accounting's conventional
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wisdom. By the middle of the decade two particular refinements,
uncertainty and information costs, had been explored. The com­
bined effects of these refinements led researchers to question the
prescriptive power of that conventional wisdom. In particular, are
the techniques derived through a 'conditional truth' approach
generally applicable in a world of uncertainty and information
costs?

The work of the information economics researchers indicated
that no general prescriptions can be made. This conclusion sug­
gests that the conventional wisdom of management accounting
does not necessarily provide the basis for best practice, although it
may provide techniques which can be useful in certain circum­
stances. Furthermore, the studies which demonstrated that simple
or rule-of-thumb techniques may be the 'optimal' reaction to the
costs and benefits of information provision meant that practition­
ers should not necessarily be criticised for failing to implement the
conventional wisdom.

An apparent consequence of the studies of simple and complex
models was that subsequent research became much more con­
cerned with explaining the reasons for particular practices, than
with making normative statements. In this context, normative
statements indicate the actions which ought to be taken in practice
(e.g. the accounting practices which ought to be used by practi­
tioners) based on some assumed business objectives. The search
for explanations of observed practices may be termed an explana­
tory theory approach. An explanatory theory in the present
context is a theory which provides an explanation for the use of
particular accounting practices.

An example may help to illustrate the change of emphasis in
management accounting research. In 1938 Baxter observed that
the allocation of overheads in practice may provide an approxi­
mate allowance for opportunity cost; but he argued that accoun­
tants should not rely on this approximation (1938, p. 273). He and
his colleagues at the London School of Economics suggested that
the measurement of opportunity costs could improve accounting
practice. Their work on the role of opportunity cost in accounting
provided an important conceptual base for the decision user (or
conditional truth) approach, which is fundamental to management
accounting's conventional wisdom.
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In 1979 Zimmerman made a similar observation, but without
reference to Baxter's earlier paper. Zimmerman, however,
attempted to explain the use of such approximations as a rational
choice within an agency theory framework. He argued that if
overheads are frequently allocated in practice 'it is likely that the
technique is yielding benefits that exceed its costs' (1979, p. 519).
For instance, the perceived costs of obtaining more accurate
measurements of the 'difficult to observe' opportunity costs prob­
ably exceed the losses caused by using overhead allocations as
approximation. Zimmerman's discussion of cost allocations will be
considered further in Chapter 10. For the present, it is sufficient to
note that the approaches of Baxter and Zimmerman were quite
different. Whereas Baxter's concern was to provide prescriptions
for practice, Zimmerman's aim was to explain practice.

Other researchers using, for instance, agency theory models
(which are described in Chapter 11) have attempted to demons­
trate that conditions exist in which the management accounting
techniques observed in practice can be shown to be the outcome of
rational choice. Although such models may be a long way from
providing a complete explanatory theory of management account­
ing practice, they do offer some insights.

The search for such explanation reflects a fundamental change
in management accounting research. Faced with the gap between
theory and practice the conventional approach was to suggest that
it takes time for new techniques to be learned and then im­
plemented by practitioners - but given sufficient time and a
widespread education programme the techniques will eventually
be used in practice. Following the change of emphasis in manage­
ment accounting research in the 1970s, current researchers faced
with the same gap have attempted to modify their theories to
encompass and explain existing practice. The test of good theory
in management accounting has come to include its power in
explaining existing practice. For instance, in reviewing agency
theory as a framework for management accounting, Baiman
(1982) suggested that one test of a theory's usefulness and an
indication of the extent to which confidence can be placed in its
implications is whether its explanation of the use of accounting
information coincides with the uses observed in practice.

The change of emphasis during the 1970s has, to some extent,
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brought closer together the quantitative and behavioural
approaches to research in management accounting. At the begin­
ning of the decade behavioural research was almost totally sepa­
rate from research in the quantitative areas of management
accounting. But by the end of the decade both behavioural
researchers and their more quantitatively inclined colleagues were
looking for theories to explain observed management accounting
practice.

9.6 Some Comments on Behavioural Accounting
Research

Although a detailed discussion of behavioural accounting is out­
side the scope of this book, some comments will be useful in order
to put current developments in quantitative management account­
ing research into perspective. Interest in behavioural accounting
research developed rapidly in the 1960s alongside, but quite
separate from, the development of management accounting's
conventional wisdom. Although much of this behavioural research
was fragmentary, several major strands followed from the recogni­
tion that existing management accounting practices could have
dysfunctional consequences. In particular, attention was given to
the behavioural effects of budgets and to the influence of account­
ing information on decision making behaviour.

Behavioural accounting researchers have given most attention
over the years to research on individual (or human) information
processing and decision making. It is only relatively recently that
research in organisational behaviour has had a significant influence
on behavioural accounting. This latter development coincided
with pleas for relevance in behavioural research in accounting.
This is not to imply that the many papers on human information
processing in accounting are irrelevant, but to date few of these
studies have examined individuals in organisational settings.

The pioneers in behavioural accounting research, stimulated by
particular accounting problems, were aware of the need for
relevance in their studies. But frequently relevance (or external
validity) was achieved only at the expense of internal validity, i.e.
the internal controls applied to the experimental situation. This
exposed the researchers to criticism when their work was judged as
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experiments in behavioural science. Subsequently, behavioural
accountants gave greater attention to the methodological sophis­
tication of their laboratory experiments and the rigours of their
hypothesis testing, but at the expense of the relevance (external
validity) of their studies.

Several attempts have been made during the past two decades to
introduce theories of organisational behaviour into management
accounting. Probably the most well known organisational be­
haviour theory to appear in the management accounting literature
is the behavioural theory of the firm developed by Cyert and
March (1963). But in addition, the garbage can model of Cohen et
ale (1972) and Cohen and March (1974) and Weick's organising
model (1969) and (1979), amongst others, have been discussed in
accounting contexts. Nevertheless, as Hopwood stated relatively
recently: 'it has to be admitted that as yet we have precious few
descriptions, let alone understandings, of accounting systems as
they operate in organisations' (1979, p. 145).

The organisation based approach which has had most impact on
management accounting thought in recent years is contingency
theory. The organisational contingency theorists argue that an
appropriate model of organisation - in other words, its structure
and management - depends on a number of factors. In general,
these factors reflect aspects of the uncertainty faced by the
organisation; for example its technology and environment. The
contingency theory approach to management accounting is based
on the premise that there is no universally appropriate accounting
system which applies equally to all organisations in all circum­
stances. A number of papers which attempt to develop this
approach have appeared in the management accounting literature.
It is argued by the writers of such papers (sometimes implicitly)
that contingent variables influence organisational design, which in
turn influences the accounting system. Otley (1980) critically
reviewed the contingency theory literature and concluded that
although there appears to be a prima facie case for the develop­
ment of a contingency framework for management accounting,
care must be exercised in pursuing this line of research. In
particular, management accounting systems should be studied in
the widest possible organisational context.

The contingency theory approach, and indeed most of the
organisation theory based approaches, view the management
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accounting system as a means of achieving organisational control.
The provision of information to facilitate decision making is an
important element of the control process, but not the raison d'etre
for the system. In the description of management accounting's
conventional wisdom in Chapter 2 the decision making focus of
management accounting was evident. Furthermore, both the
conditional truth and the costly truth approaches are concerned
with identifying information inputs for decision making processes
- and control issues are discussed from within such a decision
making perspective. However, organisation theory approaches
tend to focus directly on control issues - and information for
decision making follows from the specification of an appropriate
control system. But, as will be demonstrated in Chapter 11, the
control process is becoming an important focus for some of the
more quantitatively inclined management accounting researchers
who had previously concentrated on decision making processes.

Agency theory stresses the role of performance evaluation and
motivation in achieving organisational objectives. This focus on a
control process could be regarded as a further change of emphasis
in management accounting research. Researchers are now giving
particular attention to control processes and attempting to develop
explanatory theories of management accounting. This is in direct
contrast to the normative approach and decision making emphasis
of the conventional wisdom. Before describing the agency theory
approach in Chapter 11, some consequences of this change in
emphasis, and in particular, the changed attitude towards cost
allocation models will be discussed.
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It may seem strange for the first chapter in a section dealing with
current and future developments to look at cost allocation models.
However, these models provide a good illustration of the way in
which the developments described in previous chapters have led to
a change in research emphasis and have provided directions for the
future. Cost allocation models also provide an interesting intro­
duction to the types of problems which are addressed using agency
theory and described in more detail in Chapter 11.

In the past there have been many criticisms of the use of
allocations in the practice of management accounting. As discus­
sed in Chapter 2, the conventional wisdom of management
accounting is that all allocations are arbitrary. But, as was pointed
out in Chapter 3, allocations are widespread in practice. To use the
words of Dopuch (1981, p. 6) 'too much cost allocation has been
carried out in practice to lead us to believe it is all bad'. Thus, the
topic of cost allocation models is a useful focal point for a
discussion of the gap between theory and practice. Furthermore,
as will be described later in the chapter, researchers are beginning
to explore reasons why allocations are so widespread in practice.

Over the past ten to fifteen years researchers interested in cost
allocations have concentrated on prescriptive models, i.e., models
which indicate how allocations ought to be made. These resear­
chers have generally accepted the arguments that allocations are
unnecessary (even arbitrary), but they argue that if practitioners
want to use them, researchers should attempt to identify the best

139
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methods to use in particular circumstances. This research has led
to a variety of cost allocation models, but it is difficult to find
justifications for particular models as the purpose of the alloca­
tions is far from understood. The more recent research which is
giving attention to possible explanations of the widespread prac­
tice of cost allocation may provide insights which will enable better
choices of cost allocation models to be made.

In this chapter we will examine briefly the argument that all cost
allocations are arbitrary and then review some of the prescriptive
models which have been proposed by researchers over the years.
Finally, we will look at the more recent attempts to provide
explanatory models of cost allocations - although little progress
has been made so far, this research provides a direction for the
future.

10.1 Arbitrarinessof Allocations

Cost allocations are concerned with the partitioning of costs
among a number of cost objects. For this purpose, cost objects
could be departments, cost centres (such as individual machines or
productive processes), particular products or groups of products.
In management accounting, we are generally interested in what
Demski (1981) calls 'tidy allocations', i.e., allocations of the whole
cost, neither more nor less. In essence we are concerned with
situations in which a particular cost is to be allocated to two or
more cost objects.

Thomas (1980) identified three different kinds of allocation. The
first is when a particular cost relates to a single cost object, such as
the cost of the raw material for a particular product (the cost
object). The second is the allocation of several costs to a single
cost object, such as the wages for several different types of labour
who all work exclusively in one department (the cost object). Both
these kinds of allocation involve no particular difficulties as the
costs can be traced directly to a single cost object. The third kind
of allocation, according to Thomas, is when a cost has to be
allocated to two or more cost objects, for example, the allocation
of computer costs to several user departments. This is the situation
normally envisaged when cost allocations are discussed.
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In distinguishing these three kinds of allocations it is important
to establish clearly the relevant cost objects. The illustration of the
second kind of allocation mentioned above, several types of labour
in one department, could also involve the third kind of allocation if
a number of products are produced by that labour - each type of
labour being involved in the production of two or more products.
In this case, an allocation of the total departmental labour cost to
the individual products would involve one cost being allocated to
many cost objects.

To summarise, our interest is with the one (cost) to many (cost
objects) allocations. Accordingly, when the term 'cost allocations'
is used, we will be referring to this kind of allocation. In describing
such allocations most textbooks distinguish joint costs and com­
mon costs. Although both types of cost involve one to many
allocations, they give rise to different problems.

Joint products arise whenever a single resource or production
process gives rise to the output of two or more products. In such a
situation, the input costs are incurred in the joint production of the
several products. The classic example in this case is the meat
packer who, from a single resource (such as a cow), produces
various grades and types of meat in addition to the hide which can
be used for leather, various by-products such as bones and fat
which can be used in certain productive processes, such as the
production of glue, and a whole variety of other items. Joint cost
allocation is concerned with partitioning the cost of the cow among
the individual cost objects, i.e., the various products which are
produced. It is easy to think of many similar joint product
situations. Oil refining is another good illustration. The crude oil
enters the oil refinery and is used to produce a variety of products,
such as petrol, jet fuel, heating oil, etc. In this case, the producer is
able to vary the quantity of the individual products which are
produced from a given input of oil. For instance, more petrol
could be produced and less jet fuel. The variations available to the
oil refiner are subject to the constraints imposed by the chemical
processes. Nevertheless, we can think of such a process as
involving variable proportions. In other words, the proportions of
various outputs from the joint production process can be varied. In
other cases, however, the proportions of the outputs may remain
fixed.
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Common costs arise when a particular intermediate product or
service is used by two or more users within the firm. A good
example of common costs is the provision of centralised computer
services. These services will be provided to a variety of depart­
ments and/or divisions. Other illustrations include the costs of
centrally produced power and electricity, research and develop­
ment, accounting services and general administration. Common
costs are frequently allocated to the user departments and in some
instances the users have the option of either using these centrally
provided services or going outside the organisation to obtain
similar services. Thus, the allocations of these common costs may
be regarded as the prices for the internally produced service, and
in this sense they are very similar to the transfer prices which are
used for intermediate products in multidivisional organisations. In
fact, many of the principles which are associated with the alloca­
tion of common costs also apply to transfer prices.

As described in Chapter 2 the economic approach to decision
making which forms the basis of management accounting's con­
ventional wisdom relies on the concept of marginal cost. Decisions
should be based on comparisons of marginal costs and marginal
revenues. It is argued that allocations can distort the decision
making process if they generate cost information which does not
reflect marginal costs. Cost allocations which involve the partition­
ing of total costs normally lead to average rather than marginal
cost. As a result, it is difficult to justify allocations of total costs in
terms of information for decision making, at least in the context of
management accounting's conventional wisdom.

Most textbooks argue, however, that allocations are needed for
a variety of purposes, such as inventory valuations, costings for
'full price' contracts (required by a variety of bodies including
many government agencies) and also for decision making con­
cerning the provision or use of the service, resource, etc. which
gives rise to the cost. It is this last need for allocations which has
attracted the attention of researchers in recent years. As will be
seen below, the general approach to cost allocations in the
research literature has been to attempt to identify, as accurately as
possible, the amount of any marginal costs associated with particu­
lar cost objects, and to allocate these amounts to the cost objects
concerned. The remaining (fixed) costs can then be allocated in a
manner which as far as possible does not distort the decision
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making process. In the following sections of this chapter we will
look first at the allocations of joint costs and then at the allocations
of common costs.

10.2 Allocations of Joint Costs

As mentioned above, joint costs arise when a single resource or
productive process is used to produce two or more outputs. The
cost allocation problem is concerned with allocating the resource
and/or production costs to the individual products. The essence of
a joint cost problem, however, is that the products are inextricably
linked - one product cannot be produced without the other
product(s). In practice, the individual products may be further
processed individually. The point at which the joint products
become separately identifiable is known as the 'split-off point'. It is
the costs incurred up to this point which are known as joint costs.
The subsequent costs can be identified and charged directly to the
individual products.

The joint cost allocation method most commonly advocated in
textbooks is the net realisable value method. Under this method
the joint costs are allocated to individual products in proportion to
their net realisable values. If a product can be sold at the split-off
point (whether or not it is sold at this point does not matter) its net
realisable value is the selling price less any selling costs at that
point. The net realisable value of a product which has no market
value at the split-off point is the selling price after further
processing, less the further processing costs and any subsequent
selling costs. The allocation procedure is described in the following
illustration.

Table 10.1 illustrates the allocation of £80000 joint costs to the
three joint products, X, Y and Z. Products X and Z can be sold at
the split-off point and their sales values (net of any selling
expenses) are £60000 and £36000 respectively. Product Y, howev­
er, has no market value at the split-off point. Its sales value less
further processing costs and subsequent selling costs amounts to
£24000. Thus, we have three net realisable values which sum to
£120000, as shown in Table 10.1. The proportions of the three
products in this total net realisable value are 50 per cent, 20 per
cent and 30 per cent. The joint costs of £80000 can now be
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TABLE 10.1
Allocation of £80000 Joint Costs using the Net Realisable Value
Method

Products

X y Z Total

£ £ £ £

Sales value at 60000 36000 96000
split-off

Sales value less 24000 24000
further processing
costs

60000 24000 36000 120000

50% 200/0 30% 100%

£ £ £ £

Allocated joint 40000 16000 24000 80000
costs

Additional proces- 10000 6000 7000 23000
sing costs

50000 22000 31000 103000
Sales value 75000 30000 45000 150000

25000 8000 14000 47000

Gross profit/sales 331/3% 262/3% 311/9% 31V3 0/0

percentage

allocated in these proportions. If the additional processing costs
for each of the three products are now added and the resulting
total costs deducted from the sales value, we can determine the
gross profits for the three products. Products X and Z are further
processed, although a market for them was available at the
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split-off point. Nevertheless, it was decided to process them
further. The total gross profit of £47000 from producing the three
products X, Y and Z is made up of £25000 for product X, £8000
for product Y and £14000 for product Z. Each of the three
products earns a profit but as shown on the bottom line of Table
10.1, the ratios of gross profit to sales value for the three products
are different.

It could be argued that as these three products arise from a
single productive process they should earn identical gross profit
percentages. Accordingly, the joint costs might be allocated in
such a way that the resulting gross profit for each of the three
products is 311/ 3 per cent. This is done in Table 10.2. The required
gross profit margin of 31V3 per cent is computed for each of the
three products. If the additional processing costs for the individual
products is then deducted we arrive at the allocated joint costs.
Once again £80000 joint costs are allocated, but in this case the
allocation to the individual products differs from the allocation in
Table 10.1. The method shown in Table 10.2, which is sometimes
known as the constant margin method, implicitly assumes that the

TABLE 10.2
Allocation of £80000 Joint Costs using the Constant Margin
Method

Products

X Y Z Total

Sales value 75000 30000 45000 150000
Gross margin 23500 9400 14100 47000

311/ 3% 51500 20600 30900 103000
Less additional

processing 10000 6000 7000 23000
costs

Allocated joint 41500 14600 23900 80000
costs
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additional processing costs and any profits earned therefrom are
part of the joint production process. In the case of Table 10.1, the
additional profits derived from further processing of products X
and Z are attributed directly to those two products. Unfortunate­
ly, as there is no sales value at the split-off point for product Y, no
further profits can be added as a result of the further processing.
Obviously this distorts the relationship between the individual
products.

The principal attraction of the net realisable value method is
that it ensures that all the joint products are profitable when the
joint production process as a whole is profitable. Thus, it avoids
situations in which there might be a temptation to terminate
production of individual products when their joint production is
still worthwhile. However, the allocations do not in general
provide information which will lead to optimal product mix or
output decisions. For decision making purposes marginal (or
incremental) costs are needed, while the joint cost allocations
reflect average costs. Furthermore, since the net realisable value
method requires information concerning selling prices, these
allocations cannot be used for subsequent price setting.

Some researchers have proposed avoiding joint cost allocations
altogether for purposes of decision making. Because the products
are inextricably linked in the production process, such researchers
argue that it is necessary to consider the process as a whole in
order to reach product mix and output decisions. For example,
Hartley (1971) used the information set out in Table 10.3 to
illustrate decision making when joint products are involved.

Products A and B are produced jointly from the same raw
material. Each unit of the raw material will yield three units of
product A and two units of product B. The costs of the raw
material and the joint processing of the two products amounts to
£2 per unit of raw material. Both products can either be sold at the
split-off point or further processed. In the case of product A, it can
be sold at split-off for £8, or further processed at a cost of £6 and
then sold at £15. Product B, however, can be sold at split-off for
£7, or further processed at a cost of £4 and then sold for £10. This
information is summarised in Table 10.3. As can be seen, product
A has a positive contribution of £1 from further processing,
whereas product B has a loss of £1 from such processing. As might
be expected, the analysis described below suggests that product B
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TABLE 10.3
Information for Illustration of Joint Product Decision Making

Products
A B

Market value after additional processing £ 15 £ 10
Cost of additional processing 6 4

Contribution of additional processing 9 6
Market value at split-off 8 7

Advantage (disadvantage) of additional processing £ 1 £ (1)

SOURCE Hartley (1971) p. 747.

will be sold entirely at the split-off point and will not be further
processed. The problem for the decision maker is to decide how
much raw material to process, and how much of each product to
sell at the split-off point and how much to process further.

Hartley (1971) describes the solution to this decision problem
using a linear programming approach. The linear programme is set
out in Table 10.4, where the relevant variables are defined. The
objective function is expressed in terms of maximising total
contribution from the production and sale of the two products.
However, there are five variables in the objective function.
Because each product can be sold either at split-off or after further
processing, two variables are required for each product. In addi­
tion, there is a variable representing the raw material input. In the
case of product A, sale at the split-off point will generate a
contribution of £8, whereas sale after further processing will
generate a contribution of £9. In the case of product B, the
respective contributions are £7 and £6. However, the cost of the
raw material must be deducted from these contributions earned.
Each unit of the raw material costs £2. Using the definitions given
in Table 10.4, the objective function can be written as follows:

Maximise: &xl + 9X2 + 7X3 + 6X4 - 2xs (10.1)
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TABLE 10.4
Linear Programme for Joint Product Decision Making

Maximise: &xl + 9X2 + 7X3 + 6X4 2xs
Subject to: Xs ~ 40000

3X2 + X4 + 1.5xs ~ 80000
Xl + X2 3xs ~ 0

X3 + X4 2xs ~ 0
Xl, X2, X3, X4, Xs ~ 0

where Xl = quantity of product A sold at the split-off point,
X2 = quantity of product A sold after additional processing,
X3 = quantity of product B sold at the split-off point,
X4 = quantity of product B sold after additional processing,
Xs = quantity of raw material used in production.

This objective function is constrained, however, by the availabil­
ity of raw materials, the available machine time, and the rela­
tionship between the joint products and the raw material input.
The first constraint expresses the availability of the raw material:

Xs ~ 40000 (10.2)

The raw material used should not exceed the available quantity of
40000 units. The next constraint relates to the machine time
available for production. 80000 machine hours are available and
can be used either in the joint production process or in the further
processing of products A and B. One and a half hours is required
for each unit of the raw material used in the joint production
process, whereas three hours and one hour are required for the
further processing of products A and B. This constraint is written
as:

(10.3)

The next two constraints in Table 10.4 specify the required
relationship between the raw material input and the outputs of the
joint production process. Each unit of raw material produces three
units of product A. Thus, the quantity of product A sold at



Cost AHocation Models 149

split-off and after further processing is equal to three times the raw
material used in production. Mathematically:

(10.4)

This equation is rearranged for Table 10.4. Likewise, the rela­
tionship between the raw material and product B can be written as
follows:

(10.5)

and rearranged for the purposes of Table 10.4. Finally the
non-negativity constraints are specified to complete the formula­
tion of the linear programme.

This linear programme can be solved manually, but most likely a
computer package will be used. The solution is set out in Table
10.5. As expected, product B is not subjected to further proces­
sing. 40000 units of the raw material are used to produce 80000
units of product Band 120000 units of product A. Whereas all the
units of B are sold at the split-off point, 66662/ 3 units of product A
are subjected to further processing.

Hartley added a number of extensions to his illustration to cope
with such things as market constraints and variable proportions
(i.e., the possibility of varying the ratio of products A and B).
While these extensions add to the complexity of the mathematical
model, they do not involve any change in basic principles. In
addition, Jensen (1973) introduced the notion of demand curves
into the analysis. This extension allows prices to vary with output,
but requires a non-linear programming technique to arrive at a

TABLE 10.5
Solution to Joint Product Decision Problem

Total contribution earned
Product A sold at split-off
Product A sold after further processing
Product B sold at split-off
Product B sold after further processing
Raw material used in production

£ 1446667
113333Y3

66662/ 3

80000
o

40000
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solution. However, once again there are no fundamentally new
principles involved, but there is a spin-off. In certain cases, the
dual prices which are obtained in the solution of such a problem
can be used to allocate the joint costs.

Kaplan (1982) provides an illustration of such a situation.
Consider a joint production problem in which two units of product
1 and one unit of product 2 can be obtained from each unit of a
particular raw material. The selling prices of the two products,
denoted PI and P2, are influenced by the quantity of each which is
sold. If we let these quantities be Xl and X2, the demand curve for
the two products can be written as follows:

49 - PI
Xl =

2

X2 = 15 - P2

(10.6)

(10.7)

(10.9)

Unlimited quantities of the raw material can be obtained at a price
of £3 per unit and the variable processing costs are £2 per unit
produced. Kaplan (1982) demonstrates a solution to the problem
of determining the amount of raw material to process and the
output and price of the two products.

If we assume that neither product can be further processed, the
gross revenue from sales of the two products can be written as
follows:

Gross revenue = Xl PI + X2 P2 (10.8)

If the demand functions in equations (10.6) and (10.7) are
rearranged and introduced into equation (10.8), the gross revenue
can be rewritten as follows:

Gross revenue = xI(49 - 2x1) + x2(15 - X2)
= 49xl - 2xr + 15x2 - x~

Finally, if we let z represent the amount of raw material used in
production the production costs amount to 5z. Thus, the objective
function for this decision problem can be expressed as follows:

Maximise: 49xI - 2xr + 15x2 - x~ - 5z (10.10)

This objective function is subject to the constraints imposed by
the relationship between the two products and the input of raw
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material. These constraints can be written as Xl = 2z and X2 = z.
Kaplan expresses these constraints as inequalities rather than as
equalities. However, his solution technique involves converting
the inequalities into equalities. The formulation of the problem is
set out in Table 10.6. Kaplan demonstrates that the solution to this
problem is to produce 12 units of product 1 (which can be sold at
£25 each) and 6 units of product 2 (which can be sold at £9 each).
In arriving at this solution, he deduces the following allocation of
the £5 joint costs:

£2 to the two units of product 1, and
£3 to the one unit of product 2.

TABLE 10.6
A Non-Linear Joint Product Decision Problem

Maximise: 49xI - 2xr + 15x2
Subject to: Xl ~ 2z

X2 ~ Z

Xl, X2, Z ~ 0

SOURCE Kaplan (1982).

X~ - 5z

This allocation, he argues, can be used to decentralise the decision
making process. If decisions concerning products 1 and 2 are taken
separately, by different decision makers, then optimal decisions
will result, provided the joint costs are allocated in the manner
described.

Thus, it is possible to determine simultaneously the optimum
output and price decisions and the joint cost allocation. However,
it is reasonable to ask whether such allocations are really very
useful, as the optimal decisions have already been determined.
These allocated costs may be useful for assessing small variations
from the optimal plan; for instance, the purchase of additional
amounts of the raw material or the productive services. But it must
be emphasised that, as with all dual prices, the cost information is
valid only for small changes around the optimal plan. Finally, it



152 Current and Future Developments

should be pointed out that these joint cost allocations apply only to
the variable joint costs. Fixed costs would normally not be
included in the mathematical formulation. Allocations of joint
fixed costs (overheads) can be treated in the same way as
allocations of common costs.

An early paper, by Kaplan and Thompson (1971), demonstrated
that mathematical programming can be used to allocate overheads
in such a way that identical decisions will be made before and after
the allocation. The first step in their approach is to formulate and
solve a linear programming problem as described above. The
associated dual prices can then be used to determine the opportun­
ity costs of the scarce resources used in the production process.
The overheads will then be allocated in proportion to these
opportunity costs. This has the effect of preserving the relative
profitability of individual products and ensuring that a linear
programming formulation which includes such allocated costs will
lead to the same solution as was obtained from the original
formulation. This approach provides an important principle which
has been followed by many researchers interested in allocations of
common costs, namely the allocation of common costs should be
neutral with respect to decision making. In other words, although
allocations may be unnecessary, if they are used they should not
distort the decision making process.

10.3 Allocations of Common Costs

Whereas joint cost allocations are concerned with allocating costs
across products, common costs are usually allocated across the
departments, divisions, etc., which are the ultimate users of the
product or service concerned. As indicated in Chapter 3, such
allocations are frequently observed in practice. The conventional
wisdom of management accounting is that such allocations are
unnecessary if they relate to fixed costs, but variable costs should
be allocated on some appropriate basis. When actual firms are
asked why they allocate common costs, responses such as 'to
remind profit centre managers that (common) costs exist and that
profit centre earnings must be adequate to cover those costs' and
'to fairly reflect each profit centre's usage of essential common
services' are frequently obtained (Fremgen and Liao, 1981).
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However, few firms appear to allocate fixed and variable costs
separately.

Many textbooks, however, distinguish fixed costs and variable
costs for purposes of allocation. It is usually argued that the
allocation of variable costs should be based on the amount of the
service actually used, whereas the fixed costs can (should) be
allocated on the basis of the capacity provided to render those
services. Nevertheless, it is usually admitted that even if such
principles are applied, the choice of allocation base is quite
arbitrary. A number of common allocation bases are illustrated in
Table 10.7.

Despite the arbitrariness of these allocations, much of the early
research on this topic (as reflected in current textbooks) concen­
trated on achieving mathematical accuracy, especially in the

TABLE 10.7
Some Common Allocation Bases

Cost Base for variable cost Base for fixed costs

Central power Actual consumption Budget cost at
plant budgeted capacity

Personnel depart- Average number of Labour hours at
ment employees budgeted capacity

Labour hours
worked

Computer services Computer time used Budgeted/expected
usage

Central buying Cost of material Budgeted material
purchased cost

Number of orders
issued

Canteen Average number of Budgeted em-
employees ployees

Maintenance de- Machine hours Machine hours at
partment worked budgeted capacity
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allocation of service department costs. The particular problems
frequently considered arise in situations where service depart­
ments provide services to each other as well as to production
departments.

Table 10.8 illustrates the costs associated with three service
departments, power, canteen, and research and development. The
total costs incurred in the three departments, £470000, are to be
allocated to the two production departments. The percentages
shown in Table 10.8 reflect the agreed allocation bases. For
instance, power may be allocated on the basis of the measured
usage in the period concerned, whereas the canteen costs may be

TABLE 10.8
Information for Service Department Cost Allocations

Service Costs

departments incurred
£

Proportion allocated to each department

Power Canteen Research Production depts
and De-

velopment (1) (2)

Power 100000 10% 15% 35% 40%
Canteen 120000 5% 10% 55% 30%
Research and
Development 250000 50% 50%

£470000

allocated on the basis of the average number of employees in each
department. In this illustration the expenses of the research and
development department are allocated equally between the two
production departments-this may reflect the estimated split of the
anticipated benefits from research and development activities. A
difficulty arises in this case because the service departments
provide services to each other, as well as to the two production
departments. Thus, in addition to the costs incurred within its own
department, each service department will receive an allocation of
the costs of the other service departments. For instance, in
addition to its own costs of £120000, the canteen will receive an
allocation of 10 per cent of the power costs. We cannot determine
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the total canteen costs for allocation to other departments without
the allocation from the power department, but the total costs of
the power department include an allocation from the canteen.

The simplest way to deal with this problem is to ignore it. Table
10.9 illustrates what is called the step-down method for such
allocations. Consider the three production departments in turn,
beginning with the power department. The power cost of £100000

TABLE 10.9
Allocation of Service Department Costs using the Step Down
Method

Power Canteen Research and Production Departments
Development (1) (2)

£ £ £ £ £

Costs to be 100000 120000 250000
allocated

Allocation of 100000 10000 15000 35000 40000
power costs

130000

Allocation of 130000 13689 75257 41054
canteen costs"

278689

Allocation of re-
search and de- 278689 139345 139344
velopment costs

Allocated costs £249602 £220398

* Revised allocations ofcanteen costs (ignoring the 5 per cent allocation
to the power department

Research and development allocation:

Production department (1) allocation:

Production department (2) allocation:
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is allocated to the canteen, the research and development depart­
ment and the two production departments in the proportions
indicated in Table 10.8. This means that the total costs for the
canteen are £130000 which are then allocated across the remaining
departments.r i.e., ignoring the power department. Accordingly
the percentages allocated to research and development and the
two production departments require modification. The revised
percentages are shown at the bottom of Table 10.9. Finally, the
total research and development costs of £278689 are then allo­
cated to the two production departments. This process has allo­
cated the total service department costs of £470000.

The above method, however, has ignored the essential problem
in this case - namely, the need to simultaneously allocate service
department costs. Researchers have shown that it is possible to
make such allocations, using a method known as the reciprocal
method. Let us consider the relationship between the costs of the
three departments. The total costs for the power department can
be written as follows:

P = 100000 + 0.05C (10.11)

In words, the costs of the power department, P, equal £100000
plus 5 per cent of the canteen costs, C. Likewise, the canteen costs
can be written as follows:

C = 120000 + 0.10P (10.12)

i.e., £120000 plus 10 per cent of the total cost of power. Finally,
the costs of the research and development department are as
follows:

R = 250000 + 0.15P + 0.10C (10.13)

We now have three simultaneous equations with three un­
knowns. Accordingly, the values of P, C and R can be determined.
Researchers have demonstrated that matrix algebra could be used
to solve such a problem. In this simple case the method of
simultaneous equations will be used, but if several departments
were involved such a method would become cumbersome and
matrix algebra might be considerably easier to use.

First, substituting equation (10.12) into equation (10.11) yields
the following:

P = 100000 + 0.05(120000 + 0.10P) (10.14)
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This expression can be simplified as follows:

0.995P
Thus, P

106000
106533

(10.15)

Thus, the total cost of power to be allocated is £106533. The
remaining two costs can now be calculated quite easily. The
canteen costs are as follows:

C = 120000 + 0.10(106533)
= 130652

and, the research and development costs are:

R = 250000 + 0.15(106533) + 0.10(130652)
= 279045

(10.16)

(10.17)

All that remains now is to allocate the appropriate proportions
to the production departments. Table 10.10 illustrates these
allocations. As can be seen, the total costs of £470000 are
allocated to the two production departments. It may be observed
that these allocations are only slightly different from the alloca­
tions obtained by the step-down method, see Table 10.9.

The use of the reciprocal method yields allocations which
appear to be very logical and precise. However, the actual
allocations depend entirely on the choice of the allocation bases
and these choices can be quite arbitrary. The arbitrariness of the
allocations may be masked by the apparent mathematical preci­
sion of the reciprocal method. The differences in the allocations
resulting from using an ad hoc mathematical method, such as the
step-down method, rather than the more accurate reciprocal
method, may be quite trivial when compared to the differences
which could be caused by using alternative allocation bases.
Accordingly, attempts to achieve mathematical accuracy may be
quite futile exercises.

There is no guarantee that any particular allocation base will
result in allocations which reflect the opportunity cost of the
service. But as service department costs are allocated to the users
of the service, they may influence decisions concerning those
services, e.g., the quantity of service used and whether the service
should be obtained from an alternative source (where the decision
maker has authority to do so). This has encouraged researchers to
consider the effect of common cost allocations on decisions to use
the services concerned.
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TABLE 10.10
Allocation of Service Department Costs using the Reciprocal
Method

Production departments
(1) (2)
£ £

Costs to be allocated

Allocations:
Power (£106533 x 0.35)

(£106533 x 0.40)

Canteen (£130652 x 0.55)
(£130652 x 0.30)

Research and Development
(£279045 x 0.50)
(£279045 x 0.50)

£470000

37286
42613

71859
39196

139523
139523

£ 248668 £ 221332

Moriarity (1975) argued that services are provided centrally
when it is more efficient, or cheaper, to provide them in that way,
rather than for each department to provide the services indepen­
dently. Thus he argues: 'rather than allocate costs directly to a cost
object, it should be possible to allocate the cost savings as an offset
to the cost of obtaining services independently' (1975, p. 792).

The basic equation of Moriarity's allocation method is set out in
Table 10.11. The method involves determining the minimum
alternative cost which a department would incur if the services
were not provided centrally. Assume that at present, there is a
common cost of CC incurred centrally and that each department
has to incur a further incremental cost of I. The minimum
alternative cost to any department would be the lower of: (i) the
cost which the department would incur if it obtained the services
independently from an outside source, Y, and (ii) the cost which
would be incurred if it took over the common costs itself and
continued to incur its incremental cost, CC + I. In Table 10.11 this
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TABLE 10.11
Moriarity Allocation

Mi = w, - [ ;~i (7 Wi - (cc + 7Ii))] - t,
]

M, = common cost allocated to department i

Wi = minimum cost alternative available to department i
for the common good or service

= min (Y;, CC + Ii)

Y i = cost at which department i could have obtained the
common good or service independently

CC = common cost

I, incremental cost incurred by department i when
there is a common provision of the good or service

rmrumum alternative cost is represented by W. The total cost
savings to the organisation can be determined by summing these
alternative costs for all the departments and subtracting the costs
which are currently incurred, i.e. the common cost and the sum of
the incremental costs incurred by the departments. Moriarity
proposes allocating this cost saving to the various departments in
proportion to their minimum alternative costs. The allocated cost
saving for department i is the term in the square bracket in Figure
10.11, i.e.,

LW~i (7 Wi - (cc + 7Ii)) (10.18)
j

Moriarity's allocation is then computed by subtracting the cost
saving attributable to a department and the incremental cost which
the department must incur from the minimum alternative cost for
that department. Thus, the allocation comprises the alternative
cost which a department would incur less a share of the cost saving
from having the services provided centrally (and, of course, less its
incremental costs).
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TABLE 10.12
Moriarity Allocation of £400 Common Costs

Department Indepen- In- Minimum Allocated
dent costs cremental alterna- cost saving

costs tive costs
Y; I; W;

Production
Offices

£1000
200

£490
190

£890
200

£8.17
1.83

Moriarity Total costs
allocation incurred

M; M;+I;

£391.83 £881.83
8.17 198.17

£400.00 £1080.00

* ; ~j ( 7Wj - ( cc + 7Ij ) ) •

J

Table 10.12 provides a numerical illustration of Moriarity's
allocation. In this case, £400 of common costs are to be allocated
to the production department and the sales offices. These costs are
incurred in providing cleaning services for the two departments.
However, the total costs of cleaning the two departments amount
to £1080. This amount comprises the £400 common costs and
identifiable incremental costs of £490 for production and £190 for
the offices. If the common services were not provided, the
production department estimates that it could obtain the services
independently at a cost of £1000, whereas the estimate for the
offices is only £200. The minimum alternative cost for production
is £890. In that case it would be worthwhile for the production
department to bear the whole of the £400 common cost and pay its
existing incremental costs of £490; the total of £890 is less than the
independent cost of £1000. However, in the case of the offices, the
minimum cost would be incurred by acquiring the independent
services at £200. Thus, the two departments together have mini­
mum alternative costs of £1090. As the total costs are currently
£1080, there is a cost saving of £10 to be allocated. This is allocated
on the basis of 890/1090 to the production department, and
200/1090 to the offices. The cost allocation can now be completed
by subtracting these cost savings and the incremental costs for each
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department from the minimum alternative costs. The allocations
to the production department and the offices are shown in Table
10.12.

This approach provides the decision maker with a means of
comparing the cost of the common service with the cost of the next
best alternative. Assuming that the provision of a common service
is efficient, then each department should not bear more than the
cost of the next best alternative. Accordingly, all the departments
should be encouraged to continue using the common services.
However, a considerable amount of information is needed central­
ly to compute these allocations. Much of this information (e.g.,
the independent costs and the incremental costs) must be provided
by the departments concerned. As a result, departments might
have incentives to inflate such cost information in order to reduce
their allocation.

Farthermore, in certain circumstances Moriarity's allocation
procedure can result in negative amounts being allocated to
particular departments. For example, the illustration in Table
10.13, which is adapted from Biddle and Steinberg (1984), has a
negative allocation for department 3. This could result in depart­
ments 1 and 2 attempting to exclude department 3 from the

TABLE 10.13
Moriarity Allocation Applied to a Three-Department Firm with
£500 Common Costs

Department Indepen- In- Minimum Allocated Moriarity Total costs
dent costs cremental alterna- cost saving allocation incurred

costs tive costs
Y; I; W; M; M;+I;

1 £400 £50 £400 £120 £230 £280
2 700 100 600 180 320 420
3 1000 750 1000 300 -50 700

£2100 £900 £2000 £600 £500 £1400

* LW~j (rWi-(CC+ r1j))
j
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common service. Although solutions have been suggested to
overcome this problem, it raises a fundamental issue. These
allocation procedures focus on the individual decision maker,
whereas common costs arise in situations where there are groups
of decision makers co-operating in the provision and use of a
common service. The recognition of this issue has caused some
researchers to look to game theory to provide a mathematical basis
for cost allocations, as will be discussed below.

10.4 Other Approaches

Cost allocations were quite popular in the research literature in the
late 19705. Many of the papers used a game theory approach,
which had been proposed somewhat earlier - Shubik (1962). This
approach treats the departments using a central service as the
participants in a 'game'. As the actions of individual players
(departments), such as using more or less of the service, or
obtaining the service from outside the firm, could affect other
players in the game, the procedures for allocating the common
costs and revenues (and thus profit) are designed to provide
incentives for joint actions which maximise firm-wide profits.
However, in order to develop such allocation procedures, the
game theory models begin with a set of axioms which the
allocation is expected to achieve.

Without going into the mathematical detail of these axioms,
they have been characterised as requiring fair, equitable and
neutral allocations - fair and equitable to all participants in the
game and neutral as far as decision making processes are con­
cerned. However, the notions of fairness and equity which are
embodied in game theory approaches to cost allocation have been
imposed by researchers. Individual managers and even other
researchers may disagree with them. In practice, it may prove
difficult to establish universally acceptable notions of fairness and
equity. Thus, the use of game theory based on a set of allocation
axioms may not solve the arbitrariness issue in as much as the
axioms themselves may be arbitrary. Banker (1981) proposed a
revised set of axioms which lead to alternative allocation proce­
dures. He claims that his axioms are superior to those conven-
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tionally used in the cost allocation literature. But there is no
logical basis for selecting a particular set of axioms .

The game theory approach adds a substantial element of
complexity to the cost allocation issue, but takes us no closer to an
understanding of cost allocations in practice. The approach takes
the need for allocations as given and attempts to develop proce­
dures which ensure co-operative behaviour leading to firm-wide
profit maximisation. Each decision maker is assumed to be con­
cerned to advance the interests of his/her department, and the
allocations are used to ensure that such interests will be served
only through the required co-operative behaviour.

A similar, but far less rigorous approach has been proposed by
Bodnar and Lusk (1977). They argue that allocations can be used
to encourage particular behaviours, including behaviours which
may not be easily measured in financial terms. For instance, they
use the illustration of a university which wants to encourage its
academic departments to pursue research and to generate publica­
tions. They suggest that costs and/or revenues could be allocated
in such a way as to favour departments with the greater numbers of
publications. Thus, a department with a good publications record
would receive more funds or a smaller allocation of costs than a
department with a poor publication record. Such financial incen­
tives are intended to encourage departments to undertake the
necessary research in order to obtain the required publications
record.

Such procedures could be applied to any type of desired
behaviour in any organisation. However, it must be recognised
that the allocations do not indicate the opportunity cost of the
behaviour concerned. They simply draw attention to certain
objectives and give encouragement to particular behaviours.

Most of the approaches discussed in this chapter have taken the
need for allocations as given. In many instances, allocations are
treated as irrational and the proposed procedures are attempts to
avoid adverse effects, such as distortion of the decision making
process. Although allocations are widespread in practice, the
complex mathematical procedures developed in the research liter­
ature do not appear to be used to any great extent.

The normative tone of the research literature should be appa­
rent from the above discussion. However, the objectives of cost
allocations are not well understood, in fact many researchers
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regard allocations as quite unnecessary. It may seem rather
strange for a strongly normative literature to lack a clear objective.
Considerable doubt must exist about the validity of the normative
cost allocation procedures as we have no real understanding of
why allocations are needed.

Thus the recent move in the literature towards explanatory
approaches is to be welcomed. As yet there have been only a few
explanatory studies of cost allocations, but this may provide a
direction for the future. Some work has been done using agency
theory, and this will be described in the next chapter. To complete
this chapter, we will briefly review a paper by Zimmerman (1979),
which suggests some possible reasons for the widespread use of
cost allocations in practice.

10.5 Possible Reasons for Cost Allocations

As mentioned in Chapter 9, Zimmerman (1979) argued that as
overheads are frequently allocated in practice, it is likely that the
technique yields benefits that exceed the costs involved. Rather
than criticising practitioners for not adopting the cost allocation
techniques developed in the research literature, Zimmerman
elected to explore possible explanations for the observed wide­
spread occurrence of particular practices. However, his paper
provides only suggestions, or possible reasons for allocations
rather than a rigorous theoretical explanation of them. Zimmer­
man's suggestions proceeded along two quite distinct lines.

The first suggestion is that allocations are used to provide
approximations for opportunity costs. As an illustration, consider
pricing decisions. Economic theory indicates that in setting prices
decision makers should ensure that sales revenues are sufficient to
cover long run marginal costs. But in the long run all costs are
marginal costs, including costs which, in the short run, can be
regarded as fixed costs. Therefore, such 'fixed costs' have to be
recognised in any attempt to measure long run marginal cost.
Although the allocations used in practice do not necessarily lead to
accurate measures of long run marginal cost, they may provide
reasonable approximations. Furthermore, the information costs
which would be incurred in obtaining more accurate measures of
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the appropriate long run marginal costs may considerably out­
weigh the gains which would be obtained from having such
information.

Allocations may also be used to provide an approximate mea­
sure of the opportunity costs needed for short run decisions
concerning the use of existing productive capacity. It could be very
expensive or quite impracticable to measure accurately the oppor­
tunity costs of using available machines at various levels of
activity. Accordingly, allocations of depreciation charges may
provide reasonable approximations, i.e., approximations which
are cost efficient in terms of the costs and benefits of the
information. More accurate measures of opportunity costs may be
possible theoretically, for instance by using techniques such as
linear programming, but the cost of such information may exceed
its benefits. However, as information costs are situation specific
(see Chapter 8), no general conclusions can be drawn. Each
situation must be considered separately. Nevertheless, this sugges­
tion could explain the widespread use of cost allocations in
practice. But empirical research is needed to assess the costs and
benefits of such uses of cost allocations.

The second suggestion offered by Zimmerman involves con­
sidering a manager in the role of an agent. The owner of the
business, or a superior manager, could be regarded as a principal
who delegates decision making responsibility to a (subordinate)
manager who takes decisions as an agent for his/her principal. In a
business setting such decisions will involve choices about the
activities which are undertaken with a view to earning profits and,
within limits, choices about how those profits will be distributed. It
is argued in the agency theory literature that if surplus profits are
available, a manager (the agent) may divert them into perks for
himself/herself, rather than reporting them as profits for his/her
department. A manager may obtain greater satisfaction from such
perks as luxurious offices, well qualified assistants, pretty secretar­
ies, etc., than he/she would get from the rewards associated with
reporting higher profits.

Zimmerman argued that an allocation of central management
overhead could reduce the surplus profits which might be available
to a manager and, thus, such allocations would limit the manager's
ability to divert resources into perks for himself/herself. Although
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this explanation was not rigorously developed, it represented a
first attempt at using the agency theory framework to study cost
allocations. The nature of this framework is described in the next
chapter and its implications for the study of management account­
ing problems generally are discussed.



Agency
Theory and

Management
Accounting

The purposes of this chapter are to provide an introduction to
agency theory, a description of its use in management accounting
research and an assessment of the contribution which researchers
who are using agency theory could make to our understanding of
management accounting. In view of the extent and complexity of
much of the available literature only a brief description of the
agency model will be provided, but this will be sufficient to
establish a basis for discussing the implications of agency theory
for management accounting and to indicate the explanatory nature
of, at least, some current research. Although agency theory is
expressed in the form of a mathematical economic model, a
number of researchers are currently using it to explain observed
management accounting practices.

It was pointed out in earlier chapters that during the 1970s
researchers modified the economic model on which management
accounting's conventional wisdom was built. These researchers
introduced, first, uncertainty and, then, information costs into
management accounting models. Agency theory researchers have
taken this modification process a step further by adding some
behavioural considerations to the economic model. Although the
agency model relies on marginal economic analysis, it includes
explicit recognition of the behaviour of an agent (for example, a
manager) whose actions the management accounting system seeks
to influence or control. This modification reflects a concern for
motivational issues, and brings economics based management

167
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accounting research closer to the areas of interest of behavioural
accounting researchers.

Some writers appear to believe that agency theory has the
potential to provide a conceptual framework on which a compre­
hensive theory of management accounting could be constructed.
However, it is not the contention of this chapter that agency
theory offers management accounting the conceptual basis which,
as argued in Chapter 2, has been lacking to date. Agency theory
does not as yet (and, indeed, it is doubtful that it ever can) answer
all the questions which are of interest to management accounting
researchers. (Some limitations of agency models will be described
later.) Nevertheless, research in this area is generating additional
insights into management accounting problems and the agency
theory approach appears to be replacing the 'conditional truth'
approach of management accounting's conventional wisdom in
academic thinking, especially in North America.

The models used in the early information economics research in
management accounting culminating in Demski and Feltham's
(1976) book which was discussed in Chapter 8, were essentially
concerned with single person information system choice. Although
some researchers considered the problem of task specialisation,
decision makers' reactions to the chosen information system were
specified outside the model, rather than derived from it. In general
the use of accounting information to motivate decision makers was
not explored by the information economics researchers.

This limitation of the information economics approach led to
some attempts at modelling information system choice using game
theory. Unfortunately, game theory models can be extremely
complex and there is no agreement as to the nature of the solutions
in certain situations. Nevertheless, progress has been made with a
particular class of these models; namely, the models set within the
agency theory framework.

11.1 The AgencyTheory Framework

Agency theory, as used in management accounting research, is
concerned with contractual relationships between the members of
a firm. The most widely used models focus on two individuals - the
principal (or superior) and the agent (or subordinate). The
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principal delegates decision making responsibility to the agent.
Both the principal and the agent are assumed to be rational
economic persons motivated solely by self-interest, but they may
differ with respect to preferences, beliefs and information. The
rights and responsibilities of the principal and agent are specified
in a mutually agreed-upon employment contract. In management
accounting research, the agency model is used to identify the
combination of employment contract and information system
which will maximise the utility function of the principal, subject to
the behavioural constraints imposed by the self-interest of the
agent.

The principal hires an agent to perform a task (which normally
includes taking decisions) in an uncertain environment. The agent
may be required to expend effort in the performance of this task,
and the outcome will depend on both the realised state of the
world and the effort expended by the agent. To maintain con­
sistency with the symbols used to describe information economics
in Chapter 8, it will be assumed that each action taken by the agent
implies a different level of effort. Thus, the outcome, x, of the
agent's effort (in other words, the result of selecting action, a) can
be described in terms of an action/state pair, as follows:

x = [(s, a) (11.1)

The agent will normally receive a reward which may be stated as
a share of the outcome - the sharing rule. This sharing rule will
have been agreed in drawing up the agent's employment contract.
The contract will normally specify both the sharing of the outcome
and the information system used to measure the outcome. Mathe­
matically, the reward function can be expressed thus:

z = Z(x) (11.2)

where z is the reward paid to the agent. The agent is assumed to
derive utility from this reward, but to attach disutility to effort.
Accordingly, his/her utility function can be expressed in terms of
the reward received under the employment contract, less the
negative effect of the effort which must be expended. This can be
expressed formally in the following terms:

Ua(z, a) = F(z) - V(a) (11.3)

The term, Ua(z, a), represents the agent's utility function express­
ed in terms of reward, z, and effort, a. Remember, it is assumed
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that each action, a, represents a particular level of effort. Thus,
the term, a, can be taken to refer either to the action or to the
associated effort. It is usually assumed that the two elements of the
utility function, reward and effort, are separable. As a result the
positive utility for the reward can be written as F(z), and the
negative utility associated with effort as V(a).

The principal's utility function comprises the outcome from the
task, less the contracted payment to the agent. This can be
expressed as follows:

(11.4)

Both the principal and the agent are normally assumed to be
risk-averse utility maximisers, although the principal is sometimes
allowed to be risk-neutral. To simplify the exposition, it will be
assumed for the present that the agent and principal share beliefs
concerning the set of possible states of the world and the probabili­
ties of each state - sES and 4>(s). Given these assumptions the
principal's objective is to elicit the optimal action (or effort) from
the agent, given the shared expectations concerning future states
of the world. As far as the principal is concerned, the optimal
action can be identified by maximising expected utility. Thus, the
principal's objective function can be stated in the following terms:

max L Up (x - z) 4>(s)
aEA sES

or more fully:

max L Up (f(s,a) - z(f(s,a») 4>(s)
aEA sES

(11.5)

The principal may be able to alter the parameters of this
function through the choice of (1) the information system to be
used to measure the outcome and (2) the sharing rule, both of
which are embedded in the agent's employment contract. Howev­
er, the principal's choice is not unrestricted. Remember the
principal is attempting to influence the action that the agent is to
take. It must be recognised that the agent's self-interest will also
affect the action which is taken. Thus, as a first step, the principal
must ensure that the utility of the reward which the agent expects
to receive from the employment contract exceeds the utility that
could be obtained in an alternative employment. This provides a
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lower limit on the expected utility for the agent. If the agent can
obtain utility of 0 from the best alternative employment, then this
constraint on the principal's actions can be written as:

L F(z)<f>(s) - V(a) ~ 0
sES

(11.6)

As the agent is assumed to be a utility maximiser, the action
which he/she selects must represent an optimal action; that is, an
action which maximises his/her expected utility, given the agreed
employment contract. However, there will be an optimal action
for the agent for each possible employment contract, i.e., for each
combination of reward (sharing rule) and information system. This
requirement can be expressed formally as follows:

aEArgmax L F(z)<f>(s) - V(a)
sES

(11.7)

The expression, aEArgmax, indicates that the action, a, must
belong to the set of optimal actions which maximise the argument
which follows, namely, the agent's expected utility. Thus, the only
actions which will be considered by the principal are actions which
are themselves optimal as far as the agent is concerned, given the
employment contract which is implied in the term F(z). This
condition ensures that the solution to the principal's problem is
Pareto-optimal - in other words, the utility to both the agent and
the principal cannot be improved without reducing the utility
accruing to the other.

To summarise, the agency model set out above involves seeking
an employment contract (specifying both the sharing rule and
information system) which will maximise the principal's expected
utility, while retaining the agent in employment and ensuring that
he/she selects the optimal action, or equivalently exerts the
optimal level of effort. It should be noted that although the
optimal action must maximise the agent's utility function for the
agreed employment contract, it need not necessarily require the
maximum possible effort from the agent. An extremely high
reward would probably be needed to secure the maximum effort ­
because of the disutility associated with effort. An employment
contract with such a reward scheme may not be optimal for either
the principal or the agent.
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11.2 Information Asymmetry

If the principal and agent share expectations concerning the future
and the principal is able to measure directly the outcome of the
agent's effort then the agency model is very similar to the single
person information economics model described in Chapter 8. The
particular attraction of agency theory is that it is capable of
exploring problems in which information is unequally distributed
between the agent and the principal and/or it is impossible to
directly observe the agent's effort. In the latter case, an accounting
system could provide output measures from which the agent's
effort may be inferred, but these measures might not accurately
reflect the effort which has been expended. In other words, there
may be uncertainty about the relationship between the accounting
measure and the agent's effort.

If the principal cannot directly observe the agent's effort, or
accurately infer it from some measure of output, then the agent
may have an incentive to act in a manner which is different from
what was agreed in the employment contract; for example, he may
shirk. This problem is called moral hazard. Another motivational
problem can arise even when the agent's effort can be directly
observed. A principal who does not have access to all the
information which is available to the agent at the time a decision is
taken, cannot know whether the effort expended has been approp­
riately selected on the basis of the agent's information or whether
the agent has shirked. This problem is known as adverse selection.

Both moral hazard and adverse selection are the result of
information asymmetries - in other words, a result of the agent
and principal having different amounts of information. In manage­
ment accounting research, agency theory has been used to explore
the role of information (especially accounting information) in
employment contracts; in particular, the role of information in
improving efficiency by minimising the losses caused through
problems of moral hazard and adverse selection. For this purpose,
employment contracts are said to be efficient if they satisfy a
Pareto-optimality criterion which states that neither party to the
contract (principal nor agent) can improve his/her position at the
expense of the other.

The solution technique for the agency model set out above is
concerned with identifying the set of Pareto optimal contracts.
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Bargaining between the principal and agent will then determine
the selected contract from among this set of optimal contracts.
Fortunately, however, for purposes of our discussion of the
implication of agency theory for management accounting research
it is not necessary to become involved in the solution technique.
The above general description of the agency model will suffice.

11.3 Limitations of the Agency Model

Before discussing the implications of agency theory, some
observations are needed about the general limitations of the
agency model. These limitations should be kept in mind through­
out the subsequent discussion.

Tiessen and Waterhouse (1983) identified four limitations which
potentially restrict the usefulness of results derived from agency
models. First, the models focus on single period behaviour.
Second, the descriptive validity of a utility maximising representa­
tion of behaviour is open to question. Third, the models are
generally limited to two persons. Finally, there are some writers
who would argue that many business organisations are not sus­
ceptible to analysis from a formal contracting point of view. This
final limitation will be discussed later when the relationship
between agency theory research and 'the markets and hierarchies'
literature is explored. At this point, some comments will be made
about the first three limitations.

The model's single period focus allows attention to be directed
towards certain issues, but suppresses many other interesting
problems. Furthermore, implications derived from single-period
analysis may not hold in a multiperiod world. Some attempts have
been made to provide solution techniques which will enable the
agency model to be expressed in a multiperiod form. The results of
the few studies which have used multiperson analysis are not
quantitatively different from the results obtained using the single
period model. Thus, the single period nature of the existing agency
models may not be unduly restrictive.

The descriptive validity of utility maximising models has been
called into question by the accumulated evidence obtained from
behavioural research. This evidence indicates that many indi-
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viduals violate the assumptions of rational decision making in their
personal behaviour. However, the importance of this evidence for
decision making in an organisational context is unclear. In an
organisational setting, specialisation in decision making is possible
and learning through repeated exposure to similar choices may
take place. Thus, rational decision making by specialist decision
makers may be possible inside organisations.

While the agency problem is potentially expandable to the case
of more than two people, much of the agency theory analysis of
management accounting issues which will be described later has
been based on two person models. Unfortunately, the results from
two person analysis may not extend to situations where there are
multiple principals and agents. The formation of coalitions and
teams may require different methods of analysis and alternative
solution techniques. However, there appears to be no conceptual
reason why the two person agency models used to date in
management accounting research should not be extended in such a
way as to incorporate more people, but this extension awaits
further research.

A substantial part of the agency theory literature is concerned
with the mathematical difficulties of modelling the agency prob­
lem. Although implications can be derived, much of the research
effort has focused on the intricacies of the mathematical analysis.
Such work may not have an immediate effect on our understand­
ing of management accounting, but it is important that it is
pursued if agency models are ultimately to generate valuable
insights. Nevertheless, some researchers have attempted to derive
implications from the models which are currently available. But in
view of the limitations mentioned above, care should be exercised
in generalising the results beyond the simplified settings in which
they were determined. Some of these implications are described
below.

11.4 Some General Implications of Agency Theory

Within the agency theory framework management accounting
information is used for two distinct purposes. The first use is to
improve the individual's (the principal's and/or the agent's) ex ante
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assessment of the environment in which decisions have to be taken
(i.e., the expected state of the world) - this is the belief revision
role which was recognised in Chapter 8. The second use is to
evaluate the outcomes of decisions already taken in order to
facilitate the allocation of those outcomes between the principal
and agent according to the terms agreed in the employment
contract. This latter role, which is sometimes called the perform­
ance evaluation role, is concerned with motivating the agent to
exert the optimal effort. If the agent's effort cannot be directly
observed, a contract which does not link reward to performance,
for example, a fixed fee, will provide no incentive for effort to be
exerted on the principal's behalf.

The distinction between the belief revision role and the per­
formance evaluation role for management accounting information
corresponds to the distinction between pre-decision and post­
decision information. The following discussion will examine pre­
and post-decision information separately. However, this should
not imply that they are independent. If the ranking of information
systems for pre- and post-decision purposes are not the same, then
a model which examines only one of the purposes may not explain
the observed use of management accounting in the more general
setting where information is required for both purposes.

The role of post-decision information has so far received most
attention in the agency theory literature. The general implications
of this research will be discussed first. Subsequently, some com­
ments will be made about the general implications of pre-decision
information research, and then, particular implications for
selected areas of management accounting will be mentioned.

A general issue for post-decision information research is the
conditions under which one post-decision information system is
strictly Pareto-superior to another. A knowledge of such condi­
tions could help management accountants to choose between
alternative accounting systems and may provide reasons to explain
the observed differences in practice. Of particular interest is the
question of whether a ranking of accounting systems can be
achieved independently of the preferences and beliefs of the
principal and agent.

It may be recalled that the information economics literature
concluded that information system choice is situation specific. In
the agency theory literature researchers who have examined the
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value (or ranking) of post-decision information systems have
ignored information costs. Generally, costless information systems
are considered, or at least, it is assumed that there are no cost
differences. It is also assumed that the information is available to
both the principal and the agent.

Holmstrom (1979) demonstrated that any additional informa­
tion about the agent's effort or action, however imperfect, has
positive value, provided it is costlessly obtained. Furthermore,
additional costless post-decision information can never give rise to
a Pareto-inferior result, as the principal and agent can always
agree to an employment contract which ignores that additional
information. Another potentially interesting result for manage­
ment accounting researchers was also found by Holmstrom (1982).
An ordering of post-decision information systems, independently
of the preferences and beliefs of the principal and agent involved,
is possible provided the information systems concerned can be
compared according to certain statistical conditions. But the
question of whether or not accounting systems can be compared in
this way awaits further research.

Thus, if the criterion of Pareto optimality is accepted it may be
possible to obtain utility-free and belief-free comparisons of
accounting systems. But remember that the analysis ignored
information costs. The existence of such costs would still make any
results situation-specific. Furthermore, the analysis assumed that
there were no pre-decision information asymmetries.

While reporting additional post-decision information can never
be Pareto-inferior (i.e., it can never decrease the agent's and/or
principal's utility) expanding the pre-decision information avail­
able to an agent after the contract has been agreed, but before the
decision to expend effort is taken, could make the principal
(and/or the agent) worse off. Such information may, on the one
hand, make the agent better informed, while on the other it may
relieve him/her of sufficient uncertainty concerning the outcome as
to reduce his/her motivation. The net effect of these two counter­
acting forces will depend on the particular situation, especially the
preferences and beliefs of the principal and the agent and the
agent's utility function.

If the additional pre-decision information is made available to
both the agent and the principal, it is possible to identify condi­
tions for a Pareto improvement. But agency theory can offer little
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general guidance as to the value of pre-decision information which
is available only to the agent - the most likely situation when
management accounting information is involved.

The above discussion has been concerned with the general
implications of agency theory which, unfortunately, offers few
insights into observed management accounting practice. However,
certain researchers have used the agency model to explore particu­
lar management accounting issues. Some of this work is described
below.

11.5 Specific Management Accounting Implications of
Agency Theory

The use of budgets, and in particular rewards based on the
achievement or non-achievement of budgets are frequently
observed in practice. An interesting question for agency theory
researchers is whether budget-based payments can be shown to be
Pareto-optimal. Various researchers have identified conditions
under which budget-based contracts are optimal, or at least
Pareto-superior to other forms of contract. Unfortunately, the
practical implications of these results are unclear because of the
restrictive nature of the underlying assumptions used by the
researchers. Holmstrom's (1979) conditions which are the most
general provide some theoretical support for the observed use of
budgets in practice.

Further work has demonstrated conditions for the Pareto opti­
mality of participation in the budgeting process. This work is
generally concerned with communication between the agent and
principal, rather than with participation per se. Nevertheless, it
does provide some insights into participation. The agent can be
expected to communicate with the principal, or to participate in
the budgetary process in a manner which maximises his/her
expected utility. The self-interest of the agent may involve the
creation of budget slack. In agency theory terms the observed
phenomenon of budget slack is described as an inefficiency (or a
loss) resulting from asymmetric pre-decision information.

As described in Chapter 6, the investigation of variances (from
budget or standard) was studied by a number of researchers in the
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early 19705. For the purpose of model development, and evalua­
tion of those models, such as the work of Magee (1976), the
researchers assumed that managers act as machines and respond
impassively to signals from the investigation decision models. The
agency theory framework provided researchers with an opportun­
ity to examine managers' behavioural reactions to variance inves­
tigation models. For this purpose it is essential that information
costs are not suppressed, otherwise it would be optimal to
investigate either always or never.

Baiman and Demski (1980a and 1980b) demonstrated that a
policy of investigating only when the observed performance is less
than the budget or standard by at least a predetermined amount
can be Pareto-optimal. However, much remains to be done in this
area. Baiman and Demski's results are very sensitive to the
particular assumptions used. Further work is needed to investigate
the trigger points for investigation decisions. An evaluation of
models similar to that undertaken by Magee (1976) could be
usefully undertaken; but in this case, the agent (manager) could be
a utility maximising individual. Such work may provide a better
explanation of the observed use of simple (for example, 1 or 2
standard deviation) decision rules.

It was suggested in Chapter 2 that responsibility accounting is
central to management accounting. The conventional wisdom is
that accounting reports should be prepared according to areas of
responsibility and that the performance of a manager should be
based on the factors which he/she can control. Agency theory
confirms this interpretation of responsibility accounting only in a
world of complete certainty. When uncertainty is introduced a
conventional responsibility accounting system may not be Pareto­
optimal.

With a risk-averse principal, the agent's performance and
reward payment should not be protected from uncertainty con­
cerning the state of the world - even if direct observation of effort
is possible. An agent who is evaluated only in terms of his
controllable performance - that is an agent who is isolated from
the risks involved in the decisions he/she is taking - will take
decisions as though he/she were risk-neutral. Such decision-taking
behaviour may not maximise a (risk-averse) principal's utility
function. One branch of the agency theory literature is concerned
with optimal 'risk sharing'. The research to date suggests that,
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unless the principal is risk-neutral, Pareto optimality requires the
agent to absorb at least some of the risk associated with the
possible outcomes. Risk sharing can be achieved by relating part
or all of the agent's reward to the actual outcome, without any
adjustment for changes in the state of the world. 'fhis will mean
that the agent's expected utility will depend on his/her assessment
of the state possibilities. Accordingly, the agent will consider the
risks involved in the decisions being taken.

If only imperfect post-decision information can be obtained
(i.e., information which does not accurately reflect the agent's
effort or the desired outcome) all available information should be
used to learn as much as possible about the agent's action/effort.
This may involve assessing the agent's performance on the basis of
information concerning outcomes over which he/she cannot exer­
cise complete control. Such evaluations are frequently observed in
practice; for instance, allocations of joint and common costs can
introduce non-controllable elements into performance reports.

Zimmerman's explanations for the widespread use of cost
allocations in practice were discussed in Chapter 10. However,
Zimmerman did not show that cost allocations can be Pareto­
optimal. In his explanation using agency theory he demonstrated
only that a change in the fixed component of an agent's reward
payment can affect his/her motivation. He did not rigorously
analyse the link between the sharing rule and cost allocations. In a
more comprehensive analysis, Demski (1981) found that any
information value which arises from cost allocations, derives from
the measurement of the activity variables on which the allocation
is based. No value arises from the cost allocation itself.

Baiman (1982) conjectured that a multiperiod, multiperson
agency framework is likely to be needed to explain cost alloca­
tions. Within the two person, single period agency model cost
allocation appears just as irrational as within management
accounting's conventional wisdom. Thus, existing agency models
do not really provide explanations for cost allocations.

However, the purpose of this discussion of agency theory is not
to provide a complete rationalisation of management accounting
practice. Rather, it is intended to demonstrate that agency theory
has the potential to explain some observed practices, and more
particularly, that management accounting researchers recognise its
explanatory role. The above brief review of the implications of
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agency theory research provides some examples of how the change
of emphasis in management accounting research identified in
Chapter 9 has influenced researchers' attitudes towards the rela­
tionship between normative models and observed practice. The
explanation of existing practice is now an important test of
normative theory.

11.6 The Contribution of Agency Theory

The earlier sections of this chapter have attempted to show that
agency theory is a potentially useful tool for management account­
ing research. In particular, it yields practical implications, espe­
cially in the areas of budgeting (including participation) and
variance investigations. However, the limitations of the highly
simplified settings of most agency models should be recognised in
any attempts to generalise these implications. At present, the
available analytical techniques are inadequate to enable much
progress to be made beyond two person, single period models. But
researchers in quantitative analysis are developing new techni­
ques, and further progress may be possible in the future.

The analysis to date has been entirely at the theoretical level.
Mathematical conditions for the optimality of certain observed
practices can be stated, but without empirical support. However,
these mathematical conditions imply a set of circumstances in
which observed practices would be optimal. Empirical research is
needed to test whether the occurrence of observed practice
corresponds to these prescribed circumstances. Such tests will not
be easy to design because of the difficulties of stating the mathe­
matical conditions in the form of testable hypotheses. Such tests
are essential, however, if agency theory is to provide positive
implications beyond the present superficial statements that par­
ticular observed practices could be optimal.

It must be acknowledged that the agency framework for man­
agement accounting research is at a relatively early stage in its
development and that researchers are aware of the theoretical and
empirical limitations of their work. Nevertheless, the agency
framework does offer some new insights into the nature of
management accounting. In particular, it has emphasised manage-
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ment accounting's role as a control system, as well as a decision
facilitating system which was the primary concern of earlier
research. This new emphasis has led to a recognition of the
importance of accounting information in the motivation of organi­
sational participants and of the need to consider the behavioural
responses of such participants in designing and choosing account­
ing systems. Managers can no longer be considered passive
reactors to signals from information systems. They can be ex­
pected to modify their behaviour in response to information
according to their personal beliefs, needs and desires. Thus,
behavioural issues are beginning to influence the quantitative,
economic based research in management accounting.

Agency theory has also emphasised the importance of 'risk
sharing' in the design of accounting systems. This runs contrary to
the conventional wisdom of management accounting which sought
to isolate managers from the effects of uncertainty. An important
distinction is made in the agency theory literature between ex ante
and ex post uncertainty. Ex post uncertainty arises because of
imperfections in information systems. Such uncertainty may be
inevitable because of the high costs of obtaining accurate measures
of relevant factors. An optimal sharing of this uncertainty is
essential for the motivation of agents (managers).

Some writers believe that agency theory could provide the basis
for a comprehensive theory of management accounting, for exam­
ple, Baiman (1982) and Sundem (1981). However, others believe
that the complexities of modern organisations will defy modelling
in such a structured way, for example, Spicer and Ballew (1983).
Only the future will tell which view is correct. However, for the
present, agency theory research is worth studying as it provides an
additional dimension to our understanding of management
accounting issues. But other approaches may add further dimen­
sions and should not be ignored. Agency theory cannot be viewed
as the only possible way of approaching management accounting
problems, although it is an approach which has currently found
favour in certain academic journals.

It is only by undertaking research on a broad front that progress
will be made towards a better understanding of management
accounting. An alternative, or possibly a complement to agency
theory is provided by the economics of internal organisation
literature, and in particular, the markets and hierarchies approach
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of Oliver Williamson. Some papers which examine the potential of
the economics of internal organisation as a basis for management
accounting research have been published in recent years - Spicer
and Ballew (1983) and Tiessen and Waterhouse (1983). Although
the work of Williamson is sometimes regarded as an antecedent to
agency theory, Spicer and Ballew (1983) argue that agency theory
is a special case of Williamson's organisation failures framework ­
see Williamson (1975, Chapter 2).

An organisation failure is said to occur when the costs associated
with one mode of organising transactions (for example, a market)
would be reduced by shifting those transactions to an alternative
organisational arrangement (for example, the internal hierarchy of
a firm). From a management accounting perspective attention can
be focused on the transaction costs involved in allocating resources
within the firm. It can be argued that the high costs of market­
related transactions can be avoided by developing an internal
constitution, either explicitly or implicitly, which specifies the
general rules of co-operative behaviour within a firm. A study of
the nature of such internal constitutions may give insights into the
issues of resource allocation in a multiperiod, multiperson organi­
sational setting.

Many of the issues addressed by agency theory researchers, such
as uncertainty, information asymmetry, adverse selection and
moral hazard can be examined within the organisation failures
framework. However, the economics of internal organisation
literature generally adopts the bounded rationality concept of
economic behaviour (rather than utility maximisation) and the
analysis is far less structured than agency theory. It has been
claimed that the organisation failures framework provides an
explanatory theory of economic organisation, Spicer and Ballew
(1983). Historical studies have shown that hierarchical business
organisations developed as a substitute for the more costly market­
based mechanisms of resource allocation, Chandler (1977),
Chandler and Daems (1980) and Johnson (1980; 1983).

Tiessen and Waterhouse (1983) attempted to reconcile agency
theory and the organisation failures framework within the context
of a contingency model of organisations. In a highly structured and
predictable environment with routine technologies it may be
possible to write highly specific contracts of the form analysed by
agency theory researchers. But when the environment or technol-
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ogy is non-routine or very uncertain such contracts will be
infeasible and the organisation failures framework may provide a
more appropriate mode of analysis.

Some insights provided by agency theory were described above.
The economics of internal organisation may offer further insights,
but as yet no specific implications for management accounting
have been generated, although the papers by Spicer and Ballew
(1983) and Tiessen and Waterhouse (1983) make some very
general observations. The economics of internal organisation
literature is clearly concerned with explanatory theories, whilst the
agency theory literature is primarily normative. Nevertheless,
both attach importance to explaining observed management
accounting practice. A better understanding of the determinants
of existing practice is likely to lead management accounting
researchers to develop more relevant prescriptions and to provide
better assistance to practitioners than are currently available in the
conventional wisdom. Some speculations about the direction of
future research are made in the next chapter.



Some
Possible

Future
Develop­

ments

In the first section of this book (Chapters 1, 2 and 3) it was
suggested that there is an apparent gap between the theory and
practice of management accounting. At least two approaches are
available to anyone who wishes to explore this apparent gap. The
first approach would entail investigating the practice of manage­
ment accounting, while the alternative would involve reappraising
the theory. The latter approach has been adopted in this book.
The so-called theory of management accounting has been reap­
praised through a review of contemporary developments in the
research literature.

As the starting point for this review, theory was equated with
the conventional wisdom of management accounting, as portrayed
in current textbooks. It was argued in Chapter 2 that the contents
of such textbooks are the results of research undertaken primarily
in the 1960s. The term 'conditional truth' was used to depict the
general theme of this research and to distinguish it from the
'absolute truth' theme of the earlier cost accounting literature. The
notion of 'conditional truth' is appropriate because different costs
are needed for different purposes or, in other words, because
accounting information can be determined only in relation to
users' information needs.

In developing management accounting concepts and techniques
researchers had to identify managers' information needs. This
meant constructing decision models to indicate how decisions
should be made. Once a decision model is postulated, the notion

184
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of conditional truth implies that the appropriate information can
be determined by deductive reasoning. An economic framework
played a central role in structuring the decision models used by
management accounting researchers. In that framework the deci­
sion maker was assumed to have available, at no cost and with no
uncertainty, all the information needed to completely structure
any decision problem and to arrive at a profit maximising solution.
Decision makers were presumed to possess the necessary know­
ledge required to use any of the techniques developed by resear­
chers and costless information processing placed no limits on the
complexity of the information system. It was assumed that once a
decision was analysed, the appropriate accounting information
could be determined.

The research reviewed in later sections of the book attempted to
relax some of the assumptions of these decision models. The first
step was to relax the assumption concerning certainty. This led to a
variety of complex decision models, such as the cost-volume­
profit and cost variance investigation models discussed in Chapters
5 and 6. However, when uncertainty is introduced into the
analysis, questions concerning the cost and value of information
become important. Information can reduce uncertainty, but it is a
costly resource and, like any other resource, its production should
be evaluated in terms of costs and benefits. Developments in the
field of information economics provided researchers with the
necessary tools to evaluate information costs and benefits in
management accounting contexts. Amongst other things, this
research led to the interesting conclusion that the simple techni­
ques which are frequently observed in practice could represent
optimal responses to the costs and benefits of information in
particular decision situations.

The conclusions reached by information economics researchers
led to the change of emphasis in management accounting research
which was discussed in Chapters 9 and 10 and which has been
carried through into the recent work using agency theory models
described in Chapter 11. This change of emphasis involved recog­
nising that researchers should not necessarily criticise practitioners
for their limited use of the quantitative approaches proposed in the
research literature. As a result the gap between the theory and
practice of management accounting came to be viewed from quite
a new perspective. From this perspective questions concerning the
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relevance and practical application of the theory, especially the
conventional wisdom of management accounting, become the
focus of attention. For example, in what circumstances can
particular theoretical concepts and techniques be used in practice?

Unfortunately, the existing literature lacks generalisable pre­
scriptions and, furthermore, information economics suggests that
the value of information is situation specific. Nevertheless, the
change of emphasis in management accounting research is an
important development as it leads to a revised interpretation of the
relationship between theory and practice. It suggests that there is
now a need for researchers to approach the gap (between theory
and practice) from the alternative direction - that is, by investigat­
ing the nature of management accounting practice. Such investiga­
tions should lead to a better understanding of the situations and
contexts in which particular theoretical techniques may be
appropriate in practice.

12.1 Some Implications of the Change of Emphasis

Before speculating on the direction of future research, it may be
helpful to examine some implications of this change of emphasis.
These implications will be discussed at two levels; first, the
implications for studying management accounting and, second,
implications for further research. The latter may suggest some
possible future developments and will provide an introduction to
the subsequent discussion of directions for the future.

As mentioned above, at the present time few general prescrip­
tions are available in the management accounting literature. A
number of aspects of the conditional truth approach (the basis of
the conventional wisdom of management accounting) have been
questioned, and information economics research has suggested
that appropriate accounting systems are situation specific. The
increasing emphasis given to research which is attempting to
explain existing practices may lead to meaningful prescriptions in
the future. But few prescriptions have emerged at the present
time.

Until the determinants of existing management accounting
practice are better understood it will be extremely hazardous to
make generalised prescriptive statements about such accounting
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concepts and techniques as for example, cost-volume-profit analy­
sis, cost allocations and even marginal costing. Such concepts and
techniques provide a stock of methods which are available to
practitioners, i.e., a tool-chest. But little can be said at the
theoretical level about the techniques (tools) which should gener­
ally be used in practice. For instance, it cannot be said that
contribution approaches should always be preferred to methods
which include allocated overheads - as is sometimes claimed in
management accounting textbooks.

The conventional wisdom of management accounting does not
provide a comprehensive set of techniques which ought to be used
in practice. The techniques which comprise the conventional
wisdom form a subset of the available alternatives from which
practitioners may select; but the more traditional techniques of
cost accounting and the complex quantitative techniques proposed
by researchers in the early 1970s also form part of the available set;
as do the techniques developed in allied disciplines. Thus,
accounting students (and anybody else studying management
accounting) should recognise the range of available alternatives'
(including the so-called 'practical' methods). In evaluating each
alternative it is important to identify any implementation prob­
lems, both quantitative and behavioural, and to assess the poten­
tial costs and benefits in actual applications.

In addition to understanding and developing individual techni­
ques (i.e., the system design issues), consideration should be given
to the factors which could be relevant when choosing a manage­
ment accounting system, such as information costs/benefits, be­
havioural factors and organisational characteristics (Le., the ele­
ments of the system choice problem). Although unique solutions
to such problems are not available, the information economics and
agency theory literatures indicate a number of factors which may
require consideration. For instance, information economics has
emphasised the importance of recognising information costs and
benefits, and of separating the system design issues from informa­
tion system choice problems. In addition, agency theory has
demonstrated the need to consider the motivations of managers
who may be influenced by accounting systems and, also, the
possible effects of information asymmetries. Thus, anyone study­
ing management accounting should keep these factors in mind
when exploring the techniques offered in current textbooks.
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Ongoing and future management accounting research may
provide theoretical structures for evaluating particular techniques
(possibly through economic approaches such as agency theory, or
more likely through a combination of economic and other
approaches - such as organisation theory and behavioural theory).
But for the present, suitable theoretical structures are not avail­
able. However, the change of emphasis discussed above represents
an important step in that direction. Attempts to explain existing
practices should generate insights into the role of management
accounting. Agency theory already offers some insights, but the
implications of such work have yet to be subjected to empirical
testing. Research is needed to interpret the theoretical work in
terms of specific implications for management accounting practice
which can then be empirically studied.

12.2 Directions for the Future

Progress towards an understanding of the role of management
accounting in practice is likely to come from a suitable blend of
economic (e.g., agency theory), and organisational and behaviour­
al approaches to research. To exploit these approaches to the full
there is a need for collaborative research in which researchers
trained in economics, organisation theory, behavioural science,
etc., as well as accounting, study the practice of management
accounting.

In addition to providing information for decision making,
management accounting in practice forms part of a system of
organisational control which maintains the direction and cohesion
of the organisation - as a result, it has behavioural and political
dimensions. For instance, accounting information may be used in
bargaining processes, such as bargaining for shares of capital
resources available for investment, and for justifying actions
already taken. Accordingly, before real progress can be made in
closing the gap between theory and practice, researchers must
examine the various roles which management accounting fulfils
within the organisation.

Management accounting researchers are becoming increasingly
aware of their lack of understanding of the roles which manage-
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ment accounting fulfils. Without such an understanding it will not
be possible to explain existing practice and new or refined techni­
ques are unlikely to be useful to practitioners (except by coinci­
dence). Some researchers are now beginning to study management
accounting in practice in order to gain better understandings of its
role within the organisation. Such research, however, cannot be
done within academic institutions. It requires the co-operation of
managers and accountants in practice as access to organisations is
essential.

A major difficulty with such research at the present time is the
perceived gap between theory and practice which the researchers
are attempting to close. Many practitioners are reluctant to
co-operate in academic research which, on the basis of past
experience, they regard as too theoretical. However, as resear­
chers make progress towards understanding existing practices and
as practitioners become more aware of the changed emphasis of
academic research, increasing co-operation may be received.
Thus, the research may gather its own momentum and in the
future, researchers may find it easier to obtain the access needed
to undertake the studies designed to obtain better understandings
of management accounting practices.

Finally, in view of the need to understand existing practices and
to bring theory and practice closer together, some comments are
needed about the complexity of information economics research.
The mathematical analysis of agency theory, game theory and
information economics in general is highly theoretical and at times
it is very difficult to discern the implications for the study of
management accounting (as distinct from the study of mathema­
tics). Such complexities have given rise to concern. One frequent
criticism of much published accounting research in this area is that
it is largely unintelligible to practitioners (and also to many
students and academics).

Although the initial application of information economics in
management accounting, as summarised by Demski and Feltham
(1976), was intended to provide a framework for selecting
accounting systems in practice, it is not intended that currently
researched agency theory models should be used by practitioners.
These models provide researchers with a means of studying
problems and gaining insights into their solution. The develop­
ment of such models to a state where useful implications can be
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generated requires considerable intellectual effort, much of which
is of immediate interest only to researchers in the area concerned.
In these circumstances mathematical expressions can provide a
convenient language for the researchers. However, if the research
is ultimately to have practical value, it is essential that the practical
implications can be explained, demonstrated and 'sold' to practi­
tioners in a language which they (the practitioners) understand.
Similar comments could be made about the jargon and methodolo­
gies used by most researchers.

Attempts to make all research intelligible, to all practitioners, at
all times, will inevitably restrict the development of the subject.
But researchers must be prepared to develop their work (or some
researchers be prepared to develop the work of others) to a point
where the practical implications become intelligible and more
importantly, acceptable to practitioners. Agency theory research
has not yet reached this stage. Much of the published work is still
concerned with model development and further such work is likely
in the future. However, as mentioned earlier, this further work
will be supplemented by the work of other researchers who are
interested in understanding the context and nature of management
accounting practice. Although very different research methods
may be used, both approaches have the potential to improve our
understanding of management accounting practice. It is to be
hoped that such developments will take place in the near future, as
it is only through such understandings of management accounting
practice that researchers can expect to generate prescriptions
which will be useful to practitioners.
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