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Introduction

IN BUSINESS AND INDUSTRY, reputation is an important basis for making deci-
sions in matters of finance and human capital investment. Many studies, in-
cluding some in this volume, report that services industries are performing
poorly in terms of productivity growth. Being branded this way can channel
public and private investment away from those industries. This may be unfair if
a negative judgment was based on facts that are wrong because the data were
inadequate, or if findings are outdated, or if the theories used to interpret the
facts are inappropriate. As explained in greater detail, the studies in this vol-
ume question the reputation for poor productivity performance ascribed to ser-
vices industries in Canada.

Computing the usual productivity measures requires data on the value of
transactions and either prices or quantities. In the final research study of this
volume, Erwin Diewert notes that Canada lacks direct price and quantity meas-
ures for many important services industries. Other nations also have this prob-
lem. As a result, the usual productivity indexes cannot be evaluated properly for
those services industries, nor can we get a complete picture of productivity per-
formance for the economy as a whole. Recognizing this, the United States has
now committed significant resources to improving services sector measurement.

The study of productivity and the ‘new economy’ also requires a proper
theoretical framework.

The papers in this volume illustrate the evolutionary nature of services, and
the pervasive importance of context. In the large body of research that he draws
from in his keynote address, “Policy Challenges in the New Economy,” Richard
Lipsey makes the point that the existing neoclassical paradigm largely ignores
context.! Even if we had all the data that we could wish for, interpreting it within
the neoclassical theoretical framework would greatly restrict our ability to inter-
pret this information effectively. He introduces a new intellectual technique for
understanding the long-term economic growth process: structuralist-evolutionary
(S-E) theory. Lipsey explains that S-E theory emphasizes the importance of a
detailed knowledge of technologies and the process of technological change. His
keynote address is intended to provide an intellectual framework for the research
studies in this volume. These studies do not focus just on productivity indexes. In
addition, they provide empirical evidence and institutional detail for a wide as-
sortment of activities, inputs and outcomes believed to be associated with inno-
vation, technological change and economic growth.
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Lipsey uses the term ‘new economy’ to refer to the economic, social and po-
litical changes brought about by the revolution in information and communica-
tion technologies (ICTs). The studies in this volume help us to understand the
evolution and functioning of the new economy. Lipsey describes the new econ-
omy as a knowledge-based economy because its total capital stock is embodied
in human rather than in physical capital to a greater degree than ever before.
Lipsey focuses especially on general-purpose technologies (GPT's) that he terms
“transforming technologies,” of which ICT's are an important example. Among
their many important effects, new GPTs enable goods and processes of produc-
tion that were technically impossible with older technologies. Lipsey’s address
introduces the reader to the issues surrounding the measurement of economic
growth and technical progress, and includes reasons why conventional meas-
ures do not measure technical progress.

If the usual productivity measures do not measure technical progress, then
what do they measure!? And what are the relevant differences among the differ-
ent productivity measures used in several of the studies in this volume? These
questions are taken up in “Concepts and Measures of Productivity: An Intro-
duction” by Erwin Diewert of the University of British Columbia and Alice Na-
kamura of the University of Alberta. This brief study constitutes a methodo-
logical introduction to this volume and productivity indexes.

Diewert and Nakamura distinguish labour, multi- and total-factor produc-
tivity indexes. They explain that these indexes each measure the conversion of
some component of input, or total input into the measured output. They ex-
plain the difference between measures of productivity levels and productivity
growth, and why price measurement matters for the measurement of productiv-
ity. They also illustrate Lipsey’s point that the usual productivity measures do
not measure technical progress, though technical progress can affect the values
of these indexes. They show that anything that reduces the rate of transforma-
tion of real cost outlays into real sales revenues will pull down measured pro-
ductivity. This can even include the diversion of funds into social programs.’

The empirical research studies that make up the main body of this volume
begin with the paper titled, “The Services Economy in Canada: An Overview,”
by Ram Acharya of Industry Canada. Acharya examines the size of the services
sector over time as well as changes over time in real gross domestic product
(GDP), shares of industry employment, and hourly wages for both the services
and the goods sectors in Canada. He also explores the interdependence among
the services-producing and goods-producing industries, the capital intensities of
these two sectors as well as their relationship to foreign trade, direct investment
and research and development (R&D) spending.

Acharya finds that services industries are doing better than in the past. He
concludes that:

In overall sectoral comparisons, the services sector still seems to lag behind
manufacturing.... However, the overall performance of services-producing
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industries has improved over the years, whether performance is examined in
terms of employment, the use of machinery and equipment (M&E), the
employment of highly skilled workers, innovation or participation in inter-
national markets. There are some areas where the services sector is leading
manufacturing. This is the case, for example, in the production and the use
of information and communications technologies and skill-intensity. There
are also some services industries that are outperforming manufacturing even
in productivity growth and investment in research and development.

In their study, “Relative Wage Patterns among the Highly Educated in a
Knowledge-Based Economy” René Morissette, Yuri Ostrovsky and Garnett
Picot of Statistics Canada extend previous work on the education premium.
They investigate divergence over time in the university/high school earnings
ratio for different industries in the knowledge-based economy. They also inves-
tigate the changing demand for high-skilled workers by comparing relative
wages for university graduates holding degrees in “applied” fields with the
wages of other university graduates (“field” premia). Their main finding is that
even though employment grew much faster during the last two decades in in-
dustries classified as high-knowledge, trends in relative wages and real wages of
university and high-school graduates have displayed remarkably similar pat-
terns across industries.

In the next study, “Location Effects, Locational Spillovers and the
Performance of Canadian Information Technology Firms,” Steven Globerman of
Western Washington University, and Daniel Shapiro and Aidan Vining, both of
Simon Fraser University, examine how one aspect of business context —
location — affects firm performance and innovative behaviour. The authors note
that little research has been conducted into location effects for Canadian
businesses, despite growing policy interest in the topic. For example, policy
concems have been raised about the limited number of “high-tech” clusters in
Canada as compared to the United States.

The authors estimate the effects of location on the growth of high-tech
firms in Canada. To do this, they create a base model of firm growth that does
not include locational variables. They then augment this model with variables
for firm location. They find that firms that are located closer to Toronto grow
faster than firms located further away, all else being equal.

The authors report that the existing literature focuses attention on a num-
ber of other factors that might contribute to the growth of clusters of firms.
One of these is the scientific infrastructure of a region, such as the presence of
universities with research and teaching capabilities in science and engineering.
This possible factor in stimulating clusters might be good news for Canadian
localities that are far from major metropolitan areas. The authors note that
research institutes and universities are relatively dispersed when compared
with, for example, leading Canadian corporations.
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In his comments on the Globerman-Shapiro-Vining study, Ajay Agrawal of
the University of Toronto agrees that the authors offer compelling empirical
evidence that “location matters.” He cautions, however, that it is precisely be-
cause this study offers a compelling argument in favour of some radical rethink-
ing of public policy that we should examine its limitations.

Agrawal notes, for example, that while the study suggests reasons why re-
gions may vary in their ability to support economically successful information
technology (IT) firms, the question actually documented is whether or not
there is regional variation in the growth of the sales of Canadian IT firms.

Agrawal points out that the dependent variable they use (sales growth) does
not take account of costs. He notes that if labour costs are significantly higher
in bigger cities and labour comprises a significant portion of total software
development costs, then software firms in larger cities must sell more than their
smaller-town rivals in order to generate the same profits. Thus Agrawal
sharpens the contextual focus of the Globerman-Shapiro-Vining study by
calling attention to additional aspects of the context that could affect the
interpretation of the results.

As is the case for many of the studies in this volume, the results of the
Globerman-Shapiro-Vining study are interesting, but more work seems called
for before they can be used to inform policy.

John Whalley of the University of Western Ontario begins his study, “Lib-
eralization in China’s Key Services Sectors Following Accession to the World
Trade Organization: Some Scenarios and Issues of Measurement,” with a
strong assertion about the scope and importance of its subject matter. Whalley
writes:

...over a five-year period from 2002 to 2007, China will open all of its
markets to full international competition from foreign service providers in
a series of key areas: distribution, telecommunications, financial services,
professional business and computer services, motion pictures, environ-
mental services, accounting, law, architecture, construction, and travel
and tourism. China will remove all barriers to entry in the form of dis-
criminatory licences to operate and all conduct-related barriers in the
form of differential regulation for domestic and foreign entries.

Whalley documents policy changes in three key service categories in China:
banking, insurance and telecoms. He notes that the starting point for the
Chinese reform effort leaves a lot to be accomplished and raises doubts about
the feasibility of the Chinese carrying through as promised. Whalley discusses
different scenarios about how this liberalization might unfold.

He also discusses the literature on trade liberalization in services and
observes that very little of it takes account of the individual characteristics of
the services under discussion. He compares this literature with the larger one
that treats all services as analytically equivalent to goods and considers the
liberalization of services in a conventional trade-policy framework. Whalley
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then outlines an alternative theoretical framework for analyzing the impacts of
services liberalization.

Throughout his study, Whalley pays attention to how economic develop-
ment depends on the path being pursued and the importance of having de-
tailed knowledge of the context. He argues for a new theoretical framework for
analyzing services liberalization that would take more account of the specific
characteristics of services.

In his comment, John McHale of Queen’s University describes Whalley’s
study as a wide-ranging review of services sector liberalization in China. Based
on his own understanding of the economic development context, McHale is
more optimistic than Whalley about both the credibility of the Chinese com-
mitments and the gains that are likely to follow.

McHale expects that China will follow through on its commitments because
doing so is an important part of the government’s strategic plan to move for-
ward with market-based institutional reforms. McHale notes that over the past
decade, China has used its high savings rate to support fast growth but China
has also diverted a substantial amount of capital to state-owned enterprises
through the state-dominated banking system. McHale argues that reformers in
the Chinese government realize that sustaining high growth rates will require a
shift to allocating capital based on market principles. McHale notes that for-
eign investment in the banking system could allow for the recapitalization of
existing banks together with the emergence of a well-capitalized, non-state
dominated banking sector, operating according to market principles. He feels
that policy makers in China know that they must pre-emptively strengthen
their financial system and that removing investment restrictions offers a short-
cut to achieving this goal.

As in the Whalley study, McHale pays attention to the path dependence of
development and to context, as recommended in the S-E approach.

Walid Hejazi of the University of Toronto takes foreign direct investment
(FDI) as the subject of his study: “Canada’s Experience with Foreign Direct
Investment: How Different are Services?” The study has three purposes. First,
it places Canada’s FDI position within a global context. Second, Canada’s per-
formance is benchmarked against other major economies. Third, the study
identifies factors that help to explain changing patterns in FDI.

Hejazi assembles the factual context needed for a fuller consideration of
FDI policy choices. He notes, for example, that Canada has been transformed
from a host economy for FDI in the 1970s to an important source country for
FDI by 1997. Whereas in 1970 Canada’s inward FDI stock was four times its
outward, today outward FDI stock exceeds inward. He notes that Canada has
been able to maintain its share of the rapidly growing stocks of world outward
FDI but its share of global inward FDI stocks has been falling. He observes too
that the data indicate that the surge on the outward side is largely attributable
to a surge in services FDI.
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In contrast to the outward side, Hejazi does not find an increasing trend
toward FDI in services on the inward side. Rather, the apparent source of the
surge in Canada’s inward FDI in the last half of the 1990s is the investment
flowing into manufacturing.

Hejazi’s study illustrates that context is important for judging the benefits of
alternative policy options. He notes, for example, that if Canadian FDI is mov-
ing abroad to exploit firm specific advantages, perhaps such investments should
be encouraged. On the other hand, to the extent that firms are moving abroad
because of disincentives such as relatively high taxes or a lack of skilled labour,
then such investments are a bad sign for Canada. Hejazi argues that to assess
the policy implications properly, we must first understand what impact these
changing FDI patterns have had on the Canadian economy and what is driving
the changes.

The study’s discussant, John Ries of the University of British Columbia,
comments that any assessment of whether Canada’s FDI experience is “un-
usual” first depends on developing a benchmark of what we might expect for
Canada in terms of FDI levels and growth. Ries notes that Hejazi has chosen
the member countries of the Organisation for Economic Co-operation and De-
velopment (OECD) as his benchmark. Ries proposes to augment this by exam-
ining the FDI of OECD countries relative to a theoretical benchmark that re-
lates FDI shares to gross national income with an adjustment for country size.
Thus Ries argues for taking account of additional aspects of the context in
judging Canadian FDI performance.

“Productivity Growth in the Services Industries: Patterns, Issues and the
Role of Measurement” by Anita Woélfl of the OECD, Directorate of Science,
Technology and Industry, examines the empirical evidence on services sector
performance across OECD countries.

Wolfl explains Baumol’s Cost Disease theory and examines whether it is an
appropriate framework for productivity policy analysis. She notes that Baumol’s
theory was purportedly motivated by empirical observation of an economy that
consisted “of a growing (manufacturing) sector characterized by technological
progress, capital accumulation and economies of scale and a relatively stagnant
(services) sector” consisting of services such as education, performing arts, pub-
lic administration, health and social work. Wolfl explains that the main idea
behind Baumol’s Cost Disease is that the tendency to unbalanced growth
across sectors will induce resource re-allocation toward the slowly growing or
stagnant sector, eventually slowing down aggregate growth.

In the empirical portion of her study, Wolfl finds measured productivity
growth to be low or negative in many services industries, including social and
personal services as well as some business services. Wolfl claims that this con-
firms the characterization of much of the services sector as “stagnant” — a key
prerequisite for the Baumol Cost Disease framework. She does, however, report
that some services industries are exceptions to this generalization. She also
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concedes that the low or negative measured productivity growth rates for some
services industries might be linked to problems with measurement.

In her comments on Wolfl's paper, Alice Nakamura of the University of
Alberta offers two primary reasons for not accepting some of Wolfl's conclu-
sions and recommendations. One, Wolfl’s study and others that she draws on
rely on measures of labour productivity. Nakamura argues that measures of la-
bour productivity are fatally flawed for making productivity comparisons be-
tween the services and other sectors because there are systematic differences
between services and other sectors as well as among different service industries.
These differences pertain to the proportion of total costs that are comprised by
labour costs. Two, Nakamura argues that there are serious problems — some of
which Wolfl briefly acknowledges — with the productivity measures for many
services industries. Among them are the fact that outputs are being measured
by inputs for some industries because direct output measures are lacking. This
leads by construction to a finding of no or low productivity growth. When
analysis is based on poor measures, policy makers have no sensible rules for how
to use that information or any recommendations based upon it. Wrong facts
can lead policy makers to take initiatives that are counterproductive.

The study by Petr Hanel of the University of Sherbrooke and the Centre
interuniversitaire de la recherche sur la science et la technologie addresses
“Innovation in the Canadian Services Sector.” His objective is to review the
empirical evidence for innovative activities in Canadian services industries and
to assess how Canada’s innovation in services compares with that of its
competitors.

Hanel notes that in spite of the economic importance of the services sector,
innovation and technical change have been much less studied in services than
in manufacturing. He begins by discussing the concepts relevant to, and the
measurement of, R&D and innovation in services industries. He argues that
much of the innovation in services is not well captured by the traditional indi-
cators of innovation inputs (R&D activities) and outputs (such as patents).
Insofar as innovation policies are geared to larger industrial firms, the small
services innovators may not qualify for the benefits of those policies and their
innovation activities may not be measured by data that is gathered from pro-
grams set up to encourage innovation.

Mirroring some of the themes in Lipsey’s keynote address, Hanel draws at-
tention to the interactive character of most services and the fact that many
services cannot be separated from the competence of the persons who provide
them. As a result, he suggests that personal contact, training and tacit knowl-
edge are also important aspects of innovation in the services sector. According
to Hanel, these aspects are ignored when using the predominantly ‘industrial’
focus of traditional measures and studies of innovation.

In his comments on Hanel’s study, Steven Globerman of Western Washing-
ton University notes that a general conclusion to be drawn from the literature
reviewed by Hanel is that services firms introduce innovations at rates that are
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comparable to manufacturing firms. He finds this surprising given the tradi-
tional reports of lagging productivity performance for services compared to
manufacturing industries — as found, for example, by Wolfl in the contribution
noted above.

Globerman speculates that factors promoting innovation and technological
change in the services industries may be fairly idiosyncratic to specific indus-
tries. His observation suggests that achieving an understanding of how to pro-
mote R&D in services may require detailed case studies to complement the
broad statistical surveys and analyses of the sort that Hanel’s study discusses.
This is in line with the recommendations made in Lipsey’s address.

In his study, “Technology and the Financial Services Industry,” Edwin
Neave of Queen’s University examines the importance of technology and in-
novation to Canada’s financial system.

Neave argues that today’s financial service providers (FSPs) are innovative
developers of products and services. He discusses numerous recent innovations
in this sector: automated banking machine networks, Internet banking, portals
and aggregators, credit scoring, securitization and risk management, networks
such as Interac and Cirrus, a variety of clearing systems for settling inter-bank
payments, securities and derivatives transactions, and non-bank forms of pay-
ment including credit cards.

Neave claims that the Internet and other technological advances have
shrunk economies of scale in the production of financial services that can now
easily be unbundled and commoditized. Examples of this include payment and
brokerage services, mortgage loans, insurance, and some forms of trade finance.
He argues that reduced economies of scale have lowered barriers to entry and
thus increased competition in delivering those kinds of financial services. In
contrast, he argues that for services characterized by sunk costs and low com-
moditization potential — services such as corporate advisory services, under-
writing and facilitating mergers and acquisitions — there have been fewer new
entrants.

Neave also suggests that recent changes in how financial services are pro-
vided raise questions about the adequacy of the current approach to financial
sector regulation. He wonders if the traditional reasons for regulation and su-
pervision remain valid and if policy areas such as competition and consumer
protection deserve increased emphasis. According to Neave, the need for a
financial sector safety net arises from the perceived need to treat deposit-taking
institutions differently from other economic agents. He asks if the recent emer-
gence of substitutes for bank deposits and alternative payment mechanisms are
eroding the nature of what made banks special over the past 70 years.

Neave argues that the main issues facing competition policy in financial
services include determining what market definitions to use, what constitutes
market power, what constitutes barriers to entry and exit, and what are allow-
able vertical and horizontal ownership structures within the evolving financial
services industry. Thus Neave suggests that there is considerable flux in certain
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aspects of the context that is important for any analysis of public policy toward
financial services.

In his commentary on the Neave study, Eric Santor of the International
Department at the Bank of Canada acknowledges that Neave provides an ex-
cellent summary of how technological and financial innovation is leading to
new financial products and services as well as to more efficient financial mar-
kets of different kinds. Santor also notes that Neave highlights important policy
issues raised by these innovations.

Santor goes on to raise several questions and concerns. He asks if innova-
tions such as credit scoring models now used by banks reduce the importance
of the bank-borrower relationship. He then speculates about the potential im-
portance of this declining relationship.

“Liberalization of Trade and Investment in Telecommunication Services: A
Canadian Perspective” by Zhigi Chen of Carleton University reports on the
results of his study of the telecommunications services industry in Canada dur-
ing the 1990s. Chen notes that advances in technology led to substantial re-
ductions in the costs of communication services and widespread adoption of
new channels such as wireless communication and the Internet. He also notes
that reforms of telecommunications policy in many countries allowed the entry
of new services providers, giving consumers unprecedented choice. Chen ob-
serves that a significant development in telecommunications services during
the 1990s was the rapid penetration of mobile services throughout the world.
He notes too that in many OECD countries, the penetration rate of mobile
phone units has exceeded the rate for fixed units.

Chen uses data from 20 OECD countries to quantify the contributions of
telecommunication services to economic growth. He constructs an economet-
ric model of fixed and mobile telecommunication services and uses it to esti-
mate the effects of barriers to trade and investment in telecommunications in-
frastructure. This then allows him to estimate the impact of trade liberalization.

The general picture that emerges from Chen’s analysis is that while the per-
formance of Canada’s telecommunication services industry during the 1990s
was very respectable in absolute terms, it was poor relative to the OECD aver-
age in a number of areas. Chen finds that shortcomings in the cellular mobile
services area are responsible for the poorer outcomes in Canada. He argues that
this is worrisome since, according to his econometric analysis, telecommunica-
tions infrastructure is a significant driver of economic growth.

In his comments on Chen’s study, Sumit Kundu of Florida International Uni-
versity points to the following as its main contributions. First, it documents the
importance of the telecommunications industry in the economic development of
OECD nations with a focus on Canada in terms of growth, size, infrastructure
and productivity. Second, it investigates the effects of barriers to trade and in-
vestment in telecommunication infrastructure. Third, it measures spillover effects
of telecommunication services across countries. And fourth, cellular services,
mobile services and fixed network services are included in the analysis.
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Kundu draws attention to the fact that the Chen study provides a detailed
contextual background for a key Canadian service sector industry. Kundu ques-
tions, however, if it is appropriate to use the OECD figures as a benchmark for
comparing Canada’s performance. Kundu suggests, for example, that it might
be more meaningful to make comparisons for clusters of countries that are
comparable in terms of market size, policies towards foreign competition, and
the extent of liberalization.

“The Rural/Urban Location Pattern of Advanced Services Firms in an In-
ternational Perspective,” by Michael Wernerheim and Christopher Sharpe,
both of Memorial University of Newfoundland, shows that over the past dec-
ade, employment growth in professional, scientific and technical (PST) services
in Canada has been especially robust in rural localities close to urban agglom-
erations.

They ask whether externalities associated with the urban core of metropoli-
tan areas exert an attraction on PST firms outside that core, or whether there
are other reasons why some of these firms huddle on the fringes of urban ag-
glomerations. They also speculate on the related issue of whether advanced
producer services can serve as growth poles for regional development.

In the empirical part of their study, they look for patterns in the spatial dis-
tribution of PST establishments. They develop data sets for PST establishments
in the core and the non-core areas outside the metropolitan centre. They map
this spatial data and then test the so-called ‘dartboard theory’ of plant location.
The results extend what had been known about the spatial pattern of PST ac-
tivity in Canada.

In his comments, Mario Polése of the Institut national de la recherche
scientifique (INRS) Urbanisation, Culture et Société in Montreal explains that
Wernerheim and Sharpe draw on data that allow them to decompose
information for urban areas spatially into three classes (‘urban core’, ‘urban
fringe’, the undeveloped ‘rural fringe’), dividing the rest of Canada into two
classes: ‘small towns’ and ‘rural areas’. Polése notes that outside of the urban
core, Wernerheim and Sharpe show that growth in PST employment was more
rapid in the ‘rural fringe’ than for small towns, which leads him to conjecture
that much of the non-core growth is taking place just beyond the outer limits of
large metropolitan areas and is stimulated by them.

Polése also notes that, unfortunately, the data that Wernerheim and Sharpe
use do not allow them to decompose the PST sector, and thus to separate out
‘modern’ (scientific and technical) tradeable services from more traditional
professional services. He takes the analysis one step further himself, working
together with Richard Shearmur, William Coffey and other colleagues at INRS
and the University of Montreal. They look at knowledge-intensive services in
Canada using a different data set that permits decomposition of the PST sector
by type of service and introduction of a distance variable.

The study titled “Productivity Growth in Services Industries: A Canadian
Success Story” by Someshwar Rao of Industry Canada, Andrew Sharpe of the
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Centre for the Study of Living Standards and Jianmin Tang of Industry Canada
provides an in-depth analysis of output and productivity performance for ser-
vices industries in Canada relative to other Canadian industries and their U.S.
counterparts. Their main conclusion is that in the Canadian services sector,
both labour and multi-factor productivity showed an impressive acceleration in
growth between the 1981-1995 and 1995-2000 periods. Retail trade and busi-
ness services were the largest contributors to the acceleration in labour produc-
tivity growth. However, the level of Canada’s services sector labour productiv-
ity in 2000 was still about 15 percent below that in the United States.

The superior performance of the Canadian services sector stands in marked
contrast to the performance of Canada’s manufacturing sector, which experi-
enced a widening gap in measured labour productivity when compared with the
U.S. manufacturing sector.

Rao, Sharpe and Tang report that in both the 1981-1995 and 1995-2000
periods, the services sector was the most important contributor to growth in
Canadian business sector labour productivity. In terms of business sector multi-
factor productivity growth, the services sector went from being only the third
most important contributor in 1981-1995 — behind both manufacturing and
the primary sector but ahead of construction — to being the most important
contributor in the 1995-2000 period, with a contribution almost twice that of
manufacturing.

The contribution of the services sector to U.S. business sector productivity
growth has been smaller than in Canada. Manufacturing remained the largest
contributor to both business sector labour and multi-factor productivity in the
United States in both the 1981-1995 and 1995-2000 periods.

The authors conclude that the performance of the Canadian services sector
in terms of productivity growth is a success story both relative to other Cana-
dian industries and relative to the U.S. services sector. They suggest, however,
that if the Canadian services sector is to close the remaining productivity gap
with the United States, Canadian industries need to make significant progress
in narrowing gaps in human and physical capital intensity as well as catching
up to their U.S. counterparts in R&D intensity and the share of ICT capital in
total capital.

In his comments, Richard Harris of Simon Fraser University notes that the
Rao-Sharpe-Tang study provides a wealth of information on productivity levels
and trends. He goes on to observe that his own interest lies in trying to under-
stand what it was about the 1990s that produced relatively poor measured
growth performance for Canada.

Harris raises the possibility that the superior performance of the Canadian
services sector and the poor performance of the manufacturing sector both re-
flect country differences in the mix of activities within the two sectors. He
speculates that low productivity growth service activities in manufacturing
firms may have been outsourced in the United States, but not in Canada. If
that is the case, such a trend would tend to shift measured productivity growth
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toward manufacturing in the United States and toward services in Canada. He
speculates that if outsourcing trends accelerate in Canadian manufacturing, we
may start to see the same patterns in Canada that have already occurred in
U.S. manufacturing.

Harris feels that there are some obvious questions raised by this study as to
timing and patterns of productivity change. For example, it would be instruc-
tive to see whether the same patterns emerge in provincial data. He notes that
there is a general presumption that growth has been stronger in the 1995-2000
period in Central Canada than was the case in the resource intensive prov-
inces. He wonders if we would see a parallel trend in services sector growth
across provinces. He notes too that in 1995, Canada started at a much lower
point in the business cycle than was the case in the United States, where there
was a much larger output gap.

In the final research study, “Services and the New Economy: Data Needs
and Challenges,” Erwin Diewert of the University of British Columbia lauds
Statistics Canada for the overall quality of the services they provide and notes a
number of important steps that Statistics Canada has taken recently to improve
their services data. Nevertheless, he argues forcefully that statistical informa-
tion on the outputs produced and inputs used by services sector industries re-
mains poorly developed in all OECD countries and is inadequate for the needs
of public and private decision makers. He explains that the current system of
national accounts came into being about 70 years ago when services sector in-
dustries were a smaller part of the economy, and the statistical system did not
have sufficient resources to develop information for services, comparable in
quality or coverage to that for goods.

Diewert notes that by 1996, services industries accounted for about 66 per-
cent of Canadian output, but only 24 percent of the industries for which pro-
ductivity statistics were published. He notes that Statistics Canada has a
monthly publication on industry price indexes, but the entire publication is
devoted to goods prices. Diewert also observes that detailed monthly consumer
price indexes are available for approximately 160 commodities, but only about
40 of these represent the services sector.

Canada, the United States and Mexico are in the process of switching from
the old Standard Industrial Classification system (SIC) to the North American
Industry Classification System (NAICS). Unfortunately, however, the price
indexes needed to deflate outputs, using these new industrial classifications,
will not be available unless resources are allocated to developing them.’
Diewert notes that without good price indexes, it will not be possible to provide
accurate measurements of the real output of industries grouped under the new
NAICS categories. Without real output measures, it will not be possible to
measure the productivity of many new economy NAICS industries with any
degree of accuracy.

Diewert explains why having price information for services industry outputs
is important for productivity measurement and for economic management. He
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then goes through the NAICS services sector industries, classifying them ac-
cording to their importance and the difficulties involved in producing constant
quality prices for their outputs.

He concludes with the hope that conferences (and this conference volume)
will help to stimulate more research interest into these difficult but important
measurement problems.

In his comments, Philip Smith of Statistics Canada provides a context for
Diewert’s study. Smith explains that:

For the benefit of those not already familiar with the background,
Diewert’s study is part of a broad initiative led by Renée St-Jacques and
her colleagues at Industry Canada aimed at expanding and improving
Canadian statistics related to services sector prices and output.

Smith goes on to say that the Diewert study makes a strong case for regular
and frequent measurement of services sector price and output trends, noting
that the services sector accounts for two-thirds of Canada’s GDP and that pro-
ductivity advances in the sector cry out for better measurement. Smith very
much agrees with Diewert on this issue and also with his suggestion that Statis-
tics Canada is the right institution to undertake this challenge.

The concluding chapter of this volume is a rapporteur’s overview. In his
“Services Industries in a Knowledge-Based Economy: Summing Up”, Pierre
Sauvé of the Groupe d’Economie Mondiale of the Institut d’Etudes Politiques
de Paris captures the essence of this collection of studies and adds greatly to its
value.

Sauvé states the purpose of his concluding chapter is to:

take stock of some of the key policy challenges emerging from the research
done to-date and to identify a range of issues where further research might
be expected to yield strong public policy dividends, helping Canadians
reap the full benefits of a knowledge-based economy.

He begins by examining some salient facts about services in Canada, noting
the large size and central importance of services within the overall economy as
well as the fact that services have become an important driver of growth in
employment, exports and FDI. He also observes that services hold the key to
spreading and realizing the full benefits of a knowledge economy. He reminds
us that services generally place fewer strains on the global commons and can
play a central role in enhancing environmental stewardship. He suggests that
services are an area where efforts to achieve structural reform typically raise
some of the most complex policy challenges and can encounter the fiercest
political resistance.

Sauvé groups the studies in this volume into those addressing horizontal
challenges and those presenting sectoral perspectives. The studies offering
sectoral perspectives (Chen, Neave and Whalley) focus attention on core groups
of infrastructure industries. Sauvé then lists the six issues addressed by the studies
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that take horizontal perspectives: (1) labour market performance (the initial
conference roundtable discussion and the Morissette, Ostrovsky and Picot
study); (2) locational determinants (Globerman, Shapiro and Vining, as well as
Wernerheim and Sharpe, together with the discussions of these studies);* (3) the
FDI performance of services sector firms (Hejazi); (4) confronting the
productivity paradox and the issue of whether or not Solow and Baumol got it
wrong (Rao, Sharpe and Tang, as well as Wolfl); (5) innovation and R&D in
services (Hanel); and (6) the data needs of the new economy (Diewert).

With respect to the fourth issue, Sauvé seems to be in the camp of those
who think there is a significant issue here. He notes that two of the conference
studies measured strong performance in services, presumably, he argues, show-
ing that the productivity paradox may be in the process of being resolved by
acceleration in the growth of service productivity. In contrast, Lipsey in his
keynote address debunked the expectation of a productivity bonus and hence
the idea of a productivity paradox. After a lengthy analysis, Lipsey concluded:

My points, however, are (1) the fact that we are in the later stages of a
general purpose technologies (GPT) driven new economy (this time the
GPT is an ICT) provides no reason to expect a productivity acceleration;
(2) neither the presence nor the absence of such an acceleration tells us
anything about whether or not we really are in a new economy driven by a
new GPT; (3) the concept of a productivity bonus is not well defined,
since there is no stated precise comparison to which it refers; (4) the ex-
pectation of a bonus, however it is defined, is only a vague impression be-
ing derived from no tight theory; and (5) the expectation is not stated in
any testable form such that at some specific time in the life cycle of each
‘new economy’ we can say that the productivity bonus theory is either re-
futed or consistent with the facts.

Sauvé goes on to note that, as the research studies make clear, productivity
trends in the services sector and not manufacturing are and will increasingly be
the driving force behind aggregate productivity growth and hence real income
growth in Canada. He argues that these studies also make clear that, because of
the growing interdependence between manufacturing and services, productivity
improvements in services will loom increasingly larger in the competitive posi-
tion of Canadian manufacturing firms. Sauvé argues that these trends explain
why it is crucial to policy that attempts be made at correcting our knowledge
gap about the sources of productivity growth in services and overcoming still
acute measurement difficulties in a number of sub-sectors the output of which
tend to be less tangible.

Sauvé notes that the Wolfl study and Nakamura’s comments on it allowed
for a candid discussion of the measurement headaches that plague empirical
analyses of services and especially cross-border productivity comparisons. He
echoes Nakamura’s concern that policy conclusions deriving from erroneous
measurements are likely to be socially harmful. Sauvé especially picks up on
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Nakamura’s concerns about reported productivity measures for education,
arguably the sector that should occupy the most prominent place in preparing
workers for the requirements of a knowledge economy. The productivity of the
educational sector is generally found to be quite low when measured by
traditional methods.

Sauvé depicts Erwin Diewert as performing the “Herculean task” of drawing
attention to the current limitations of statistical information on the knowledge-
based economy. The descriptive adjective Sauvé applies to Diewert’s efforts
seems appropriate to the task he tackles and also brings to mind a visual image
of Diewert at the conference podium. This is a matter about which Diewert
cares passionately. Sauvé notes that conference participants agreed strongly
with Diewert’s assertion that there are large spillovers to be gained from better
economic measurement of services sector activity.

This is a volume dedicated to increasing our knowledge of the services in-
dustries and the new economy. In carrying out our editorial responsibilities, we
did not impose our own views as a filter on the material in these studies. The
authors are an experienced group of scholars. We felt they should be free to
convey their own observations and judgments. We found the material stimu-
lated our thoughts even when, occasionally, we were not fully convinced. The
authors have been ingenious in making use of a wide assortment of evidence,
with careful attention to context and evolutionary processes as is the hallmark
of the S-E approach Lipsey recommends. The studies challenge how we think
about the productivity of the services industries and raise many questions for
future research. How can we best measure services productivity given the cur-
rent limitations of official statistics data? How does productivity in services af-
fect the productivity measurements for Canada as a whole? How does this rela-
tion between the whole and its services part compare with the same
relationship in other countries such as the United States?

We believe that these studies will influence policy and research in Canada
for years to come, and will also help to encourage the development of new data
for the services sector— data which is critical to the further progress of re-
search into that sector.

ENDNOTES

1 The second author, Alice Nakamura, felt that readers of this introduction and
volume should have the following list of references to the body of research that
Richard Lipsey draws on in his keynote address which provides a context for the
volume as a whole: Bekar and Lipsey (forthcoming); Carlaw and Lipsey (2002)
and (forthcoming); Lipsey (1993, 1994, 1997a, 1997b, 2000, 2002); Lipsey and
Bekar (1995); Lipsey, Bekar and Carlaw (1998a, 1998b); Lipsey and Carlaw
(1996, 1998a, 1998b, 2002, 2004); and Lipsey and Wills (1996).
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2 For example, Corak and Chen (2003) document the large magnitude of the di-
version of resources away from some of the services sector industries that takes
place through the Canadian Employment Insurance (EI) program:

At the industry level, UI funds were transferred from the services and the pub-
lic administration industries to the construction industry, the latter receiving
an average net transfer of $1.58 billion annually and the former contributing
$1.79 billion. The largest contributor was the service industry in Ontario, be-
ing surcharged $805 million per year, on average....
Surprisingly, no one yet has looked at the impacts of industry level cross subsidiza-
tion through EI on the measured productivity of the services industries or sector.

3 Most of these “new” industries are not really new in the sense that they did not
exist a decade ago. They are new in the sense that they have been singled out for
disaggregation from larger groupings of industries.

4 Sauvé also notes that, “...in his masterful keynote address, Richard Lipsey re-
minded participants that governments could not (and should not) be expected to
abdicate their support for new economy applications, even outside Ontario!”
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Concepts and Measures of Productivity:
An Introduction

INTRODUCTION

THIS VOLUME IS FILLED with estimates and analyses of productivity. But
what is productivity? It seems to be like love in that everyone knows they
want it, but few have a good definition of it. As the following quotations dem-
onstrate, several different types of productivity measures are used in the studies
in this volume:

Even more striking is the growth of labour productivity in telecommunica-
tions services....

(Chen, Chapter 12)

The factor driving Canada’s superior business sector services labour pro-
ductivity growth has been better multifactor productivity growth....
(Rao, Sharpe and Tang, Chapter 14)

[Information communications technology (ICT)] contributes to economy-
wide total factor productivity growth.
(Wernerheim and Sharpe, Chapter 13)

This study defines different types of productivity measures and draws dis-
tinctions among them. A production process can be thought of as a black box
with purchased inputs taken in on one side and outputs sold out the other.
Measures of productivity assess how well the black box is doing at turning
quantities of inputs into quantities of outputs. Different productivity measures
standardize for and provide a basis for different types of comparisons. In this
study, we demonstrate the importance of distinguishing between measures of
productivity level and productivity growth.

Also, some authors flip between discussing productivity and remarks about
prices and price indexes. We explain the connection. We address these and
other issues while introducing the reader to the language and formulas of pro-
ductivity measurement. In other areas of life, everyone recognizes the differ-
ence between “levels” and “growth,” the latter being a comparative assessment.
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“I love you” is a “level” type of declaration. The declaration itself is uncondi-
tional and neither limits nor recommends standards of comparison for the dec-
laration. The recipient of the declaration, however, can choose to compare it
with things the other person said the day or year before, or is reported to have
said to others, or things others have said to them. In contrast, statements such
as “I love you more than anyone before” or “I've grown to love you” specify a
basis of comparison. Similar considerations hold in differentiating between
measures of productivity level and productivity growth.

In this volume, there are discussions of various aspects of production and
the circumstances that may affect productivity. For instance, mention is made
of “resource allocation improvements” (Whalley, Chapter 7); of “poor R&D
performance” linked to “Canada’s productivity gap” (Hejazi, Chapter 8); of
“agglomeration economies that offer productivity enhancing opportunities”
(Globerman, Shapiro and Vining, Chapter 6); of how “ICT contributes to
economy-wide total factor productivity growth” (Wernerheim and Sharpe,
Chapter 13); and of how “innovativeness has improved... operating efficiency”
(Neave, Chapter 11). It is important to keep in mind that these are not alter-
native forms or definitions of productivity. Lipsey is right in the keynote ad-
dress that is included in this volume when he cautions that the usual produc-
tivity indexes such as total factor productivity (TFP) are not measures of
technological change:

[A]s it is measured in practice, changes in TFP emphatically do not meas-
ure changes in technology, in spite of the common belief that they do.
(Lipsey, Chapter 3)

Historically, industries with strong productivity growth have often had ris-
ing wages. Interest in understanding the interrelationships between productiv-
ity growth and wage-rate changes is reflected in many of the studies in this vol-
ume such as Acharya’s:

[W]e combine the insights on output and employment and discuss pro-
ductivity growth and the wage distribution.
(Acharya, Chapter 4)

Indeed, some researchers (Wolfl, Chapter 9) imply that observed relative
wages or wage trends might be used to support or question reported
productivity results for specific industries. However, results in other studies in
this volume point to the fact that productivity growth, employment growth and
wage growth do not always go together:

Our main finding is that even though employment grew much faster in
high-knowledge industries than in other sectors during the last two decades,
trends in relative wages and real wages of university and high school gradu-
ates have displayed remarkably similar patterns across industries. In other
words, the acceleration of employment growth in high-knowledge industries
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has not been accompanied by an acceleration of real and relative wages of
university graduates in this sector (relative to other sectors) ...
(Morissette, Ostrovsky and Picot, Chapter 5)

Examinations of relative wages or wage trends cannot substitute for produc-
tivity analysis.

Yet for many industries we lack the price and quantity information needed
for productivity measurement. This reality is driven home in several of the
studies:

[T]he work presented in this conference volume is a useful reminder of
how little we still know about the services economy — how poor and too
highly-aggregated (if nonetheless improving) services sector data contin-
ues to be relative to manufacturing; ... how difficult it is to measure la-
bour and total factor productivity in fields where output takes intangible

forms, such as in health care and education.
(Sauvé, Chapter 16)

Without proper price indexes, it will not be possible to measure the real
output of these new [National American Industrial Classification System
(NAICS)] industries with any degree of accuracy. This in turn implies
that it will not be possible to measure the productivity ... with any degree

of accuracy.
(Diewert, Chapter 15)

Diewert and Fox (1999)... argue that the proliferation of new products
and new processes could have led to a systematic underestimation of pro-
ductivity growth. This measurement problem could be the reason that we
even see negative productivity growth in some services industries for a
long period of time!

(Acharya, Chapter 4)

This study is a methodological introduction to the studies in this volume. It
constitutes a crash course on the measures of productivity level and growth
used in these research studies. There is an emphasis on measures of total factor
productivity (TFP) and total factor productivity growth (TFPG) in part be-
cause the other measures commonly used can be viewed as special cases of
these two fundamental indicators. We use them to describe the production
scenario under consideration in relationship to a comparison scenario (“s”).
The comparison scenario could represent an earlier time period for the same
production unit or a different production unit for the same time period.

Basic definitions are introduced in the following section.

Formulas for the productivity measures are first introduced in the simplest
possible context of activities embodying one input and one output. Of course,
most production units have multiple outputs, and virtually all use multiple
inputs. Nevertheless, it helps to begin with a 1-1 process before moving on to a
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general production process with N inputs and M outputs. That is because in the
1-1 case, there is no need to add up the quantities of different types of inputs or
outputs to form total input and output variables.

This study then proceeds to present an analysis that is broadened to include
two inputs that are used to produce one output. This introduces some of the
problems that must be faced with multiple inputs or outputs.

There are different sorts of formulas that can be used for adding up the
quantities of different inputs and outputs. All of the common ones involve us-
ing price information (or value share, which embodies price information) to
calculate weightings for the quantities to be added. This includes the Paasche,
Laspeyres and Fisher formulas introduced later. The Paasche and Laspeyres
formulas are the ones most commonly mentioned in general economics, busi-
ness statistics and accounting textbooks. We demonstrate by example how a
Laspeyres-type productivity index controls for price change and, by analogy,
how the Paasche productivity index does this as well. This is followed by a
demonstration of how the Fisher formula relates to the formulas of Paasche and
Laspeyres.! An appendix describes the Toérnqvist formula which is widely used
by productivity researchers including a number of the authors in this volume.
The Tornqvist formula approximates Fisher’s.?

The study concludes with a summary of key points for understanding pro-
ductivity measures.

DIFFERENT TYPES OF PRODUCTIVITY MEASURES

THIS VOLUME CONTAINS REFERENCES to the following productivity level
indexes:

e Single factor productivity (SFP) defined as the ratio of a measure of out-
put quantity to the quantity of a single input used.

e Labour productivity (LP) defined as the ratio of a measure of output
quantity to some measure of the quantity of labour used, such as total
hours worked.

e Multifactor productivity (MFP) defined as the ratio of a measure of out-
put quantity to a measure of the quantity of a bundle of inputs often in-
tended to approximate total input.

e Total factor productivity (TFP) defined as the ratio of a measure of total
output quantity to a measure of the quantity of total input.’

Most of the usual productivity growth measures can be defined in terms of
the growth* or change from s to t in an associated productivity level measure,
where t denotes the production scenario of interest and s denotes the compari-
son scenario.” Thus, we usually have
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(1) SFPG** =SFP" /SFP*,

(2) LPG** =LP*/LP*,

3) MFPG*" = MFP*/MFP* , and
4) TFPG* =TFP' / TFP®.

All of the productivity indexes we consider have some measure of output
quantity or change in the numerator and some measure of input quantity or
change in the denominator. A key issue in the construction of variables of in-
put and output quantity is that they should only change in response to changes
in quantity. If a factory produces a constant 10 widgets a day as its output, the
output quantity measure should reflect this constancy in output quantity, even
if the price for the widgets and the revenues generated change daily. If only one
good is under consideration, quantity data can be used directly, without any
price or value share information. In contrast, “constant” relative price or value
share information is needed when multiple inputs or outputs are involved. In
the section on the general N input and M output case below, we demonstrate
how this adding up problem is handled in productivity measurement.

PRODUCTIVITY MEASURES FOR THE
ONE INPUT-ONE OUTPUT CASE

OST PEOPLE WOULD PREFER that mathematical notation, like taxes, be
kept to the minimum needed to accomplish the objectives desired. Hence
our notation for the 1-1 case is chosen so that we can continue using the same
conventions with multiple inputs and outputs. The quantity of input 1 for pro-
duction scenario t is x|. Following the same conventions, the price for input 1
is w; , and the quantity and price of output 1 are y; and p; .
When labour is the only input, the whole collection of productivity level
measures — SFP, LP, MFP and TFP — are the same. We have:

(5) SFP =LP = MFP = TFP = (3! /x}).

For this 1-1 case, the productivity growth measures are also the same. We
have SFPG=LPG=MFPG=TFPG, which is the case dealt with in this section.
It is a convenient starting point for establishing some productivity measure-
ment basics.

Even when labour is the only input — so that the single factor, labour,
multifactor and total factor measures are all the same — it turns out that there
are still several ways of thinking about productivity growth. These different
concepts lead to measures that can be shown to be rearrangements of the same
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thing. Such different concepts, however, are useful when thinking about
different sorts of policy problems.

Examples can be helpful for understanding the meaning of formulas. We
have set up some hypothetical car-wash production scenarios to clear up mis-
understandings about productivity measurement.

In the first scenario, we use the following small-town hand car wash operation:

Two new operators were hired at $8 per hour for 8-hour days. The first
day, they each washed 1 car per hour. They did 2 an hour on days 2 and 3.
Customers paid $10 for a car wash. The specifics of the scenario are sum-
marized in rows 1-4 of Table 1.

Labour productivity level values are shown in row 6 of Table 1. Labour is
the only input, so these are also TFP values. Measured productivity rose from
day 1 to day 2, but there was no technological change. The new operators sim-
ply got faster at doing a job that has been carried out in much the same way
since the days of the Model T. This illustrates Lipsey’s point that these indexes
should not be viewed as measures of technological change.

Productivity level measures do not dictate standards of comparison. It is up
to those using the results of these measures to be sensible about the compari-
sons they choose to make. In contrast, productivity growth measures build in a
standard of comparison. This is the key difference between productivity level
and growth measures. Suppose some standard of comparison — comparison
scenario s — has been selected. Then, there are several ways that a productiv-
ity growth index can be conceptualized. The first is as the rate of growth for the
corresponding productivity level index. TFPG, defined conceptually as the rate

TABLE 1

SMALL-TOWN HAND CAR WASH

DAY (T)
T=1 T=2 T=3
1. Operator Hours: x} 16 hours 16 hours 16 hours
2. Operator Wage: w} $8 $8 $8
3. Cars Washed Per Day: 16 cars 32 cars 32 cars
4. Price Per Car Wash: p| $10 $10 $10
5. Revenue/Cost: Rt /C! $160/$128=1.25 $320/$128=2.5 $320/$128=2.5
6. LP=TFP: 5 /1] 16 cars/16 hours=1 32 cars/16 hours=2 32 cars/16 hours=2
PTRGwhsDyel - ey Sesien o
STROwhseDw 1 ESEeR o o e
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of growth over time for TFP and denoted here by TFPG(1), can be represented
for the 1-1 case as:

(6) TFPG(1) = (y—g/(%}
X1 X1

Alternatively, TFPG could be conceptualized in terms of how the growth in
output compares with the growth in input. TFPG could be defined as the ratio
of the output growth rate, y] /y;, and the input growth rate, x{ /xj. Thus, for
this second concept of TFPG we have:

(7) TFPG(2) = (y—ZJ /(X—g .
Y1 X1

Expressions for revenue and cost are needed to implement a third concept
of TFPG: the ratio of the growth rates for real revenue and real cost. For the
1-1 case, revenue and cost are given, respectively, by

8) R' = pjy; and C' =wyx].

Thus, the third concept of TFPG can be represented as

o) TFPG@){%H%}
pi/py | [wi/w

Diewert and Nakamura (2003, 2005) have shown that the formulas for
TFPG(1), TFPG(2) and TFPG(3) are equal even for the general case of N in-
puts and M outputs when they are applied to the types of functional forms intro-
duced below in the discussion of this general case. Hence the same productivity
numbers will result no matter which of these three concepts of TFPG is adopted.
In contrast, the nature of a TFPG measure will differ greatly depending on the
choice of a comparison scenario s. This is even so in the simple 1-1 case.

Past performance can be used as a standard of comparison. Comparisons to
the previous period are common in applied research, with the previous period
often being the previous year.® In our car-wash example, if we let s=t-1, then
the TFPG values are the ratios for the current to the previous day’s productiv-
ity. These productivity growth values are shown in row 7 of Table 1.7

Alternatively, we could compare the performance in period t with the per-
formance for some fixed choice for the comparison scenario s. For instance, a
series of productivity comparisons could be made with some base year. In our
car-wash example, we might use a fixed day — say, day 1 — as the standard of
comparison. Then we would get the TFPG values in row 8 of Table 1.

The TFP figures in Table 1, row 6, which are also the labour productivity
figures for this example, and the TFPG figures in Table 1, rows 7 and 8 all

25



DIEWERT & NAKAMURA

confirm that productivity rose from day 1 to 2.8 However, from day 2 to 3, the
figures in Table 1, rows 6 and 8 stay the same but those in row 7 fall.
Depending on the selected basis of comparison, the TFPG values move
differently. A value of 1 in row 7 means no change in productivity from the
previous day, in accordance with the results in rows 6 and 8.° The choice of a
standard of comparison has implications for addressing different sorts of
questions about productivity.

Interest in productivity often stems from an interest in maintaining or im-
proving the revenue return on cost expenditures. The third concept of produc-
tivity growth is useful for examining this. Equation (9) representing the third
concept of TFPG can be rewritten as a formula that breaks down growth in the
revenue/cost ratio into two terms: a productivity growth term which is the
growth in the rate of conversion of input into output, and a term for the output
versus input price growth:

a0) BUC)_|\5i/x | PP pppgs| RLUPL |
(R/C) [3i/xi

t
wy /wy wy /wy

Suppose we would also like to compare the productivity of the small town
car wash with a hypothetical larger-volume city operation that has the follow-
ing specifics, which are also shown in rows 1-4 of Table 2:

On days 1, 2 and 3, the city car wash has 4, 5 and 6 operators, respec-
tively, working at $12 per hour for 8-hour days. They washed an average
of 3, 2.5 and 2 cars per hour over the period of days 1-3. Customers paid
$20 a car wash.

TABLE 2
CI1TY CAR WASH
DAY (T)

T=1 T=2 T=3
1. Operator Hours: x% 32 hours 40 hours 48 hours
2. Operator Wage: w} $12 $12 $12
3. Cars Washed Per Day: y% 96 cars 100 cars 96 cars
4. Price Per Car Wash: p| $20 $20 $20
5. Revenue/Cost Ratio: R'/C! - $1920/$384=5 $2000/$480=4.2 $1920/$576=3.3
6.LP=TFP: y% /xII 96 cars/32 hours=3 100 cars/40 hours=2.5 96 cars/48 hours=2
7. TEPG for s=Day t-1 — 25/3=.83 2/2.5=.8
8. TFPG with s=Day 1 — 25/3=.83 2/3=.67
9. TFPG with the small town
car wash figures used as the 3/1=3 2.5/2 =115 2/2=1

standard of comparison
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The figures in row 5 of Tables 1 and 2 show that the city operation earns
more per dollar of cost expenditure. Also, the figures in row 6 show that the
daily labour productivity levels — the cars washed per operator-hour — are as
high or higher on all days for the city operation. Yet, the TFPG figures in rows
7 and 8 are lower for the city operation.

The figures in row 9 of Table 3 were computed using the small-town car
wash as the standard of comparison for the city car wash. These show that the
city car wash was more productive on days 1 and 2, and equally so on day 3.
This information could not be gleaned from just the figures in rows 7 and 8 for
productivity growth over time for the two different production units.

The figures in rows 7-9 of Table 2 illustrate that estimates of productivity
growth over time cannot be used to examine the relative productivity levels for
different production units.'®© When there is interest in making comparisons for
different productive units such as different industries, then productivity level
measures must be used or two-way comparisons must be made using one
production unit in each pair as a standard of comparison for the other one.
This is why Industry Canada often produces and often focuses on measures of
productivity levels.!!

THE TwO INPUT, ONE OUTPUT CASE

\ X JE NEXT USE A SLIGHTLY MORE COMPLEX production process as the con-
text for introducing choices that must be faced with multiple inputs or
outputs.

Our small-town car wash company rents a car-wash machine for $100 per
day, with a first day introductory rate of $50. Suppose this machine can
handle up to 100 cars per 8-hour day with 1 operator. Hence, operator
hours are 8 per day less than before.

Input costs at current prices are higher than the costs without the machine
(days 1-3 shown in row 3 of Table 1). The machine rental is more than double
the cost of the operator who was fired, and the remaining single operator
pushed for and got a raise to $12 per hour on day 6. However, the owner plans
on being able to increase volume, so the machine may save money over time.!?
This illustrates Lipsey’s point that a change in technology will not necessarily
increase the measured productivity at that time.

Suppose 32 cars are washed on day t=4, which is the first day for the new
machine. On day t=5, the car wash has a half price sale which brings in

40 cars to wash. On day t=6, there are also 40 cars to wash even though
the sale has ended.”
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Notice that the labour productivity numbers (cars washed per operator
hour) in Table 3, row 7 are higher than the old figures for the small-town car
wash (Table 1, row 6). Give a worker a machine and that worker will produce
more! However, the operation is not more profitable. The revenue/cost figures
in row 8 of Table 3 are mostly lower than the Table 1 figures.

A common reason given for using labour productivity measures is that the
data are lacking to compute a more comprehensive productivity measure. But
this is not a good reason for making inappropriate comparisons that could yield
misleading results and wrong choices.!

This example, however, also makes it clear why looking just at the profit
rate, or the revenue/cost ratio, is not satisfactory either. The revenue/cost ratio
figures in row 8, Table 3 change greatly from day to day. This effect could be
attributable to either a productivity change or a price change. To find out
which, we need a way of measuring productivity that takes account of both
inputs — operator time and machine time — but controls for the effects of
price change.

One way to form a total input quantity measure when there are two inputs
is to use current-period price weights for the quantities. An advantage of cur-
rent-period price weights is that they represent the current opportunity cost of
using one more unit of each associated input. Notice that the numerator and
denominator of the revenue/cost ratio are current price-weighted sums of the
quantities of the outputs (1 in this case) and the inputs (2 in this case). How-
ever, as is clear from our example, the revenue/cost ratio also reflects the price

TABLE 3

LABOUR AND TOTAL FACTOR PRODUCTIVITY FOR A SMALL-TOWN
AUTOMATIC CAR WASH

DAY (T)

T=4 T=5 T=6
1. Cars Washed per Day 32 40 40
2. Price per Car Washed $10 $5 $10
3. Operator Hours: x% 8 hours 8 hours 8 hours
4. Operator Hourly Wage: wj $8 $8 $12
5. Car Wash Machine: x} 1 machine 1 machine 1 machine
6. Car Wash Machine Daily Rental: w} $50 $100 $100
7. Cars Washed per Operator Hour: yi /xi 32/8=4 40/8 =5 40/8 =5
8. Revenue/Cost Ratio: R*/C' $320/$114 = 2.81  $200/$164 = 1.22  $400/$196 = 2.04

9. Sales/Total Input Evaluated at Day 4

Prices: Pfyi/(“’?x{ +“’§th) $320/$114 = 2.81  $400/$114 = 3.51  $400/$114 = 3.51

10. TFPG}H — 351281 =125 351/2.81 = 125
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changes from period to period. It can change even when there are no changes in
input or output quantities. For example, from day 5 to 6 in our example in Ta-
ble 3, there is no change in either the output or the input quantities. Hence,
there should be no change in the productivity level measure. But from Table 3,
row 8 we see that the revenue/cost ratio almost doubles because of the price
changes.

To deal with the problem of changing price weights, we could instead use
the prices from some fixed comparison scenario such as a previous time period
for the same production unit. In row 9 of Table 3, we use day 4 as the compari-
son scenario; that is, we let s=4. This embeds the relative price values of that
particular time period into the resulting productivity measures: the time period
was one when the relative prices were similar but not the same as in period ¢. In
row 9 of Table 3 we show values for the ratio of output to input, all evaluated
at day 4 prices. That is, we show values for the following type of productivity
level expression that we will refer to as a Laspeyres-type measure since
Laspeyres indexes use comparison scenario weights:

(D iy /(wixg +wix)) -

For our Table 3 example, if we divide the day 5 row 9 value by the day 4
value, this gives the value of the Laspeyres productivity growth index for t= 5
and s=4. And if we divide the day 6 row 9 value by the day 5 one, this gives
the value of the Laspeyres productivity growth index for t= 6 and s=4. These
are the values shown in row 10 of Table 3.

If we chose some other comparison period — such as s=6 — then the re-
sulting productivity and productivity growth measures would embed the rela-
tive prices of that period. In particular, they would embed the opportunity
costs/gains or changes in the relative amounts used or produced for the inputs
and outputs. These choices are made in different ways in the productivity index
formulas introduced in the next section. It is necessary first to define the time
period over which productivity level comparisons are to be made, or for which
productivity growth measures are to be computed. Once this is selected, the
Laspeyres approach is to use the price weights from the start of that time inter-
val. By contrast, the Paasche approach is to use the price weights from the end
of the period. The Fisher productivity index uses a geometric average of the
Laspeyres and Paasche results.

THE GENERAL N INPUT, M OUTPUT CASE

THE SIMPLEST SORT OF PRODUCTION PROCESS is one with a single input and
single output. In that simple context, we were able to introduce the dis-
tinction between level and growth (or comparison) measures of productivity as
well as three different concepts of TFPG that can be useful in policy analysis
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and that all can be evaluated using the same computational formula. We also
discussed the significance of the choice of the comparison scenario for produc-
tivity growth measures. Next we added one more input. This introduced the
adding up issues that must be confronted as soon as there is more than one
input or output.

[t can be seen from the material in the previous section that the weights for
the input and output quantity aggregates can greatly affect the computed pro-
ductivity measures.

For a general production process involving N inputs and M outputs, the
Laspeyres, Paasche and Fisher productivity measures can be defined using eight
price-weighted sums of quantity data for the production scenario of interest (t)
and the one used as the base line comparison (s). The first four of these sums
are the total costs and revenue fort (C' and R') and for s (C* and R®):

N M
(12) ¢ :anlw;x; R :2m=1 pLy:

1) =" wx amd R=Y" py

Four hypothetical quantity aggregates are also needed.!® The first two result
from evaluating period t quantities using period s price weights:

14 > wixiand 3 py

These sums are what the cost and revenue would have been if the period t
inputs had been purchased and the period t outputs had been sold at period s
prices. In contrast, the third and fourth aggregates are sums of period s quanti-
ties evaluated using period ¢ prices:

15 > wixiand 3 plyi

These are what the cost and revenue would have been if the period s inputs
had been purchased and the period s outputs had been sold at period ¢ prices.
A Laspeyres-type TFP index can be defined as:

(16)  TFP¥ = 2M=1 by, /anzlw;x; .

Equation (11) in the previous section is a special case of this formula. Val-
ues for this productivity level index can be meaningfully compared over the
time interval of period s to ¢ provided that relative prices have not shifted too
much over that time interval.
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The corresponding productivity growth measure is given by:

M M
DY DmYm
(17) TFPGi’L — 2m=1 / 2711:1

N st N N

Wy X

Suppose that values for the Laspeyres type productivity level index defined
in (16) are computed for period t=s,...,T. The measure embeds period s
relative prices over the entire time interval of s through T. The longer this time
interval is and the greater the amount of relative price change there was over
this interval, the less satisfactory the productivity level index given in Equation
(16) will be. This is why it is common to use s=t-1 for the Laspeyres
productivity growth index, so that the price weights are only being held fixed
for a two-period stretch. For a longer time interval, a series of period-to-period
productivity growth estimates can be computed.

Along the lines of the concept 3 form of the TFPG index for the 1-1 case
given in Equation (9), it has been shown that the Laspeyres productivity
growth index given in Equation (17) can also be defined in terms of revenue
and cost totals converted to period s dollar terms using the Paasche output and
input price indexes.!® Thus we have:

(Rt /RS)/P[S),L

(18) TFPG™ =
") /py

The output and input price indexes are given, respectively, by:

M M
(19)  Pp=D " pbf/ D, b and

* N N
(20) b = Zi=1w§x§ /Zi=1w§x;~ .

There is no satisfactory Paasche-type counterpart of the Laspeyres-type
productivity level index.!” However, the Paasche TFP growth measure controls
for price change by fixing the price weights at their period t values. That is, we
have:

M t .t M ¢ s
(21) TFPG}' = zm=1pmym /zm=1pmym

N N
t.t t.s
z Wn Xy z Wy X

n=1 n=1

A Paasche productivity growth measure embeds period t relative prices for
both periods s and t. As with the Laspeyres productivity growth index, when
there is a need to assess productivity growth over a longer time span, say from
t=s,..., T, it is common to compute the productivity growth measure for each
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successive value of ¢ taking the comparison period for that “chain link” produc-
tivity estimate to be period t—1. Hence the price weights for each productivity
growth calculation are just held fixed over a two-period time span.

It has been shown that this same Paasche productivity growth index given
in Equation (17) can also be defined in terms of revenue and cost totals, con-
verted to period s dollar terms using the Laspeyres output and input price in-
dexes.!® This alternative formulation of the Paasche productivity growth index
is given by:

(22)

(RL /RS)/Pi,L

TFPGyt = — =L
(Ct /CS)/PLS,L

The Laspeyres output and input price indexes are given by:

(23)

(24)

P=Y i/ by and
PL_Z wix} /Y wjxj

A Paasche-type productivity measure embeds period t relative prices for
both periods s and t. Rather than choosing between the Laspeyres and Paasche
productivity growth indexes, Diewert (1992b) recommends using a geometric
average of the two. This is the Fisher index and it is given by:

(25)

TFPG' =(TFPGh x TFPG!)"?.

CONCLUSIONS

QOUR FINDINGS can be summarized as follows:

32

Most production processes involve multiple outputs and virtually all in-
volve multiple inputs, in which case the choice of the productivity
measure matters. Indeed, even with just 1 input and 1 output, it matters
whether a productivity level or growth index is used.

Productivity growth indexes build in a standard of comparison but pro-
ductivity level indexes do not. With productivity growth measures, it is
important to notice whether the standard of comparison is suitable for
the intended uses of the productivity estimates. For instance, if a com-
parison over time is built into a productivity growth measure, it will not
usually be appropriate to compare the resulting estimates with figures for
other production units. Productivity level index values can be compared
in whatever ways are deemed sensible. In this respect, they can be used
more flexibly than the productivity growth figures.
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The fact that the value of productivity growth is higher for one produc-
tion unit than for another (e.g. for a particular industry or sector or na-
tion as compared with another industry, sector or nation) says nothing
about which one has the higher productivity level.

For a productivity growth index, a value of 1 means that, relative to the
standard of comparison built into the productivity growth index, pro-
ductivity is unchanged, whereas a value greater than (less than) 1 means
that, relative to the standard of comparison scenario, productivity has
increased (decreased).

A productivity growth index can take on a value different from 1 with,
or without, any change in technology over the time interval for which
the index is calculated.

Productivity level measures that embed relative price information from
some given comparison period should not be used for computing pro-
ductivity level or growth estimates in production scenarios where the ac-
tual relative prices are very different from those in the selected compari-
son period.
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APPENDIX
THE TORNQVIST (OR TRANSLOG) INDEXES

ORNQVIST INDEXES ARE WEIGHTED GEOMETRIC AVERAGES of growth rates

for micro-economic data (the quantity or price relatives).!” These indexes
have been widely used by national statistical agencies and in the economics
literature. The formula for the natural logarithm of a Térnqvist index is the
one that is usually shown. For the output quantity index, this is

(A1) mQr = (1/2)2 pmym/z by pmym/z PP /3) -

The Térnqvist input quantity index Q7 is defined analogously, with input
quantities and prices substituted for the output quantities and prices in Equa-
tion (12).

Reversing the role of the prices and quantities in the formula for the
Térngvist output quantity index yields the Térnqvist output price index, Pr,
defined by

(AD) P =123 (/Y by pmym/z P n(bly /D) -

The input price index Py is defined in a similar manner.

The 1mp11c1t Tornqv1st output quantity index, Qs » is defined by
(R'/R*)/Pp =Qx ;2 and the implicit Tornqv1st input quantity index, Q% is de-
fined analogously using the cost ratio and Py . The implicit Térnqvist output
price index, P-, is given by (R'/R*)/Qr =Pz, and the implicit Térnqvist input
price index, P;, is defined analogously.

Diewert coined the term “superlative” to describe an index number func-
tional form that is “exact” in that it can be derived algebraically from a pro-
ducer or consumer behavioural equation that satisfies Diewert’s flexibility crite-
rion: it can provide a second-order approximation to twice continuously
differentiable linearly homogeneous function. Diewert (1976, 1978) and Hill
(2000) established that all of the commonly used superlative index number
formulas, including the Fisher, the Térnqvist and implicit Térnqvist, approxi-
mate each other to the second order when evaluated at an equal price and
quantity point. This is a numerical analysis approximation result that does not
rely on any assumptions of economic theory.
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ENDNOTES

1  The Fisher formula is increasingly being used for official statistics purposes in
Canada and the United States. Diewert (1992b) provides an analysis of the
properties of the Fisher index.

2 For example, in the data Appendix to their study in this volume, Rao, Sharpe
and Tang write: “The data source for the U.S. data is Jorgenson, Ho and
Stiroh (2002). For their study, they have developed such a dataset for 44
industries, which are collapsed into 34 common industries using Térngvist
aggregation indexes. The Canadian data are obtained from the Canadian
Productivity Accounts that provide a consistent set of detailed industry (122
industries) and aggregated data on inputs and outputs (current prices and
chained Fisher indexes) for productivity measurement and related economic
performance analysis.”

3 It is almost never the case that all inputs are included in a productivity study.
This is why official agencies tend to prefer the terms multifactor productivity
(MFP) and multifactor productivity growth (MFPG) instead of total factor
productivity (TFP) and total factor productivity growth (TFPG). However,
the TFP and TFPG terminology has caught on in the economics literature
and the popular press. Also, there are useful relationships between TFPG and
the total revenue and cost. Thus we focus on MFPG and TFPG. To the ex-
tent that the MFPG indexes are approximations of TFPG ones, the properties
developed for the latter are also relevant to the former.

4 A “G” added to the name of a productivity level index denotes the corre-
sponding growth index.

5 This is not the case for the Térnqvist formula, as explained in Diewert and
Nakamura (2005).

6 In fact, indexes with s=t—1 are used so much, there is a special name for
them: chain indexes.

7 The interested reader can verify that formulas (6) and (7) yield the same
TFPG values as formula (9): the Table 1, row 7 values when s is taken to be
the previous day, and the Table 1, row 8 values when s is day 1.

8 Perhaps the workers learned on the job. Or the station manager might have
made suggestions, in which case there is one more factor of production that is
not being accounted for. Moreover, either way, the knowledge of how to do
the job faster becomes embodied in the workers; they become “experienced”
and this change in their status could be thought of as another output of this
production process. These more complex issues are outside the scope of this
technical introduction, but some of these issues are taken up in studies in this
volume.

9 In general, a value of 1 means that the rate of conversion of input into output
was the same in period ¢ as in s, whereas a value greater than 1 (less than 1)
means the rate of conversion was greater (less) in period t than in s.
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This is also why there is literature on the proper methods of international and
intersectoral or industry comparisons. See Diewert (1987); Caves, Christen-
sen and Diewert (1982); and Diewert and Nakamura (1999) for an introduc-
tion to some alternative approaches for making multilateral comparisons
among production units as well as the presentation of additional references on
that topic.

Statistical agencies and researchers often prefer the productivity growth in-
dexes to the levels ones because it seems likely the growth measures can be
estimated more accurately. However, when confronting policy questions, pro-
ductivity growth measures are of little help, however accurately measured, if
levels measures are needed.

Also, the machine will not threaten to go on strike for higher wages at peak
business times the way the operators did sometimes, and it could be operated
by the owner if need be without a loss of business.

So perhaps the sale was an investment in more business for the future. This
complication, having to do with the proper treatment of advertising services,
is also ignored in this technical introduction. But advertising services are one
of the service industries in need of improved price and quantity measurement.
We are not trying to argue that labour productivity indexes are never useful.
They can be used for monitoring the productive performance of labour for the
same productive unit over periods when it is known that there was little
change in the use of other factors of production. For an individual production
line, office or plant, or even a firm, management would know when there
were changes in capital equipment. Also, comparisons of labour productivity
may make sense between production units with similar production processes,
plant and equipment.

Formally, the first two of these can be shown to result from deflating the pe-
riod t cost and revenue by a Paasche price index. The second two result from
deflating the period t cost and revenue by a Laspeyres price index.

See Diewert and Nakamura (2003, 2005).

The Paasche counterpart of the Laspeyres-type measure in Equation (16) is
just the revenue/cost ratio, and it is not a good productivity measure because
the values from period to period will reflect relative price changes as well as
the changes in the rate at which input quantities are being transformed into
output quantities.

See Diewert and Nakamura (2003, 2005).

Tornqvist indexes are also known as translog indexes following Jorgenson and
Nishimizu (1978) who introduced this terminology because Diewert (1976)

*
related Qp to a translog production function. For a study of the properties,

see Balk and Diewert (2001).
See Diewert (1992a).
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Policy Challenges in the New Economy

IN THIS CHAPTER, I DISCUSS INSIGHTS into long-term economic growth that
are provided by what my colleagues and I call structuralist-evolutionary (S-E)
theory.! I also explore the concept of general-purpose technologies (GPTs) and
the enormous economic, social and political transformations that GPTs induce.
[ first look at the meaning of the term ‘new economy,’ the name given to the
latest of these economic transformations — one that has been brought about
by the GPT of the electronic computer and a few related technologies. I then
discuss the concept of a GPT in more detail and look briefly at those that have
occurred in the past. This gives rise to the question of how we can know a GPT
when we see one. In particular, I look at the generally held myth that a new
GPT must be accompanied by a “productivity bonus.” I then lay out a list of
some of the main transformations that have accompanied the cutrrent new
economy and use that list to refute those who argue that its alleged importance
is much overrated. I then go on to contrast the two views of how the economy
works that are implicit in the neoclassical and S-E theories. This leads to a
section contrasting the policy implications of each. The most important of
these is that neoclassical theory derives a set of policy prescriptions that are
meant to apply to all economies at all times, whereas S-E theory implies that
the performance of most policies depends on the detailed contexts in which
they are instituted. I end on an optimistic note that I hope heralds the demise
of economics as the dismal science.

WHAT IS THE “NEW ECONOMY?”

MUCH CONFUSION HAS BEEN CAUSED because various writers have used
the term ‘new economy’ to mean different things.

o Initially, the term was often used, particularly by financial journalists
and others writing in a more popular vein, to mean an economy that had
been totally transformed by new technologies so that standard relations
no longer held. Some claimed, for example, that both business cycles
and inflation would no longer be experienced. Although this extreme
view was naive, new technologies do alter many economic relations.
This happens, for example, when “natural monopolies” are turned into
highly competitive industries and vice versa.
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e Dale Jorgenson (2001) defines the new economy as that sector which
produces computing power and related items. Statistics Canada and the
Department of Finance are often tempted to do the same thing. When
this approach is used, the new economy appears to be only a small
fraction of the whole economy. Jorgenson'’s definition leads him to argue
that if technological progress stopped in the computer sector, the growth
attributable to the new economy would also stop. This is similar to
assuming that the electronic revolution that followed on the invention
of the dynamo in 1867 could be measured by the developments in the
electricity generating industry and would have come to a halt if
electricity prices had been stabilized!

e Most growth economists use an aggregate production function in which
technological change is visible only through its effects on productivity.
Such models equate changes in technology with changes in productivity,
a view I will return to later. Following in this tradition, Robert Gordon
(2000) defines a new economy as occurring when the rate of
improvement in new products and services is greater than in the past
and there is thus an acceleration in the rate of productivity growth.

e [ use the term to refer to the economic, social and political changes
brought about by the current revolution in information and
communication technologies (ICTs). That revolution is being driven by
the computer, lasers, satellites, fibre optics, the Internet and a few other
related communication technologies, many of which were developed
with the assistance of computers. It is an economy-wide process not
located in just one high-tech sector, any more than the new economy
initiated by electricity was confined to the electricity-generating sector.

The computer started as a single-purpose technology used to calculate the
trajectories of shells and to break codes in the Second World War. It gave rise
to a research program that improved the GPT itself and applied it across the
whole economy in new processes, new products, new organizational forms, and
new political and social relations. Decades were required for it to be improved
and diffused through the whole economy. Its effects became increasingly visible
in the 1970s, which was the transitional decade between an old order
dominated by mass production and forms of communication and organization
based on paper and hard copy, and a new economy dominated by the
computer. By the 1980s, deep structural adjustments were occurring rapidly in
response to the ICT revolution. Today we are living through a profound,
ongoing, economy-wide transformation of economic, political and social
structures driven by this cluster of new technologies, amplified by changes in
biotechnology and incipient changes in nanotechnology.
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In his contribution to this volume, William Watson takes issue with the term
“knowledge-based economy” to describe the new ICT-driven economy. He is
right in arguing that technological ideas have been the driving force in all long-
term economic growth throughout history. In my view, the term “knowledge-
based economy” used to describe the current new economy refers to the
phenomenon that much more of the economy’s total capital stock — capital that
embodies new technological knowledge — is embodied in human rather than in
physical capital. That may or may not be correct — I think it is — but it is clearly
a testable hypothesis about one of the distinguishing characteristics of the current
new economy in relation to all the others that preceded it.

GENERAL-PURPOSE TECHNOLOGIES

THE ELECTRONIC COMPUTER IS AN EXAMPLE of what has come to be called a
general-purpose technology (GPT). These are technologies that typically
start in a relatively crude form for a single or very few purposes. They increase
in sophistication and efficiency as they diffuse through the economy and when
they mature, they are used throughout most of the economy for many different
purposes, while causing myriad spillovers in the form of externalities and
technological complementarities.

It is important to note that many of the responses to a new GPT cannot be
modelled (for measurement or any other purpose) as the consequence of price
changes in the flows of factor services produced by the previous GPT. This is
because most of the action is taking place in the technological structure of
capital. The new possibilities depend on how one technology is related to
another, not on how a given technology can respond to a change in price.

For example, the most profound effects of electricity came not from a fall in
the price of power, but from the fact that it made possible new products, new
processes and new forms of organization that were technically unavailable with
steam. There was a revolution in the layout of factories in which machine tools,
each with its own independent power source (the unit drive), were rearranged
on the shop floor according to the logic of production rather than their power
demands. This caused a major increase in productivity. This new layout could
never have been adopted in steam-driven factories, even if the price of steam
power had fallen to zero. Electrically powered machine tools, in turn, enabled
the assembly line with its extensive restructuring of all manufacturing
production and further large gains in productivity. In addition, the household
machines that revolutionized domestic work and freed women, or their
servants, from millennia of drudgery were all enabled by electricity. No steam
engine could have been attached to the carpet sweeper to turn it into a
vacuum cleaner, to the ice box to turn it into a refrigerator, or to a washing tub
to turn it into a clothes-washing machine. Indeed, none of these changes would

41



LIPSEY

have occurred if the steam engine had remained the main source of power,
even if the price of its power had fallen to zero.

Similar comments can be made about all GPTs. Most of their really
transformative effects arise because they enable goods, processes and forms of
organization that were technically impossible with the technologies that they
supplanted. The iron steamship, equipped with refrigeration, could do things
that transformed agriculture worldwide but that could never have been
achieved with sailing ships, even if the price of transport by sail had fallen to
zero. Similarly, the internal combustion engine could do things that the steam
engine could not.

Nonetheless, measures of equivalent price changes are often used. For
example, we might think of comparing the steam engine and the electric motor
with a hedonic index that relies on horsepower or BTUs produced by each
motor for equivalent amounts of inputs. But as just noted, the major economic
gains that came when the electric motor replaced the steam engine were the
result of its ability to reorganize production in ways that were technically
impossible with steam power. Similarly, the principal gains from a practical
quantum computer will not be measurable by a hedonic index comparison with
electronic computers because its gains will mainly come from allowing such
procedures as predicting the results of genetic engineering of proteins that
could not be performed on any conceivable conventional computer.

This has important implications when we come to measure the
consequences of new GPTs. Measures of contemporaneous externalities
capture only a small part of the transformative spillover effects that spread
geographically over the whole economy and temporally over decades and even
centuries. It is enough to consider, for example, how many of the new things
that were recently invented would have been impossible without electricity.

Most GPTs are what we call transforming technologies — technologies that
induce major changes in the structures of society’s economic, social and
political arrangements. Any technological change requires alterations in the
structure of the economy, but such changes are often small and proceed
incrementally, more or less unnoticed. However, most major new GPT's cause
extensive structural change in areas such as the organization of work, the
management of firms, skill requirements, the location and concentration of
industry, and supporting infrastructure — all of which are part of what we call
the economy’s “facilitating structure.”* In addition, GPTs often have major
impacts on the political structure, as when television transformed the way
elections were fought in the United States. They can exert an impact on the
social structure, as when the factory system turned the majority of people in the
West into urban rather than rural dwellers and when lean production and the
robotization of factories eliminated most of the well-paid, relatively unskilled
jobs that used to exist in assembly plants. We call such GPTs transforming
technologies and I shall concentrate on this sub-class in the rest of my study, a
subclass that includes most but not all GPTs.?
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NEW ECONOMIES THROUGHOUT HISTORY

INTERESTINGLY, IN ALL OF HISTORY from the Neolithic agricultural revolution
up to the end of the 19" century, we can identify fewer than two-dozen
transforming GPTs. The 20" century is a bit more problematic as innovations
followed each other thick and fast, and there are several technologies that are
right on the border of inclusion or exclusion from the GPT category. Although
other readers might expand or contract our list by a few items, its order of
magnitude is unlikely to be changed. So history has not seen 200 GPTs, nor has
it seen just two: GPTs are not an everyday occurrence but neither are they so
rare that their effects fail to permeate most economies most of the time.

Here is our list of transforming GPTs from 10,000 BC to 1,900 AD. The
dates indicate not when they were first discovered but approximately when
they began to exert transforming effects on the economies of the West.® For
example, iron had been produced for millennia before it came into general use
and began to transform Western societies, both economically and militarily, in
the latter part of the second millennium BC.

1. The domestication of plants — 10,000 BC;
2. The domestication of animals — 8,000 BC;
3. Smelting of ore — 8,000-7,000 BC;

4. Pottery’ — 6,000 BC;

5. The wheel — 5,000 BC;

6. Writing — 3,400 BC;

7. Bronze — 2,800 BC;

8. Iron — 1,200 BC;

9

The principle of mechanical advantage incorporated in such tools as
the lever, fulcrum and the pulley® — Greek Civilization;

10. The water wheel — early medieval period;

11. The heavy plough’ — early medieval period;

12. The three-masted sailing ship — 15th century AD;

13. Printing — 15th century;

14. The steam engine — 18th century;

15. Automated machinery (originally in textiles) — late 18th century;

16. The factory system — 18th century;
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17. The railway — 19th century;
18. The iron steam ship — second half of the 19th century;
19. The internal combustion engine — second half of the 19th century;

20. The dynamo — second half of the 19th century.

These technologies fall into six main classes: materials technologies, power,
information and communication technologies, tools, transportation and
organization. Notice that at any one time, there may be several GPTs in
existence and even more than one in one particular class (e.g. the dynamo and
the internal combustion engine).

William Watson says that he is “not wholly convinced the world is
changing more rapidly than it has in recent centuries.” This is an interesting
research issue on which I think neither of us have the last word. But I would
point out that the time between GPTs has diminished over the millennia and
the time that elapses between the original invention and the transforming
impact of each GPT has diminished over the past few centuries. The rate of
technological change has clearly accelerated between the past two centuries
and everything that had gone before. But the question: “has the rate of change
accelerated within the last two centuries?” is a more difficult issue, and casual
observations will not settle it.

How DO WE KNOW A NEwW ECONOMY WHEN WE SEE ONE?

IN THE IMMEDIATE AFTERMATH OF THE SECOND WORLD WAR, both the
computer and atomic power were commercialized. Few expected the computer
to become a transforming GPT while most expected that atomic energy would.
These mistaken expectations illustrate the difficulty of predicting the course of
new innovations, particularly potential GPTs. More than anything else, this is
due to the uncertainty attached to their development and diffusion. We might
wonder then if we can predict anything about future GPTs.

POTENTIAL GPTS IDENTIFIED

OFTEN, A NEW TECHNOLOGY CAN BE IDENTIFIED as a potential GPT solely on
the basis of its technological characteristics. For example, if one were told that
a new technology would permit the altering of the gene structure of plants and
animals by direct intervention into the mechanism of inheritance, rather than
by the hit and miss procedure of selective breeding, it could be confidently said,
as it was soon after Crick and Watson’s momentous discovery of the structure
of DNA, that the technology had a clear potential to develop into a GPT. No
one could predict how such a technology would evolve in detail or whether it

44



POLICY CHALLENGES IN THE NEW ECONOMY

would encounter insurmountable cost obstacles to its commercialization, but it
would clearly be a prime candidate for close attention from economists and
policy makers. The same was said about the dynamo and nanotechnology very
early in their lifetimes.

ALL POTENTIAL GPTS NOT IDENTIFIABLE EARLY ON

IT IS EASIER TO IDENTIFY SOME EMERGING TECHNOLOGIES as potential GPTs
than to rule out others as not having the necessary potential. The history of
technological development is replete with surprises that no one could possibly
have anticipated. When the first commercial computers were introduced at the
end of the Second World War, they were estimated to have a world market of
between 5 and 10 machines. At the time, few would have foreseen the place of
computers in our lives in 1985, let alone in 2005. Thus, there is no way of
knowing if there is currently some seemingly modest technology occupying
some small niche that is waiting to burst forth as the next GPT that will
transform our entire economy.

LATER IDENTIFICATION OF GPTS

ALTHOUGH IT MAY NOT HAVE BEEN IDENTIFIED as such at the outset, a
technology can often be seen to be developing into a GPT well before it
reaches full maturity. For example, the computer’s potential to change the way
we did many things was becoming clear long before the emergence of the
desktop computer. Identifying a GPT, even after decades of development, can
be useful in helping policy makers to understand, facilitate and smooth out the
structural adjustments that must accompany its diffusion.

PREDICTIONS BASED ON COMMON CHARACTERISTICS

ALTHOUGH EVERY GPT HAS UNIQUE CHARACTERISTICS and its own
development path, they do share certain common characteristics that can be
used to make some limited predictions about their evolution. All start as fairly
crude technologies with a single purpose or a small range of purposes. All tend
to follow two paths, each of which can be approximated by a logistic curve.
One path is the efficiency with which the GPT carries out its primary major
function (e.g. delivering electricity or making computations). The other path is
the range of additional applications of the GPT and the new technologies that
it enables. There tend to be few of these initially but they then expand rapidly
after which their diffusion slows down as the full potential of the GPT is
developed. This slowing, however, may occur at any time from several decades
to several centuries, and occasionally even millennia, after the GPT is first
introduced. For example, the steam engine lasted less than a century as the
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economy’s prime source of power after the development of the high-pressure
engine at the beginning of the 19" century turned it from a useful technology
into a fully-fledged GPT. In contrast, iron and steel are still with us more than
two millennia after iron became a transforming GPT and electricity is still with
us more than a century and a half after its emergence and shows no signs of
being replaced by a superior alternative.

CAN NEW GPTSs BE IDENTIFIED By
ACCELERATIONS IN PRODUCTIVITY GROWTH?

IT SEEMS THAT ECONOMISTS have been waiting for the expected productivity
bonus, assumed to be associated with the new ICT-based economy, almost as
long as others have waited for the Second Coming. The absence of the bonus
was often taken throughout much of the 1990s as an argument against the
existence of an ICT-induced GPT revolution.

My colleagues and [ have argued elsewhere that there is no valid reason to
expect that the introduction of every transforming GPT will be accompanied
by a “productivity bonus.”'® Growth economists typically have these
expectations because their intuitions are honed on models that use an
aggregate production function. Stated generally this is:

(1) Y = AF(x,...,x,),

where Y is a nation’s gross domestic product (GDP), x,,...,x, are quantities of n
factor service inputs and A is a constant. Technology is not modelled explicitly
in this formulation but it presumably helps to determine the form of the
function and hence is hidden in the black box of F and A. In this model, a
change in technology can only be observed as either a change in A or a change
in the efficiency embedded in the units in which one or more of the inputs are
measured. Both of these are used in theoretical exercises but empirical work
typically uses only the former. In practice, the measurement of technological
change takes the form of measuring the residual amount of Y that cannot be
associated with changes in measured inputs. In Equation (1) this implies a
change in the parameter A that is then interpreted as a productivity parameter.
Such a change is called a change in total- or multi-factor productivity.!!

Note three critical problems with this formulation.

One, it equates changes in technology with changes in total factor
productivity (TFP). There cannot be one without the other. So the formulation
is ill equipped to deal with situations in which independent evidence suggests
that technology is changing rapidly while productivity is not. Furthermore, it
should be noted that changes in one must be contemporaneous with changes in
the other. So waiting decades for the observed changes in technology to
produce a productivity bonus can at best be described as implicit theorizing.
There is nothing explicit in any growth model based on an aggregate
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production function that would predict anything but a contemporaneous
acceleration of the rate of change of productivity in response to an acceleration
in the rate of change in technology.

Two, it does not explicitly model the structure of the economy that
supports any technology, new or old. The facilitating structure needs to be
modelled separately if we are not to risk confusing changes in that structure
with changes in technology. This is important because the extent to which a
new technology comes to pervade the economy has no simple relationship to
the extent of the induced changes in the facilitating structure. Yet dramatic
changes in the facilitating structure are obvious events and are often confused
with big changes in technology. For example, one of the most profound
transformations in facilitating structure in all of technological history was the
move of production out of cottages into factories that took place in England in
the first half of 19" century. Yet this was accompanied by only modest
productivity gains, as shown by the fact that factories coexisted for decades
with hand-loom weavers and other forms of cottage industries, as was
documented by Crafts (2003). The big technological advances came in the 18%
century with the mechanization of textile production and the development of
the steam engine. The big changes in the facilitating structure came well into
the 19" century when these two technologies, well-developed by that time,
were combined to replace water power in factories, freeing them from the need
to locate near fast moving water. This enabled the shift of production to the
new industrial cities of the British Midlands. Such events give rise to an
apparent paradox if neoclassical growth theory is used to interpret them, since
that theory cannot distinguish between changes in technology, the facilitating
structure and productivity.'?

Third, as it is measured in practice, changes in total factor productivity
emphatically do not measure changes in technology, in spite of the common
belief that they do. Our argument as to why this is so is detailed in Lipsey and
Carlaw (2004) but the position has been argued, albeit in much less detail, by
many other authors, including Jorgensen and Griliches (1967) and Hulten
(2000). One of the many reasons for this is that conventional measures of the
quantity of capital ensure that much of the technological change that is
embodied in new capital equipment will be measured as changes in the
quantity of capital rather than as changes in technology. For example,
Jorgenson (2001) states that “capital investment has been the most important
source of U.S. economic growth throughout the post-war period.” This needs
to be understood as referring to capital as it is measured, which includes much
embodied technological change.

In common with a body of theorists who study technological change from
an evolutionary perspective (about which more later), we argue that the
aggregate production function is at best a tool of very limited value for studying
issues concerning economic growth. Since technological change is the most
important driver of long-term growth, it is not desirable to have that driver
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impounded in a black box instead of being out in the open where it can be
studied directly. Nor is it desirable to leave the facilitating structure un-
modelled, since its characteristics undergo many induced changes when
innovative technologies are introduced.

We argue that there is no reason to expect a new economy to be
accompanied by a productivity bonus. The real effect of GPTs is to rejuvenate
the growth process. If no further GPTs were invented to provide new research
programs, the number of derivative technological developments would
eventually diminish. There would be further innovations using existing GPTss,
but their number and their productivity would be much less than if further
GPTs were to become available. Consider, for example, what the range of
possibilities for new innovations would now be if the last GPTs to be invented
had been the steam engine for power, the iron steam ship for transport, steel for
materials (no man-made materials), the telegraph for communication (the
voltaic cell but no dynamo) and the mid 19" century factory system for
organization. New GPTs such as computers, electricity and mass production
stop the number of efficiency-increasing innovations from petering out. They
avert a steady decrease in the return on investment and opportunities for
innovations that increase productivity. Each new GPT brings with it an implicit
research program that evolves as the GPT grows in efficiency and range of use.
One GPT may introduce a rich program that brings large changes in products,
processes and organizational arrangements, and perhaps eventually
productivity. Another may introduce a program that is less rich. The gain to
the economy is to be measured by what would have existed in their absence,
not by what they do compared with what previous GPTs did. Indeed, there is
no reason to expect that each successive GPT will increase the average rate of
productivity growth over all previous GPTs. If each did, we would see a secular
trend for productivity to rise as each GPT succeeded its predecessor.

Furthermore, duration matters as much as overall magnitude. Consider an
example in which one new GPT brings an average gain in productivity of 2.5
percent per year and its main influence lasts 20 years while its successor brings
2 percent per year but lasts 50 years. The second has a bigger overall
productivity impact, and will probably lead to more transformations than the
first, but it will lower, not raise, the average rate of productivity growth in the
economy. Assuming that the first GPT had reached the limit of its exploitation,
the new one rejuvenates the growth process and prevents it from petering out,
although it is associated with a lower rate of productivity increase than its
predecessor. In this connection, notice that many of the effects of the ICT
revolution on new design and production methods that are listed below
occurred between 1975 and 1990, taking place long before most economists
were even willing to contemplate the existence of a new ICT-based economy.

Finally, notice that an apparent “productivity bonus” may arise out of lags
associated with the introduction of a new GPT. Several decades are typically
required for a GPT to make a major impact both because many structural
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adjustments are needed before its full potential can be realized and because it
takes decades for the research agenda that the GPT brings with it to get into
full swing. As argued by Paul David (1991), electricity offers a prime example.
Thus for some GPTs, there may be a slowdown in productivity growth in its
early stages, followed by an acceleration to the average rate that will be
achieved over the life time of that GPT. But this is not a real productivity
bonus in the sense that the GPT has brought more productivity growth than
previous new technologies; it is only a return to whatever underlying rate of
growth the particular GPT in question will produce. Neither is it a
phenomenon that is necessarily associated with all new GPTs. The possibility of
a slowdown is problematic both because at any one time, there are likely to be
several GPTs, at least one in each of the categories listed above, each at various
stages of its development, and because the existing GPT in any one category
typically has not been fully exploited when another challenges it.

The conference rapporteur, Pierre Sauvé, raises the issue of the
‘productivity paradox’. He does not mention my analysis, but he seems to be in
the camp of those who think there is a substantive issue here. He notes that
two of the conference studies measured strong performance in services,
presumably showing that the productivity paradox may be in the process of
being resolved by an acceleration in the growth of service productivity. Of
course, I would welcome a rise in productivity in any sector and especially
services since they are such a large part of the total economy. My points,
however, are: (1) the fact that we are in the later stages of a GPT driven new
economy (this time the GPT is an ICT) provides no reason to expect a
productivity acceleration; (2) neither the presence nor the absence of such an
acceleration tells us anything about whether or not we really are in a new
economy driven by a new GPT; (3) the concept of a productivity bonus is not
well defined, since there is no stated precise comparison to which it refers; (4)
the expectation of a bonus, however it is defined, is only a vague impression
being derived from no tight theory; and (5) the expectation is not stated in any
testable form such that at some specific time in the life cycle of each ‘new
economy,’ we can say that the theory of a productivity bonus is either refuted
or consistent with the facts.

KEY CHARACTERISTICS OF THE NEW ECONOMY

S THERE REALLY A NEW ECONOMY or is it just a figment of the more lurid
imaginations of literary economists? To answer this question, I offer a
sampling of the many changes that the new economy has ushered in over the
past 30 or so years. The list is a somewhat expanded and modified version of
the list in Lipsey (2002). These changes are grouped loosely under the headings
of process, product and organizational technologies, and social and political
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implications, although the categories clearly overlap. Goods (G) are
distinguished from services (S) where relevant.

PROCESS TECHNOLOGIES

e Computerized robots and related technologies have transformed the
modern factory and eliminated many of the high-paying, low-skilled jobs
that existed in the old Fordist assembly line factories. (G)

e Computer-assisted design is revolutionizing the design process and
eliminating much of the need for “learning by using” in ways that were
analyzed for the aircraft industry by Rosenberg (1982). (G&S)

e Surgery on hips, knees and other delicate parts of the body is
increasingly performed with the aid of computers, which will soon
facilitate surgery at a distance. This will allow specialists working in
major urban hospitals to operate routinely on patients in remote parts of

the world. (S)

e Instead of flying to Ottawa, lawyers in many distant cities make
teleconferencing submissions to the Supreme Court of Canada, turning
a two-day slog into a two-hour effort. (S)

e Research in everything from economics to astronomy has been changed
dramatically by the ability to do complex calculations that were either
impossible or prohibitively time-consuming without electronic
computers. This is both a process technology in which old things are
done in new and more efficient ways and a product technology that
allows things to be done that were hitherto impossible. (S)

e Computer-age crime detection is much more sophisticated than it was in
the past. Here the biological and the ICT revolutions complement each
other as is so often the case with co-existing GPTs. (S)

e Traffic control in the air and on the ground has been revolutionized in
many ways. Navigation at sea is now so easy that lighthouses, the sailor’s
friend for several millennia, are being phased out. They are unnecessary
since ships can determine their positions to an accuracy of several yards
using satellites and computers. (S)

e Technologies are just coming online that will eliminate the danger of
workers breaching existing underground cables and pipes when digging
to install new ones. Computers linked through satellites to detailed maps
can provide the workers wearing appropriate glasses with virtual images
of all existing buried cables and pipes. (G&S)
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ORGANIZATIONAL TECHNOLOGIES

The management of firms has been reorganized as direct lines of
communication opened by computers eliminated the need for the old
pyramidal structure in which middle managers processed and
communicated information. Today’s horizontally organized and loose
structure bears little resemblance to the management structure of the

1960s. (G&S)

Firms are increasingly disintegrating their operations. Virtually no firm
in Silicon Valley now produces physical goods. In other industries, the
main firm is increasingly becoming a coordinator of sub-contractors who
do everything from designing products, through manufacturing them, to

distributing them. (G&S)

The growing e-lance economy allows groups of independent contractors
to come together for a single job and then disperse. It is also,
incidentally, becoming difficult for authorities to track. (S)

Just as the First Industrial Revolution took work out of the home, the ICT
revolution is putting much of it back, as more people find it increasingly
convenient to do all sorts of jobs at home rather than “in the office.” (S)

ICTs have been central to the globalization of trade in manufactured
goods as well as the market for unskilled workers. This has shifted the
location of much manufacturing and allowed poor countries to
industrialize. It has also created new opportunities and challenges for
both developed and developing nations. (G&S)

Digitalized special effects have changed the movie industry in many
ways. For example, they have reduced the need for shooting on location
or for hiring myriad extras who can now be produced digitally. (S)

The music industry has been changed in many deep ways, including the
introduction of the virtual band: several different sung and instrumental
outputs can all be produced by one singer and one instrumentalist whose
varied performances are then amalgamated digitally. (G&S)

PRODUCT TECHNOLOGIES

Many goods now contain chips that allow them to do new things or old
things more efficiently. New applications continue to be developed. For
example, cars will soon be equipped with systems that warn drivers of
oncoming dangers and take over control if the driver fails to take
evasive action. (G)
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The pilotless aircraft is now a military reality and will soon be available
for civilian purposes. This will eventually remove the major bar to
having a family aircraft parked in every garage since the only skill
needed to operate it will be to punch in the destination. (G)

Automated teller machines have enormously facilitated access to bank
accounts and funds in any currency in almost any part of the world —in
sharp contrast to the major difficulties experienced in the past when one
was caught short of cash on a weekend or while travelling. The
convenience of this wonderful, computer-driven innovation is hard to
measure, but those who have travelled in earlier times know just how
great it is. (S)

Subscriber long distance dialling has replaced operator-assisted calls that
were expensive, slow to complete, and all too often interrupted. (S)

E-mail has largely replaced conventional mail with a large increase in
volume and speed of transmission. Messages that used to take days or
weeks in the past can now be received in minutes. (S)

Computerized translation already exists. It will evolve from its present
crude form to higher degrees of sophistication within our lifetimes. We
are near to realizing Douglas Adam’s vision in The Hitch Hiker's Guide to
the Galaxy: the ability to hear in one’s own language words spoken in
any other, and to be understood in any other language while speaking
one’s own. The only difference is that instead of inserting a fish into
one’s ear, a small computer will be attached to one’s body. (S)

Children do school work by consulting the Internet. Instead of hearing
only the received wisdom from their teacher and prescribed texts, they
are now exposed to a wide array of diverse knowledge and opinion. They
will have to learn how to cope at a very early age with more than one
view on any subject. (S)

Distance education is growing by leaps and bounds and many are
enrolled in educational courses where they never (or only rarely) set foot
inside the institution that they are attending. (S)

Cars can receive real-time information on routes and traffic conditions
at all points in their journey. (S)

Smart buildings and factories already exist and will grow rapidly in
number. Among many other things, power consumption can be adjusted
continually in response to real-time price signals sent out by the electricity
supply company and calculated in response to current loads. (G&S)
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e The electronic book looks like it might do an end run around consumer
resistance to reading books on screen. The book’s blank pages fill up on
demand with any one of a hundred or more books stored in a chip that is
housed in its cover. A touch of a button, and one is reading a Physics
101 text on what looks like a conventional book; with only another
touch, a Chemistry 202 text replaces the other on the book’s leaves. (G)

e Looking into the future, the computer is enabling most of what is
happening in the biological revolution and will do so during the
forthcoming revolution in nano-technology and nano-electronics. These
technologies will transform our society at least as much as the ICT
revolution already has. (G&S)

POLITICAL AND SOCIAL

e The computer-enabled Internet is revolutionizing everything from
interpersonal relations to political activity. Chat rooms are the basis
for new forms of communication, making interpersonal relations
possible on a scale never seen before. Non-governmental organizations
are able to organize activities to protest clear-cut logging or to work
against political initiatives such as efforts by the World Trade
Organization to reduce trade barriers or by the Organization of
American States to establish a Free Trade Area of the Americas.

Never again will trade negotiations take place in the relative obscurity
that they enjoyed from 1945 to 1990.

e Dictators find it much harder to cut their subjects off from knowledge of
what is going on in the outside world.

e Driven by the Internet, English is becoming a lingua franca for the world
and, unlike Latin in the Middle Ages, its use is not limited to the
intelligentsia.

e In former times, a physical presence was required from virtually
everyone providing a service. With computers, e-mail links and a host of
other ICTs, this link between physical presence and provision has been
broken in many services with profound social and political effects on
such things as place of residence and the ability to regulate and tax
many activities.

Although some of these changes are minor, others are revolutionary.
Examples include globalization and its many ramifications, the total
reorganization of company management, the end of mass production and the
automation of factories, alterations in the structure of political power, the
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emergence of the civil society and its effects on the conduct of international
negotiations. As I said at the end of the related discussion in Lipsey (2002):

[ cannot help but marvel over how many economists can assert, first, that
all of these rich events can be adequately summarized in one series for
productivity (usually total factor productivity) and, second, that the
existence or non existence of this entire ICT revolution depends on how
this number is now behaving in comparison with how it behaved over the
past couple of decades!

DISBELIEVERS IN THE IMPORTANCE OF THE NEW ECONOMY

WO MAIN ARGUMENTS HAVE BEEN USED to downgrade the importance of

the new ICT-driven economy. The first relies on productivity figures while
the second compares the current transformations with those induced by GPTs
earlier in the century (particularly electricity).

The first criticism stems from the formulation of most growth models in
terms of an aggregate production function that we discussed above. Many
economists have argued that technological change must be associated with,
and measured by, changes in productivity, in particular in TFP. Total factor
productivity grew rapidly in the post war period then slowed in the latter half of
the 1970s, remaining low through most of the rest of the century just when the
new ICT revolution was supposed to be taking place. Thus the revolution, so
goes the argument, is mainly an illusion. Such is the strength of this way of
thinking that many North American economists were sceptical of the existence
of the new economy until U.S. productivity picked up in the mid-1990s. That
scepticism was reactivated when the U.S. economy slowed in 2001. But we
have already argued that there is no reason to expect variations in the rate of
technological change to be associated with variations in the rate of growth of
some measured index of productivity.

Another way of casting doubt on the existence of an ICT revolution leading
to a new economy comes from Robert Gordon. He observes that it has not
given rise to anything like the range of new goods that transformed people’s
lives in the previous 50 or so years, such as the flush toilet, the automobile, and
the range of electric appliances that transformed household work. I accept this
position with respect to consumers’ durables but observe that, as is illustrated
by my own list quoted in the previous section, some of the most important
changes initiated by the ICT revolution have been in process technologies and
in consumer services. There are few goods and services produced today that are
not made with the aid of computers at some stage in their production
processes. Also, the new communications services have transformed people’s
lives in ways that are possibly just as fundamental as did the new consumers’
durables introduced in the first half of the 20 century. I have argued that the
technologies of the current new society are increasingly embodied in the
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human capital that provides services rather than in physical capital that
produces goods. In doing so, I do not mean to imply that the broad category of
services constitutes a meaningful distinction upon which to base policy that is
focused exclusively on them instead of on manufactured goods. In this [ am in
agreement with William Watson. But the distinction is important for many
measurements, since we are so much better at measuring productivity in the
production of goods than in services. Erwin Diewert argues in his important
study in this volume that the accurate measurement of service productivity is
essential for any reasonable assessment of the performance of the economy.
Yet, according to his expert opinion, this is almost impossible without major
reforms in many relevant measurement procedures.

Although not advanced in the debate about the existence of the new
economy, there is another criticism of the GPT story that is based on
discontinuities that are assumed to be necessarily associated with new GPTs. If
these technologies transform the economy so dramatically, the argument goes,
why do we not see discontinuities in the statistical series for the rates of growth
of output and of productivity? We have dealt with this criticism in detail in
Carlaw and Lipsey (2002) and here we merely note two of the many points that
address this concern. One, even though a new transforming GPT does alter
almost everything in the socio-economic order, this usually happens
incrementally over several decades during which time the new GPT slowly
replaces the old, firm by firm, industry by industry, and sector by sector. Two,
discontinuities only apply in models in which there is only one operative GPT,
which is true of all published GPT models so far, but not true of the models
developed in Lipsey, Carlaw and Bekar (forthcoming 2005). When several
GPTs are in existence at the same time, each one at a different stage of its
evolution, there is no reason why changes in the trajectories of production and
output, associated with one existing incumbent GPT and its challenger, should
dominate the statistics for the whole economy.

TwO VIEWS OF THE ECONOMY

NDERSTANDING THE KINDS OF GROWTH AND TRANSFORMATIONS that [

have been discussing requires a theoretical framework. Indeed, there are
two competing frameworks for doing so, the neoclassical and the structuralist-
evolutionary. These involve very different views of the functioning of the
economy and carry distinctly different policy implications.

NEOCLASSICAL

IN THE CANONICAL GENERAL EQUILIBRIUM (GE) VERSION of the neoclassical
micro-economic model, tastes and technology are the two exogenous variables.
This theory presents an idealized form of all market systems. There is nothing
in the general models that distinguishes one economy from another such as
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different specific technologies, different institutions and different stages of
development. Given all the other standard assumptions, a welfare-maximizing
equilibrium exists. Departures from this equilibrium are caused by market
failures, which take three general forms: externalities, imperfect information
and non-convexities. The removal of these market failures is the main object of
neoclassical micro-economic policy advice, which is totally non-context
specific, applying at all times and in all places.

Neoclassical theory works well in many already well-established market
economies, in situations in which technology can be taken as exogenous and in
which the forces at work can be expected to work quickly towards at least a
local equilibrium. Indeed, in the majority of policy issues that I face, such as
predicting the consequences of a radical change in the exchange rate or of
effective price controls, I reach for my neoclassical tool-box. But when I come
to issues involving economic growth, the limitations of neoclassical micro-
economics become very clear. Neoclassical theory does not think of
technological change as endogenous. It has no dynamic to handle situations in
which an equilibrium is never achieved or even closely approached because the
conditions assumed constant, such as technology and tastes, are, in fact,
continually changing. It lacks any explicit modelling of technology or the
facilitating structure that gives it practical effect. Finally, it lacks any specific
context to temper its policy advice.

STRUCTURALIST-EVOLUTIONARY

STRUCTURALIST-EVOLUTIONARY THEORIES emphasize the importance of a
detailed knowledge of technologies and the process of technological change.
This is something that is not required by neoclassical theory, which does not
seek to master all of the complexities of aggregate growth theory, regardless of
whether it treats technical change as exogenous or endogenous. Structuralist-
evolutionary micro treatments go inside that neoclassical black box, seeking to
understand how technological change actually occurs. Much has been
discovered by such analyses, but for present purposes, the most important
characteristics are endogeneity and uncertainty.

Because research and development (R&D) is an expensive activity that is
often undertaken by firms in search of profit, innovation is partly endogenous
to the economic system, altering in response to changes in perceived profit
opportunities.” Indeed, much inter-firm competition in non-perfect markets
takes the form of competitive innovations. A firm can survive a mistake over
prices or over capacity (the two main variables handled in most conventional
theories of the firm), but falling behind in innovation is often disastrous.
Dertouzos, Lester and Solow (1989) and Chandler (2001) provide excellent
examples of this important insight, one that is all-too-seldom emphasized in
courses on industrial organization.
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Long ago, Frank Knight (1921) distinguished between risk and uncertainty.
Risky events cannot be foretold with certainty but they have well-defined
probability distributions and hence well-defined expected values. Economic
analysis has no trouble handling risk. Agents merely maximize expected
values — rather than the actual values that they would maximize in a world of
perfect certainty. Uncertain events have neither well-defined probability
distributions nor well-defined expected values. Because innovation means
doing something not done before, it always involves an element of Knightian
uncertainty. When engaging in R&D, it is impossible in advance to specify all
the possible outcomes, and when something new has been discovered it is not
possible to know what its range of applicability will be, how much it will be
improved over time and how long it will prove to be economically useful. No
one knows, for example, when some superior alternative will end the useful life
of internal combustion or electric engines, just as no one knew in 1850 how
long it would be before the steam engine would be dislodged from its position of
being the industrialized world’s most important source of power. The basic
uncertainty surrounding invention, innovation and diffusion does not arise
from a lack of information but from the nature of knowledge itself. Until new
sought-after knowledge is obtained, no one can know what the nature of that
knowledge will be.

A key characteristic of risky situations is that two agents possessed of the
same information set, and presented with the same set of alternative actions,
will make the same choice — the one that maximizes the expected value of the
outcome. A key characteristic of uncertain situations, however, is that two
equally well-informed agents presented with the same set of alternative actions
may make different choices. If the choice concerns R&D, one may back one
line of attack while the other backs a second line, even though both know the
same things and both are searching for the same technological breakthrough.
No one can say which agent is making the better choice at the time that the
decisions are being made.

Because many firms are constantly making R&D choices under uncertainty,
there is no unique line of behaviour that maximizes their expected profits. If
there were, all equally well-informed firms would be seeking the same
breakthrough made in the same way. Because of the absence of a unique best
line of behaviour, firms are better seen as groping into an uncertain future in a
purposeful and profit-seeking manner, instead of maximizing the expected
value of future profits.'4

CONTRAST IN DESIRABLE CHARACTERISTICS
SO FAR, WE HAVE CONTRASTED MANY CHARACTERISTICS of market behaviour

as seen in the two approaches. We now present how the two approaches
consider which of these characteristics contribute to, and which detract from,
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the efficient functioning of the market. We give the market characteristics that
seem desirable from the viewpoint of neoclassical theory in Roman type and
the contrasting desirable characteristic as seen by S-E theory in italics.

e The perfectly competitive equilibrium describes the optimal
configuration of the economy. Path dependent evolutions brought about by
new technologies are preferable to static equilibriums.

e No firm should have market power so that price taking is the typical
situation. Market power gives firms the opportunity to exploit temporary
advantages brought about by their own or other’s research. Perfectly
competitive industries rarely innovate. It is rather oligopolies that do the most
innowation and that hence are a desirable market form.

e Prices should be equal to opportunity costs and do not, therefore, allow
for any pure profits. Thus, rents associated with the market power of
oligopolies and monopolies or other forms of market power should be
minimized. Rents from innovation drive the system and really large ones are
the carrot that induces agents to attempt leaps into the unknown and to make
many more modest innovations under conditions of uncertainty.

e Sources of non convexities such as scale effects and high entry costs
should be minimal or non-existent since they are causes of market
failure. Non conwexities are a key part of the desirable growth process. Scale
effects, rather than being imperfections to be offset, are some of the most
desirable results of new technologies. Entry costs for new products and new
firms that cause non-convexities are the costs of innovation and the sources of
some of the rents that drive innovating behaviour.

e One of the main objects of economic policy is to remove market
imperfections that prevent the attainment of an optimal allocation of
resources. Although the special case of an entrenched monopoly that does not
innowate is regarded as undesirable, most other market “imperfections” are the
very driving force of economic development. In any case, given the
uncertainties associated with innovation, the optimal allocation of resources
(either statically or dynamically) is an indefinable concept.

It is apparent from the above set of contrasts that the characteristics S-E
theory sees as driving the economy towards desirable results are the very
characteristics that neoclassical economics sees as undesirable sources of
market imperfections. The contrast could hardly be more stark. Yet
neoclassical theory, in one form or another, is what provides the world view,
and hones the intuitions of many, if not most, economic policy analysts.
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PoOLICY CHALLENGES"

OR THIS DISCUSSION, I follow Lipsey and Carlaw (1998b) in distinguishing
two types of policy.'®

Framework policies provide general support for one specific activity across
the whole economy. In practice, they are usually single-instrument
policies. They do not discriminate among firms, industries or technologies.
They do not judge the viability of recipient firms or the specific projects in
which they are engaged. Instead, to be engaged in the covered activity is
both a necessary and sufficient condition for obtaining benefits under the
policy. Examples are patent protection for the owners of intellectual
property and R&D tax credits. Focussed policies are designed to encourage
the development of specific technologies, such as nuclear power, specific
products, such as unmanned undersea craft, and particular types of R&D,
such as pre-commercial research. They are usually sufficiently narrowly
focussed to make falling within the focus a necessary and sufficient
condition for receiving benefits under the policy.

NEOCLASSICAL POLICY IMPLICATIONS

NEOCLASSICAL POLICY ADVICE TO REMOVE ‘market imperfections’ wherever
possible is quite general, applying to all times and all places. Kenneth Arrow
(1962) provided the basic rationale for this policy advice with respect to
technological change. He argued that because of positive externalities arising
from any new technological knowledge, its production will be sub-optimal. It
follows that it is welfare enhancing to encourage an amount of R&D beyond
what would be provided by the free market.

There are two policy instruments that are typically recommended to
encourage R&D. The first is to tighten intellectual property laws, which will
internalize at least some of the social benefits that now accrue externally. The
second is to give direct support to R&D in the form of subsidies and/or tax
relief.!”

When the neoclassical aggregate production function is used, technological
knowledge is assumed to be measured by a single scalar value. There is then no
distinction between framework policies such as R&D tax credits and focused
policies such as support for innovation in some particular industry.
Dissagregation is needed to compare these types of policies. If there are no
externalities or other sources of market failure, and if all situations of less-than-
perfect knowledge are risky and not uncertain, the unaided price system yields
an optimal allocation of resources among all lines of activity, including R&D.
This is because maximizing agents equate the expected returns from a marginal
unit of expenditure everywhere in the economy, including along all lines of
research and development.
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Now let the only source of market failure be the externalities created by the
non-rivalrous aspect of new knowledge. There is now a potential for welfare-
enhancing policies that increase R&D toward the socially optimal amount. If
the externalities are uniform across all lines of R&D, a generalized R&D
subsidy is appropriate and, in principle, can restore a first-best optimum. It is
neutral with respect to private incentives since the expected value of the payoff
for the last dollar’s worth of R&D is the same in all lines of activity both before
and after the introduction of the non-distorting R&D subsidy. This, in the
neoclassical, risk-only world, is the optimal way to counteract the externality
that arises from the under-production of knowledge as a result of its public-
good aspects.

In contrast, focused policies such as support for research into some specific
aspects of biotechnology, or special support for R&D undertaken by small
firms, are non-optimal because they selectively distort the price and profit
signals that are generated by competitive markets. Although such policies may
sometimes yield a positive net benefit, more benefit can always be achieved by
devoting the same amount of tax-expenditure to a “non-distorting,” economy-
wide policy such as general R&D tax relief.

STRUCTURALIST-EVOLUTIONARY POLICY IMPLICATIONS

STRUCTURALIST-EVOLUTIONARY THEORIES ARE DESIGNED to deal with the
non-equilibrium, evolutionary, path-dependent, dynamic situations that
characterize technological change. In contrast to neoclassical policy advice, S-E
advice is context-dependent because it assumes that there is no simple set of
universally applicable policy rules.

The theoretical underpinnings of this S-E position follow from its analysis of
innovation. Firms that innovate are seen as profit seeking in the presence of
uncertainty, rather than profit maximizing in the presence of risk. Because
there is no unique best line of activity in such circumstances, there is no unique
optimal allocation of resources in general and no unique optimal amount of
R&D in particular. It follows that there is no unique set of scientifically
determined, optimal public policies with respect to technological change and
R&D. It also follows that there is no such thing as the neutral, non-distorting
set of policies so beloved by textbook writers and many policy analysts, since
there is no optimum to distort. Because there is no unique best policy for all
times and places, it follows that good policy advice must be context-specific.
The sections that follow offer several illustrations.

Accepting these conclusions has important consequences for how S-E
theorists view economic policy in the area of growth and technological change.
If there are no unique optimal rates of R&D, innovation or technological
change, policy with respect to these matters must be based on a mixture of
theory, measurement and subjective judgment.
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When William Watson writes that his overall policy prescription is “not to
tilt,” he is working from the neoclassical position. He must live in an imaginary
world of a flat, billiard-table economy in which any government intervention is a
tilt— and usually a bad one at that. S-E theorists hold that we live in a messy,
uneven economy, that is already full of what Watson would regard as “tilts.” This
is an economy in which the injunction “do not tilt” has no definable meaning.
The relevant injunction is, instead, “try to change some of the many existing tilts
in ways that are productive rather than counterproductive.”

Context Specificity with Respect to Development

Joseph Stiglitz (2002), and other critics of the International Monetary Fund,
have disapproved of its one-policy-fits-all approach, which is rooted in
neoclassical theory. In contrast, S-E theory recognizes many country-specific
influences, one of the most important of which is the country’s current level of
development.

Very poor countries often do not have a minimal set of working institutions
that would allow a market economy to grow up and function effectively. This is
an issue that cannot be discussed within the confines of the neoclassical
general equilibrium model, which is featureless. Developing countries with
established market economies that are trying to catch up to advanced countries
face sets of problems that are different than those confronted by countries
trying to stay on the cutting edge of technological progress. For one thing, they
have the advantage of dealing with already established technologies. Adopting
and adapting existing technologies is an activity that differs from advancing
technologies at the cutting edge. Different policies are required to support each
set of activities.

One key example of the importance of seeing development policies in context
concems import substitution, a policy originally followed by three of the four
original Asian Tigers. For example, South Korea’s eatly industrial policy was
biased towards exports but neutral among firms. Capital and intermediate inputs
could be imported without tariffs, quotas or indirect taxes, provided that the
resulting production was export-oriented. Exporters could borrow from state-
controlled banks in proportion to their export activity. Quarterly export targets
were set and failure to meet them led to withdrawal of specific supports. A
government “export situation room” helped to resolve problems and the most
significant export achievements were eligible for additional benefits.'®

According to its advocates, export promotion had several advantages over
the older policy of import substitution. One, it forced industries to learn about
the requirements of international markets in areas such as quality of product,
delivery times and after-sales service. This entailed a high fixed cost of learning
how to manage international competition in place of serving the soft domestic
market. Without financial incentives to make this adjustment attractive and
without financial assistance to make it possible, firms might never have made
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the jump, as they failed to do in many other ‘developing countries’ at that time.
Two, it provided a bottom line, in that if firms failed in the tough international
market, their support was terminated. Three, it did not allow firms to collect
rents from a protected home market. Four, it encouraged endogenous
technological change by forcing domestic firms into competition with the most
innovative of foreign firms.

Controversy surrounds the issue of what export promotion accomplished.
Neoclassical economists tend to argue that because it pushed the economies
away from specializing in products in which they had a comparative advantage,
it lowered their incomes. For example, Lawrence and Weinstein (2001) use
statistical analysis of the relation between TFP growth and trade data to argue
that during the period 1964-1985 neither import restrictions nor export
promotion contributed positively to Japan’s TFP growth. They conclude: “Our
results call into question the views of both the World Bank and the revisionists
and provide support for those who advocate more liberal trade policies.” Their
analysis does provide some support for those who argue that Japan might have
gained from more liberal trade policies in that decade but it hardly supports
those who advocate liberalizing trade at all times and at all places — which a
literal reading of their conclusion seems to imply. Their results have little direct
bearing on the question of whether or not export promotion helped the Tigers
to get off the ground when they were attempting to turn from producing
unsophisticated products for the home market to addressing the challenges of
the global marketplace. The Tigers’ context was one of very backward
economies led by business people who were inexperienced in export markets
and where capital and entrepreneurship were limited. In contrast, by 1964
Japan was a sophisticated economy with much higher living standards and
much more experience in international markets. Its experience with import
protection and export promotion during that period is just not relevant to the
issue of how much such policies helped the Tigers in their initial phase when
they turned away from the old development model to embrace the new one. In
judging policies, context specificity matters!

A different approach is taken by those who hold that export promotion
created new comparative advantages that did not exist at the outset. They
argue that there is no way that the exports of the Tigers around 1980 could
have been predicted by a study of their comparative advantages in 1955. Nor
could a laissez faire policy have produced wholly new industries such as
Taiwanese electronics. Instead, these industries, and the human capital that
supported them were created by government intervention with an eye to
creating comparative advantages that did not yet exist rather than exploiting
those that already did.

Rodrik (1993) surveys four cases of export promotion in Korea, Brazil,
Turkey and Kenya. Contrary to his original hypotheses about the conditions
favouring success, he concludes that the most successful promotions were
“...highly complex and selective, differentiated by firm, subject to frequent
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changes, gave bureaucrats enormous discretionary powers, and entailed close
interaction between bureaucrats and firms. On the other hand, the least
successful programs in my sample, those in Kenya and Bolivia, consisted of
simple, across-the-board, and non-selective subsidies” (Rodrik 1993). This
agrees with our S-E analysis that context specific policies are potentially
superior to non-selective, universal policies — provided that rent seeking and
other counter productive exploitation of such policies can be kept under
control. The empirical lessons contained in Lipsey and Carlaw (1998a) give
some indication of how this might be done. Of course, an important caveat is
that: “...these successful experiences cannot easily be replicated in settings
characterized by weak states” (Rodrik 1993).

Misreading the Lessons of Failed Policies

The neoclassical view that one policy fits all situations causes some serious
errors of interpretation whenever some context-specific policy that once
worked begins to fail because the context has changed. The neoclassical
economists’ interpretation is often: “We said this was a mistaken policy all
along and now, at last, we see we were right because it is failing.” In contrast,
the correct response is more likely to be: “We may now be able to isolate some
of the contexts in which this policy is likely to work by comparing situations in
which it did work with those in which it failed.” Since no focused policy will
work in all contexts, opponents can always find a context in which a specific
one did not work and draw the conclusion that this is a mistaken policy in
general. A case in point has already been provided by the example of how
Japan’s attempt at import substitution is interpreted.

Context Specificity with Respect to Types of Innovation

Civil servants are not entrepreneurs and should not be required to take
entrepreneurial decisions. But what has succeeded in many catch-up countries
is cooperation between the private and public sectors at the stage of pre-
commercial research. The public sector created the institutions in which
private and public sector agents could pool their knowledge and come to a
consensus on where the next technology push should be. Acquiring such
knowledge is often beyond the financial capabilities of individual private firms.
The Singapore government, for example, spent several millions of dollars
identifying software as the next wave of computer development at a time when
it was hard coded into computers and given away free. The parties then jointly
financed the required research. This became one of the main contributors to
the great success of Singapore’s economy in the 1980s. For further discussion of
this issue, see Lipsey and Carlaw (1996) and Lipsey and Wills (1996).

Another example of context specificity is offered by the cooperative-
consultative policies that worked so well in the early stages of development
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among the Asian Tigers. They still work well when all private agents are
pushing for a fairly well defined modest advance in pre-competitive knowledge
and where cooperation can reduce wasteful duplication of research. But when
major breakthroughs are being sought, inherent uncertainties argue for a
multiplicity of investigations, each pursued with the minimum required
resources. Concentrating effort has often been demonstrated to be worse than
the apparent “wastefulness” of uncoordinated experimentation that occurs in
the free market.

Context Specificity with Respect to Externalities

Neoclassical theory sees little difference between subsidizing R&D and
protecting its results through better patent laws. Structuralist-evolutionary
theory emphasises the differences. An R&D subsidy lowers costs equally for
everyone doing R&D, whether their efforts succeed or fail, and whether or not
success creates externalities. In contrast, better intellectual property rights do
not raise returns for everyone equally. Many people doing R&D fail to find
patentable inventions. In addition, the ability to extract value from patents on
successful inventions varies greatly across different types of innovation. In some
lines of activity, patents are relatively easy to enforce. Firms in industries such
as chemicals and pharmaceuticals are able to internalize enough of the value
that they create to provide them with strong incentives to innovate. In the case
of innovations such as differentiated consumer goods and processes, patents are
of little value in protecting markets. It follows that any given amount of
aggregate R&D will be allocated differently among firms depending on whether
it is induced by an effective patent system or by an R&D subsidy. An ideal
policy would give support that was inversely correlated with the ability to
internalize externalities through private efforts. This might be an unattainable
ideal but it shows that it is by no means “neutral” policy to support all equally
with no consideration to the amount of externalities created and internalized.

Context Specificity with Respect to Pre-Commercial and Commercial R&D

Lipsey and Carlaw (1996) argue that the ability to keep results of pre-
commercial research secret varies greatly among industries. Where this is
difficult or impossible, there is a tendency to do less R&D than is socially
desirable. Where it can be kept secret, there may be more R&D than is socially
desirable if all firms are seeking the same more or less well defined research
goal. A focused policy that effectively discriminates between these two
situations is potentially superior to a framework policy that merely encourages
more of whatever is already being done. For example, where individual firms
find it difficult or impossible to maintain the secrecy of their research, focused
policies can create commitments among firms that encourage them to do
pre-commercial research from which they all benefit.
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Context Specificity with Respect to Types of R&D

Not only will a framework policy cover some activities that do not need
support, it will miss some that do. For example, because there is no clear
distinction between innovation and diffusion, much activity that is related to
the development and use of new technologies may not appear to be basic R&D,
at least as it is defined by Canada Revenue Agency (formerly Revenue
Canada). John Baldwin has many times pointed out that small firms do little
recognizable R&D but spend a lot of time monitoring what larger firms are
doing and adapting what they find to their own uses (e.g. Baldwin and Hanel
2003.) From a growth point of view, this activity may be as important as more
conventionally defined R&D. Typically, however, it is not covered by such
framework policies as R&D tax credits or subsidies, which support only R&D
as it is defined by the Canada Revenue Agency.

Acquiring workable knowledge about new technologies often requires fixed
costs that small firms cannot rationally bear. Government bodies can assist with
the dissemination of technological knowledge by operating on a scale that
spreads the sunk costs over many different applications. The Canadian
Industrial Research Assistance Program (IRAP) operates along these lines and
has apparently been successful. It is described and evaluated in Lipsey and
Carlaw (1998b).

Canadian firms have recently expressed concern about the unfortunate
effects of Canada Revenue Agency's tightening of eligibility criteria for R&D tax
credits. This illustrates the fact that any policy is interpreted and administered by
civil servants. As a result, neutrality is much harder to achieve in practice than
on the theoretician’s drawing board. This is not a quibble: once one accepts that
there is no unique optimal set of policies, context-specificity must include the
nation’s institutional capabilities and the biases of those who administer any
specific policy — what elsewhere we call the policy structure.

Technologies Can Be Singled Out

Neoclassical theory is opposed to policies that focus on specific sectors or
technologies. Indeed economists are fond of saying that governments cannot
pick winners. The facts, however, are otherwise. Governments the world over
have picked winners and some of these have been spectacular successes. At the
same time, others have been disastrous failures. Success has been particularly
apparent when public assistance has encouraged new technologies in their early
stages of development. U.S. policy provides many examples of such successes."”

Virtually every modern Western industrialized country, including the
United States, went through the early stages of its industrialization with
substantial tariff protection for its infant industries.?® Indeed even in the United
Kingdom, the subsequent home of free trade, the prohibition on the
importation of Indian cotton goods was critical in the development of the
machines that produced the first industrial revolution.?! Publicly-funded U.S.
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land-grant colleges have done important agricultural research from their
inception in the 19" century. The 20" century “green revolution” was to a
great extent researched by public funds. In its early stages, the U.S. commercial
aircraft industry received substantial assistance from the National Advisory
Committee on Aeronautics (NACA) that, among other things, pioneered the
development of large wind tunnels and demonstrated the superiority of
retractable landing gears. The airframe for the Boeing 707 and the engines for
the 747 were both developed in publicly funded military versions before being
transferred to successful civilian aircraft. Electronic computers and atomic
energy were largely created in response to military needs and military funding.
For many years, support for the U.S. semiconductor industry came mainly from
military procurement that enforced rigid standards and quality controls which
helped to standardize practices and to diffuse technical knowledge. The U.S.
government’s heavy involvement in the early stages of the U.S. software
industry produced two major spin-offs into the commercial sector. One was an
infrastructure of academic experts, built largely with government funding; the
other was the establishment of high and uniform industry standards.

The post-war Japanese automobile industry was prevented from becoming a
branch of the U.S. industry, as did the Canadian, by government policies that
prohibited foreign ownership and protected the local market. Fierce
competition among too many firms for too small a home market led to one of
the great examples of policy-induced endogenous innovation when Toyota
invented lean production to cope with the absence of sufficient scale to make
U.S. practices efficient. After two decades of experimentation, techniques were
perfected that were better than those in North America and Europe. On the
other side, without government protection, many U.S. and European firms
would have succumbed to Japanese competition.

The Taiwanese government literally created its electronics industry from
scratch using government-owned firms that were transferred to private owners
once they had become successful.

The list can be extended almost indefinitely. Such examples show that at
least in some areas, knowing when and how to use public funds to encourage
really important new technologies in their early stages is an important condition
for remaining technologically dynamic. [ hasten to add that this is no easy task.

When presented with evidence of this sort, neoclassical economists typically
resort to bluster. For example, William Watson tells us that “...a social
institution (government) that cannot properly maintain the windows on a
public school is unlikely to be much use in helping commercialize deep
uncertainty.” But, as the above discussion illustrates, governments (national
not local) have succeeded in assisting the development of many technologies in
their early stages and the U.S. government has registered many such successes.
So have some of the newly industrialized countries. Slogans will not help, nor
will analogies with windows, nor will the confusion of national with local
governments. What we urgently need to know is: “Will it matter if other
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governments, particularly the United States, persist in encouraging new
technologies while we do not?” and, “If we do decide to do this, how can we do
it while avoiding the many catastrophic failures that Carlaw and I, among
others, have chronicled” (Lipsey and Carlaw 1996).

Surveying such focused public polices, Rodrik (1993) agues in much the
same vein:

In thinking about policy, academic economists alternate between
theoretical models in which governments can design finely tuned optimal
interventions and practical considerations which usually assume the
government to be incompetent and hostage to special interests. I argue in
this study that neither of these caricatures is accurate, and that there is
much to be learned by undertaking systematic, analytical studies of state
capabilities — how they are generated and why they differ across
countries and issue areas.

When William Watson says “...leaving things to the market is the lesser of
two inefficiencies,” he is reacting just as Rodrik predicts. We know that there
are market failures, and that there are government failures. We need to go
beyond slogans about which of the two are to be the only ones to be considered
and find out how each of these may be overcome in each of a very specific set
of circumstances.

Context Specificity with Respect to Alterations in the Facilitating Structure

Neoclassical policy analysis recognizes only R&D as a suitable object for the
encouragement of innovation. Tests of policy effectiveness tend to concentrate
on the amount of R&D encouraged or the new technologies established. In
contrast, S-E studies of innovation reveal other areas where policy can be
helpful (Lipsey and Carlaw 1998b).

Policies may indirectly target technological change by altering elements of the
facilitating structure. Examples include integration of relevant university,
government and private sector research activities, creation of technology
information networks, and changing private-sector attitudes toward adopting
new or different technologies. A government can give funds to firms to develop
technologies that they would have developed in any case but then attach
structural conditions to the assistance. More than one government has done this
to encourage the development of long-range research facilities. This includes the
Canadian government’s Defence Industry Productivity Program (Lipsey and
Carlaw 1998b). Such initiatives often arouse the ire of neoclassical economists
who focus on direct results and correctly point out that spending in such areas
led to no inventions or innovations. But that is not the point. The objective is to
alter the facilitating structure in ways that would not have occurred without
government pressure. A prime example, already referred to, is U.S. military
procurement policy that virtually created the U.S. software industry.
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IS MARKET ORIENTATION ENOUGH?

MANY NEOCLASSICAL ECONOMISTS ARGUE that creating a market-oriented
environment is a sufficient goal for public policy. Create that environment and
the magic of the marketplace will do the rest: the actions of domestic agents
and foreign multinationals will bring growth and development without any
need for a more pro-active policy. Furthermore, where pro-active polices are
used, they are likely to do more harm than good.

Others argue that it is not enough simply to set up policies reflecting the
market-oriented consensus that developed after the fall of the planned economies.
They also suggest that newer theories in the S-E tradition show the need for more
focused policies — always on the understanding that these are in addition to, not
substitutes for, a basic market-orientation. Voltaire once observed that magic can
kill whole flocks of sheep if accompanied by sufficient doses of arsenic. Similarly,
the magic of the market can do everything that is needed if it operates in the
context of the necessary set of created institutions and is accompanied by a
sufficient number of policies designed to spur innovation.

Long ago, I predicted a conflict between those who argued that market
orientation alone was sufficient for growth and those who argued that it was
necessary but not sufficient (Lipsey 1994): “The consensus [on the importance
of market orientation] has been followed not by ‘the end of history’ but, just as
one should have expected, by a new battle of ideologies. Both of the ideologies
that are now in competition accept the...[value of] the price system, but they
divide over the importance, and policy-relevance, of the views on technological
change I have reported on in this lecture.” These views were similar, although
much less fully developed, to those I have expressed here, 10 years after the
quoted comment was published.??

The fact that technological change is endogenous to the system creates
scope for influencing it. The fact that there is no unique set of non-distorting,
scientifically determined policies shows that policy must be based on a mixture
of empirical knowledge, theory and judgment. The fact that governments have
picked great winners and terrible losers shows that there is no single approach
to this issue that is reducible to a simple slogan. The real problem is to
determine the conditions that maximize the chances of success and minimize
those of failure in focused policies, something that I have tried to do in a series
of publications of which the most detailed is Lipsey and Carlaw (1998b).

As I have said elsewhere (Lipsey 1997a):

These ideas are both powerful and dangerous. They are powerful because
they suggest ways to go beyond neoclassical generic policy advice to more
context-specific advice. They are dangerous because they can easily be
used to justify ignoring the market-oriented consensus, accepting only the
interventionist part of the S-E policy advice (forgetting that this is meant
to supplement the advice of the consensus, not to replace it).
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CONCLUSION

THE WORKING OUT OF THE FULL IMPLICATIONS of endogenous technological
change, particularly at the micro-economic level, is an ongoing research
project. This project has revolutionary implications for how we view the workings
of the economy and for the role we assign to government policy. Some of these
implications are profoundly upsetting for economists trained in the orthodox
neoclassical tradition. They worry, correctly in my view, that the advocates of the
new theories may discard the large amount of truth that lies with the old when
they set about discarding those things that are in error, or at least misleading.

But the possibility of some excess of revolutionary zeal is no excuse for
avoiding a revolution when the old order is seen to be dysfunctional in many
ways. And when it comes to understanding the forces that drive long-term
growth, the market conditions and the public policies that encourage it, the old
order is, if not dysfunctional, then at least resting on very shaky foundations and
often profoundly misleading.”> Caution is required not to lose major insights
about the advantages of a market-based economy but caution is also needed not
to worship that economy as if it came into being by immaculate conception and
functions so perfectly that it needs no policy assistance, only adoration.

In conclusion, let me point out the good news that is implicit in the new
ways of understanding technological change and economic growth in a largely
knowledge-driven society. Economics need no longer be the dismal science that
it was when growth theory from Adam Smith to Robert Solow was dominated
by considerations of diminishing returns from the accumulation of capital. As I
have put it elsewhere (Lipsey 1994):

Economic analysis will no doubt be used in the future to analyse many
dismal economic events [and no doubt there will be many]. But the days
when the underlying basis of the subject justified the title ‘dismal science’
are over. The modern title should become ‘the optimistic science’ — not
because economics predicts inevitable growth or the arrival of universal
bliss, but because its underlying structure, altered to incorporate the
economics of knowledge, implies no limit to real income-creating,
sustainable growth, operating in a basically market-organized society. If we
cannot achieve sustained and sustainable economic growth, the fault dear
Brutus must lie with ourselves not with some iron-clad economic law that
dictates failure before we start.*
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This chapter is based on the keynote address given at the Winnipeg conference
in November 2003. The ideas discussed here are much more fully elaborated in
Lipsey, Carlaw and Bekar (forthcoming 2005). Since my address was intended as
a report on how I saw the challenges, there are, of necessity, more self-references
than would normally be seemly.

For further discussion of the meaning of GPTs and issues surrounding its
definition, see Lipsey, Bekar and Carlaw (1998).

These implications are elaborated in some detail in Carlaw and Lipsey (2002).
The full set of elements of our facilitating structure are (1) the stock of physical
capital, (2) the stock of consumers’ durables and residential housing, (3) people:
who they are, where they live, and all human capital that resides in them and
that is related to productive activities, including tacit knowledge of how to
operate existing value-creating facilities, (4) the actual physical organization of
production facilities, including labour practices, (5) the managerial and financial
organization of firms, (6) the geographical location of productive activities, (7)
industrial concentration, (8) all infrastructure, (9) all private-sector financial
institutions and financial instruments, (10) government-owned industries and
(11) educational institutions. We also distinguish a policy structure, which
consists of the institutions and people who give effect to public policy.

Since not all GPTs require great structural changes to become effective, we
distinguish two types: “transforming GPTs” lead to massive changes in many,
sometimes most, characteristics of the economic, social and political structures,
as mentioned in the text. Other GPTs do not. Lasers provide one example of the
later type of GPT. They are widely used for multiple purposes: to measure inter
planetary distances in astronomy, to read bar codes at check out counters, to
facilitate numerous types of surgery in hospitals, to support many forms of
communications, to cut diamonds, for milling materials in new machine tools and
for welding plastics. In the future, they will facilitate the usage of
nanotechnology. Lasers, do not, however, qualify as a transforming GPT because
they fit well into the existing social, economic and institutional structure, causing
no major transformations.

We confine all of our discussions to the West, which in ancient times includes
the civilizations of the Tigris and Euphrates. In Chapter 1 of Lipsey, Carlaw and
Bekar (forthcoming 2005), we explain our reasons for adopting this more or less
Eurocentric viewpoint.

This was the first of a series of technologies that created what has been called a
“pyrotechnic revolution,” that included the invention and increasing use of
pottery, glass, terra-cotta, lime plaster and cement, all of which would eventually
become important building and engineering materials technologies. The basic
technology was the discovery of the transforming effects of heat.

My colleagues and I are never quite sure whether or not to include this as a GPT.
The principle itself is a scientific, not a technological discovery but its many uses
were technological. Although the principle had been used in practice for
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millennia, it was the Greeks who understood it and tumed it into a systematic
body of useful knowledge rather than just an empirical knowledge of what
worked and what did not.

The second half of the first millennium AD witnessed a European agricultural
revolution whose technological foundations were the heavy plough, the three-
field system, and the harnessing of horse power. The basic GPT was the heavy
plough which created the pressures that led, on the one hand, to changes in the
layout of fields and, on the other hand, to the development of efficient horse
harnesses, horse shoes and other new technologies related to powering the
ploughs. Similar technologies would not be regarded as GPTs in a modem
economy. They had a restricted variety of uses, and today’s agricultural
technologies only affect a limited segment of the entire economy. They were,
however, general purpose with respect to virtually all agricultural commodities
and, at the time, agriculture constituted the vast majority of contemporary
productive activities (probably over 90 percent).

We advanced an early version of our argument in Lipsey and Beker (1995) and I
elaborated it fully in Lipsey (2002).

Taking the Cobb-Douglas version of the aggregate production function and
assuming only two factors, L and K:

Y = AL°K?,

and with a little manipulation we get a measure of the change in TFP as:
A Y I 5 K _TFpP
A Y K TFP’

(where the dot superscrlpt denotes the time derivative). This equation defines
total factor productivity as the difference between the proportional change in
output minus the proportional change in a Divisia index of inputs. We have
discussed the issues surrounding this and other methods of measuring TFP in
Lipsey and Carlaw (2004).

We give our full interpretation of these events and those that led up to them in
Bekar and Lipsey (forthcoming).

The study of endogenous technical change has a long history in micro-
economics. In a volume first published in 1834, John Rae (reprinted 1905)
studied endogenous technical change and pointed out that it undermined the
case for complete laissez faire in general and free trade in particular. In 1912
Joseph Schumpeter made the innovating entrepreneur the centrepiece of his
theory of growth (English version 1934). Schumpeter did not, however, study the
process of technical change in detail and, as a result, he developed a theory that
made too sharp a distinction between innovation (whose perpetrators were his
heroes) and diffusion (done, according to him, by “mere copiers”). In the early
1960s, Nicholas Kaldor — one of the greatest of the economists who were passed
over for the Nobel Prize — developed models of endogenous growth (see especially
Kaldor and Mirrlees 1962). His work influenced a generation of European scholars.
Also in the 1960s, the historian Schmookler (1966) provided detailed empirical
evidence that innovation was endogenous. Nearly two decades later, Nathan
Rosenberg (1982) established endogeneity in his classic work, Inside the Black Box.
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After that date, there could be no doubt that technological change was endogenous
at the micro-economic level, in the sense that it responded to economic signals.
Rosenberg (1982, Chapter 7) also made a persuasive case that pure scientific
research programs respond endogenously to economic signals. All of this happened
long before macro-economists discovered endogenous technical change.

This approach to the behaviour of firms has a long lineage going back at least to the
work of Herbert Simon (1947). A seminal book by Richard Nelson and Sidney
Winter (1982) later pioneered its application to growth and technological change.
Ken Carlaw and I have addressed these issues, along with their theoretical
background presented in the previous section, in a series of articles including
Lipsey and Carlaw (1996, 1998a, 1998b, 2002) and Lipsey (2000).

They actually distinguish and study three types of policy but for the purposes of
this discussion, we do not need to consider their third type, blanket policies.
Notice that in the neoclassical model, in which the expected payoffs from all lines
of R&D expenditure are equated at the margin, there is no distinction between
encouraging the inputs into the advancement of technological knowledge and
encouraging the output of the new technological knowledge. Increasing one
increases the other. The policy prescription, therefore, does not differentiate
between lowering the costs of generating new technological knowledge and
raising the payoff to that knowledge.

For fuller discussions see Lipsey and Wills (1996) and Westphal (1990).

Lipsey and Carlaw (1996) studies about 30 cases in which focused policies either
succeeded or failed, and attempts to isolate some of the circumstances that tend
to favour either result.

It is worth noting, although there is no space to go into it in detail here, that the
standard infant industry argument for tariff protection is altered when technology
is recognized as being endogenous. In the standard model with known
technology, the only reason for subsidizing an infant-industry tariff is to assist it
to move along a downward sloping long-run cost curve (i.e., to exploit scale
economies) when capital markets are imperfect. With endogenous technology,
tariff protection serves many purposes, including providing time to develop many
activities that confer major externalities and to develop the kinds of structures
that are conducive to technological diffusion and technological advance. The
object is to create circumstances in which the relevant cost curves will shift
downwards, and continue to do so over time, rather than to move outwards along
a pre-determined cost curve.

A recent detailed argument that Britain’s success owed a great deal to its
mercantilist polices can be found in Ormrod (2003).

See also Lipsey (1993) for an earlier similar statement.

Long run equilibrium analysis is profoundly misleading in situations in which
endogenous technological change responds to the shock being investigated: one
response comes from given technology and a quite different response if
technology changes in response to the shock.

Lipsey 1994, p. 351.
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INTRODUCTION

SERVICES ARE ECONOMIC ACTIVITIES that include the provision of human
value in the form of labour, advice, managerial skill, training, entertain-
ment, sale and distribution of goods, intermediation and the dissemination of
information. It is a heterogeneous group of activities that are not directly asso-
ciated with manufacturing of goods, mining or agriculture. In recent years,
there is growing policy interest in the services economy, as countries become
more service-oriented and as the services sector’s contribution to aggregate
production and employment grows. Furthermore, the industries that are most
intensive in their use of information and communication technology (ICT) and
the knowledge-based industries that are believed to be crucial to Canada’s fu-
ture prosperity fall into the services sector. As Lipsey (Chapter 3, in this vol-
ume) reminds us, many of the most important changes brought about by the
ICT revolution have been in consumer services.

Realizing this fact, both academics and government officials are increasingly
interested in understanding the services sector. Compared to the research
available on manufacturing, there is a dearth of research that focuses on the
services sector and Canada is no exception to this. Among the very few studies
that address the Canadian services sector is the book by Grubel and Walker
(1989) which provides a detailed account of Canadian services industries up to
the mid 1980s. Needless to say, very important changes in the services sector
may have occurred in the late 1980s and the 1990s in light of the ICT revolu-
tion. Using data from a survey of services industries, Baldwin, Gellatly, John-
son, and Peters (1988) develop profiles of innovative firms in financial services
industries. Despite its usefulness, this study is of limited help in understanding
what is happening in sectors other than financial services. More recently,
Mohnen and Raa (2000) analyzed the services sector in Canada, exploring the
seemingly inconsistent phenomena of exploding costs and persistent demand in
some industries within this sector. Since their focus was mostly on this paradox,
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they do not cover many other aspects of the important changes that are taking
place in the services sector. Ultimately, there is no comprehensive recent
analysis of the services sector in Canada. One area where there has been some
recent research is on the measurement of productivity growth. This has been
part of a general surge of interest in the methodology and the findings of em-
pirical studies of productivity measurement.! This study builds on this research
and sets out to satisfy, at least partially, the need for a current and comprehen-
sive services-sector analysis. As a result, the study not only examines the pro-
ductivity performance of services industries but also provides an overview of
Canada’s services industries over roughly the past two decades.

This study uses data from the North American Industrial Classification Sys-
tem (NAICS) which has replaced the Standard Industrial Classification (SIC)
that was used prior to 1997.2 In many cases, the data are available only at the
sectoral (2-digit) level, which is why much of our analysis in this study is at that
level, though analysis at the 3-digit level is presented where possible. Appendix
A contains detailed industry lists at the 2-digit and 3-digit levels. The data are
not available at any finer level of disaggregation. It should be added that even
the most disaggregated input-output table for Canada, at the worksheet level,
presents only 300 industries, 206 of them goods-producing, 81 services-
producing and 13 non-business and fictitious industries.’

Growth in services industries should not be seen as coming at the expense
of other sectors in the economy. Rather it reflects ongoing structural changes in
a dynamic economy. In many cases, services complement the outputs of other
sectors. This is especially so for manufacturing. For example, a well functioning
economy needs well-established financial, transportation and distribution ser-
vices. Similarly, although services are not as widely traded internationally as are
manufacturing goods, they are associated with and support every international
transaction. In recent years, the distinction between manufacturing and ser-
vices has become more blurred since services are often bundled into the sale of
many manufactured goods.

In overall sectoral comparisons, the services sector still seems to lag behind
manufacturing in many respects. However, the overall performance of services-
producing industries has improved over the years, whether performance is ex-
amined in terms of employment, the use of machinery and equipment (M&E),
the employment of highly skilled workers, innovation, or participation in inter-
national markets. There are some areas where the services sector is leading
manufacturing. This is the case, for example, in the production and the use of
information and communications technologies and skill-intensity. There are
also some services industries that are outperforming manufacturing even in
productivity growth and investment in research and development (R&D). In-
deed, one point of this study is that the services sector comprises a huge and
heterogeneous group of industries: generalizations for the entire sector can
sometimes hide more than they reveal.
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The rest of the study is organized as follows. The first section provides a
comparative overview of the services sector in the G-7 countries. This is fol-
lowed by a section on the role of services in the Canadian economy. The next
section highlights the role of the services sector in employment creation. The
section after that combines insights on output and employment, and discusses
productivity growth and wage distribution. This is followed by an examination
of the interdependence of the services and the goods-producing sectors, look-
ing at input requirements for both goods-producing and services-producing
industries. This section also decomposes the use of gross output into intermedi-
ate input and final demand components. The study then proceeds to an ex-
amination of the capital intensity, skill intensity and ICT investment-intensity
of services industries. There is an account of international trade and foreign
direct investment which calculates revealed comparative advantage for Can-
ada’s services industries vis-a-vis those of the United States, the United King-
dom and Japan. Then there is a discussion of innovation in the services indus-
tries after which there is a brief section on the ICT sector and the role of
services in ICT, followed by the study’s conclusion.

THE SERVICES SECTOR IN G-7 COUNTRIES

HE SERVICES SECTOR PLAYS A KEY ROLE in G-7 economies, accounting for

66 to 77 percent of total value added. Figure 1 shows that the share of ser-
vices in value added has increased steadily from 1970 through 2002 in all G-7
countries except Canada. In the other six G-7 countries, the average share of
services at current dollar gross domestic product (GDP) was higher in the latter
half of the 1990s than it was in the first half. In Canada, however, the share of
services increased from about 60 to 70 percent over the period from 1970 to
1992, but then declined to about 66 percent in the latter half of the 1990s. The
average share for the period between 1996 and 1999 was 66.5 percent as com-
pared with 67.7 percent for 1990-1995. Once we get the data for 2001 and
2002, we may find that the share of services at current prices increases, as it did
in real terms.* But, with the data available to us at this point, it seems evident
that the importance of services in Canada’s GDP relative to other G-7 coun-
tries has declined. However, this is not the pattern that emerges when the fig-
ures are in real terms. As we will show in the next section, in real terms, the
share of services for Canada was constant throughout the 1990s.

Figure 1 shows that until the United Kingdom overtook Canada in 1979,
Canada’s services sector share of value added was the second largest in the G-
7. From 1979 till 1993, Canada had the third largest share of services among G-
7 countries. Since then the share of services in Canada has been consistently
lower than in almost all of the other G-7 countries, and in 1999 it was the low-
est of all. If the relative prices of goods to services in all G-7 countries were
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changing at the same rate, then the falling relative share of services (at current
prices) in Canada would imply that service sector activities in Canada, ex-
pressed in real terms, were not advancing at the same pace as in the other six
countries. The lack of data on real value added for G-7 countries makes it im-
possible to check this hypothesis.

Table 1 shows the drastic difference in the importance of the services sector
to Canada as compared to the United States. In 2000, the share of services in
Canada was significantly lower than it was in the United States in terms of
value added (a difference of 9 percentage points), gross production (10 per-
centage points), total employment (4 percentage points), number of employees
(4 percentage points) and hours worked (6 percentage points). The largest gap
was in gross fixed capital formation where the Canadian services sector ac-
counted for 57.4 percent and the U.S. services sector contributed 75.6 percent,
a difference of 18 percentage points.

Over the past two decades, the share of services in total value added has
been higher in the United States than in Canada and the gap is widening.
Though shares of both the business and non-business sectors are higher in the
United States, the widening gap has been primarily driven by

FIGURE 1

SERVICES SECTOR SHARE OF TOTAL VALUE ADDED AT CURRENT
PRICES FOR G-7 COUNTRIES
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Source:  Organisation for Economic Co-operation and Development (OECD), Structural Analysis
(STAN) database.
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TABLE 1

SHARE OF SERVICES-PRODUCING INDUSTRIES IN CANADA AND THE
UNITED STATES (PERCENT)

CANADA UNITED STATES
1980 1990 2000 1980 1990 2000
Value Added at Current Prices 58.9 66.1 65.9 64.2 70.6 75.1
Gross Production at Current 46.7 54.8 55.0 60.1 65.2
Prices®
Total Employment, Number 67.0 71.4 74.2 70.2 75.5 78.3
Engaged
Number of Employees 68.7 2.7 74.6 70.9 76.2 79.0
Hours Worked 64.2 68.3 70.9 67.6 72.7 75.7

Gross Fixed Capital Formation at 43.4 57.0 57.4 57.9 68.8 75.6

Current Prices

Note: a. The figures labelled for year 2000 are actually for year 1999, as the data on gross produc-
tion for year 2000 in Canada are not yet available.
Source:  OECD, STAN database.

TABLE 2

INDUSTRY SHARE IN VALUE ADDED IN CANADA AND THE UNITED
STATES (PERCENT)

CANADA UNITED STATES

1980 1990 1999 1980 1990 1999

TOTAL SERVICES 589 66.1 659 64.2 70.6 75.1
Business Sector Services® 39.5 44.4 46.2 44.0 484 53.8
Trade 11.7 11.9 11.3 16.8 16.4 17.2
Hotels and Restaurants 2.6 2.7 2.4 0.7 0.8 0.9
Transport and Storage 5.2 4.2 4.3 3.7 3.1 3.3
Post and Telecommunications 2.8 3.0 2.8 3.2 3.2 3.4
Financial Intermediaries 4.8 6.0 6.9 4.6 5.9 8.1
Real Estate, Renting and Business 12.3 16.7 18.5 150 19.0 21.0

Activities

Non-business Sector Services 19.5 21.7 19.8 199 220 211

Public Administration and Defense; 6.6 6.9 5.7 13.1 13.2 11.7
Compulsory Social Security

Education 5.6 5.5 4.9 0.6 0.7 0.8
Health and Social Work 5.1 6.5 6.1 4.4 5.9 6.2
Other Community, Social and 2.2 2.8 3.0 1.9 2.2 2.4
Personal Services
Note: The industries are arranged according to the International Standard Industrial
Classification (ISIC).

Source:  OECD, STAN database.
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changes in the business sector. Table 2 shows that shares of value added for all
U.S. business sector services were higher in 1999 than in 1990. In contrast, in
Canada, shares of trade, hotels and restaurants, and post and telecommunica-
tion industries fell over the same period. Furthermore, even among industries
where the share of total value added has grown in both countries, growth rates
are higher in the United States than in Canada. This is the case for financial
intermediaries and real estate.®

The share of non-business sector services industries has remained relatively
flat in both countries and it is of roughly the same importance to the economy
in both countries: the huge share that public administration and defence ac-
counts for in the United States is offset by the relatively large educational sec-
tor in Canada.

REAL GROWTH IN SERVICES IN CANADA

IN REAL AS OPPOSED TO NOMINAL TERMS, Canada’s services sector growth has
outpaced overall economic growth for decades. As a result, the share of ser-
vices in total economic activity has increased over time.” The share of services in
real GDP rose to 69 percent in 2001-2002 from about 66 percent in 1981-1982
and settled at about 68 percent in 1991-1992 (Table 3). It remained at that level
throughout the 1990s, eventually returning to 69 percentin 2001-2002.

In light of the increasing role of knowledge-based service-oriented activities,
we may expect to see the services share in the economy continue to rise and
perhaps even accelerate in the future. On the other hand, looking at the rela-
tively stable services share in the 1990s and an increase of just one percentage
point in recent years, one is led to wonder whether the share of services in
GDP will, in fact, continue to rise.

Even though the education, public administration, health care and social
assistance sectors grew faster in the 1990s than in the 1980s, their shares in
total GDP declined since their growth rates did not keep pace with other
sectors. On the other hand, industries such as professional, scientific and
technical services, information and cultural services, and wholesale trade
increased their shares. They constituted the fastest growing services industries
and their growth rates exceeded that of the manufacturing sector.

In comparison with the 1990s, in recent years the shares of business services
industries rose and those of non-business services industries (such as health,
education and public administration) fell. As a result, in 2001-2002, the share
in the total economy accounted for by the whole business sector (both goods
and services) rose to 85 percent (leaving only 15 percent for the non-business
sector). This was up from 80 percent a decade earlier (Figure 2).% The rise in
the share of services-producing industries in the business sector more than
compensated for the fall in the share of goods-producing industries. In the
1990s, the business sector was 80 percent of the economy, with 32 percent of
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that share accounted for by goods-producing industries and 48 percent
contributed by services-producing industries. By 2001-2002, the business sector
constituted 85 percent of the economy and within that total, the services sector
accounted for 54 percent and the goods sector made up the remaining 31
percent. In terms of the non-business part of the economy, almost all of it (98
percent) is accounted for by the services sector.

TABLE 3

DISTRIBUTION AND GROWTH OF REAL GDP FOR THE CANADIAN
EcoNOMY (1997 PRICES)

SHARE GROWTH RATE*
1991-1992 2001-2002
OVER OVER
1981-1982 1991-1992 2001-2002 1981-1982 1991-1992
ALL INDUSTRIES 100.0 100.0 100.0 2.4 3.2
Goods-producing Industries 34.2 32.1 31.0 1.7 2.9
Manufacturing 16.3 15.7 16.9 2.0 4.0
Services-producing Industries 65.8 67.9 69.0 2.7 34
Wholesale Trade 34 4.8 5.9 5.9 5.3
Retail Trade 5.8 5.4 5.6 1.6 3.7
Transportation and 4.5 4.6 4.6 2.6 3.4
Warehousing
Information and Cultural 2.5 3.2 4.5 4.8 7.1
Industries
FIRRMC? 17.8 19.0 19.8 3.1 3.7
Professional, Scientific 2.6 2.9 4.7 3.6 8.3
and Technical
Administrative and Sup- 1.6 2.2 2.1 5.3 3.2
port, Waste Manage-
ment and Remediation
Educational Services 6.7 6.1 4.6 1.3 0.4
Health Care and Social 6.9 7.3 5.8 3.0 0.9
Assistance
Arts, Entertainment and 1.1 0.9 0.9 0.7 3.6
Recreation
Accommodation and 3.2 2.5 2.4 0.4 2.9
Food Services
Other Services (Except 2.1 2.1 2.3 2.2 4.1
Public Administration)
Public Administration 7.3 7.1 5.7 2.0 0.9
Notes: a. Average annual compound growth rates.

b. Finance and insurance, real estate and renting and leasing and management of companies
and enterprises. It includes three NAICS 2-digit industries (NAICS 52 — finance and
insurance, NAICS 53 — real estate and rental and leasing and NAICS 55 — management of
companies and enterprises).

Source:  Statistics Canada, CANSIM Table no. 379-0017.
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FIGURE 2

SHARE OF REAL GDP IN CANADA (IN PERCENT)
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Source:  Statistics Canada.

Such trends indicate that the Canadian economy is becoming more
services-oriented, albeit at a slow pace. It also suggests that this is happening
because of the falling shares of other non-manufacturing goods-producing
industries (e.g. construction, utilities and agriculture). In contrast, the share of
manufacturing in total GDP has increased by more than one percentage point
(a higher percentage point increase than the services sector) in 2001-2002
compared with 1991-1992.

EMPLOYMENT IN SERVICES

IN TERMS OF EMPLOYMENT, the services sector accounted for 90 percent of
total job creation in Canada between 1976 and 2002. As a result, the share
of employment in the services sector rose from 66 percent in 1976-1977 to 74
percent in 2001-2002 (Table 4). This increase largely took place during the
1980s with the services shares of employment reaching 73 percent by 1991.92.
The retail industry accounted for the largest share of employment in this period
(12 percent of the total employment in the economy) followed by health care
and social assistance at 10 percent, and then by professional, scientific and
technical, educational services, and by accommodation and food services, each of
which had shares of 6.5 percent. Employment growth between 1991 and 2002
was strongest for the industry called management of companies and enterprises
and administration and support (MCAS). Its annual compound growth rate was
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6 percent. Another industry that recorded a very high annual growth rate (5
percent) was professional, scientific and technical services, which increased its
overall share in total employment by 1.8 percentage points. Employment in the
information, cultural and recreation industry also grew annually by a healthy rate
of 3.6 percent. The employment restructuring that occurred in the 1990s also
involved a shrinkage in the employment shares for finance and insurance, real
estate and leasing, and public administration.

TABLE 4

AVERAGE ANNUAL INDUSTRY SHARE OF EMPLOYMENT (PERCENT)

FUuLL-TIME PART-TIME
TOTAL EMPLOYMENT EMPLOYMENT EMPLOYMENT

1976- 1991- 2001- 1991- 2001- 1991- 2001-
77 92 02 92 02 92 02

Goods-producing Sector 339 270 256 305 296 116 8.1
Manufacturing 18.7 14.5 5.1 17.0 17.8 33 3.0
Services-producing Sector 66.1 73.0 744 695 704 884 919

Wholesale Trade NA 3.2 3.6 3.6 4.1 1.5 1.5

Retail Trade NA 128 122 10.6 99 225 220

Transportation and 5.7 4.8 5.0 5.2 5.4 34 3.1
Warehousing

Finance and Insurance NA 4.5 4.2 4.8 4.6 3.1 2.7

Real Estate and Leasing NA 2.0 1.6 2.0 1.5 2.2 1.9

Professional, Scientific and 2.7 4.7 6.5 5.0 6.9 33 4.8
Technical

MCAS® 1.7 2.5 38 2.3 3.5 3.5 5.0

Educational Services 6.8 6.8 6.5 6.6 5.9 7.7 9.2

Health Care and Social 8.1 10.3 10.3 9.2 9.5 15.3 14.2
Assistance

Information, Culture and 3.7 3.9 4.6 3.7 43 4.7 6.1
Recreation®

Accommodation and Food 4.6 6.0 6.5 4.5 48 128 14.0
Services

Other Services (Except Public 4.4 4.7 4.5 4.4 4.3 5.9 5.6
Administration)

Public Administration 6.6 6.7 5.1 7.6 5.8 2.8 2.0

Notes:  The data in the table include both employees and the self-employed. The share calculation is
based on the number of people employed, not on the number of hours worked. The sum
across industries adds up to 100.
NA: data not available.
a. Management of companies and enterprises and administration and support, waste man-
agement and remediation services. It includes 2 NAICS 2-digit industries (NAICS 55 —
management of companies and enterprises and NAICS 56 — administrative and support,
waste management and remediation services).
b. This includes 2 NAICS 2-digit industries (NAICS 51 — information and culture and
NAICS 71 — arts entertainment and recreation).

Source:  Statistics Canada, Labour Force Survey, CANSIM Table 282-0008.
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The share of services employment differed substantially for full-time and
part-time workers. In 2001-2002, only 70 percent of all full-time employees
worked in the services sector. In contrast, 92 percent of all part-time employees
worked in services. Even though the proportion of part-time employment to
total employment remained the same for the economy as a whole over this pe-
riod (see the discussion below), the share of part-time workers that were em-
ployed in the services sector increased from 88 percent in 1991-1992 to 92 per-
cent in 2001-2002. At the same time, part-time employment in the goods-
producing sector fell from 12 percent to 8 percent. In 2001-2002, the industries
that saw increases in the share of part-time employment included: professional,
scientific and technical services, MCAS, education, information, cultural and
recreation services, as well as accommodation and food industries.

Moving beyond the composition of total employment, another interesting
issue is how each industry’s employment is distributed between part-time and
full-time workers, between employees and the self-employed, and between pub-
lic- and private-sector employment. This breakdown is shown in Table 5. This
table reveals that the falling share of full-time employment that Canada experi-
enced in the 1980s stabilized in the 1990s. The share of full-time employment
in the economy fell from 87 percent in 1976-77 to 82 percent in 1991-92 and
remained at that level through 2001-2002. In the 1980s, the falling trend of
full-time workers was due entirely to changes in the services sector, where the
share of full-time employment fell from 83 percent in 1976-77 to 77.6 percent
in 1991-1992 and remained at that level a full decade later. This stability in the
share of full-time workers in total services employment is mirrored by the fact
that the share of part-time employment has also remained stable (22.4 percent
in 1991-1992 and 22.8 percent in 2001-2002). The constant share of part-time
workers in total services employment shown in Table 5 implies that the full-
time and part-time workers are increasing at the same pace. Overall, the ser-
vices sector’s share of part-time workers rose (Table 4) as the numbers of part-
time workers in goods-producing industries fell.

There has been little change within the services sector industries in the
proportion of full-time to part-time employees. Some industries such as trans-
portation and warehousing and educational services saw small increases in the
share of full-time employment, whereas there were decreases in others, includ-
ing the health care and social assistance, and information, culture and recrea-
tion industries.

Trends in self-employment moved in opposite directions in the services and
goods-producing sectors between 1991-1992 and 2001-2002: self-employment as
a proportion of total employment fell in the goods-producing sector but it in-
creased in services. As Table 5 shows, however, in 2001-2002, there were still
proportionately more people who were self-employed in the goods sector (16.1
percent of total goods sector employment) than in the services sector (15 per-
cent). The share of the self-employed in total employment rose in all services
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TABLE 5

AVERAGE ANNUAL SHARE OF EMPLOYMENT BY NATURE AND CLASS OF
WORKERS (PERCENT)

SHARE OF
SHARE OF SELF- PusLiC
SHARE OF FULL-TIME EMPLOYED IN  EMPLOYEES IN
EMPLOYMENT IN TOTAL ToTAL ToTAL
EMPLOYMENT® EMPLOYMENT®  EMPLOYMENT®
1976- 1991- 2001- 1991- 2001- 1991 2001-
INDUSTRIES 77 92 02 92 02 -92 02
All Industries 87.0 81.5 81.6 14.9 153 25,6 22.2
Goods-producing Sector 94.6 92.1 94.2 19.5 16.1 6.1 39
Manufacturing 97.3 95.7 96.4 5.0 43 0.4 0.1
Services-producing Sector 83.1 77.6 77.2 13.2 150 324 285
Trade 7.7 72.4 72.6 14.9 12.6 1.2 1.0
Transportation and 92.2 87.0 88.6 13.8 17.3 292 221
Warehousing
FIRE! 91.0 85.2 85.4 11.0 14.6 6.0 6.6

Professional, Scientific 90.7 86.8 86.5 31.3 329 1.9 1.3

and Technical

MCAS® 81.5 74.6 75.6 219 25.5 2.4 1.3

Educational Services 83.2 79.2 74.0 24 4.7 90.0 918

Health Care and Social 80.5 72.7 74.8 11.2 12.0 59.9 56.1
Assistance

Information, Culture 83.6 715 75.8 124 14.3 181 15.6
and Recreation

Accommodation and 69.1 60.9 60.4 10.0 9.9 N N

Food Services

Other Services (Except 78.9 76.7 76.9 29.6 333 0.7 N

Public Administration)

Public Administration 94.5 92.4 92.9 0.1 00 982 99.7

Notes: “N” stands for negligible amount; however, since the data were suppressed, we cannot find
the exact share. Checking data for total and private employees, it turns out that the share of
public employees was less than 0.1 percent in these industries.

a. The data include both employees and the self-employed, and the remaining percent is
covered by part-time employment.
b. The remaining percent is covered by employees.
c. The remaining percent is covered by private employees.
d. Finance and insurance and real estate as well as rental and leasing.
e. Management of companies and enterprises and administration and support, waste man-
agement and remediation services (industries with NAICS codes 55 and 56).
Source:  Statistics Canada, Labour Force Survey, CANSIM Table 282-0008.
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industries except in trade and in accommodation and food services. The largest
increases in the shares of the self-employed were seen in transportation and
warehousing, finance and real estate, MCAS, and professional, scientific and
technical services. These are all industries in which one third of all workers are
self-employed. In terms of the differences between private- and public-sector em-
ployment, health care and social assistance, educational services, and public ad-
ministration are sectors with a majority of public-sector employees. Not surpris-
ingly, almost all workers in public administration are public-sector employees.
Next, we look at the distribution of employees (excluding the self-
employed) by establishment size. It appears that higher proportions of services
employees are working in establishments with a small number of employees
compared with the situation in the goods-producing sector. Based on data for
1997-2002, only 26 percent of employees in the goods-producing sector were
working in establishments with fewer than 20 employees compared to 36 per-
cent in the services sector (Table 6). Other services such as accommodation

TABLE 6

SHARE OF EMPLOYEES BY ESTABLISHMENT SIZE, 1997-2002 (PERCENT)

WITH
FEWER WITH 20TO WITH 100 WITH MORE
THAN 20 99 TO 500 THAN 500
INDUSTRIES EMPLOYEES EMPLOYEES EMPLOYEES EMPLOYEES
All Industries 34.0 32.6 21.2 12.2
Goods-producing 25.9 29.9 28.6 15.5
Manufacturing 15.9 30.3 34.9 18.8
Services-producing 36.7 33.5 18.7 11.1
Trade 44.0 36.6 16.8 2.6
Transportation and Warehousing 217.0 32.9 25.4 14.7
Finance, Insurance, Real Estate 38.6 33.1 16.9 11.5
and Leasing
Professional, Scientific and 39.1 32.1 21.1 7.7
Technical
MCAS* 48.1 29.8 16.2 5.9
Educational Services 17.8 46.5 18.5 17.2
Health Care and Social Assistance 30.2 24.2 23.0 22.5
Information, Culture and 28.1 32.1 23.1 16.7
Recreation
Accommodation and Food Services 49.1 40.6 8.7 1.7
Other Services (Except Public 72.9 19.3 6.4 1.4
Administration)
Public Administration 21.5 31.0 27.6 19.9
Note: a. management of companies and enterprises and administration and support, waste man-

agement and remediation services (industries with NAICS codes 55 and 56).
Source:  Statistics Canada, Labour Force Survey, CANSIM Table 282-0076.
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and food, MCAS, and transportation and warehousing are characterized by a
high proportion of employees working in establishments of 20 employees or
less. In contrast, transport and warehousing, educational services, health care
and social assistance, and information, culture and recreation were sectors with
a relatively high share of workers employed in large establishments with more
than 500 employees.

In terms of gender, the majority of employees in the services industries are
female. They constitute as much as 84 percent of the employees in health care
and social assistance (Figure 3). More than 60 percent of the employees in fi-
nance and insurance, real estate and leasing, educational services, and accom-
modation and food industries are female.

The share of young employees between ages 15-24 years of age is also higher
in services than in manufacturing. About 18 percent of all services-sector em-
ployees fall into this age group.

To sum up, the services sector accounts for 70 percent of all full-time em-
ployment in Canada, a share comparable to its 69 percent contribution to real
GDP. However, the services sector has proportionately more part-time em-
ployment than its share of GDP, and its share of part-time employment has
remained stable over the past decade. The share of self-employment has been
rising in the services industries. More people working in services are employed
in smaller establishments: more than 70 percent of services employees work in
establishments with fewer than 100 employees. In manufacturing, the compa-
rable figure is only 46 percent. There are more women working in the services
sector than in the goods sector. The proportion of young employees is also lar-
ger in services than in the goods-producing sector.
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FIGURE 3
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GENDER AND AGE CHARACTERISTICS OF EMPLOYEES, 1997-2002 (PERCENT)
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PRODUCTIVITY AND WAGES IN SERVICES

O FAR, SERVICES OUTPUT AND EMPLOYMENT have been presented sepa-

rately. This section brings them together to consider the role of services in
the growth of labour productivity. Standard indicators of labour productivity
show that the services contribution to overall productivity growth is relatively
limited compared to the size of the sector. In the past two decades, half or more
of the productivity growth in the business sector was attributable to manufac-
turing. In certain instances, however, services sector industries did make im-
portant contributions. For example, in 1990-2000 retail trade and telecommu-
nication carriers industries achieved a higher annual productivity growth rate
than that of the manufacturing sector (Figure 4).

It is observable that there is lower labour productivity growth measured for
the services sector and for its components. This may, however, be due to prob-
lems with measuring output that are more acute in services than in manufac-
turing. As Triplett and Bosworth (2001) have argued, what would be the out-
put of an insurance company! What is the output of a consulting firm

FIGURE 4

COMPOUND ANNUAL PRODUCTIVITY GROWTH RATE, 1980-2000
(PERCENT)
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