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PREFACE

The purpose of this book is to provide an introduction to the applications of
analytical chemistry to archaecology. The intended audience is advanced
students of archaeology, who may not have all of the required background
in chemistry and physics, but who need either to carry out analytical
procedures, or to use the results of such analyses in their studies. The book is
presented in three parts. The first is intended to contextualize analytical
chemistry for students of archaeology — it illustrates some of the
archaeological questions which have been addressed, at least in part, by
chemical analysis, and also chronicles some of the long history of interaction
between chemistry and archaeology. Additionally, it introduces chemistry as
a scientific discipline, and gives a brief historical introduction to the art and
science of analytical chemistry.

The second part consists of seven chapters, which present a range of
analytical techniques that have found archaeological application, grouped by
their underlying scientific principles (absorption/emission of visible light,
absorption of infrared, etc.). Each chapter describes the principles and
instrumentation of the methods in some detail, using mathematics where this
amplifies a point. The majority of each chapter, however, is devoted to
reviewing the applications of the techniques to archaeology. We do not
pretend that these application reviews are comprehensive, although we do
hope that there are enough relevant references to allow the interested reader to
find her or his way into the subject in some depth. We have also tried to be
critical (without engaging in too much controversy), since the role of a good
teacher is to instill a sense of enthusiastic but critical enquiry! Nor can we
pretend that the topics covered in these chapters are exhaustive in terms of
describing all of the analytical methods that have been, or could profitably be,
applied to serious questions in archaeology. The critical reader will no doubt
point out that her or his favorite application (e.g., NMR, thermal methods,
etc.) is missing. All that we can say is that we have attempted to deal with those
methods that have contributed the most over the years to archaeological
chemistry. Perhaps more attention could usefully have been applied to a
detailed analysis of how chemical data has been used in archaeology, especially
when hindsight suggests that this has been unhelpful. It is a matter of some

Xiil
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debate as to whether it is worse to carry out superb chemistry in support of
trivial or meaningless archaeology, or to address substantial issues in
archaeology with bad chemistry. That, however, could fill another book!

In order for the intended audience of students to become “‘informed
customers’ or, better still, trainee practitioners, we present in the final part
some of the basic science necessary to appreciate the principles and practice
underlying modern analytical chemistry. We hope that this basic science is
presented in such a way that it might be useful for students of other applied
chemistry disciplines, such as environmental chemistry or forensic chemistry,
and even that students of chemistry might find some interest in the
applications of archaeological chemistry.

Chapters 10 and 11 introduce basic concepts in chemistry, including
atomic theory and molecular bonding, since these are necessary to under-
stand the principles of spectrometry, and an introduction to organic
chemistry. Chapter 12 discusses some basic physics, including wave motion
and the interaction of electromagnetic waves with solid matter. Chapter 13 is
an introduction to some of the practicalities of analytical chemistry,
including how to make up standard solutions, how to calibrate analytical
instruments, and how to calculate such important parameters as the
minimum detectable level of an analyte, and how to estimate errors. We
also outline quality assurance protocols, and good practice in laboratory
safety. Much of this material has been used in teaching the underlying maths,
physics, and chemistry on the BSc in Archaeological Science at the
University of Bradford, in the hope that these students will go on to become
more than “intelligent consumers’ of analytical chemistry. It is gratifying to
see that a number of ex-students have, indeed, contributed significantly to the
literature of archaeological chemistry.

In this background material, we have taken a decidedly historical approach
to the development of the subject, and have, where possible, made reference to
the original publications. It is surprising and slightly distressing to see how
much misinformation is propagated through the modern literature because of
a lack of acquaintance with the primary sources. We have also made use of the
underlying mathematics where it (hopefully) clarifies the narrative. Not only
does this give the student the opportunity to develop a quantitative approach
to her or his work, but it also gives the reader the opportunity to appreciate the
underlying beauty of the structure of science.

This book has been an embarrassing number of years in gestation. We are
grateful for the patience of Cambridge University Press during this process.
We are also grateful to a large number of individuals, without whom such a
work could not have been completed (including, of course, Newton’s
Giants!). In particular, we are grateful to Dr Janet Montgomery, who helped
to collate some of the text and sought out references, and to Judy Watson,
who constructed the figures. All errors are, of course, our own.



PART 1

THE ROLE OF ANALYTICAL CHEMISTRY
IN ARCHAEOLOGY






ARCHAEOLOGY AND ANALYTICAL
CHEMISTRY

This chapter aims to place the role of analytical chemistry into its
archaeological context. It is a common fallacy that archaeology is about
things — objects, monuments, landscapes. It is not: archaeology is about
people. In a leading introductory text, Renfrew and Bahn (1996: 17) state
that ““archaeology is concerned with the full range of past human experience —
how people organized themselves into social groups and exploited their
surroundings; what they ate, made, and believed; how they communicated
and why their societies changed”. In the same volume, archaeology is called
“the past tense of cultural anthropology” (Renfrew and Bahn 1996: 11), but
it differs from anthropology in one crucial and obvious respect — in
archaeology it is impossible to interview the subjects of study, or to observe
them directly in their everyday life. Archaeology therefore operates at a very
different level of detail when compared to anthropology. Inferences about
past societies are made from the material evidence recovered by archaeo-
logical excavation — sometimes in the form of surviving artifacts or structures
(i.e., the deliberate products of human activity), but also from associated
evidence such as insect remains, from which environmental and ecological
information can be derived. Sometimes it is the soils and sediments of the
archaeological deposit itself — their nature and stratigraphy — which provide
the evidence, or add information by providing a context. Hence the often
acrimonious debate about the effects of looting or the undisciplined use of
metal detectors, where objects are removed from their contexts without
proper recording. It is always the case that information is lost, sometimes
totally, when an object is removed from its archaeological context without
proper recording.

Although archaeology is a historical discipline, in that its aim is to
reconstruct events in the past, it is not the same as history. If history is
reconstructing the past from written sources, then 99.9% of humanity’s five
million years or more of global evolution is beyond the reach of history. Even
in historic times, where written records exist, there is still a distinctive role for
archaeology. Documentary evidence often provides evidence for “big events” —
famous people, battles and invasions, religious dogma, and the history of
states — but such written sources are inevitably biased. History is written by the



4 Analytical chemistry in archaeology

literate, and usually by the victorious. We do not have to look far into our
own recent history to realize that it can obscure the past as well as illuminate
it. In contrast, archaeology is generally the unwritten story of the unnamed
common people — the everyday story of how they lived and died.

At the heart of archaeology is the process of reconstructing past events
from material remains. It is this focus on material evidence that creates the
need for scientific approaches to the past. Since every archaeological
excavation might be thought of as an unrepeatable scientific experiment (in
the sense of a data-gathering exercise that can only be done once), there is a
practical and moral requirement to extract the maximum possible informa-
tion from the generally mundane collection of bones, stone tools, shards of
broken pots, corroded metalwork, and biological assemblages that constitute
the vast bulk of archaeological finds. Trade routes are inferred from
fragments of broken glass or pottery manufactured in one place but found in
another. The economies of ancient cities are reconstructed from a study of
the animal bones found on midden tips. In this respect, archacology has
much in common with modern forensic science — events, chronologies,
relationships, and motives are reconstructed from the careful and detailed
study of a wide range of material evidence. In order to set the scene, it is
instructive to challenge new students in the study of the science of
archaeology to name a scientific discipline that has no relevance to
modern-day archaeology. One can easily go through the scientific alphabet,
from astronomy to zoology, and find many obvious applications. It is
possible, of course, to carry out the same exercise in the social sciences, and
also in engineering and medical sciences. Since the subject of study in
archaeology is the whole of human history, it is not surprising that few (if
any) academic disciplines exist that have no relevance or application to
archaeology. It is inherently an interdisciplinary subject.

There are a number of more or less comprehensive published histories of
scientific analysis applied to the study of past peoples and materials. Caley
(1949, 1951, 1967) summarizes the early applications of chemistry to archa-
eology, and a review paper by Trigger (1988) gives a general overview of the
relationship between archaeology and the physical and biological sciences. A
collection of recent scientific studies, largely relating to museum objects,
including dating, authenticity, and studies of metalwork, ceramics, and glass,
can be found in the edited volume of Bowman (1991), and Henderson (2000)
provides an overview of the information derived from scientific studies of a
similar range of inorganic archaeological materials. Many conference
proceedings (especially those entitled Archaeological Chemistry, produced
by the American Chemical Society [Beck (1974), Carter (1978), Lambert
(1984), Allen (1989), Orna (1996), Jakes (2002)], and also the published
proceedings of the International Archaeometry Symposia [see website])
contain a very wide range of chemical studies in archaeology. Of the several
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books covering the chemical aspects of archaeological science, Goffer (1980)
gives a very broad introduction to archaeological chemistry, covering basic
analytical chemistry, the materials used in antiquity, and the decay and
restoration of archaeological materials. More recent publications include
Pollard and Heron (1996), which gives a basic introduction to instrumental
chemical analysis followed by seven chapters of case studies, and Lambert
(1997), which has eight chapters, each one based on the study of a particular
archaeological material. The “‘standard works” on science in archaeology
include Brothwell and Higgs (1963, 1969), Ciliberto and Spoto (2000), and
Brothwell and Pollard (2001), but earlier general works such as the eight
volume A History of Technology (Singer 1954-84), Thorpe’s Dictionary of
Applied Chemistry in twelve volumes (Thorpe and Whiteley 1937-56), and
the monumental Science and Civilisation in China (Needham 1954-2004)
contain, amongst much else, masses of information derived from chemical
studies of archaeological material.

1.1 The history of analytical chemistry in archaeology

For the reasons given above, there is a strong moral and practical
requirement to extract the maximum information from the material remains
recovered during archaeological investigation. Of prime importance in this
endeavor is the application of analytical chemistry, now taken to mean
instrumental methods of chemical analysis for the detection and quantifica-
tion of the inorganic elements, but also including a vast array of methods of
organic analysis, and (more recently) techniques for the measurement of
isotopic abundances for a range of elements. The long history of the
relationship between archaeology and chemistry has been described in detail
elsewhere (Caley 1951, 1967; Pollard and Heron 1996). Much of this history
has focused around the use of analytical chemistry to identify the
constituents of archaeological artifacts. Initially this stemmed out of a
curiosity to find out what these objects were made from, but, very quickly,
more sophisticated questions were asked — most notably relating to
provenance (or, in the US, provenience, but see below). The term here is
used to describe the observation of a systematic relationship between the
chemical composition of an artifact (most often using trace elements, present
at less than 0.1% by weight) and the chemical characteristics of one or more
of the raw materials involved in its manufacture. This contrasts sharply with
the use of the same term in art history, where it is taken to mean the find spot
of an object, or more generally its whole curatorial history. In fact, a recent
North American textbook on geoarchaeology has used the term provenience
for find spot, and provenance for the process of discovering the source of raw
materials (Rapp and Hill 1998, 134). Although this is an elegant solution to a
terminological inexactitude, it has not yet been universally adopted, at
least in Europe. Since provenance has been such a dominant theme in
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archaeological chemistry, further consideration is given below to the theory
of provenance studies.

The history of analytical chemistry itself has relied extensively on the
contributions of great scientists such as Martin Heinrich Klaproth (1743—
1817), and it is gratifying to see how many of these pioneers considered
archaeological material as a suitable subject for study. Following a successful
career as a pharmacist, Klaproth devoted himself to the chemical analysis of
minerals from all over the world. He is credited with the discovery of three
new elements — uranium, zirconium, and cerium — and the naming of the
elements titanium, strontium, and tellurium, isolated by others but sent to
him for confirmation. His collected works were published in five volumes
from 1795 to 1810, under the title Beitrdge zur chemischen Kenntniss der
Mineralkorper, to which a sixth (Chemische Abhandlungen gemischten
Inhalts) was added in 1815. In addition to these monumental contributions
to mineralogical chemistry, Klaproth determined gravimetrically the
approximate composition of six Greek and nine Roman copper alloy
coins, a number of other metal objects, and a few pieces of Roman glass.
Gravimetry is the determination of an element through the measurement of
the weight of an insoluble product of a definite chemical reaction involving
that element, and was the principal tool of quantitative analytical chemistry
until the development of instrumental techniques in the early twentieth
century. His paper entitled Memoire de numismatique docimastique was
presented to the Royal Academy of Sciences and Belles-Lettres of Berlin on
July 9, 1795, and published in 1798. He first had to devise workable
quantitative schemes for the analysis of copper alloys and glass; the former
scheme has been studied in detail by Caley (1949). He was appointed
Professor at the Artillery Officer Academy in Berlin, and in 1809 became the
first Professor of Chemistry at the newly created University of Berlin.

Humphry Davy (1778-1829), discoverer of nitrous oxide (N,O, or
“laughing gas™, subsequently used as a dental anaesthetic and today as a
general pain-Kkiller), identifier of the chemical nature of chlorine gas, and
inventor of the miner’s safety lamp, also played a part in developing
archaeological chemistry. In 1815, he read a paper to the Royal Society
concerning the chemical analysis of ancient pigments collected by himself in
“the ruins of the baths of Livia, and the remains of other palaces and baths
of ancient Rome, and in the ruins of Pompeii” (Davy 1815). In a series of
letters reported by others in the journal Archaeologia, Michael Faraday
(1791-1867), the discoverer of electromagnetic induction, showed that he had
studied a wide range of archaeological material, including a copper alloy
coin, glass, and various fluids (Archaeologia XXV 13-17 1835), enameled
bronze, glass, fuel residue, food residue, and oil (analyzed by tasting, which is
no longer the preferred method!: Archaeologia XXVI 306-10 1836), and
Roman lead glaze pottery (Archaeologia XXXII 452 1847). One of the first



Archaeology and analytical chemistry 7

wet chemical investigations of ancient ceramics (Athenian pottery from the
Boston Museum of Fine Arts) was carried out at Harvard and published in
the American Chemical Journal by Theodore William Richards (1895).
Many other eminent chemists of the nineteenth century (including Kekulé,
Berzelius, and Berthelot) all contributed to the growing knowledge of the
chemical composition of ancient materials. Undoubtedly, their archacologi-
cal interests were minor compared to their overall contribution to chemistry,
but it is instructive to see how these great scientists included the analysis of
archacological objects as part of their process of discovery.

The appearance of the first appendices of chemical analyses in a major
archacological report represents the earliest systematic collaboration between
archaeology and chemistry. Examples include the analysis of four Assyrian
bronzes and a sample of glass in Austen Henry Layard’s Discoveries in the
Ruins of Nineveh and Babylon (1853), and Heinrich Schliemann’s Mycenae
(1878). So distinguished was this latter publication that William Gladstone,
the British Prime Minister of the day, wrote the preface. The scientific reports
in both of these publications were overseen by John Percy (1817-89), a
metallurgist at the Royal School of Mines in London. Percy also wrote four
major volumes on metallurgy, which included significant sections on the early
production and use of metals (Percy 1861, 1864, 1870, and 1875). Because of
his first-hand experience of metallurgical processes now lost, these books
remain important sources even today. The analysis of metal objects from
Mycenae showed the extensive use of native gold and both copper and
bronze, which was used predominantly for weapons. Percy wrote in a letter
to Schliemann dated August 10, 1877 that “Some of the results are, I think,
both novel and important, in a metallurgical as well as archaeological point
of view” (quoted in Pollard and Heron 1996: 6).

Toward the end of the nineteenth century, chemical analyses became more
common in excavation reports, and new questions, beyond the simple ones of
identification and determination of manufacturing technology, began to be
asked. In 1892, Carnot published a series of three papers that suggested that
fluorine uptake in buried bone might be used to provide an indication of the
age of the bone (Carnot 1892a, 1892b, 1892c), preempting by nearly 100
years the current interest in the chemical interaction between bone and the
burial environment. Fluorine uptake was heavily relied upon, together with
the determination of increased uranium and decreased nitrogen, during the
investigation of the infamous “Piltdown Man” (Weiner et al. 19536, Oakley
1969). This methodology became known as the “FUN method of dating”
(fluorine, uranium, and nitrogen) when applied to fossil bone (Oakley 1963).
Subsequently such methods have been shown to be strongly environmentally
dependent, and only useful, if at all, for providing relative dating evidence.

The development of instrumental measurement techniques during the 1920s
and 1930s such as optical emission spectroscopy (OES; see Section 3.1) gave
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new analytical methods, which were subsequently applied to archaeological
chemistry. The principal research aim at the time was to understand the
technology of ancient bronze metalwork, especially in terms of identifying the
sequence of alloys used during the European Bronze Age. Huge programs of
metal analyses were initiated in Britain and Germany, which led to substantial
publications of analytical data (e.g., Otto and Witter 1952, Junghans et al.
1960, 1968-74, Caley 1964: see Section 3.5). Unfortunately, there is often
an inverse relationship between the size and scope of an analytical project and
its archaeological usefulness — perhaps because large size leads to a lack of
focus, or simply that size leads inevitably to complexity and, consequently,
uncertainty. For whatever reason, these monumental projects (and others like
them) have had little lasting influence on modern thinking in archaeome-
tallurgy, and have slipped into semi-obscurity.

As a result of the rapid scientific and technological advances precipitated
by the Second World War, the immediate postwar years witnessed a wider
range of analytical techniques being deployed in the study of the past,
including X-ray analysis and electron microscopy (Chapter 5), neutron
activation analysis (Chapter 6), and mass spectrometry (Chapter &).
Materials other than metal, such as faience beads and ceramics, were
subjected to large-scale analytical programmes. Faience, an artificial high
temperature siliccous material, was first produced in the Near East, and
during the second millennium BC it was distributed widely across prehistoric
Europe as far as England and Scotland. In 1956, Stone and Thomas used
OES to “find some trace element, existent only in minute quantities, which
might serve to distinguish between the quartz or sand and the alkalis used in
the manufacture of faience and glassy faience in Egypt and in specimens
found elsewhere in Europe” (Stone and Thomas 1956: 68). This study
represents a clear example of the use of chemical criteria to establish
provenance: to determine whether faience beads recovered from sites in
Britain were of local manufacture, or imported from Egypt or the eastern
Mediterranean. This question was of great archaeological significance,
because for many years it had generally been assumed that significant
technological innovations originated in the east and had diffused westwards —
a theory termed diffusionism in archaeological literature, and encapsulated
in the phrase ex Oriente lux (a term associated with Montelius (1899), but in
circulation before then). Although the initial OES results were equivocal, the
data were subsequently reevaluated by Newton and Renfrew (1970), who
suggested a local origin for the beads on the basis of the levels of tin,
aluminium, and magnesium. This conclusion was supported by a subsequent
reanalysis of most of the beads using neutron activation analysis (NAA) by
Aspinall et al. (1972).

During the late 1950s and early 1960s, the diffusionist archaeological
philosophies of the 1930s were replaced by radical new theoretical
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approaches in anthropology and the social sciences. This became known as
“New Archaeology”, and represented an explicit effort to explain past
human action rather than simply to describe it. The philosophy of science
played a significant role in providing the terminology for this more statistical
and quantitative approach to archaeology (see Trigger 1989). This New
Archaeology reinvigorated research into prehistoric trade and exchange. The
movement of population, via invasion or diffusion of peoples, was no longer
seen as the principal instigator of cultural change. Instead, internal processes
within society were emphasized, although evidence for “‘contact” arising
from exchange of artifacts and natural materials (as proxy indicators for the
transmission of ideas) was seen as an important factor and one in which
chemical analysis of artifacts and raw materials might be useful. This
increased interest in the distribution of materials initiated a “golden era” in
archaeometry (a term coined in the 1950s by Christopher Hawkes in Oxford)
as a wide range of scientific techniques were employed in the hope of
chemically characterizing certain rock types, such as obsidian and marble, as
well as ceramics, metals, glass, and natural materials, such as amber (see
Pollard and Heron 1996). These characterization studies were aimed at “‘the
documentation of culture contact on the basis of hard evidence, rather than
on supposed similarities of form” (Renfrew 1979). Quantitative chemical
data formed part of the basis of this “hard evidence”, which made it
necessary for archaeologists to become familiar with the tools and practice of
analytical chemistry, as well as the quantitative manipulation of large
amounts of analytical data.

Until recently, the applications of analytical chemistry to archaeology
focused primarily on inorganic artifacts — the most obviously durable objects
in the archaeological record — or occasionally on geological organic materials
such as amber and jet. Increasing attention has been directed over the past
few decades towards biological materials — starting with natural products
such as waxes and resins, but extending to accidental survivals such as food
residues, and, above all, human remains, including bone, protein, lipids, and,
most recently of all, DNA (Jones 2001). Perhaps surprisingly, the preser-
vation of a wide range of biomolecules has now been demonstrated in a
number of archaeological contexts. This is probably due to two main factors:
the increasing sensitivity of the analytical instrumentation brought to bear on
such samples, and the increasing willingness to look for surviving material in
the first place.

It has been shown over the years that, to be of lasting interpretative value,
chemical analysis in archaeology needs to be more than a descriptive exercise
that simply documents the composition of ancient materials. This is often
much more difficult than producing the primary analytical data; as DeAtley
and Bishop (1991: 371) have pointed out, no analytical technique has ““built-
in interpretative value for archaeological investigations; the links between
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physical properties of objects and human behaviour producing the variations
in physical states of artefacts must always be evaluated.” There has been a
constant call from within the parent discipline for meaningful scientific data,
which address real current problems in archaecology and articulate with
modern archaeological theories. This demand for relevance in the application
of scientific analyses in archaeology, although self-evidently reasonable, must
be qualified by two caveats — firstly, the concept of what is meaningful in
archaeology will change as archaeology itself evolves, and secondly, the fact
that analytical data on archacological artifacts may be of relevance to
disciplines other than archaeology. An example of the latter is the use of
stable isotope measurements on wood recovered from archaeological sites to
reconstruct past climatic conditions. On the former, Trigger (1988: 1) states
that ‘“‘archacologists have asked different questions at different periods.
Some of these questions have encouraged close relations with the biological
and physical sciences, while other equally important ones have discouraged
them.” Only a close relationship between those generating the analytical data
and those considering the archaeological problems (ideally, of course, so
close that they are encircled by the same cranium) can ensure that costly data
does not languish forever in the unopened appendices of archaeological
publications.

1.2 Basic archaeological questions

This short introduction has identified the origins of many of the issues
addressed by the application of analytical chemistry to archaeology. They
can be divided, somewhat arbitrarily, into those projects which use chemical
methods to address specific questions of direct interest to archaeology, and
those projects which attempt to understand the processes acting upon
archaeological material before, during, and after burial. The latter category
can and often does address specific issues in archaeology (such as site
formation processes), but is perhaps of more general (as opposed to site-
specific) interest.

Identification

Perhaps the simplest archacological question that can be answered by
chemical means is ““what is this object made from?”’. The chemical identity of
many archaeological artifacts may be uncertain for a number of reasons.
Simply, it may be too small, corroded, or dirty to be identified by eye.
Alternatively, it may be made of a material that cannot be identified visually,
or by the use of simple tests. An example might be a metal object made of
a silvery-colored metal, such as a coin. It may be “pure” silver (in practice,
a silver alloy containing more than about 95% silver), or it could be a
silver-rich alloy that still has a silver appearance (silver coins with up to 30%
copper can still look silvery, in which case the precise composition may well
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carry information about coinage debasement, which in turn relates to
economic history). It may also be an alloy designed to look like silver, but
contain little or no precious metal, such as “nickel silver” (cupronickel alloys,
such as are used in modern “‘silver’” coinage). It could equally be a coin with a
silver surface but a base metal core, such as is produced by plating, or
chemical methods of surface enrichment (or as a result of electrochemical
corrosion in the ground). Conceivably, it could consist of some more exotic
silvery metal, such as platinum, but this would excite great interest if
identified in a European context prior to the mid eighteenth century AD since
this metal was supposedly unknown in Europe before that date.

Thus, even the simple identification of a material may have important
ramifications (expanded upon below), but none of these possibilities could be
absolutely confirmed by visual examination alone. Chemical analysis (or
chemical analysis combined with physical examination, in some cases) is
necessary to identify the true nature of the material. In general, to answer this
basic question, the required levels of analysis are relatively simple, subject to
the usual constraints posed by archaeological materials (primarily the need to
be as nearly as possible “‘non-destructive”). Consequently, one preferred
technique for many years has been X-ray fluorescence (XRF), because of its
nondestructive nature (providing the sample can fit into a sample chamber),
its restricted sample preparation requirements, and its simultaneous multi-
element capability (see Chapter 5). During the 1960s an air path machine was
developed in Oxford specifically to allow the nondestructive analysis of larger
museum objects (Hall 1960), and since then a portable hand-held XRF sys-
tem has been produced for use on museum displays or at an archaeological
excavation, as well as for geological purposes (Williams-Thorpe et al. 1999).

Identification of organic materials in archaeological contexts can pose
more problems. The identification of amorphous organic residues (either
visible or occluded in another matrix) is addressed in Chapter 7. An example
of a situation where the identification of the organically-derived raw material
used to manufacture artifacts is important is the discrimination between jet,
shale, and various forms of coal. Up until 30 years ago, the classification of
small pieces of jewellery made from various black materials was carried out
by eye using a number of simple criteria, such as color and physical
properties (Pollard et al. 1981). Although there is little difficulty when
applying these simple techniques to geological hand specimens, the small size
of most archaeological finds and the nature of the destructive sampling re-
quired for thin sectioning or even streak testing often renders such judgments
difficult to make, if not impossible. Such identifications are, however, rather
important because of the restricted number of geological sources of jet when
compared to other related materials. In the British Bronze Age, for example,
if a piece of jet is identified in a Wessex burial context in southern England,
then it is automatically taken as evidence of trading links with Whitby on the
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north-eastern coast of England (approximately 400 km distant), since this is
the nearest significant source of jet in England. Other similar materials, such
as shales and the various workable types of coal, are more widely distributed.
Analytical work, initially by neutron activation analysis (NAA) and then
using XRF, showed that inorganic composition could be used to partially
discriminate between these sources, and showed also that many of the
original attributions were likely to be incorrect (Bussell et al. 1981).
Subsequent work has refined the procedures (Hunter et al. 1993), and most
recently organic mass spectrometry using pyrolysis—gas chromatography—
mass spectrometry (Py—GC-MS) has made further progress in characterizing
such material (Watts et al. 1999). Hindsight suggests that, given the organic
nature of such materials, the use of organic techniques of analysis might have
yielded an earlier and more convincing solution to the problem, but the
approach taken reflects the trajectory of analytical work in archaeology,
starting as it does largely from the study of inorganic materials.

The postulate of provenance

As noted above, many of the early large-scale analytical projects in
archaeology examined ancient metal objects, initially with a view to
understanding their composition and the technology needed to produce the
artifacts. Very quickly, however, other more directly relevant archacological
questions emerged. In the mid 1850s, according to Harbottle (1990), the
Austrian scholar Jan Erazim Wocel had suggested that correlations in
chemical composition could be used to provenance (i.e., identify the source
of’) archaeological materials, and even to provide relative dates for their
manufacture and use. During the 1840s, C. C. T.C. Gd&bel, a chemist at the
University of Dorpat in Estonia, began a study of large numbers of copper
alloy artifacts from the Baltic region, comparing the compositions of those
recovered from excavations with known artifacts of prehistoric, Greek and
Roman origin. He concluded that the artifacts were probably Roman in
origin. The French mineralogist Damour was one of the first to propose
explicitly that the geographical source of archaeological artifacts could be
determined scientifically: “mineralogy and chemistry must make known the
characteristics and composition of the artefacts unearthed” (Damour 1865).
He applied this to a study of prehistoric “Celtic” stone axes, particularly of
jade, which is not known to occur in Europe. By comparing French jade axes
to geological samples from all over the world, he was able to ““cast new light
on the migratory movements of people of prehistoric times”. He was,
however, suitably cautious in his interpretation. When he discovered that the
closest chemical match for a particular axe was with New Zealand jade, he
concluded that it was necessary to analyze many more samples from
Asia before concluding that there was indeed no source nearer than New
Zealand.
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The work of Otto Helm, an apothecary from Gdansk, Poland, to
provenance amber towards the end of the nineteenth century constitutes one
of the earliest fully systematic applications of the natural sciences in
archaecology. He had a specific archaeological problem in mind — that of
determining the geographical source of over 2000 amber beads excavated by
Schliemann at Mycenae. In the English translation of the excavation
monograph, Schliemann (1878) noted that “It will, of course, for ever remain
a secret to us whether this amber is derived from the coast of the Baltic or from
Italy, where it is found in several places, but particularly on the east coast of
Sicily.” A full account of the investigations made and the success claimed by
Helm, along with the eventual shortcomings, has been compiled by Curt Beck
(1986) who in the 1960s published, with his co-workers, the results of some 500
analyses using infrared (IR) spectroscopy that demonstrated for the first time
successful discrimination between Baltic and non-Baltic European fossil resins
(Beck et al. 1964, 1965). As a result of this work (see Section 4.4), it is possible
to state that the vast majority of prehistoric European amber does derive from
amber originating in the Baltic coastal region.

Interestingly, therefore, the idea that chemical composition might indicate
raw material source appears in archaeology to be many years in advance of
the same idea in geochemistry. The quantitative study of the partitioning
behavior of the elements between iron-rich and silicate-rich phases in the
Earth’s crust was carried out in the first half of the twentieth century, giving a
much better understanding of the chemical behavior of the elements in
geological systems, and resulting in the geochemical classification of the
elements as lithophile and siderophile. Much of this early work was
summarized by Goldschmidt in his seminal work on geochemistry (1954). It
was really not until this theoretical basis had been established that the
concept of chemical provenance using trace elements acquired currency in
geochemistry, almost 100 years after the idea had emerged in archaeology. A
possible explanation for this is the fact that the idea of provenance (based on
stylistic or other visual characteristics) has a long history in archaeology,
going back to at least the eighteenth century (Trigger 1989). In the absence of
any scientific means of dating artifacts in museum and private collections, a
great deal of attention was paid to the observation of stylistic development
within particular classes of artifacts, and the search for “parallels” in
other collections, some of which might, hopefully, be associated with
dateable material such as coins or inscriptions. These effectively gave a
relative chronology for a particular set of objects, and allowed proposals to
be made about where certain objects might have originated, if they were
deemed to be ““exotic”’, or “imports”. It is not surprising, therefore, that in
the early chemical studies, but more particularly with the advent in the 1920s
of instrumental methods of analysis, the composition of an object was
added to the list of characteristics that might be used to indicate either the
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“provenance’ of the object, or the position of an object in some evolutionary
sequence of form or decoration. Thus were born the great ambitious
programs of analytical studies of ancient artifacts, perhaps typified by the
SAM program (Studien zu den Anfangen der Metallurgie) for the analysis of
European Bronze Age metalwork during the 1950s, described above and in
Section 3.5. Although lacking the underpinning geochemical theory provided
by Goldschmidt and others at about the same time, it appears that (some
would say ‘““for once”) archacology can be shown to have developed a
methodological framework subsequently used elsewhere, rather than simply
borrowing existing techniques from other disciplines.

With all of this work, scientific analysis progressed beyond the generation
of analytical data on single specimens to, as stated by Harbottle (1982: 14),
“establishing a group chemical property.” In this major review of chemical
characterization studies in archacology, Harbottle lists a wide range of
materials that have been studied analytically, but reminded practitioners that:

...with a wvery few exceptions, you cannot unequivocally source
anything. What you can do is characterize the object, or better, groups of
similar objects found in a site or archaeological zone by mineralogical,
thermoluminescent, density, hardness, chemical, and other tests, and also
characterize the equivalent source materials, if they are available, and look
for similarities to generate attributions. A careful job of chemical
characterisation, plus a little numerical taxonomy and some auxiliary
archaeological and/or stylistic information, will often do something almost
as useful: it will produce groupings of artefacts that make archaeological
sense. This, rather than absolute proof of origin, will often necessarily be
the goal.

This statement strictly applies only to those materials that are chemically
unaltered as a result of extraction and fashioning into objects, or as a result
of burial — most obviously, natural stone such as obsidian, jade, and marble.
When flakes of obsidian are removed from a core, the bulk composition of
the artifact is unaltered from the source material (assuming the material is
chemically homogeneous in the first place), although changes may occur over
archaeological time periods as a result of groundwater interaction (such as
the growth of a hydration layer). However, in the case of pyrosynthetic
materials such as ceramics, metals, and glass, production may bring about
significant changes in the composition of the finished artifact. The whole
question of provenance then becomes a much more complex issue, as
discussed by Cherry and Knapp (1991), Tite (1991), and Wilson and Pollard
(2001), amongst others.

Harbottle (1982) wusefully defines several terms in the context of
archaeological characterization studies:

e source — ‘‘the ultimate starting point” — the clay bed, the obsidian flow, mine of
flint or copper or marble quarry, which is the natural deposit of a material. It is
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where one goes to procure and thus initiate the chain of processing and/or
distribution.

e production centre — the manufacturing workshop, which may bear no
geographical relationship to the source, and may be regional rather than
locationally specific.

e provenance — can mean where something is found, but in characterization studies
should be restricted to source, production centre or origin.

e local and imported — local is “near or associated with the production centre”,
although the geographical scale of what is local may vary with the rarity of the
material. Imported is that which is not local.

The term origin is often used synonymously with both sowurce and
production centre, but is less specific than either.

The assumption that scientific provenancing is possible depends upon a
number of prerequisites, which can be stated as follows, using the above
definitions:

e characterizability — the object contains a characteristic chemical or isotopic signal
that is unique to a particular source, or at least unique in the context of the
potential sources available at the time in question;

e uniqueness — this source is sufficiently geographically unique to be archaeo-
logically meaningful, as opposed to a particular geological sedimentary
environment, which may occur widely;

e predictability — the signal to be detected should either be accidental and
unaffected by human processing, in which case it can be predicted from the
variation in the source material, or, if it is affected by anthropogenic processing,
then this should be sufficiently predictable to allow its effect to be calculated;

e measurability — the analytical procedures employed have sufficient accuracy and
precision to distinguish between the different sources, and

e stability — any postdepositional alteration to the material should be negligible, or
at least predictable.

These are stringent requirements, which are often not fully met in practice.
In particular, the requirement of predictability is often not achievable at all in
the case of synthetic materials. In the case of ceramics, for example, it is
rarely possible to match the finished product with a single clay bed, for many
reasons, including:

e clays are often extremely inhomogeneous, and the ingenuity of the potter is in
blending clays (and nonplastic inclusions) to give the correct physical properties
for the desired vessel;

e clays are almost always processed and refined to remove coarse particles, which
will alter the chemical composition in a manner only broadly predictable;

e firing affects the mineralogical and chemical composition of clays, again in a way
that is only partially predictable from the thermal properties of clay minerals and
the volatility of the constituents.

For these and other reasons, it has become commonplace to compare fired
ceramic material with fired ceramic material assumed to be representative of
a particular production centre. Material of “assumed provenance” can be
used, but, for preference, “‘kiln wasters” are often used as comparative
material. These are vessels that have failed in the firing for some reason, and
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have been dumped close to the kiln (it is assumed that nobody would
transport such useless material over any distance). Although ideal in terms of
contextual security, wasters are, by definition, products that have failed in the
kiln for some reason, and therefore may be chemically atypical of the kiln’s
production if failure is related to faulty preparation. This introduces a further
complexity into the chain of archacological inference.

The influence of the high-temperature processing, particularly of reduction
processes in metalworking, on trace element composition of the finished
product have long been the source of debate and experimentation. It appears
obvious to conclude that the trace element composition of a piece of smelted
metal depends on a number of factors, only one of which is the trace element
composition of the ore(s) used. Other factors will include the reduction
technology employed (temperature, redox, heating cycle), and the degree of
beneficiation and mineralogical purity of the ore(s) used. Thus changes
observed in the composition of finished metal objects may be the result of
changes in ore source, as desired in provenance studies, but may also represent
changes in processing technology, or at least be influenced by such changes.
Further complications arise in the provenance of metals as a result of the
possibility of recycling of scrap metal. Many authors concede this as a
theoretical complication, and then proceed to ignore it in their subsequent
inferences. Arguments have been made that if a particular group of objects
shows tight clustering in some chemical or isotopic measurements, then this
must indicate that they are made from ‘“primary’” metal, since the composition
must reflect that of a single ore source, which is assumed (probably
erroneously) to have a coherent composition. This need not be so. Indeed, it
is possible that it reflects exactly the opposite — extensive mixing and recycling.

Given all of these potential complications in the inference of source from
analytical data derived from manufactured materials, a fruitful line of
thinking has developed, based not on the desire to produce some absolute
statement about the source of some particular manufactured product, but on
the observation that in the archaeological context it is change that is im-
portant. After all, in the Early Bronze Age, for example, where chronological
uncertainty might amount to a few tens or even hundreds of years, do we
have enough understanding of the social organization of extractive and
subsequent exchange processes to actually use the information that a piece of
metal was made from ore deriving from this particular mine, rather than one
of similar mineralogy 5km away? The analytical data can unequivocally
indicate when a particular characteristic in a product (e.g., a trace element
concentration, or an isotopic ratio) changes relative to the precision of the
measurement, since this is what is directly measured. Rather than simply
infer that this is due to a change in the exploitation of the source material, it
may be more realistic in complex societies to infer that there has been some
change in the pattern of production and/or circulation — perhaps a change in
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raw material source, but also equally possibly a change in the pattern of
mixing or smelting of raw materials from different sources, or a change in the
recycling strategy. Such an observation is no less archaeologically valuable
than that which is attempted if a simple geographical conclusion is reached —
indeed, given that it probably reflects the reality of the complexity of the
ancient trading patterns, it may actually be a more valid and important
conclusion.

It is undoubtedly overstating the case to say that all traditional forms of
scientific provenance studies have been addressing the wrong question. A
knowledge of the exploitation of particular raw material sources is certainly of
great interest, but perhaps reflects an overly simplistic model of trade and
exchange in complex society. With some notable exceptions, the attempts to
pin down raw material sources to explicit geographical locations, especially in
the case of lead and silver in the prehistoric Mediterranean, have led to endless
controversy (Pollard in press a: see Section 8.5). One of the more distressing
aspects of this Utopian approach to sourcing has been the accompanying
demand for constantly improving analytical sensitivity. It is implicitly assumed
that increasing analytical sensitivity will automatically lead to improved
archaeological interpretability. Self-evidently, this is not necessarily so.

Scientific characterization studies remain an important research area in
archaeology, utilizing a range of trace element compositions as determined
by increasingly sensitive analytical instrumentation, but now also including
biomarker compositions and isotopic measurements on an increasing range
of materials. Perhaps most successful over the years has been the chemical
characterization of ceramics, the majority of which have been carried out by
neutron activation analysis (NAA) (Neff 1992: see Section 6.3). Despite the
sophistication of the analytical techniques, the fundamental limitations of the
process must, however, be remembered. In order to be successful, the project
requires carefully chosen samples to answer a well-constructed archaeologi-
cal question, which in turn must be securely based on an appropriate
archaeological model of the situation. Even if the archaeological side of the
problem is well defined, there remain limitations as to what can be achieved.
It has to be assumed that the range of possible sources tested for a particular
material represent all of the potential sources, and conversely ones that were
not available in antiquity have been omitted, since these will distort any
numerical analysis. Since the method is essentially one of elimination (“X
could not have come from Y, but is similar to Z”), there is always the
possibility that similarity does not equate with congruity.

Manufacturing technology, date, and authenticity
Another subset of questions that can be meaningfully addressed via
chemical analysis relates to the determination of the technology used to
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produce an object, as outlined above. Often manufacturing technology can
be adequately determined by careful visual and microscopic examination of
the object, although experience has shown that laboratory or field
simulations of ancient technologies are essential in order to fully under-
stand ancient technologies, and can reveal some unexpected results (Coles
1979). Occasionally, however, chemical analyses are required, either of the
object itself, or sometimes of the waste material from the process, such as
the vast quantities of vitreous slag produced during iron manufacture. In
this case a knowledge of the purity of the iron produced, the composition of
the waste slag, and the composition of any residual slag included in the
metal can be combined to give an understanding of the general nature of the
technology involved (e.g., bloomery or blast furnace), as well as a more
detailed knowledge of the operating conditions of the process (Thomas and
Young 1999).

Given the increasing interest in our recent industrial heritage (industrial
archaeology), and the resulting pressures to extend the legal protection and
public explanation of its monuments, it is becoming more important to
improve our understanding of the manufacturing processes employed, some of
which, even from our very recent past, are now all but forgotten. Experience
has shown that even contemporary literary and patent evidence cannot always
be taken as reliable, as has been shown by studies of the post-Medieval
European brass industry (Pollard and Heron 1996, 205). The traditional
method for the manufacture of brass is known the ‘“‘calamine process”,
introduced on a large scale into Europe by the Romans. This procedure is
carried out in a sealed crucible, in which small lumps of copper metal are
mixed with “calamine” (taken to be zinc carbonate or the roasted form,
zinc oxide) and heated with charcoal. The zinc vapor is absorbed by
the copper before it melts, therefore producing brass by a solid—vapor
reaction. The more modern process is called the direct process, and involves
mixing metallic zinc with molten copper. Because of thermodynamic
restrictions in the calamine process, the maximum uptake of zinc into the
brass alloy appears to be limited to around 28-30%, whereas the direct
process can be used to give any desired alloy of copper and zinc. Thus the
chemical analysis of a brass object can be used to give an indication of the
process by which it was made, and also some idea of date — European brass
with more than about 30% zinc is taken to be a product of the direct
process, and therefore implicitly to date to some time after the introduction
of that process into Europe. Extensive analyses of well-dated objects
including scientific instruments and coinage has shown, however, that the
British patent to manufacture brass by the direct process, taken out in 1738,
was done so some time after the actual introduction of the process into
western Europe, probably around 1650.
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This (admittedly crude) analytical test to distinguish between manufactur-
ing processes for brass is obviously somewhat limited, since it cannot
distinguish between calamine brass and brass made by the direct process but
containing less than 30% Zn. There has been some interest in recent years
over the possibility that certain high temperature anthropogenic metal
producing processes might introduce measurable isotopic fractionation into
the product (Budd et al. 1995a). Early interest concentrated on lead, and
more recently on copper (Gale et al. 1999), but theoretical studies and
experimental observations on zinc have demonstrated for the first time that
anthropogenic processes in brass manufacture might introduce sufficient
differential isotopic fractionation of the zinc to allow the processing
methodology to be distinguished (Budd et al. 1999). If verified by higher
precision measurements, this observation has not only archaeological
significance, but also wider implications for environmental geochemical
monitoring.

The example of brass illustrates how the determination of manufacturing
technology (by chemical or perhaps isotopic analysis) can also give a rough
indication of the date of manufacture. More specifically, it gives an
indication of a date before which a particular object could not have been
manufactured, providing our understanding of the appropriate ancient
technology is accurate and complete. This leads directly into the complex and
controversial field of authentication of ancient objects, in which chemical
analysis plays a large role. Thus any European brass object shown by
analysis to contain more than 30% Zn must be dated to some time after the
introduction of the direct process into Europe (remembering the uncertainty
in the actual dates involved). This might be an extremely important
consideration when judging the authenticity of a potentially valuable brass
object. Perhaps the most famous example of brass authentication is that of
the “Drake Plate”, so called because it was said to have been left by Sir
Francis Drake to claim the San Francisco Bay area in the name of Queen
Elizabeth I of England, and dated to June 17, 1579. Analysis of the plate
(Hedges 1979) by X-ray fluorescence showed it to have a very high zinc
content (around 35%), with very few impurities above 0.05%. This was quite
unlike any other brass analyzed from the Elizabethan period, which typically
had around 20% zinc and between 0.5% and 1% each of tin and lead. It was
therefore adjudged unlikely to be of Elizabethan manufacture (a view
supported by the fact the it had a thickness consistent with the No.8
American Wire Gage standard used in the 1930s, when the plate first
appeared). In fact, European brass was imported into North America from
the first half of the seventeenth century, and there have been a number of
very successful analytical studies using the composition of such objects to
map relationships between native North Americans and the early European
traders (Hancock et al. 1999a).
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A wide range of archaeological materials have been subjected to scientific
authenticity studies (Fleming 1975). Where possible, this takes the form of a
direct determination of the date of the object, such as by radiocarbon
dating for organic materials (the most famous example of which is
undoubtedly the Shroud of Turin — Damon et al. 1989) or thermolumines-
cence analysis for ceramics and the casting cores of cast objects. For metal
objects in particular, it has of necessity taken the form of chemical analysis
and comparison with reliably dated objects from the same period. Coins
have been particularly subjected to such studies, since the variations in
fineness for precious metal coinage can give a reasonably reliable
calibration curve by which to date or authenticate other coins, but also
because the fineness of the precious metals in circulation can give a great
deal of information about the economic conditions prevalent at the time
(e.g., Metcalf and Schweizer 1971). Authenticity has been a particular
concern for all the major museums in the world, and most have facilities for
carrying out a number of tests similar to those described here in advance of
making any acquisition.

Considerably more questionable, however, is the situation with respect to
the commercial trade in antiquities, where access to scientific laboratories
willing to carry out authentication on objects of undefined provenance has
been partially blamed for encouraging the uncontrolled looting of some of
the richest archaeological sites in the world (Chippindale 1991). This view has
been contested by some, but it is undoubtedly the case that looting continues
unabated, particularly in areas of conflict such as Iraq. The 1970 UNESCO
Convention on the Means of Prohibiting and Preventing the Illicit Import,
Export and Transfer of Ownership of Cultural Property is an international
agreement designed to protect cultural objects by controlling their trade and
also to provide a means by which governments can co-operate to recover
stolen cultural objects. With the signing of this convention it is now the case
that few if any reputable scientific laboratories in universities carry out
commercial authenticity testing for the art market. The Illicit Antiquities
Research Centre in the McDonald Institute for Archaeological Research,
University of Cambridge, UK, provides a comprehensive and up-to-date
website relating to the trade in illicit antiquities (http://www.mcdonald.cam.
ac.uk/IARC/home.htm).

Chemical analysis of human remains

The voluminous and still growing literature on bone chemical investigations
generated during the last three decades represents one of the significant
growth areas of archaeological analytical chemistry (e.g., Price 1989a,
Lambert and Grupe 1993, Sandford 1993a, Pate 1994, Ambrose and
Katzenberg 2000, Cox and Mays 2000). Quantitative analysis of inorganic
trace elements (such as strontium, barium, zinc, and lead) incorporated into
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bone mineral, and, more recently, in teeth and hair, has been used to address
questions of diet, nutrition, status, pathology, and mobility. Similar in-
ferences have been made through measurement of light stable isotope ratios
of carbon and nitrogen in bone and dental collagen and other noncollage-
neous proteins, and the carbon isotope composition of bone and dental
carbonate (Section 8.5).

The recognition of the likelihood of significant compositional and
mineralogical alteration during long-term burial (termed diagenesis) has,
however, brought about a reevaluation of inorganic bone chemical inves-
tigations. Early on in the study of bone chemistry it became apparent that
inorganic trace element studies in bone were potentially bedeviled by post-
mortem diagenetic effects, the magnitude and significance of which have been
extensively debated (Hancock et al. 1989, Price 1989b, Radoserich 1993,
Sandford 1993b, Burton et al. 1999). Isotopic studies have been analytically
far less controversial and, for Holocene material at least, appear to avoid
most of the diagenetic problems encountered with trace elements (Nelson
et al. 1986). There are several reviews of dietary reconstruction using isotopic
measurements on bone collagen (DeNiro 1987, Schwarcz and Schoeninger
1991, van der Merwe 1992, Ambrose 1993), bone lipid (Stott et al. 1999) and
bone and dental carbonate (Ambrose and Norr 1993). Most authors have
concluded that if some collagen survives in a molecularly recognizable form,
then the isotopic signal measured on this collagen is unchanged from that
which would have been measured in vivo. The length of post mortem time
that collagen may be expected to survive is difficult to predict, but is affected
by factors such as temperature, extremes of pH, the presence of organic
acids, and the presence of any damage to the collagen structure itself.
According to Collins et al. (2002), however, the thermal history of the sample
(the integrated time-temperature history) is the key factor influencing
survival. It is to be expected, therefore, that in hotter temperature regimes
the likelihood of collagen survival for more than a few tens of thousands of
years is low. This is why researchers interested in the evolution of hominid
diets have resorted to isotopic measurements on carbon in dental enamel
carbonates, which do appear to survive unaltered for longer (Sponheimer
et al. 2005).

The willingness to interpret trace element data in bone without considering
the possibility of post-mortem alteration has been termed a triumph of hope
over reality, and makes for an interesting case study in archaecological
chemistry. The issue is not the quality of the measurements, but the meaning
of the data. It is now widely accepted that trace element concentrations in
biological tissue are highly susceptible to a wide range of postdepositional
alterations including exchange between ions in the soil solution and the
biological mineral (e.g., Lambert et al. 1984a, Radosevich 1993, Burton and
Price 2000). The onus of proof is on the analyst to demonstrate that the
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analytical data are not geochemical artifacts that are more likely reflecting
the complex interaction between bone and the burial environment than any
dietary or other signal which may have accumulated during life. Recently,
attempts have been made to model this interaction using commercial
geochemical modeling packages, with enough success to suggest that this is a
fruitful line for further research into this complex problem (Wilson 2004).

It has been demonstrated conclusively that the chemical study of the
protein and mineral fraction of archaeological bone and teeth can reveal
information on diet, health, social organization, and human mobility,
providing that our knowledge of living bone metabolism is adequate, and
that we can account for the changes that may occur during burial. Both of
these factors provide significant scientific challenges to archaeological
chemists.

Organic analysis in archaeology

It has been shown above that the analysis of organic materials — especially
amber — played a significant role in the development of archacological
chemistry in the nineteenth century. During the “golden age”, however,
archaeological chemists paid more attention to the analysis of inorganic
artifacts — both natural stone and synthetic materials (ceramics, metals, glass,
and glazes). This is partly because these are the most obviously durable
artifacts in the archaeological record, but it also reflects the rapid rate of
development of instrumental methods for inorganic analysis. In recent years,
however, attention has returned to organic materials, including natural
products (such as waxes and resins), accidental survivals (such as food
residues), and, above all, human remains, including bone, protein, lipids, and
DNA. The methodology for this work has been imported not only from
chemistry, biochemistry, and molecular biology, but also from organic
geochemistry, which has grown from a discipline interested in the chemical
origins of oil and coal into one which studies the short-term alteration and
long-term survival of a very wide range of biomolecules (Engel and Macko
1993).

It used to be thought that the survival of organic remains was only to be
expected in a limited number of unusual preservational environments, such
as extreme aridity, cold, or waterlogging, or as a result of deliberate action
such as mummification. With more sensitive analytical techniques, however,
the preservation of a wide range of biomolecules has now been demonstrated
in a much wider range of far less exceptional archaeological contexts.

Most organic archacological residues exist as amorphous biological
remains in the archaeological record, but since they lack the macroscopic
cellular structure present in seeds, wood, leather, or pollen they cannot be
recognized by traditional microscopic techniques. Typical residues include
food deposits surviving (either visibly on the surface, or invisibly absorbed
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into the fabric) in pottery containers used for cooking, storing, or serving
solids and liquids; gums and resins used for hafting, sealing, or gluing; the
balms in the wrappings of mummified bodies; and traces of colouring dyes
impregnating ancient textiles. The sorts of questions asked of organic
remains are very similar to those asked of inorganic materials — what are
they? how were they made? where do they come from? what date are they?
They are, however, particularly interesting from the perspective of asking the
question, what was it used for? — a question which traditional chemical
approaches have rarely been able to address. This is especially relevant in the
case of organic residues on ceramics, where it is often the residue that can
directly inform on use, more successfully than the traditional indirect
approach using form or ethnographic parallel. The suggested survival of
recognizable protein residues (including blood, which has allegedly been
identified to species) on stone tool surfaces (Loy 1983, Loy and Dixon 1998)
offers the tantalizing possibility of directly characterizing artifact use and
identifying the utilization of particular animal resources. These results,
however, remain deeply contentious and generally poorly replicated (Smith
and Wilson 2001).

Early organic analyses in archaeology relied on finding a few compounds
in an archaeological residue which were present in modern examples of the
likely original material, and making identifications based on these
similarities. Thus, a large number of claims have been made for the
identification of products that would not now be accepted, because they are
insufficiently specific to define the material. The most effective approach is
molecular analysis — ideally, the presence of a specific unique compound or
known quantitative distribution of compounds in an unknown sample is
matched with a contemporary natural substance. This is known as the
molecular marker approach, but even this is not without problems on ancient
samples since many compounds are widely distributed in a range of natural
materials, and the composition of an ancient residue may have changed
significantly during use and burial. Molecular markers often belong to the
compound class known as lipids, a heterogeneous group of molecules that
includes fats and oils.

The potential for the preservation of lipids is relatively high since by
definition they are hydrophobic and not susceptible to hydrolysis by water,
unlike most amino acids and DNA. A wide range of fatty acids, sterols,
acylglycerols, and wax esters have been identified in visible surface debris on
pottery fragments or as residues absorbed into the permeable ceramic matrix.
Isolation of lipids from these matrices is achieved by solvent extraction of
powdered samples and analysis is often by the powerful and sensitive
technique of combined gas chromatography—mass spectrometry (GC-MS:
see Section 8.4). This approach has been successfully used for the
identification of ancient lipid residues, contributing to the study of artifact
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use patterns and food consumption (Heron and Evershed 1993). Despite
their relative stability, lipids often undergo alteration, and sometimes it is
only possible to conclude that an unspecified animal or plant lipid is present.
In some circumstances, specific sources can be identified, such as the cooking
of leafy vegetables (e.g., cabbage) in ancient pottery indicated by the presence
of long-chain waxy compounds from epicuticular waxes of plants (Evershed
et al. 1991). The relatively recent coupling of gas chromatography with
isotope ratio mass spectrometry (GC—-C-IRMS) has enabled the measure-
ment of the carbon and nitrogen isotope ratios on single compounds within
complex mixtures (termed compound specific isotope determinations). This
has shown great promise in further differentiating the source of ancient lipid
residues, such as discriminating ruminant from nonruminant animal fats in
cooking vessels (Evershed et al. 1997a). The ability to identify lipids
characteristic of dairy products (as opposed to meat) has allowed the history
of dairying to be charted from the Neolithic in the British Isles (Copley et al.
2005a, 2005b, 2005c), complementing the evidence provided by traditional
methods such as the study of animal bones and of pottery shapes.

Lipids can also be used to study the decay processes associated with
human and other remains, in order to understand the sequence of events
around death, deposition, and preservation. Studies include those of
preserved soft tissue from peat-buried bog bodies and soft-tissue remains
in permafrost. Even without post-mortem contamination, not all of the lipids
extracted from buried bodies are endogenous to living healthy humans. A
recent study of lipids in archaeological bone from human remains recovered
from the eighteenth to nineteenth century AD burial ground at Newcastle
Infirmary (UK) revealed mycolic acid lipid biomarkers resulting from
tuberculosis (TB). The authors reported the chemical identification of TB in 5
out of 21 individuals, which agrees well with the documented level of
tuberculosis among infirmary patients (27.1%). However, none of the
rib samples had the characteristic lesions associated with TB, indicating
that TB would not have been diagnosed without the molecular study (Gernaey
et al. 1999).

Food lipids are not the only source of amorphous organic residues. Higher
plant resins and their heated derivatives (wood tar and pitch) served as
sealants and adhesives, perfumes, caulking materials, and embalming
substances. The use of a tar derived from heating birch bark has been
demonstrated in prehistoric Europe from the early Holocene onwards
(Aveling and Heron 1998). This tar served as a ubiquitous hafting adhesive
for attaching stone tools to handles of wood, bone, or antler. Birch bark tar
is also the source of chewing “‘gums’ excavated from bog sites of Mesolithic
date in southern Scandinavia. Recent historical evidence suggests that
chewing tar may have played a role in dental hygiene and in treating throat
disorders. Beeswax has been identified on a pottery vessel dating to the



Archaeology and analytical chemistry 25

fourth millennium BC in Europe and provides some of the earliest evidence
for the collection of wax and, by association, presumably honey (Heron et al.
1994). The value of lipid molecules as indicators of specific human activities
has been demonstrated by the persistence in soils and sediments of
biomarkers of fecal material. Ratios of certain biomarkers («- and B-stanols)
and the relative abundance of others (bile acids) show that it is possible to
provide an indication of the animal donor to the archaeological record (Bull
et al. 1999).

Biomarkers from plant extracts with psychoactive properties have also
been reported. For example, lactones from the intoxicating drink kava have
been identified in residues adhering to pottery fragments from Fiji (Hocart et
al. 1993). Traces of another intoxicant, wine, have been discovered by means
of chemical “‘spot tests” for tartaric acid, supported by infrared spectro-
scopy, ultra violet/visible spectroscopy, and high pressure liquid chromato-
graphy (HPLC). Positive results have been reported on a shard from a
Neolithic jar (5400-5000 BC) with a thin yellowish deposit from the site of
Hajji Firuz Tepe in the Zagros mountains, Iran (McGovern et al. 1996).
Systematic investigations have also been undertaken on bituminous
substances (Connan 1999). Bitumens were widely used in the Near and
Middle East in antiquity, serving as glue, waterproofing material, building
mortar, medicinal agents, and, in Ancient Egypt, as a mummification
ingredient from 1000 BC to 400 AD. It has proved possible to identify
molecular and isotopic characteristics of bitumen, which enables archaeo-
logical finds to be assigned to a particular source (Connan et al. 1992).

1.3 Questions of process

Analytical chemistry has also been used to address questions that do not
relate directly to archaeological interpretation, but which nevertheless have
importance for understanding the processes that act upon the archaeological
record and the materials within it. Of particular interest in this context is the
concept of preservation in situ. Archaeology is a key component of the
tourist industry in many countries. Consequently, there is a growing need to
manage the preservation and presentation of the archaeological resource in
the face of increasing pressure from development and natural processes such
as coastal erosion and climate change. Up until quite recently, most national
bodies with responsibility for protecting archaeological heritage have
operated a policy of preservation by record when archaeological remains
were threatened by development. In effect this meant that the archacological
site was completely excavated and recorded before destruction, resulting in
many very large-scale excavations during the 1970s and 1980s such as
Coppergate in York. As well as resulting in the destruction of the physical
remains, it is an expensive and slow process to fully excavate a large site, and
produces several tons of material requiring study and storage. Consequently,
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a new policy has been adopted in many countries, focusing on the concept of
preservation in situ. This requires that any development on archaeologically
sensitive sites must ensure that damage to the known archaeology is
minimized by designing the whole development to be as nonintrusive as
possible. This includes taking steps such as locating piles and other load-
bearing structures away from features, and designing subsurface structures
around existing archaeology. The basic assumption is that by minimizing the
direct damage the majority of the archaeology is preserved for future
generations to study. A related concept is preservation by reburial, in which
previously excavated archacological structures are reburied rather than
preserved above ground by constant maintenance interventions. This
strategy is being used to protect some of the more vulnerable buildings of
the Puebloan culture between AD 850 and 1250 in Chaco Canyon, New
Mexico. Here the assumption is that reburial will recreate the original burial
environment, and therefore continue the preservation conditions that
prevailed before excavation.

The problem with both of these approaches is that the fundamental science
that is necessary to understand the interaction between archaeological
deposits and the burial environment is currently poorly understood, and is
certainly insufficient to predict how these deposits might change in response
to external forcing. A wealth of relevant practical experience has been built
up, but, at best, the scientific underpinning for the policy is empirical.
Quantitative prediction is necessary to aid risk assessment, and in particular
to evaluate the damaging effects of changes in soil/groundwater conditions
and soil chemistry following a disturbance (such as excavation, reburial, or
major construction). Conservation strategies for artifacts and heritage
management plans for subsurface and standing monuments therefore need
explicit knowledge of degradative processes.

Degradative processes (diagenesis)

Most material that enters the archaeological record degrades until it ceases to
be a macroscopically recognizable entity. If this were not so, then the world
would be littered with the bones and other physical remains of our ancestors,
and all the creatures that have ever lived! Molecular evidence may remain,
but for all intents and purposes the objects have disappeared. Exceptions to
this general rule constitute the material evidence upon which archaeological
inference is based — the exception, then, rather than the norm. Some mater-
ials, such as stone, almost always survive degradative processes (although
they may succumb to other physical processes such as translocation or frost
shatter). Others, such as skin, hair, and organic fabrics, only survive in
exceptional circumstances such as extremes of cold or dryness. Many
materials, such as metals, glass, and some of the more resistant organic
materials such as amber, will undergo some degradation, but are likely to
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survive for a considerable time in a recognizable and recoverable form.
Biological hard tissue (e.g., bone, teeth, horn, shell) undergoes particularly
complex patterns of degradation because of its composite nature, but in
general (apart from particularly resistant tissue such as enamel) should not be
expected to survive for more than a few thousand or tens of thousands of
years (Collins et al. 2002).

Chemical and biological degradation processes are part of a wider
phenomenon, which is termed taphonomy, originally defined as the process
of transition of a biological organism from the biosphere to the lithosphere
(Efremov 1940). It includes all natural and anthropogenic processes that
create death assemblages before deposition, as well as those chemical,
physical, and biological processes that act on the assemblage after deposition
(these are often termed diagenetic processes). It is also possible, archae-
ologically speaking, to conceive of the postdepositional ‘“‘taphonomy” of
nonbiotic material, e.g., metal and ceramic artifacts, since they too
experience change as a result of environmental interaction (Wilson and
Pollard 2002), although this goes well beyond the original definition.
Analytical chemistry has a fundamental role to play in helping to understand
some of the major aspects of taphonomic change. Some processes are likely
to be primarily chemical in nature, such as the electrochemical corrosion of a
metal object in an aqueous environment (McNeil and Selwyn 2001), although
even here microbiological mediation is likely to be important (Little et al.
1991). Some processes are structural, such as mineralogical changes taking
place in ceramics as a result of interaction with groundwater (Freestone
2001). Others, such as the degradation of organic materials, may be largely
biological (Cronyn 2001), although chemical hydrolysis may also have an
important role. Whatever the driving force, however, analytical chemistry is
essential as a means of measuring, monitoring, modeling, and verifying these
processes.

It is useful to think of diagenesis in thermodynamic terms. An object, once
it reaches its “final depositional environment”, seeks to reach equilibrium
with its environmental conditions, with the net rate of change slowing down
as equilibrium is approached. This gives rise to the concept of an object
being ‘“‘stable” in its burial environment (providing, of course, the
equilibrium position is one of survival rather than complete loss). Strictly
speaking, it is only metastable, since any alteration to that environment
through natural (e.g., climate change) or anthropogenic (e.g., excavation)
agency will cause the object to move towards a new position of equilibrium,
resulting in further change. The cautious use of the term ‘‘final depositional
environment’ is deliberate, since although the physical location of a buried
object might be fixed over archaeological time, it is unlikely that the local
physical, chemical, or biological conditions will be constant over a similar
timescale (particularly if this includes major climatic fluctuations). Thus an
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object might be expected to experience a sequence of metastable conditions
throughout its postdepositional and postexcavational existence. We can
visualize this history as a series of diagenetic trajectories or pathways. In a
stable burial environment, the diagenetic pathway is in principle
predetermined by the nature of the object and of the burial environment,
and the interaction between them. This trajectory might lead to perfect
preservation or complete destruction, but more often to some intermediary
state. If the burial conditions change, the object will set off on a new
trajectory, but always towards a more altered state (in other words, as
entropy dictates, it cannot spontaneously recover its original state).
Naturally, the complexity of the real burial environment makes these
simplistic views rather difficult to interpret in practice. In particular,
the concept of noncommutativity is important — the order in which
things happen can have an influence on the final outcome (e.g., the
sequence of insect or microbial colonization on a carcass can drastically
affect the rate of decay). Overall, the situation is similar to the familiar
conflict in chemistry between thermodynamics (generally well understood)
determining which reactions are possible and kinetics (generally less well
understood) determining which of these reactions will actually happen.

Material-environment interactions

The objective of understanding degradative (diagenetic) processes is to
improve our knowledge of the factors that control the preservation of
archaeological evidence in the burial environment. Once an object is buried,
the potential for survival is governed by the interaction (chemical, physical,
and biological) of the material with its depositional environment. It is,
however, likely that the history of the object before ““burial” will also have a
significant influence on the trajectory of the postdepositional processes. In
the case of biological material, this predepositional history might be the
dominant factor in dictating the long-term fate of the object. For example,
the survival of animal bone might well be dictated largely by the length
of surface exposure of the carcass before burial. It is felt by many that the
long-term fate of biological material is in fact determined by what happens in
the first few days and weeks after death. This results in a temporal continuum
between what happens in the short term (perhaps over a few months to
years), a knowledge of which may have forensic interest, the behavior of
archaeological deposits (a few tens of years up to tens of thousand), and
ultimately to material of geological and paleobiological interest (hundreds of
thousands to millions of years).

There is, however, little systematic understanding of the factors that
control preservation for the wide range of materials encountered archae-
ologically, and virtually nothing in the way of predictive models. Soil pH
(crudely speaking, acidity: see Section 13.1) and Eh (redox potential, or
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oxidation state, or, equally crudely, oxygen availability) are often referred to
as the “‘master variables” in the consideration of soil chemistry (Pollard
1998a) and are thought to be the main controlling parameters. However,
their measurement in the field is not always easy or even possible because of
fluctuating conditions, particularly when above the water table. Moreover,
the chemical composition of the soil water is a complex interaction of the
mineralogical, organic, and atmospheric composition of the soil, further
complicated by speciation, redox, and solubility factors within the soil
solution (Lindsay 1979). Again, direct measurement in the field is often
difficult, since the very act of collecting and measuring the water might alter
the complex equilibria within it. Nevertheless, knowledge of such factors is
vital for understanding the chemical environment of buried archaeological
objects. In response to these practical difficulties, a whole family of
groundwater geochemical modeling programs has been developed over the
last 30 years (Jenne 1979). These allow speciation to be calculated for given
total ion concentrations under specified conditions and the modeling of the
behavior of particular mineral species in contact with waters of specified
chemistry, enabling the stabilities of such systems and their responses to
environmental change to be predicted.

Although it seems clear that this approach has a great deal to offer,
geochemical modeling has, to date, rarely been used in archaeological
research. There are probably several reasons for this, but an obvious one is
the difficulty in setting up the conceptual models appropriate for studying
archaeological processes, since this is not the purpose for which the programs
were developed. A related problem is the lack of published thermodynamic
data for some of the reactions needed. The potential use of geochemical
models in the study of bone diagenesis has been actively promoted (Pollard
1995) for some time but only preliminary studies of the inorganic phase have
yet been carried out (Wilson 2004). Hydrological modeling of the bone-water
system has received more attention (Hedges and Millard 1995) and
preliminary applications of these models to the uptake of uranium into
bone from groundwater have met with some success (Millard and Hedges
1996), enabling more precise dates to be produced by uranium-series dating
of bone (Pike et al. 2002).

The investigation of archaeological copper (Thomas 1990) and lead
(Edwards 1996) corrosion has been carried out using very simple thermo-
dynamic modeling packages. Modeling packages have advanced significantly
since these early applications, with current models capable of handling many
geochemical processes simultaneously, and microbially mediated processes
can now also be tentatively investigated (e.g., Bethke 2003). This software
has been used to correctly simulate dynamic laboratory experiments and field
observations relating to the influence of agrochemicals on the rate of
corrosion of buried metal (Wilson et al. in press). Practical experience now
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suggests that a fruitful way of studying complex material-environment
interaction systems (such as those encountered in archaeology) is to combine
long-term field experiments with laboratory microcosm studies (which can be
better controlled than field studies), and then using geochemical modeling to
interpret the resulting data. It would appear that a more holistic under-
standing of the geochemical aspects of diagenesis is achievable using such an
approach.

Conservation science

Conservation in an archaeological context means the investigation,
stabilization, and, in some cases, reconstruction of the entire spectrum of
archaeological materials. As a profession, however, conservation is taken to
include all materials that might be put into a museum, such as ethnographic
material and objects of industrial and military interest, as well as more
conventional museum exhibits. The term “‘conservation science’ has emerged
in recent years to denote a subdiscipline of conservation, which includes the
characterization of the constituent materials and production techniques of
archaeological objects, the study and understanding of decay processes, and
the study and evaluation of conservation products and techniques (Tennant
1993). It also includes issues surrounding the environmental monitoring of
display conditions, impact of visitor numbers, and the like (Cronyn 1990).
Chemistry is generally at the heart of the conservation process, since the first
step in conservation is to stabilize the object by preventing any further
degradation. This requires an understanding of the composition of the object
itself, and also the mechanisms by which such objects degrade, which usually
requires chemical and microstructural analysis, and the identification of
corrosion products.

In the museum context, nondestructive (or quasi-nondestructive) techni-
ques such as X-ray fluorescence (XRF) (Chapter 5) are often preferred
for the analysis of inorganic objects, although microanalysis by laser
ablation—inductively coupled plasma—-mass spectrometry (LA-ICP-MS)
(Chapter 9) is growing in importance, since the ablation craters are virtually
invisible to the naked eye. Raman and infrared spectroscopy (Chapter 4) are
now being used for structural information and the identification of corrosion
products to complement X-ray diffraction (Section 5.4).



AN INTRODUCTION TO ANALYTICAL
CHEMISTRY

This chapter gives a short introduction for aspiring archaeological chemists
to the science of chemistry — its principal divisions, some basic definitions of
atoms, molecules and mixtures, and the use of symbols for chemical
compounds and reactions. This chapter is intended to provide enough
information to allow the reader to understand the background of the
material presented in Chapters 3 to 9, with more detail being reserved for
Chapters 10 to 13. This material is covered more fully in any of the multitude
of introductory general chemistry texts, such as Atkins and Beren (1992), or
Cotton et al. (1995) for inorganic chemistry, Atkins (2001) for physical
chemistry, and Brown (2000) for organic chemistry. The subfield of analytical
chemistry is then described in more detail, including a brief history of its
development. Again, there are several introductory texts to modern
instrumental methods of chemical analysis, including Ewing (1985, 1997),
Christian (1994), and Skoog et al. (1998).

2.1 What is chemistry?

Organic, inorganic, and physical chemistry

The simple dictionary definition of chemistry is the “science of elements and
their laws of combination and behaviour” (Little Oxford Dictionary), or
“1. Branch of science dealing with the elements and compounds they form
and the reactions they undergo. 2. Chemical composition and properties of a
substance” (Pocket Oxford Dictionary). More elaborately, it is given in the
Oxford English Dictionary (1989) as “the branch of physical science and
research, which deals with the several elementary substances, or forms of
matter, of which all bodies are composed, the laws that regulate the
combination of these elements in the formation of compound bodies, and the
various phenomena that accompany their exposure to diverse physical
conditions.” Interestingly, the following gloss is added: “Chemistry is thus at
once a science and an art; the latter, called applied or practical chemistry, is
that referred to by earlier authors and explained in early dictionaries.”

The “‘science of the elements and compounds’ can be construed as the
branch of chemistry that describes the composition and properties (both
chemical and physical, e.g., melting points) of all of the known elements and
compounds. The “‘reactions they undergo” describes how elements combine
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to form compounds, and how different compounds can react together — in
other words, it is the study of chemical change, but it also embodies an
attempt to explain (which therefore confers the ability to predict) these
reactions in terms of why and how they happen. It is therefore much more
than an observational subject.

Traditionally, chemistry has been divided into organic, inorganic, and
physical chemistry, although the further subdivision of chemistry continues at
an ever-increasing rate. All sorts of other subdivisions (e.g., co-ordination
chemistry, which combines organic and inorganic compounds) are possible, as
well as the linkage of chemistry with other areas of science, such as
pharmaceutical chemistry, forensic chemistry, and, perhaps most recently,
archaeological chemistry. It used to be thought that “organic chemistry”
comprised the study of animal and plant products, whilst “inorganic chemistry”
was the study of those elements and compounds of inorganic origin. From at
least the seventeenth century it had been believed that the formation of organic
compounds required the influence of nature’s ““vital force” — the theory of
“vitalism”. The vitalist theory was epitomized in literature in 1816, when Mary
Shelley wrote of Frankenstein’s monster, which required “‘galvanic forces™ (i.e.,
electricity) to bring it to life. Berzelius had shown by 1814 that Dalton’s laws of
simple combinations also applied to organic compounds, but even Berzelius was
reluctant to relinquish the concept of vitality. This simple division of chemistry
was finally shown to be inappropriate in 1828 when Wohler succeeded in
producing urea (an organic substance found in urine, formula H,NCONH,,
modern name carbamide) from the inorganic substance ammonium cyanate
(NH4NCO), thus demonstrating that the “vital force” was not necessary to
produce organic compounds. Organic chemistry is now more generally defined
as the chemistry of compounds that contain carbon. Inorganic chemistry is the
study of all other elements and compounds (including carbonates — compounds
containing the CO* 5 group, but which are considered to be inorganic). Physical
chemistry includes a study of the structure of atoms, molecules, and compounds,
which leads to a knowledge of the energetics of such entities, which in turn forms
the basis of an understanding of how and why chemical reactions occur.

Atoms, elements, and molecules

At this stage, it is necessary to introduce some basic definitions. An atom is
now regarded as the basic building block of matter, at least from a chemical
standpoint — physicists insist on finding an apparently endless number of
exotic subatomic particles, which have, however, little impact on the practical
world. The original concept of the atom is credited to the Greek philosopher
Democritus in the fifth century BC, who speculated that all matter is made
up of a common ground substance, which is itself made up of small
indivisible particles which he called atoms. These differ from one another
only in form and size. In this model, chemical change was thought to be the
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result of separation and recombination of these atoms — a view not too far
removed from the current concept of the atom, apart from its indivisibility.
After many centuries, this view was replaced by an alternative model, which
saw matter as being composed of the four elements — air, earth, fire, and
water — which were at the heart of the alchemical view of nature. It was not
until 1789 that the French chemist Lavoisier reinstated the atom as the
fundamental unit of matter in his book Elements of Chemistry.

We now know that the atom is indeed divisible, being composed of more
fundamental particles. A simplified, but still useful, model of the atom
attributable to the physicist Bohr is given in Section 10.2. This envisages the
atom as a miniature ‘‘solar system”, with the position of the sun at the center
being occupied by the nucleus, and the orbiting planets being subatomic
particles called electrons. The nucleus itself is composed of at least two
different kinds of subatomic particles. (A full treatment of nuclear structure
is beyond the scope of this book.) These are called protons and neutrons, and
the number of positively charged protons governs the chemical identity of the
atom, as described in Section 10.5. The number of electrically neutral
neutrons in the nucleus defines the particular isotope. Atoms of the same
element can often have a different number of neutrons in the nucleus, i.e., can
exist as a number of different isotopes. An element is a pure substance made
up only of atoms that are identical in chemical character, and which cannot
be decomposed into simpler substances by chemical means. Elements are
given chemical symbols, which are unique to each element. Thus the symbol
“Na” denotes sodium, which is defined on the atomic scale as being made up
of only atoms containing 11 protons in the nucleus. The chemical symbols
often derive from the classical name for the element (Ringnes 1989). Some
are relatively obvious and familiar, such as “Cu” for the metal copper, from
the Latin name cuprum for the island of Cyprus, which was an important
source of copper. Others are less obvious, but equally familiar, such as “Pb”
for lead, which derives from the Latin name plumbum. Some, for elements
only recently discovered, may be more obscure, such as “Lr” for lawrencium,
discovered in 1961 in Berkeley, California, and named after Ernest Lawrence,
the inventor of the cyclotron. A complete list of chemical symbols and names
of the elements is given in Appendix VI. Almost all introductory chemistry
texts give details of the nuclear constitution of the elements. A useful recent
addition is the “WebElements” website (http://www.webelements.com),
which gives a great deal of valuable and up-to-date information.

Compounds and mixtures

As noted above, an element is a substance that contains only one kind of
atom (although it may contain different isotopes of that element). There are
91 elements known to occur in nature, and yet there are many thousands of
inorganic compounds, and several millions of organic compounds. Clearly,
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there is more to chemistry than the elements themselves. Atoms can combine
to form molecules. Many of the elements, especially those which normally
occur as gases, exist not as atoms, but as molecules, where two or more
atoms of the same kind have combined to form a stable molecule, such as
oxygen, which occurs as the diatomic molecule O,. This is chemical
shorthand to signify that two individual atoms of oxygen (symbol O) have
combined to form the molecule O,, where the subscript after the chemical
symbol gives the number of atoms involved. When two atoms of different
clements combine to form a stable molecule, then a compound is formed,
which may have totally different chemical characteristics and physical
properties from the parent atoms. Thus, when the highly reactive metal
sodium (Na) combines with the green, toxic gas chlorine (symbol CI), then
the result is a white crystalline powder called sodium chloride, and given the
formula NaCl, but otherwise known as common or table salt.

There are rules that guide the way in which the various elements can
combine, which were most elegantly expressed by John Dalton (1766—1844)
in his New System of Chemical Philosophy, published in three volumes
between 1808 and 1827. Here he explained the theory of the Law of Multiple
Proportions, which formed the basis of his atomic theory, as follows:

1 every element is made up of homogeneous atoms whose weight is
constant, and

it chemical compounds are formed by the union of the atoms of
different elements in the simplest numerical proportions.

These simple numerical proportions are now known to be governed by a
property of the elements known as valency, which in turn is a consequence of
the structure of the atom, as discussed Chapter 11.

These atoms, molecules, and compounds manifest themselves to us as
matter, and it is conventional to consider that there are three states of matter,
solid, liquid, and gas. (Although this in itself is a simplification: a fourth
state, plasma, entails the splitting of neutral atoms into highly energetic ionic
components, and liquids and gases are often better thought of as a single
state termed fluid.) These conventional states are sometimes indicated in
chemical formulae by the addition of a subscript; solid (), liquid (;), gas (g),
and (,q) for solutions in water. Matter may be composed of pure elements,
such as yellow sulfur (symbol S), pure compounds (such as common salt,
NaCl), or as mixtures of compounds, such as most natural rocks. The
difference between a mixture and a compound is an important one. Pure
common salt, although it is made up of two elements combined, and
although in quantity it is composed of a myriad of tiny particles (crystals), is
still a compound. It has well-defined physical properties such as melting
point, density, etc., and cannot be separated by physical means into anything
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more fundamental. There is also a fixed relationship between the proportions
of the constituent elements in the compound — one atom of sodium is
always combined with one atom of chlorine. This fixed relationship between
the constituents of a compound is called the stoichiometry of the compound.
If common salt were mixed with sugar, however, then the result would be a
mixture. It has no well-defined physical properties, nor is there a fixed
relationship between the amounts of sugar and salt present. Furthermore, the
two constituents could, in principle, be separated by physical means —
perhaps by visual observation of crystal shape (morphology) using a
microscope, or by selectively dissolving out one component.

The above is an example of a heterogeneous mixture, since the
composition of the mixture is not uniform throughout. The alternative, a
homogeneous mixture, is also called a solution, but this does not necessarily
need to imply that it is in the liquid state. Salt dissolved in water yields a
homogeneous liquid which we recognize as a solution. It is a mixture,
because the properties of the solution depend on the amount of salt added to
the water — they do not have to be in fixed proportions to each other. Many
metal alloys, however, are also solutions, but they are solid solutions.
For example, steel is an alloy of iron (symbol Fe) with small amounts of
carbon (C) added. It is a homogeneous mixture rather than a compound
because, again, there is no fixed ratio between the Fe and the C added, and
the properties of the alloy depend strongly on the amount of C present. It is
sometimes difficult, in fact, to distinguish between a pure substance and a
mixture. It is not obvious to the eye that steel is a mixture, whereas iron is a
pure element. One relatively simple test is to observe the behavior of the
material when heated. When a pure substance melts (or, in the case of a
liquid, boils) the behavior is characteristic. The temperature of the material
stays constant whilst the melting (or boiling) takes place. The material is said
to be undergoing a phase change, and, for a pure substance, this takes place
at a fixed and well-defined temperature (the melting or boiling point), and
requires a fixed amount of heat energy to effect the change per unit mass of
material (the latent heat). Mixtures, however, usually undergo phase
transitions over a range of temperatures, and the temperature of the material
will change as the solid melts or the liquid boils, and thus, in general, they can
be easily distinguished.

Chemical terminology

Understanding chemistry requires above all a knowledge of the language
used. The preceding section introduced one of the basic shorthand systems
used in chemistry — the use of a symbol, usually one or two letters, to denote
the elements. Symbols can be used in text as synonyms for the element, in
discussion of nuclear structure as representation of a single atom of the
element, or in equations as a fixed measure (such as the mole — see Section 2.3
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below) of an element. Context dictates the interpretation. When dealing with
compounds, a chemical formula composed of atomic symbols (e.g., “NaCl”)
can refer to a single molecule or to the stoichiometry of the compound. Most
often the latter is the case. In this case, the crystal structure is made up of
alternating Na and Cl entities in a cubic array (called the lattice), in such a
way that the average composition over the structure is an equal number of
Na and CI units (see Figure 11.3 in Chapter 11.)

Many chemical compounds were given names (descriptive, contextual, or
tributary) before pure substances were known. These are the common names.
Now, with more than 20 million compounds known, a defined system,
referencing exact composition, is used internationally. The arbiter for
terminology in chemistry is IUPAC — the International Union for Pure and
Applied Chemistry. It is IUPAC who, for example, has defined the term
“sulfate” to be the correct designation for compounds containing the SO4>~
group, rather than the more familiar (at least in the UK) ““sulphate”. In ionic
compounds (see Section 11.1), cations (positively charged species) are both
listed first in the chemical formula and named first. Anions (negatively
charged species) are listed and named last, using the root of the name
(usually) with the suffix ‘“-ide.” So, for example, in NaCl, where the
positively charged species Na™ is ionically bound to a negative Cl~, the
correct name is sodium chloride. Common names, such as “table salt” for
sodium chloride, still survive, but should not be used in scientific contexts, for
the same reasons (i.e., specificity and clarity) that Latin names are used in
biology in preference to common names for the description of plants and
animals.

In circumstances where an element can form more than one type of cation
(variable valency), a capital Roman numeral is parenthetically inserted after
the name of the cation to indicate its charge (or oxidation state). Iron(II)
sulfate indicates FeSO,, where the Fe ion has a charge of 2, rather than the
alternative Fe’'. Previously the suffix “-ic” indicated the higher oxida-
tion state, and ““-ous’ indicated the lower, e.g., ferric and ferrous, rather than
iron(Ill) and iron(Il) respectively. However, some elements with variable
valency can have more than two oxidation states, and thus Roman numeral
nomenclature is clearest. When a compound, often in the crystalline state, is
associated with water (H»O), the term “hydrate” preceded by a Greek prefix,
indicating how many water molecules are present, follows the inorganic
name, e.g., FeSO4.7H-0 is iron(Il) sulfate heptahydrate.

Systematic and traditional names exist in abundance in organic chemistry.
Many familiar names, such as chloroform (an organic solvent), have been
replaced by names that more accurately reflect the structure of the molecule —
in this case, trichloromethane (CHCIs). This conveys the fact that the structure
of chloroform is the same as that of methane (CH, — a tetrahedral arrangement of
four hydrogens around a central carbon), but with three of the hydrogens
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substituted by chlorine. Systematic names are undoubtedly much more useful than
the older nomenclature, but can become cumbersome, such as the renaming of
citric acid to 2-hydroxy-1,2,3-propanetricarboxylic acid. It is certainly true that the
systematic name allows the trained chemist to write down the chemical formula
for the molecule (in this case HOC(COOH)(CH,COOH),) from the name alone
(see Section 11.5), but it is also understandable if some of the common names tend
to survive in all but the most rigorous of chemical literature. As well as some
recent texts on the subject (e.g., Leigh et al. 1998, Thurlow 1998), the Merck
Index produced and updated annually (and available electronically: http://library.
dialog.com/bluesheets/html/bl0304.html) is a useful source of reference. Another
resource for nomenclature, formulas, structure, physical properties, and also
valuable safety information are the sales catalogs produced annually (and often
distributed for free) by the major chemical companies, e.g., Aldrich and Sigma.
Before leaving the question of terminology, it is worth emphasizing the
link between chemical formula and chemical structure, which is implicit in
the above. For example, the formula “CaCO5” refers to calcium carbonate,
the dominant constituent of limestone rocks. It would be extremely confusing
to use the formula “O3CaC” to represent calcium carbonate, not only because
of our familiarity with the conventional notation, but also because the normal
notation carries with it structural information that helps emphasize the integrity
of the carbonate (COs) group, and the fact that the oxygen atoms are linked to the
carbon and not directly to the calcium. It also implies that during the bonding
process the calcium atom has become the doubly positive charged calcium ion
Ca”" and that the carbonate group has two negative charges on it (CO5*"). The
situation is even more acute in the field of organic chemistry. We could, for
example, have written the formula for citric acid given above as C4HgO-. This
contains the same number of carbon, hydrogen, and oxygen atoms, but gives no
structural information. With a little practice, the structural formula for citric acid
can be used to draw the molecule (and vice versa). The structure, nomenclature,
and representation of organic compounds are discussed further in Section 11.5.
The most precise use of chemical notation is that involved in the writing of
equations to represent chemical reactions. These are often very simple (or at
least, can appear so), but contain much additional subliminal information.
The ability to write an equation to quantitatively represent a chemical
reaction is one of the great beauties of chemistry, and depends on a number
of important concepts. One of the earliest is the Law of Conservation of
Mass, first stated by Antoine-Laurent Lavoisier (1743-94) in his antiphlo-
gistic Traité élémentaire de chimie, présenté dans un ordre nouveau et
d’apres les découvertes modernes in 1789 — “in any chemical reaction the
total mass of the products is always equal to the mass of the reactants”.
Having led Lavoisier to discover oxygen, this law was found to be true
providing that all the reactants and products are accounted for, especially in
reactions in which gases take part or are evolved. This idea of conservation of
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mass can be extrapolated to state that matter can neither be created nor
destroyed in a chemical reaction. This is a fundamental practical guide, but
one which, in the light of the relativistic theories developed in the early
twentieth century, is misleading at the subatomic particle level. Every
chemical reaction is accompanied by the evolution or absorption of energy,
and this energy change can affect the mass of the reactants and products,
since it has been demonstrated that mass and energy are interchangeable — a
relationship encapsulated by Einstein in his famous E = mc?, where E is
energy, m is mass, and ¢ is a constant identified as the velocity of light in a
vacuum. Such considerations are, however, practically speaking negligible
and well removed from the realm of experience of analytical chemists.

Other important concepts are those of the Law of Constant Composition
and the Law of Reciprocal Proportions, unified by Dalton in his Atomic
Theory, as noted above. These relate to the ratios by weight in which the
elements combine. It was shown, for example, that water (H,O) is always
formed by hydrogen and oxygen combining in the weight ratio of 1:8 — i.e.,
1 gram of hydrogen for every 8 grams of oxygen. These observations formed the
basis of the concept of equivalent weights, which are defined in terms of the
masses of individual elements which combine with 8.0000 parts by mass of
oxygen. Thus the equivalent weight of hydrogen is 1. The gram-equivalent of an
element is its equivalent weight expressed in grams, and one liter (cubic
decimeter) of solution that contains the gram-equivalent of an element is known as
a normal solution, signified as 1N. The subject of different systems for recording
the strengths of solutions is dealt with below, but the normality of a solution,
based on the system of equivalent weights, is still important because of the
tendency of the American literature to retain the system. In European literature, the
concept of equivalency has largely been replaced by that of molarity, based on the
definition of the mole. The mole is defined in terms of the molecular weight of a
compound, and is also further discussed below.

2.2 Analytical chemistry

Analytical chemistry is that branch of chemistry which deals with the
qualitative or quantitative determination of one or more constituents in an
unknown material. Ewing (1985: 1) defines it as ‘“‘the science and art of
determining the composition of materials in terms of the elements or
compounds contained in them”. Many would regard analytical chemistry as
the cornerstone of chemistry itself, since the ability to identify and quantify
chemical constituents underpins the theoretical and practical advancement of
other areas of chemistry. Analytical chemistry can itself be subdivided in
many ways. An important one is the difference between qualitative and
quantitative analysis. Qualitative analysis is when a particular element or
compound is simply determined to be present or not in a particular sample.
Quantitative analysis attempts to attach a number to the level at which
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something is present. This can be fully quantitative, if a more or less precise
estimate is made of the concentration of a particular component, or
semiquantitative if the estimate is categorical, or ‘“ballpark™. Different
circumstances demand different levels of quantitation, and a great deal of the
art of chemical analysis revolves around knowing how precise an analytical
estimate needs to be before a particular question can be answered, or,
conversely, what are the limitations of inference that can be made from an
analytical estimate of stated precision.

Most modern analytical chemistry involves the use of dedicated
instrumentation of some sort, justifying the title instrumental chemical
analysis. This contrasts with older approaches, such as spot tests, gravimetric
analysis, volumetric analysis, or colorimetric analysis, in which relatively
simple instruments are used (if at all). In spot tests, for example, the presence
of a particular element or compound is confirmed if a particular reagent is
applied and a particular color develops, or an identifiable gas is given off
(Feigl 1954). The intensity of the reaction, as gauged by the depth of color
developed or the vigor of gaseous evolution, can often be used to partly
quantify the concentration of the analyte (the element or compound being
looked for). In general, such tests are most often used qualitatively. It is,
however, a common modern trait to regard such methods as inherently less
reliable and less sensitive than those which rely on expensive instrumentation.
This is fallacious, and often leads to inappropriate and grossly overexpensive
methods being applied to situations in which a few test tubes and a bottle of
hydrochloric acid would provide a perfectly adequate answer. That is not to
say that modern analytical methods are not far superior in terms of speed of
throughput, multielement capability, and analytical sensitivity, but just occa-
sionally (particularly in archaeology) the combination of simple methods,
chemical knowledge, and good laboratory skills can still prove worthwhile.
Unfortunately, it is becoming a lost art, seldom taught in universities, as it
requires a great deal of specialized knowledge (e.g., see Svehla 1996). The
majority of chemical analysis now relies upon sophisticated instrumentation
and the ubiquitous computer.

A brief history of analytical chemistry

Many chemical processes of undoubted antiquity, such as dyeing, soapmak-
ing, and various metallurgical skills, must have required the ability to identify
the correct raw materials or ingredients, and thus represent the application of
an early form of analytical chemistry. It is likely, however, that this took the
form of experience rather than direct analysis, in much the same way as a
skilled mineralogist can identify hundreds of mineral species by eye, using
indicators such as color, shape, mode of occurrence, and mineral
associations, without resorting directly to chemical or structural analytical
procedures. The earliest analytical test that we know of is that used to
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measure the purity of gold, which was certainly in use by the third
millennium BC in the Near East (Oddy 1983). One method, known as fire
assay or cupellation involves heating an alloy containing gold with lead until
the mixture is molten, and then blowing off the oxidizable lead as litharge,
which will take with it any baser metals, including silver. The weight of the
resulting refined gold, when compared to the original weight of alloy, is a
measure of the gold purity of the alloy. This is an early use of the principle of
gravimetric analysis — determination by weighing. Another technique of
great antiquity is the use of the touchstone, a slab of black stone, probably
slate, upon which the gold alloy is scratched. The purity of the gold is
assessed by observing the color of the streak; this process is described by
some as the oldest colorimetric method of analysis (Oddy 1986).

Several authors (e.g., Szabadvary 1966) have described various analytical
procedures that have been deciphered from the writings of the alchemists.
This literature is of great value and interest, but presents a contradictory
philosophy to the modern mind. The goal of the “great work™ of alchemy
was to convert base metal into gold by repeated processing, designed to
remove the base “sulfurous” element from the metal, which was conceived of
as being made up of varying proportions of idealized ‘“mercury” and
“sulfur”. Many alchemical authors were quite clear that ‘‘alchemical gold”
was fundamentally different from “‘true gold”. The resemblance was only one
of color. Since tests for gold were well established by the early Middle Ages in
the Old World, it appears strange to us that such contradictions were
tolerated and even encouraged. It is perhaps only a reminder that the modern
“scientific”” view of the world is relatively recent and is, by no means, a
universal philosophy.

Analytical chemistry entered a more recognizable form during the early
nineteenth century, by which time the atomistic ideas reintroduced by
Lavoisier had begun to have a significant effect on chemistry. A considerable
impetus for the development of inorganic analytical chemistry was the
desire to identify minerals, e.g., Wilhelm August Lampadius’ (1772-1842)
Handbuch zur Chemischen Analyse der Mineralkorper, published in
Freiberg in 1801, which, along with subsequent works concerned with the
analysis of minerals by scientists such as Martin Heinrich Klaproth (1743—
1817) and Jons Jakob Berzelius (1779-1848), established classical qualitative
inorganic analysis much as it is today. This process culminated in the
emergence of what is probably the first “modern” textbook of qualitative
inorganic analysis published by Carl Remegius Fresenius (1818-97) in 1841
(Anleitung zur qualitativen chemischen Analyse). A quantitative textbook
followed in 1845. There were 17 German editions of the former by the
author’s death. It was translated shortly after the first edition into English,
French, Italian, Dutch, Spanish, Hungarian, Chinese, and Russian. The first
English edition (translated by J. Lloyd Bullock) was called Elementary
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Instruction in Chemical Analysis and was published in 1843. This set the
standards for the systematic analysis of all the known metal oxides, using the
following recommended equipment (quoted from Szabadvary 1966: 171):

A spirit burner . .., blow-pipe, one platinum crucible, one platinum sheet and 3—
4 platinum wires, a test tube stand with 10-12 test tubes, several beakers and
flasks, one porcelain dish and a pair of porcelain crucibles, several glass filter
funnels in various sizes, a wash-bottle, several rods and watch glasses, one agate
mortar, several iron spoons, a pair of steel or brass pincers, a filtration stand
made of wood and one iron tripod stand.

Such a tool kit and the rigorous step-by-step analytical procedure devised
to go with it are probably familiar to those who did microchemical analysis
as part of their school or university chemistry course up to about 30 or 40
years ago. Since Fresenius went on to found the journal Zeitschrift fiir
analytische Chemie in 1862, he can certainly be regarded as the founder of
modern analytical chemistry. The twentieth century equivalent of Fresenius’
volumes (which were reprinted through to 1921) are still very useful
handbooks published by Arthur Israel Vogel (1905-66), starting with A
Textbook of Qualitative Chemical Analysis (1937), last republished as
Vogel’s Textbook of Micro- and Semimicro- Qualitative Inorganic Analysis
by Svehla (1996). This was followed by A Textbook of Quantitative
Inorganic Analysis (1939), most recently republished as Vogel’s Textbook of
Quantitative Chemical Analysis, edited by Jeffrey (1989).

The routine techniques of “‘classical” analytical chemistry — weighing,
measuring gas and liquid volumes, observing color changes in solution, etc. —
gave way at the beginning of the twentieth century to an inexorable increase
in the use of instrumental methods. Initially, these were based on the
emission and absorption of light by atoms, as described in Chapter 3. Isaac
Newton (1642—1727) had shown in 1666 that light can be separated into its
component wavelengths using a large prism (“‘Light it self is a heterogeneous
mixture of differently refrangible rays”: Newton 1671-2). The use of color
to identify compounds of the alkali metals (sodium and potassium) by
heating in a flame was, according to Partington (1961-70: Vol. 2:727), first
reported by Andreas Sigismund Marggraf (1709-82) in 17589 — the origins
of flame photometry. Julius Pliicker, in 1858, observed the characteristic
wavelengths arising from electronic transitions in the orbital structure of
atoms, in gaseous hydrogen, using one of the first gas discharge (cathode ray)
tubes (see Section 12.3). The first instrument to use these observations was
the spectroscope of Kirchoff and Bunsen, which, in 1860, elevated “‘spectrum
analysis” to the level of a branch of analytical chemistry (Chapter 3).
Considerable instrumental improvements have been made, but spectroscopy,
as such, changed little in principle until the last 30 years. This change
followed the work of A.J. Dempster (1918) in the USA and F. W. Aston
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(1920) in England, who independently built the first mass spectrographs to
measure the isotopic abundances of the elements (Chapter &). In the late
1970s a number of researchers perfected the instrumentation for using mass
spectrometric detectors to enhance the sensitivity and performance of a wide
range of analytical instruments, including the various types of optical
spectroscopies, which has resulted in the wide range of so-called ““hyphenated
techniques™ we see today, such as ICP-MS, GC-MS, etc., as discussed in
Chapters 8 and 9.

There can be no doubt that instrumental methods of analysis have
revolutionized analytical chemistry, in terms of increased sensitivity, more
rapid throughput, multiclement capability, computerized calibration, and
data handling, etc. There is a cost, too, of course — increased capital
expenditure, increased instrumental complexity, and, above all, the current
tendency to believe implicitly the output of a computer. Just because a machine
gives an analysis to 12 places of decimals doesn’t mean that it is true (see
Chapter 13)!

2.3 Special considerations in the analysis of archaeological material

For all investigations by analytical chemistry, the limitations imposed by
archaeological samples can be considerable. For the most part, archae-
ological materials are now analyzed on factory-standard equipment —
sometimes on a machine dedicated to archaeological research, but often on a
multipurpose instrument. In this sense, archaeological materials are no
different from any other environmental or geological samples that require
analysis. In other ways, however, archaeological material can pose special
problems from the analyst. Restrictions are often placed on sampling, either
by physical limitations or by consideration of aesthetic value. Typically the
resulting samples can be far from ideal from the analytical point of view —
small, fragmentary, and (particularly in the case of biological samples) often
considerably degraded. They are likely to be contaminated in some way
during burial, and after recovery (postexcavation) may suffer further
contamination due to storage media, handling, or airborne particles. Samples
taken from museum material, which was collected some time ago, may have
been subjected to unknown conservation, restoration, or fumigation
procedures. The ubiquitous problem of degradation and contamination,
although not insoluble, makes archaeological chemistry a challenging field,
and usually not one which can be regarded as just another routine analytical
application.

Parallels have been drawn between archaeological and forensic chemistry
(Heron 1996), since the forensic chemist often has to deal with similarly small
and degraded samples. In many ways, there is a close relationship between
the two. Both derive evidence from samples obtained from a controlled
recovery situation, and both attempt to reconstruct patterns of human
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behavior from material evidence. In both cases too, the samples are often
unique, and often far from ideal from an analytical point of view. Attempts
have been made over the last decade or so to draw together the two
disciplines of archaeology and forensic science (Hunter et al. 1997) and an
examination of the analytical literature on both subjects reveals some
evidence of crossfertilization, particularly in the area of forensic anthro-
pology — the physical and biochemical study of human remains. There is less
evidence, however, of interaction in the area of inorganic analysis and in-
terpretation, which is unfortunate, since the problems are often similar —e.g.,
the matching of the glass from a broken car headlight to a database of
manufacturers’ glass compositions, and the matching of Roman glass to
source material in the Levant. It would seem, therefore, that there is room for
further co-operation.






PART I

THE APPLICATION OF ANALYTICAL
CHEMISTRY TO ARCHAEOLOGY






ELEMENTAL ANALYSIS BY ABSORPTION
AND EMISSION SPECTROSCOPIES IN THE
VISIBLE AND ULTRAVIOLET

This chapter reviews some of the most common techniques used to analyze a
wide range of inorganic materials. The techniques are all based on the emission
or absorption of radiation in the visible or ultraviolet region of the
electromagnetic spectrum. The full background to these techniques is set out
in Chapter 12, as are the principles underlying the quantification of the
methods (the Beer—Lambert law). The first technique described (OES) is now
obsolete, and in archaeology was replaced in the 1980s by atomic absorption.
This, in turn, has been largely superseded by another emission technique, but
this time using an inductively coupled plasma (ICP) torch to achieve a higher
temperature. This chapter explains the use of ICP excitation as a source for
emission spectroscopy (ICP-AES, sometimes termed ICP—OES). A discussion
of the use of ICP excitation as an ion source for mass spectroscopy (ICP-MS)
is deferred to Chapter 9, following a general discussion of mass spectrometry
(Chapter 8). Section 3.4 gives an overview of the comparative performance of
this family of techniques, in terms of minimum detectable levels (defined in full
in Section 13.4) across the periodic table. More detailed information on atomic
absorption spectroscopy (AAS) can be found in Price (1972), Varma (1985),
Haswell (1991), and on ICP-AES in Golightly and Montaser (1992), Boss and
Fredeen (1999), Nolte (2003), and Thompson and Walsh (2003).

3.1 Optical emission spectroscopy (OES)
Optical emission spectroscopy, as originally carried out with a spark source
and photographic recording, is now of historical interest only, but is worth
including because replacement of the source with an ICP torch and better
detection has given a new generation of emission spectrometers, as described
below. It was also one of the first instrumental techniques to be widely used
to analyze metallurgical, geological, and archaeological samples, and there is,
therefore, much OES data still in the archaeological literature. Some of the
difficulties of using these “‘legacy” data are discussed in Section 3.5 below.
The original OES instruments, dating from the 1930s but used consistently
from the 1950s, used a spark source to excite the emission spectrum, which
usually consisted of a graphite cup as one electrode, and a graphite rod as the
other. The sample (solid or liquid) was placed inside the cup and the graphite
rod lowered until it was close to the cup. The sample was then vaporized by
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applying a high voltage across the two electrodes, which caused a spark to
“jump’ across the gap. The energy of the spark was sufficient to promote some
outer electrons in the sample atoms to excited states, which then relaxed
(virtually instantaneously) back to the ground state and emitted light of a
wavelength characteristic of that particular atom (explained in more detail in
Section 10.4). The resultant emitted light was resolved into its different
wavelength components using a large quartz prism or, in later models, a
diffraction grating, and recorded on a single photographic plate. Although this
introduces serious reproducibility issues (from differences in the development
process of the plate), it does have the advantage of recording all emission lines
simultaneously, which could lead to the identification of unexpected elements
in the sample. Later instruments used a number of fixed photomultiplier
tubes sited at the correct angle from the diffraction grating for a particular
emission line of one element, thus giving simultaneous information about a
fixed (but limited) number of elements (in the same way as modern ICP-AES:
see below). Quantitative information was obtained from the photographic
plate using a scanning densitometer, which measured the intensity (darkening)
of each emission line. The instrument was calibrated by measuring known
standards as the sample, and constructing a calibration curve of emission
intensity against concentration for each element to be measured.

One advantage of the OES system using a photographic plate was that all
elements present in the sample could be detected, even if they were not
known to be present, since the plate simultaneously records the emission
spectrum of all elements in the sample. Given the complexity of elemental
emission spectra, however, in practice the number of elements that could be
determined from a single plate was usually no more than 20. The principal
disadvantage of the OES system was the poor reproducibility of the
excitation conditions and the development conditions of the photographic
plate, both leading to poor precision and accuracy and a relatively poor
minimum detectable level. The use of an “internal spike” (a known quantity of
an element otherwise not present in the sample — often lithium: see Section 13.3)
could be used to reduce these problems, resulting in minimum detectable levels
(MDLs) as low as 0.001% (10 ppm) in a solid sample of 10 mg in the best cases.
Precisions, however, were usually quoted as being between 5% and 25% for
major and minor elements.

3.2 Atomic absorption spectroscopy (AAS)

Atomic absorption completely replaced OES in archaeological chemistry
during the 1980s, and differs from it in a number of ways. Firstly, it is
primarily a solution-based technique, therefore requiring solid samples to be
dissolved prior to analysis. Secondly, it is based on the absorption of light by
atomized samples in a flame, in contrast to OES which is based on emission.
Because of this, AAS requires a source of light that has a wavelength
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characteristic of the element which is being analyzed — consequently, it can
usually only determine one element at a time. It is, therefore, a sequential
analytical technique, in that all standards and samples to be measured are
analyzed for one element, then the light source is changed, and the standards
and samples are reanalyzed for the second element, and so on. It has now
largely been superseded in most applications by inductively coupled plasma
techniques, although it still has some advantages over these for specific elements
in particular circumstances. More recent developments in AAS (described
below) can give sensitivity comparable to or better than ICP techniques for
some clements, and it is still the method of choice for the analysis of some
elements in particular matrices (often biomedical applications).

The liquid sample is drawn up by capillary action into the instrument, and
aspirated into the flame where it is decomposed from a molecular to an
elemental form. Light of a wavelength characteristic of the element to be mea-
sured is passed through the flame, and the atoms in the flame quantitatively
absorb some of the light, becoming excited in the process. By comparing the
intensity of the light before and after passage through the flame, and
applying the Beer—Lambert law (Section 12.4), it is possible to calculate the
concentration of analyte atoms in the flame, and hence in the solution. This is
then converted into an estimate of the concentration of that element in the
original solid sample, using the known weight of the sample in the solution.

For light elements, the absorption/emission behavior in the flame can
easily be understood in terms of the energy level diagrams (explained in
Section 10.4). For Na, for example, the most intense lines are the doublet at
589.0 and 589.6 nm (see Section 12.3), arising from 3p3,, — 3s and 3p;,, — 3s
transitions respectively (remembering that p orbitals are split due to spin—
orbit coupling). This wavelength is in the yellow-orange region of the
spectrum, and gives rise to the characteristic orange glow of sodium vapor
street lights. Because it has the same electronic orbital configuration as Na,
the energy level diagram for the singly charged Mg™" ion is similar (although
the energies are different), but as the number of electrons outside the closed
shells increase, the energy level diagrams (and hence the emission/absorption
spectra) become more complex. For two outer electrons (e.g., atomic Mg,
which has two 3s electrons), singlet and triplet states exist, corresponding to
paired outer electrons (antiparallel) or unpaired (parallel) spins. As the number
of outer electrons increases, the splitting increases. In general, the complexity
of the absorption/emission spectrum increases with increasing valency and
increasing atomic number (e.g., Li has 30 absorption/emission lines in the
ultraviolet and visible region of the spectrum; Cs has 645, and Fe has 4757).
However, not all lines are excited during the analysis, because of the relatively
low temperature of the flame. Atomic emission/absorption lines have a natural
line width of ~10~ °>nm, but this is normally broadened to 0.002-0.005nm by
two effects: Doppler broadening (movement of atoms in the flame) and
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pressure broadening (due to atomic collisions). If thermally stable mole-
cular species are formed in the flame (e.g., CaOH), these can give rise to wider
absorption bands (width at half height ~6 nm), reducing the effectiveness of
the analysis, and interfering or masking the emission lines of other elements.
This can sometimes be prevented by the use of a hotter flame to dissociate
these species (see below).

The heart of a traditional atomic absorption spectrometer is the burner, of
which the most usual type is called a laminar flow burner. The stability of the
flame is the most important factor in AAS. Typical working temperatures are
2200-2400°C for an air-acetylene flame, up to 2600—2800°C for acetylene-nitrous
oxide. The fraction of species of a particular element that exist in the excited state
can be calculated at these temperatures using the Boltzmann equation:

Ni_ B (_ (E; - Eo))

N, P, kT

where N; is the number of atoms in energy level E of degeneracy P;, and N, the
number in ground state E,, of degeneracy P,, (k is the Boltzmann constant, and T
is the absolute temperature in Kelvin). Degeneracy is the number of electrons
which can occupy that particular energy level, and is two for s orbitals and six for
p orbitals. Thus, for the 3p-3s transition in Na, P;= 6 and P, = 2, and taking the
ground state energy E, to be 0, we obtain N;/N,=1.67X 10~ % at 2500°C. This
means that, at the typical temperature of an AAS flame, only roughly 0.01% of
Na atoms are in the excited 3p state. Conversely, at these temperatures, 99.99%
of sodium atoms are in the 3s ground state, and are, therefore, capable of
absorbing light from a sodium lamp, making absorption measurements
extremely efficient for determining sodium in the flame. Calculation of the
temperature dependence of this ratio also shows that a 10°C rise in temperature
causes a 4% variation in the population, which is considerably more significant
for the minority of atoms in the excited state. This makes atomic emission, which
relies on the spontaneous decay of excited atoms, much more susceptible to
variations in flame temperature than is absorption.

Instrumentation

The design of a conventional atomic absorption spectrometer is relatively
simple (Fig. 3.1), consisting of a lamp, a beam chopper, a burner, a grating
monochromator, and a photomultiplier detector. The design of each of these
is briefly considered. The figure shows both single and double beam
operation, as explained below.

Hollow cathode lamp

The light passing through the flame must be of exactly the same frequency as
the absorption line, in order to stimulate the analyte atoms in the flame to
absorb. Because of the narrow absorption lines of the atomic plasma in the
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Figure 3.1 Schematic diagram of an AAS spectrometer. A is the light source
(hollow cathode lamp), B is the beam chopper (see Fig. 3.2), C is the burner, D the
monochromator, E the photomultiplier detector, and F the computer for data
analysis. In the single beam instrument, the beam from the lamp is modulated by the
beam chopper (to reduce noise) and passes directly through the flame (solid light
path). In a double beam instrument the beam chopper is angled and the rear surface
reflective, so that part of the beam is passed along the reference beam path (dashed
line), and is then recombined with the sample beam by a half-silvered mirror.

flame, it is best to use the emission line of the same element. The most
common lamp is a hollow cathode lamp, which has a tungsten anode and a
cylindrical cup-shaped cathode, made of (or coated with) the element of
interest. The lamp is sealed and filled with low-pressure neon or argon gas. A
potential across the electrodes ionizes some of the filler gas, causing a current
of 5-10mA to flow between the electrodes. The impact at the cathode of the
charged gas particles sputters off some of the cathode material, which forms an
atomic cloud within the cup. Since some of these atoms will be in excited
states, they will emit radiation of wavelength characteristic of the cathodic
material. This passes out of the lamp and is focused and reflected
towards the flame. When the lamp is switched off, the design of the cup-
shaped cathode is such that the material redeposits on the cathode, lengthening
the life of the lamp as much as possible. In principle, a different lamp is needed
for each element, although multiclement lamps are available for similar
elements such as Ca/Mg, but these have poorer spectral purity and a shorter
operational life.

Chopper and beam splitter

As with all other types of spectrometers operating in the UV /visible region of
the spectrum, it is advantageous to modulate the primary beam using a
mechanical beam chopper, and detect it at the same frequency, to reduce
background noise. This is usually done with a rotating beam chopper, shaped
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Figure 3.2 Beam chopper in AAS. In a single beam instrument it is mounted
vertically off-centre, so that it “‘chops” the beam. In a dual-beam instrument it is
angled and mirrored so that it alternately allows the sample beam through and
reflects the reference beam along the secondary path.

like a Maltese cross, which interrupts the beam as the blades pass across the
light path (Fig. 3.2). This modulation is primarily to eliminate emission of
radiation by the flame at the frequencies being measured, since emission from
the flame is continuous, but the detector can be tuned to receive only in
synchronization with the rotation of the beam chopper.

As with other types of spectrometer operating in the UV/visible,
instruments of the double and single beam type are available. Single beam
instruments, as might be expected, operate with a single beam passing
through the flame. Measurement of the reference (unabsorbed) beam
intensity has to be made with a blank solution aspirated into the flame,
followed by measurements on the samples, making it a relatively slow and
cumbersome process. In the double beam variety, the chopper described
above is positioned at an angle to the beam and is mirrored on the back, so it
directs radiation alternately through the sample and around the reference
beam path (Fig. 3.1). The reference beam, therefore, gives a direct measure of
the intensity of the radiation emitted by the lamp at the absorption
frequency, and the radiation which passes through the flame measures the
absorption by the sample. The reference beam is, therefore, measured at the
same time as the sample beam, thus eliminating errors that might arise from
short-term power fluctuations in the lamp. The reference beam, however,
does not pass through the flame and cannot, therefore, compensate for
absorption or scattering in the flame.

Considering radiation from the light source being split into two by a beam
splitter, we can modify Beer’s law (derived in Section 12.4) in the following
way. If Ag and Ag are the absorbances of the light as it passes through the
sample and the reference paths respectively, then:

/

/
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where P, is the power of the beam from the light source, and Pg and Py are
the power transmitted through the sample and via the reference beam,
respectively. Subtracting:

/ /

P P
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If the only difference between the two beam paths is the absorbance in the
flame, then this can be rewritten as:

Py

P

where A’ is corrected absorbance, P, is power transmitted via the reference
beam, and P is the power transmitted through the sample. Since P, does not
occur in the equation, it can be seen that the effect of the reference path is to
reduce the influence of any variation in the output of the lamp.

A’ =log

Burner

The single most important component of an AA spectrometer is the burner.
Here, the fuel and oxidant gases are mixed and burned in a controlled way, to
give a reproducible flame. In addition, the sample liquid is aspirated (sucked)
up a capillary tube, vaporized by the flow of gases around a tip (the
nebulizer) and, thus, injected into the gas stream just before combustion. The
most common type is a laminar flow burner. The oxidant gas flows over the
nebulizer and converts the sample solution into an aerosol, which is then
mixed with fuel and passed through a series of baffles to filter out the largest
droplets. Thus, most of the liquid sample drains away. The burner head is
made of a heavy metal to give physical stability, and consists of a slot around
5-10cm long, but only a few millimeters wide. The large mass of metal keeps
the burner relatively cool, and because the burner is lengthways to the
incoming beam, the long narrow flame creates a long path length for the
beam to traverse.

The most significant advance in AAS over recent years has been the
introduction of nonflame burners, since the reproducibility of flame
conditions from day to day is a persistent problem (Butcher and Sneddon
1998, Jackson 1999). Nonflame (electrothermal or graphite furnace —
ETAAS or GFAAS) burners consist of an electrically heated graphite or
tantalum sample container (a cup or boat), in which a few microliters of
liquid sample are first evaporated and then ashed at a low temperature. Then
a much higher current through the heating system rapidly vaporizes the
sample at high temperature (2000-3000°C), and the beam from the lamp
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passes through this vapor just above the sample container. This provides
much greater analytical sensitivity, because all the sample is used (unlike in
flame AA, where most of the sample drains away), and it also has a longer
residence time in the primary beam. The sensitivity improvement is ~1000
times for some elements, but the precision is less (5-10% as compared with
1-2% for flame methods). ETAAS has been developed specifically for a
range of otherwise difficult elements (including As, Bi, Cd, Cu, Ge, In, Pb,
Sb, Se, Sn, Te) in biological and environmental samples (Tsalev 2000). A
further development for specific elements (particularly As, Bi, Hg, Sb, and
Se) is hydride generation AAS (HGAAS) or vapor generation AAS
(VGAAS), and cold vapor AAS (CVAAS). In certain applications, these
techniques can provide data not available with other techniques — for
example, VG techniques, when coupled with chromatographic separation of
the vapor, can give information on speciation, which can be critical in some
environmental applications. Further details of these can be found in Dedina
and Tsalev (1995).

Monochromator and detector

A monochromator is a device which disperses polychromatic radiation (UV,
visible, IR) into its component wavelengths. This is usually achieved using
either a prism or, more commonly, a diffraction grating. Monochromators
consist of an entrance slit, a collimating mirror, which delivers a parallel
beam of radiation to the diffraction grating, followed by another mirror, and
an exit slit. Most diffraction gratings are of the reflection type, which consist
of a metal plate with a series of parallel grooves cut into the surface. The
spacing of the grooves governs the wavelength over which the grating is
effective. The monochromator is tuned to the appropriate wavelength by
physically rotating the diffraction grating to the correct angle with respect to
the incoming beam. In addition the slit settings can be varied to allow for
different line widths and sensitivities through the spectrum. Typically, slit
settings give line widths of 0.2-0.5nm at the detector.

For UV and visible radiation, the simplest detector is a photomultiplier
tube. The cathode of the tube is coated with a photosensitive material (such
as Cs;3Sb, K,CsSb, or Na,KSb, etc.) which ejects a photoelectron when
struck by a photon. This photoelectron is then accelerated towards a series of
anodes of successively greater positive potential (called dynodes). At each
dynode, the electron impact causes secondary electron emission, which
amplifies the original photoelectron by a factor of 10° or 107. The result is a
pulse of electricity of duration around 5ns, giving a current of around 1 mA.
This small current is fed into the external electronics and further amplified by
an operational amplifier, which produces an output voltage pulse whose
height is proportional to the photomultiplier current.
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Detection limits and interferences

Flame AAS can be used to measure about 70 elements, with detection limits
(in solution) ranging from several ppm down to a few ppb (and these can be
enhanced for some elements by using a flameless source). Both sensitivity and
detection limits (as defined fully in Section 13.4) are a function of flame
temperature and alignment, etc. The precision of measurements (precision
meaning reproducibility between repeat measurements) is of the order of
1-2% for flame AA, although it can be reduced to <0.5% with care. The
accuracy is a complicated function of flame condition, calibration procedure,
matching of standards to sample, etc.

One important factor which limits the performance of flame AAS is
interference, both spectral and chemical. Spectral interference occurs where
emission lines from two elements in the sample overlap. Despite the huge
number of possible emission lines in typical multiclement samples, it is rarely
a problem in AA, unless molecular species (with broad emission bands) are
present in the flame (in which case, a higher temperature might decompose
the interfering molecule). If spectral interference does occur (e.g., Al at
308.215nm, V at 308.211 nm) it is easily avoided by selecting a second (but
perhaps less sensitive) line for each element.

Chemical interferences are more common and more problematic. Principal
reactions in the flame are: (i) formation of compounds of low volatility; (ii)
dissociation; and (iii) ionization. These are considered in turn:

1 The most common low volatility compounds are anion-metal
compounds, e.g., calcium with sulfate or phosphate. Others are less
easy to understand, such as Al affecting Mg by forming a heat-stable
Al-Mg compound (oxide). Two remedies are possible in such cases —
one is to use a higher temperature, which in practice means switching
from an air-acetylene flame to a nitrous oxide-acetylene flame. The
second is to add an excess of a releasing agent, e.g., lanthanum, which
replaces (for example) Mg in the Mg-Al complex, thus reducing the
interference. An alternative approach to a releasing agent is to add a
protective agent, which forms a stable (but volatile) species with the
required analyte, e.g., adding ethylenediaminetetraacetic acid
(EDTA) to a solution containing Ca prevents interference from Al,
Si, phosphate, and sulfate species by preferentially binding with it,
and allows Ca to be determined in their presence.

2 Incomplete dissociation of alkaline-earth oxides and hydroxides often
causes unwanted molecular bands to be stronger than atomic lines.
This can often be cured by altering flame temperatures or fuel/oxidant
ratio, to shift the equilibrium in the desired direction.

3 lonization can be a problem in high temperature flames. Clearly, once
an element is ionized, it has a completely different set of electronic
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energy levels, and thus the absorption/emission spectrum changes.
This means that it is better to analyze alkali metals in cooler
flames. Alternatively, an ionization suppresser (a metal with lower
ionization potential, which produces excess electrons and shifts the
ionization equilibrium towards the atom for the species concerned)
can be used.

Atomic emission spectrometry

Essentially the same spectrometer as is used in atomic absorption spectro-
scopy can also be used to record atomic emission data, simply by omitting
the hollow cathode lamp as the source of the radiation. The excited atoms in
the flame will then radiate, rather than absorb, and the intensity of the
emission is measured via the monochromator and the photomultiplier
detector. At the temperature achieved in the flame, however, very few of the
atoms are in the excited state (~10% for Cs, 0.1% for Ca), so the sample
atoms are not normally sufficiently excited to give adequate emission
intensity, except for the alkali metals (which are often equally well
determined by emission as by absorption). Nevertheless, it can be useful in
cases where elements are required for which no lamp is available, although
some eclements exhibit virtually no emission characteristics at these
temperatures.

Applications of AAS

AAS is best suited to the analysis of low concentrations of metals in aqueous
solution. It is therefore ideal for environmental measurements of metals in
water supplies, or metals in body fluids. It is a widely-used technique for
minor and trace element measurement in solid metals, where small samples
(1-10mg) can be dissolved in mineral acids and the resulting solutions
analyzed for several elements. It is also used in geological and archaeological
applications for silicate analysis, where sample quantities ranging from 10 mg
(archaeological) up to several grams (geological) are dissolved. Special
dissolution techniques (discussed in more detail in Section 13.2) are required
for silicates, since they are generally insoluble in mineral acids. Outside
archaeology, AAS continues to find specialist applications, particularly in the
area of clinical medicine, where electrothermal AAS and derivative
techniques are the preferred methods for the measurement of Pb and other
trace elements in bone (Zong et al. 1998), blood (Zhou et al. 2001), and urine
(Parsons and Slavin 1999).

It is important to remember that in AAS, as in most analytical techniques
where a solid sample is converted into a solution for analysis, it is the
concentration of the element which is determined, whereas it is sometimes the
concentration of the oxide which is often required. This is always the case for
silicate samples (e.g., glass, pottery, and some minerals), but not of course for



Elemental analysis by absorption and emission 57

metals. This is usually easily (and often automatically) dealt with by
numerical conversion of the elemental concentration to an oxide using the
formula for the oxide species (e.g., multiplication by 1.4 [(40416)/40] to
convert Ca into CaQ), but it is not unproblematic in cases where variable
oxidation states may be present, e.g., FeO and Fe,Os. In these cases, it is
conventionally assumed that all of the oxide is present as a single oxidation
state, such as the reporting of Fe as FeO in oxide glasses.

3.3 Inductively coupled plasma atomic emission spectroscopy (ICP-AES)
As noted above, the atomic absorption spectrometer can be operated in the
emission mode, but the efficiency is limited by the fact that the temperature
achieved in the flame (typically 2000-3000°C) is too low to generate sufficient
atoms in the excited state. There is also a problem in atomic absorption, in
general, in that the temperature is not always sufficient to dissociate
refractory compounds in the flame. Both of these problems are reduced, or
eliminated, if higher temperatures could be achieved. During the 1980s a
radically new design of flame source was developed, called a plasma torch,
capable of supporting an argon plasma at temperatures in the region of
8000—-10000°C. A plasma is a low pressure gas which is neutral overall, but
which contains unbound negative electrons and positive ions. It is the fourth
state of matter, along with solids, liquids, and gases. More than 99% of
matter in the universe is thought to exist as plasma. In order to sustain these
high temperatures, the torch must be specially designed to prevent the plasma
melting the silica tubing from which it is made (melting point ¢. 1700°C). It
consists of three concentric silica tubes, with copper coils wound around the
outside at the top (Fig. 3.3). The argon gas, which is to form the plasma, is
injected vertically through the central tube, but a larger volume enters
between the two outer envelopes tangentially, and spirals up between the
outer casing, acting as a coolant and lifting the plasma away from the tubing
by the toroidal gas flow. The heating is maintained by a high power radio
frequency (RF) alternating current at 27 MHz in the water-cooled copper
coils, which causes the charged particles in the plasma to flow through the
gas in a circular path by induction. The “friction” caused by this rapid
motion through the gas holds the temperature at several thousand degrees,
and ensures that the plasma is sufficiently ionized to respond to the RF
heating. Because argon at room temperature is inert, an external spark is
required to “light” the torch. When passed through the argon, the spark
causes some of the gas to ionize, which enables it to respond to the RF
heating. Frictional heating soon raises the temperature sufficiently for the
ionization to become self-sustaining.

The instrument which uses this plasma torch is called an inductively
coupled plasma atomic emission spectrometer (ICP—AES) or an inductively
coupled plasma optical emission spectrometer (ICP—OES). It is similar to an
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Figure 3.3 Schematic diagram of an ICP torch. The sample is carried into the
torch by the carrier argon gas, and is ignited by radio-frequency heating from the
RF coils. The tangential argon flow lifts the flame from the burner, preventing
melting. The position of the detector in axial or radial mode is shown.

atomic absorption spectrometer operated in the emission mode, with the
exception that the gas burner is replaced by the torch. The hotter flame
results in more complete atomization and less spectral interference than in
AAS. Ionization in the flame is also suppressed by the abundance of electrons
produced by the argon stream. The relative stability of the source allows
automated sequential detection to be used, rather than photographic or
simultaneous recording. ICP—AES shows remarkable linearity during
calibration over wide concentrating ranges, coupled with detection limits
several orders of magnitude lower than with other absorption or emission
methods — several elements are detectable down to 1-10ppb (parts per
billion, or 1 in 10°) in solution. More recently, another benefit of the plasma
torch has been exploited — the fact that it also produces a stream of charged
particles (ions) from the sample. In ICP-AES, these are completely ignored
and swept away with the exhaust gases, but if the plasma torch is connected
to a mass spectrometer, it provides an alternative and extremely sensitive
means of inorganic analysis known as inductively coupled plasma mass
spectrometry, ICP-MS. This is the subject of Chapter 9.

In most applications of ICP-AES, the sample is introduced as a liquid
(although solid samples can be dealt with using laser ablation, discussed in
Section 9.1 in the context of ICP-MS). Usually a small pump sucks up the
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sample and injects it into the argon stream, which carries it into the torch. At
the high temperatures in the plasma, all compounds are completely
dissociated and are in an excited state, so that they strongly emit
characteristic lines in the visible and ultraviolet. The optics of the
spectrometer are designed to collect these emission lines, and subsequently
disperse them using a diffraction grating and slit system similar to that used
in atomic absorption. Detection is usually by one or more photomultiplier
tubes, although, more recently, solid state charge-coupled devices have been
used to give better spectral resolution and longer linear response ranges
(Barnard et al. 1993: see Section 4.1). Instruments which are used for the
routine analysis of a particular material, and therefore which have a
restricted and fixed range of elements to detect, can be set up with a bank of
photomultipliers (up to 50), each positioned at a fixed angle relative to the
diffraction grating, at a wavelength corresponding to a particular element. In
this manner, simultaneous measurements of up to 50 (but typically around
20) elements in a single sample can be achieved. More usually, however, the
ICP-AES is fitted with a single computer-controlled detector, which
automatically performs sequential analysis of as many eclements as are
required whilst the sample is being aspirated into the machine. The detector
moves to the correct position for a particular element, measures the emission
intensity for a preset time, and then moves on to the next element or a
background position, according to a preset program in the instrument’s
computer. Although sequential in operation, this combination of software-
controlled analysis and automated sampling makes the machine relatively
fast and effective for a wide range of materials. Since its introduction in the
1980s, ICP-AES has almost completely replaced AAS as the industrial
standard for the multielement analysis of solution samples (Thompson and
Walsh 2003). It has, however, in the last five or ten years, itself been partly
surpassed by a development of the same technology which uses a mass
spectrometer as a detector (ICP-MS), and has, more recently still, been
updated by the use of a laser to ablate a solid sample into the argon stream
(LA-ICP-MS; see Chapter 9).

The biggest development within ICP—AES instrumentation occurred in the
1990s with the introduction of axially viewed spectrometers. Conventional
spectrometers (now referred to as radial ICP-AES), as described above,
employ a detector which is aligned radially or side-on to the plasma.
Although it was realized as early as the 1970s that there were potential
advantages to viewing the flame axially, or end-on to the ICP flame, it was
not until the 1990s that the first axial ICP-AES instruments became
available, as a result of technical developments and the increased use of
charge-coupled devices as solid state detectors. There are a number of
different approaches to achieving this configuration, including shear gas
introduction, in which the flame is turned through almost 90° to protect the



60 Analytical chemistry in archaeology

detector, or various skimmer cones similar to those used in ICP-MS
(Brenner and Zander 2000). Analytical improvements stem essentially from
the fact that temperature gradients exist within the plasma fireball, with the
outer layers being cooler than the center. In axial ICP-AES, the intention is to
eliminate emission from cooler parts of the flame. This results in improved
limits of detection, by a factor of 2 to 20 depending on element, configuration,
matrix, etc.

3.4 Comparison of analysis by absorption/emission spectrometries

Until recently, flame AAS has been the “workhorse” of most commercial
analytical laboratories for trace element inorganic determinations. It has
many advantages — large elemental coverage (more than 70 elements), good
precision, cheap and reliable instrumentation, and ease of operation and
maintenance. Although it is strictly sequential in operation, in practice it can
be automated (automatic sampling, and even continuous flow injection
systems — see Fang 1995) and therefore multielement operation is relatively
straightforward. In comparison, however, with the other techniques
discussed in this chapter, it has relatively poor limits of detection (typically
quoted as no better than 0.1 ppm down to 1ppb in solution). This is often
inadequate for routine biological and environmental applications. It still has
a role as a simple, widely available, cheap and robust technique, but as a
general multielement method, it is inferior to ICP-AES and ICP-MS.
Improvements in injection technology, such as electrothermal or graphite
furnace sample introduction, can give significant improvements in sensitivity
for a wide range of elements (two or three orders of magnitude — typically
0.1-0.001 ppb limits of detection in solution). This also makes it possible to
handle material in difficult matrices such as slurries without complicated
sample pretreatment. Vapor generation techniques can give unrivaled
performance for certain analytically difficult, but environmentally important,
elements such as As, and, when coupled with other techniques such as
chromatography, can give detailed speciation information.

Since its introduction in the 1970s, ICP-AES has offered all of the
advantages of AAS at similar or better levels of detection, with true
multiclement capability, but with increased capital and operational cost, and
increased operator and maintenance complexity. The development of axial
ICP-AES has given a significant improvement in detection levels (typically
by an order of magnitude over radial ICP-AES). The conventional wisdom is
that axial ICP-AES provides better sensitivity in applications without
complex sample matrices, but that radial ICP-AES is still superior for
complex sample matrices, although this is now being questioned (Silva et al.
2002). The recent widespread adoption of ICP—-MS (discussed in Chapter 9)
has given a further major improvement in sensitivity, with minimum limits
of detection in solution better than parts per trillion (ppt) for a wide range
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Figure 3.4 Schematic comparison of limits of detection (LoD) in solution (log
ppb) for various absorption/emission spectrometries. For each technique, the
solid box encompasses the majority of elements reported. A few relevant elements
have been marked on specifically at the upper and lower end of the range for each
technique. Note that LoD can vary for the same element depending on matrix
and analytical conditions, and that not all elements are detectable by every
technique. Data courtesy Thermo Electron Corporation from PDF file (““AAS,
FAAS, ICP or ICP-MS? Which technique should I use’) posted on TJA
Solutions website in 2000.

of elements. Figure 3.4 shows a schematic comparison of the limits of
detection for all these analytical techniques, based on data electronically
published by TJA Solutions (2000). (At the time of writing this website no
longer exists.)

These detection levels for [ICP-MS are competitive with neutron activation
analysis (see Chapter 6), without the disadvantages associated with this
technique — storage or disposal of radioactive samples and the rapidly
decreasing availability worldwide of nuclear reactors to generate the required
neutron fluxes. Additionally, with improvements in mass spectrometric
detection technology interfaced with ICP, plasma instruments are now
available with isotopic ratio capabilities for elements such as Pb, U, and Sr,
which are comparable with conventional thermal ionization mass spectro-
metry (Chapter 8). When all of this is combined with the ability to use
laser ablation as a means of introducing material from solid samples
into either ICP-AES or ICP-MS, it is little wonder that ICP spectrometry,
in its many guises, has virtually become the “industry standard” for all
forms of inorganic analysis in the earth, environmental, and biological
sciences.
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3.5 Greek pots and European bronzes — archaeological applications of
emission/absorption spectrometries

One of the major applications of OES to archaeology was the large program
of pottery analyses carried out in the Research Laboratory for Archaeology
and the History of Art, Oxford University, and the Fitch Laboratory of the
British School at Athens, from 1959-76 (RLAHA) and from 1975-82 (FL).
This project focused on Greek and Cypriot pottery, but comprehensively
covered the Neolithic to the end of the Bronze Age for Greece, the Aegean,
Cyprus, and other sites in the eastern Mediterranean, as well as outlining
ceramic types from the end of the Bronze Age to the Byzantine period. The
summary publication (Jones 1986) is monumental in many ways — it
publishes and analyzes the results of more than 4370 OES analyses from the
region (for nine major and minor oxides — Al,O3, CaO, MgO, Fe,03, TiO,,
Na,O, MnO, Cr,03, NiO), as well as containing comprehensive information
about analytical details, interlaboratory comparisons, and intermethod
comparisons. It also provides a great deal of archacological contextual
information to the analyses, and technological background to pottery
manufacture in the ancient eastern Mediterranean. It remains, 30 years later, a
model of how such a large-scale analytical program should be managed and
published, and particularly how an analytical program should be embedded in
an archaeological research scheme. It does, however, also pose a fundamental
question for archaeological chemistry: to what extent can later researchers use
published analytical data, from techniques which have been superseded?

The results of this comprehensive survey contained many archaeological
surprises and indicators of the need for further work. For example, during
the first part of the Late Bronze Age in the Aegean (conventional dates for
Aegean LBA 1550-1100 BC), when Aegean and mainland Greek pottery
styles were increasingly coming under the influence of Minoan Crete,
chemical analysis showed further complexity in the picture. One of the most
distinctive Cretan pottery styles of this period, Late Minoan 1B marine style,
was found outside Crete. Chemical analysis (Mountjoy et al. 1978) confirmed
the stylistic perception that these vessels were not imports from Crete, but no
alternative production centers could be identified. Nor did analysis of marine
style vessels found on Crete identify the exact production site in Crete.
Distributional analysis suggested either eastern Crete or, perhaps more likely,
Knossos itself. Jones (1986: 457) observed that all LM 1B pottery from
Knossos is heterogeneous in composition, and concluded that, because of
this lack of diagnostic sensitivity, “OES is obviously not the most
appropriate technique in this case”.

This massive study of prehistoric pottery in the eastern Mediterranean
serves to highlight a number of issues relating to the scientific study of
provenance, beyond the obvious scientific and archaeological questions of
how do the analyses relate to the archaeological question (Wilson and
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Pollard 2001; see also Section 1.2). These can be divided into three related
areas:

1 How is analytical consistency maintained and monitored over a long
period of time (in this case, 23 years, from two different laboratories)?

2 How do analyses obtained using one technique (in this case OES)
relate to those collected using a different technique (principally
neutron activation analysis, NAA), covering a different suite of
elements?

3 How can subsequent researchers best use analytical data from
obsolete scientific techniques?

Issues 1 and 2 are dealt with extensively in Jones (1986), and are addressed
by adequate quality assurance procedures (Section 13.5). Naturally, question 3
can only be judged retrospectively. Appendix A of Jones (1986) describes in
some detail the various calibrations used between 1960 and 1982, as well as
listing the materials used as primary and secondary standards for each
calibration. Internal corrections were made to compensate for differing
photographic plate responses, but no attempt was made to ‘“‘standardize”
results from run to run or between laboratories. Question 2 was an important
one at the time, because complementary databases of prehistoric eastern
Mediterranean ceramics were being constructed by other laboratories
(Lawrence Berkeley Laboratory, Brookhaven National Laboratory, Demok-
ritos, Manchester University) using neutron activation analysis (NAA),
which yields data on a much larger suite of (principally) minor and trace
elements. Much of this data is still unpublished, although the Perlman—Asaro
database of 900 Mycenaean and Minoan samples measured at Berkeley in
the 1970s has now been summarized by Mommsen et al. (2002). Of the
elements routinely measured by both OES and NAA, four are common —
oxides of Fe, Na, Mn, and Cr. Several interlaboratory comparisons were run
between OES and NAA (most importantly Harbottle (1970) and Bieber et al.
(1976)). Only broad agreement was recorded, with (not unexpectedly) OES
showing a broader scatter of concentrations. Clearly, NAA data could not be
directly compared with OES data in any rigorous way. Comparisons between
the results of the two approaches were restricted to comparing conclusions
from parallel studies of similar material.

The replacement of OES by AAS in Oxford in 1976 immediately called
into question the long-term compatibility of the huge analytical database
amassed by OES with subsequent analytical techniques. Detailed inter-
technique comparisons were carried out, both in Oxford (Hatcher ef al. 1980)
and elsewhere (White 1981). Both pointed toward the same conclusion: OES
data are generally more scattered, and systematic differences of calibration
occur between OES and AAS. Hatcher et al. contemplated the use of
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“correction factors” for each oxide, to allow OES data to be converted into
an AAS-compatible form, but rejected this idea — “OES values cannot be
made compatible with AAS results by the application of a single calibration
factor for each oxide” (Hatcher et al. 1980: 145). They concluded that there
are ‘‘serious questions about the compatibility of AAS and OES results”,
although recalibration of the original data over limited concentration ranges
may be possible. It is hard to avoid the conclusion that the ability to add new
data to this pioneering database is unlikely to be achievable, and that, beyond
broad generalities, the original OES data cannot be reused in subsequent
analyses of the unresolved archaeological questions. The wider implications
of this somewhat unhelpful conclusion are considered below.

Similar issues surround the massive database of OES chemical analyses of
European Bronze Age metalwork, begun in Britain in the 1930s, initially
under the guidance of Vere Gordon Childe (1892-1957). Childe was a
founding member of the Ancient Mining and Metallurgy Committee of the
Royal Anthropological Society, and had a particular interest in the use of
chemical analysis to trace the extent and duration of use of native copper
deposits, presumably exploited as the only source of copper before the
introduction of smelting. This interest naturally led into the broader question
of the use of ““‘chemical fingerprinting” to identify the source ores used to
produce copper artifacts — an interest which continues today. Unfortunately,
during the 1940s an alternative methodology was adopted, in response to
fears that it was impossible to adequately collect and characterize all of the
ore sources available in antiquity. This methodology was the wholesale
analysis of as many Bronze Age European archaeological copper alloy
artifacts as possible, followed by the numerical investigation of the data to
search for “‘chemical groupings” which might be related to a single copper
metal production “‘tradition” (which may or may not be synonymous with an
ore source). This ““sledgehammer” approach, which has extended beyond the
original remit of chemical analysis of metalwork into isotopic studies, and
into other materials, has dogged archacological science for many years, and
has been the subject of many debates (e.g., Budd et al. 1996, and many other
references).

The pinnacle of this OES work was the large SAM program (Studien zu
den Anfangen der Metallurgie), where more than 10000 analyses have been
published (Junghans et al. 1960, 1968-74), and recently reviewed by Krause
and Pernicka (1996). SAM 1 (Junghans et al. 1960) published 861 OES
analyses of copper alloy objects, reporting values for Sn, Pb, As, Sb, Ag, Ni,
Bi, Au, Zn, Co, and Fe. Because several of these elements were recorded as
“0”, and tin included entries such as “>10%", only five elements (Bi, Sb,
Ag, Ni, and As) were used to categorize these analyses into five major groups
(A—C, E, F), further subdivided into A, B1 and B2, C1-3, EO1, E00, E11 and
E10, and F1-2. SAM 2 (Junghans et al. 1968) saw the publication of analyses
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Figure 3.5 A ““decision tree” for allocating European Bronze Age copper alloys to
metal type (C;, C,, Cs, A, By, etc.), based on the values of Bi, Sb, Ag, Ni, and As.
From Junghans et al. (1960: 210), Tabelle 1, reproduced with permission from
Gebr. Mann Verlag, Berlin.

985 to 10040 for the same nine elements, with a concomitant rise in the
complexity of the interpretation. Based on the same five elements, the
number of chemical groups had risen to 29 (E00, N, C1B, E10, EO1, EO1A,
etc.), with a complex “‘decision tree” to aid classification (Fig. 3.5).

The total project considered over 12000 analyses, and the final
publications are truly monumental. The outcomes are, as noted above,
cumbersome in the extreme, and are difficult to interpret archacologically.
Critically, there are significant inconsistencies between the interpretations
offered from the German data, compared with similar, but smaller, data sets
obtained by British researchers. For example, the SAM 2 analysis had
included data published by Coghlan and Case (1957), some of which (Group
1) the original authors had classified as deriving from Irish ores. The SAM
analysis attributed much of the British Isles data to sources in Central or
Eastern Europe, with very little being allocated to their own “Irish” type
(E11). Perhaps because of these discrepancies of interpretation, but also
because of the rising recognition that ore processing, changing technology
and recycling of metalwork might confuse the picture (Wilson and Pollard
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2001), literature searches today reveal very little active reference to these
classifications. The most substantial and comprehensive recent reworking is
that of Krause and Pernicka (1996), who have taken the entire Stuttgart
database of metal analyses (some 36 000 measurements in total) and checked
the original groupings using cluster analysis. Despite the restricted range of
elements and the relatively poor analytical sensitivity, this still shows that
some of the original chemical groupings, when combined with typological
and distributional data, are capable of providing useful information. Sadly,
however, this type of project perhaps stands as a monument to the “heroic”
years of archaeological science, when interpretations were secondary to
analysis, and the concept of testing theoretical models was somewhat alien.

As with the OES data on Aegean ceramics, the most relevant question now
is “to what extent can these analyses be used to test new hypotheses?”’. The
answer is emphatically “only in the broadest generalities”. Apart from the
generally poor levels of sensitivity and reproducibility attributed to OES,
Hughes et al. (1982) carried out a reanalysis by AAS and electron
microprobe of some Late Bronze Age sword samples from Selbourne,
Hampshire, analyzed more than 20 years earlier by Brown and Blin-Stoyle
(1959) using OES. The results were poor, and the discrepancies were
attributed, at least in part, to phase separation during casting (the swords
were large, and with 1-15% Pb). Although this problem would occur with
any analytical technique which requires microsampling, the results are
sufficient to show that the OES data, particularly for the later leaded
bronzes, are generally unreliable.

As aresult of the growing unease with OES as a tool for chemical analysis, it
was replaced in archaeological chemistry by AAS during the 1970s. Those
laboratories (the main ones of which are listed above) which had preferred
NAA from the 1950s onwards were, of course, unaffected by these changes,
and indeed did not encounter any analytical problems until the 1990s, when the
decreasing availability of neutron irradiation facilities largely enforced a
change to ICP-MS. Hughes et al. (1976) published a comprehensive
methodological guide to the application of AAS to archaeological materials,
including copper, lead, silver and gold alloys, silicates (pottery and glass), flint,
and iron. For a 10 mg solid sample, they quote detection limits in the parent
object of better than 0.01% for a suite of 23 elements of interest. Using an
electrothermal burner, this figure improves to better than 2.5ppm in the
sample, for all elements except Ti (50 ppm). Although AAS is no longer widely
used for archaeological chemistry, and more recent summaries exist (e.g., Segal
et al. (1994) for the preparation of archaeological bronzes for ICP-AES), this
detailed paper contains extremely useful sample preparation methods which
apply to any analytical technique requiring an aqueous sample.

Almost inevitably, during the late 1980s and 1990s, AAS itself was
gradually replaced by plasma source methods — originally ICP-AES, but
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subsequently by ICP-MS. With this switch, the inevitable question of
compatibility between AAS and ICP-AES data arose. This was studied by
Hatcher et al. (1995), comparing data on ten major and minor oxides (Al,O3,
TiO,, Fe,O3, MnO, NiO, Cr,03, Ca0O, MgO, Na,O, K,O) on 22 silicate
standard reference materials and in-house pottery standards. For the 17
samples with certified values, agreement between the one sigma range of ICP
and AAS determination and the certified value was reasonable — in the best
case all values agree, in the worst (NiO measured by ICP) only two agreed
with the nine certified values available. More importantly, significance testing
(two-tail z-test) showed that Al, Ca, Mg, Fe, and Na are statistically
indistinguishable by ICP and AAS, whereas K, Ti, Mn, Cr, and Ni are
significantly different, when measured by the two techniques. This paper
concludes that “for most of the major elements, ... a common data bank
could be established”, but notes that “if the data arising from both methods
were being examined by multivariate statistical techniques, ... it is very
possible that these differences would create ‘subgroups’ . This is likely to be
the case when data from any pair of analytical methods are compared using
anything other than broad generalities.

There has been a substantial literature devoted to the elucidation of the
“best” elements, and therefore the “best” analytical technique, to use,
particularly when determining provenance for ceramics. In the late 1970s,
this debate focused on the relative advantages of neutron activation analysis
(NAA) over inductively coupled plasma emission spectrometry (ICP-AES).
In ceramic provenancing, for instance, it is widely (and reasonably) argued
that trace elements are more useful than major and minor elements, on the
grounds that these are more variable in clay sources. Also, trace elements are
less susceptible to anthropogenic control than the major and minor elements,
which are more likely to influence the firing and performance characteristics
of the pot. It has even been argued, incorrectly, that there exists some
universal but restricted suite of elements which invariably give adequate
characterization of clay sources (e.g., Mallory-Greenough and Greenough
1998). It is worth recalling that many trace elements behave predictably in the
sedimentary geochemical environment, and that these elements, therefore,
are more likely to be valuable in provenance studies. On the other hand,
other factors such as likely firing temperature range, and a host of
technological properties such as plasticity, can be estimated if the major
elements in ceramics are measured.

AAS has been widely used in Europe to study archaeological ceramics and
metals, ranging from Chinese celadons (Pollard and Hatcher 1986) to Roman
terra sigillata (Mirti et al. 1990), and from Benin bronzes (Willett and Sayre
2000) and Islamic brasses (Al-Saad 2000) to Chalcolithic and Early Bronze
Age copper alloys from ancient Israel (Shalev 1995). ICP-AES, using
solution sampling, can potentially provide data on a wider range of elements
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in a shorter time, using the same sample preparation procedures. The
sensitivity of the two techniques is broadly similar (Fig. 3.4). Consequently, a
very similar range of archaeological applications has arisen, ranging from
early studies of Romano-British pottery (Hart and Adams 1983, Hart et al.
1987) to more recent investigations of Chalcolithic pottery from the Tehran
Plain (Fazeli et al. 2001), and also metals (e.g., Segal et al. 1994, Ponting
and Segal 1998), glass (e.g., Hartmann et al. 1997, Mirti et al. 2000), and
lithics (e.g., Emerson and Hughes 2000).

A particularly interesting case study is the use of multiclement ICP
techniques to analyze inorganic residues in soils — originally ICP-AES
(Bethell and Smith 1989, Lindholm and Lundberg 1994, Middleton and Price
1996), but more recently ICP—MS (Entwistle and Abrahams 1997). The first
work by Bethell and Smith (1989) was carried out at Sutton Hoo in Suffolk,
England, which is famous for the Boat Burial and the rich grave goods,
presumed to belong to an Anglo-Saxon king. The soil conditions are,
however, not conducive to the preservation of buried bodies, and the
evidence for human burials consists of dark stains in the sand, referred to as
“silhouettes” or ““‘sand-men’’. Analytical work was carried out by ICP-AES
in an attempt to “fingerprint” the soil residue in the silhouette using a range
of inorganic elements. This approach was subsequently extended to the
analysis of soil samples for a whole suite of trace elements, with the intention
of identifying anthropogenic input into the soil in general, and using this to
distinguish between different areas of activity on an archaeological site. In
effect, it is a multielement extension of the well-established geochemical
prospection technique using phosphorus (Heron 2001; see Section 4.4).
Middleton and Price (1996) studied the chemistry of sediment samples from
the floors of one modern and two archaeological house compounds from
British Columbia, Canada, and Oaxaca, Mexico. They concluded, using data
from a modern structure as a control, that analysis of Al, Ba, Ca, Fe, K, Mg,
Mn, Na, P, Sr, Ti, and Zn in soils by ICP-AES could readily delineate
different activity areas in the modern compound, and that archaeological
features were chemically distinct from natural soils, and distinct from each
other, suggesting that this method could, following ‘“‘calibration” against
ethnographic data, be used to determine activity patterns in archaeological
settlements. This potential was further developed by Entwistle and
Abrahams (1997), using the speed and multielement sensitivity of ICP-MS
to provide a ‘“rapid screening” of sediment samples, in advance of
excavation, in order to direct the excavation strategy.

This case study illustrates an interesting aspect of the use of analytical
chemistry in archaeology. It has long been established that soil becomes
enriched in phosphorus as a result of human and animal activity (largely as a
result of manuring), and thus enhanced phosphorus levels are an indicator of
areas of more intense human activity. It is reasonable to suppose that other
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inorganic elements will also be enhanced by human activity, and also that
some elements might provide evidence of different sorts of human activity.
Empirically, therefore, there is good reason to carry out such analyses, and it
might seem logical to use the most sensitive technique available to determine
as many elements as possible. What is missing, however (even for phosphorus
in the archaeological literature), is any discussion of the way in which soil
processes might control the speciation, mobility, and accumulation rates of
the various elements, even though some of this information is available in the
soil science literature. Undoubtedly, in the published examples, the authors
have gained useful insights into the specific activities at their particular sites.
Is this sufficient justification for the expense of a soil chemistry survey? It is
hard to avoid the conclusion that, with a more fundamental understanding of
soil chemical processes, better-formed questions could be asked of such data,
and more reliable and universally applicable interpretations might thus be
obtained.



MOLECULAR ANALYSIS BY ABSORPTION
AND RAMAN SPECTROSCOPY

This chapter discusses those spectroscopic techniques which use the
ultraviolet, visible, and infrared part of the electromagnetic spectrum to
give information about molecules and compounds, rather than about
elements as discussed in Chapter 3. Three techniques are presented, each of
which uses that relatively narrow part of the electromagnetic spectrum in or
close to the visible region. Colorimetry is the use of the absorption of visible or
UV radiation by solutions to quantitatively measure the concentration of the
absorbing species. An important archacological example is the determination
of soil phosphorus by the “molybdenum blue” method. Infrared radiation
(heat) is emitted and absorbed by the rotation, stretching, or vibration of
molecular bonds, and thus gives details of the molecular species present. It is
an important tool for the analysis of the bonds present in organic samples,
although it rarely gives a unique identification. An important development for
IR analysis is the use of Fourier transform (FT) techniques to increase the rate
of collection of the data, which in turn has allowed the development of the
infrared microscope. A related technique is Raman spectroscopy, which also
employs FT techniques, and can be used in a microscope. The value of Raman
spectroscopy is that those bonds which are infrared inactive (because of the
lack of a change in dipole during the vibration) are Raman active, making the
two techniques extremely complementary. These last two techniques are often
referred to as vibrational spectroscopies, since they measure the frequency of
vibration of molecular bonds.

4.1 Optical and UV spectrophotometry

The absorption and emission of radiation in the near ultraviolet (UV) and
visible region of the spectrum (wavelength range 200-900 nm) are the result
of valence electron transitions (explained in more detail in Chapter 12). In
atomic spectra, this can give rise to absorption or emission lines which are
characteristic of the element, and thus form the basis of a range of elemental
analysis techniques, as described in Chapter 3. In molecules, however, the
outer energy levels are much more numerous, because the bonds have
vibrational, rotational, and stretching energy states associated with them, the
energy levels of which are also quantized and can be shown as multiple lines
on energy level diagrams. The absorption spectra of molecular species
therefore consist of broad bands rather than sharp lines, as is the case with
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Figure 4.1 Copper sulfate pentaquo complex. In solution, CuSO, exists as a Cu’*
ion in octahedral co-ordination surrounded by the SO,*~ ion and five water
molecules orientated so that the oxygen atom points towards the copper ion. It is
the effect of this hydration sphere on the electronic orbital structure of the
copper which gives rise to d—d band transitions, and hence the blue color of the
solution.

atomic spectra. Nevertheless, the frequency or wavelength of these bands gives
important and quantifiable information about the bonds present in the
sample. The UV/visible absorption spectrum of a material can, therefore, be
used to identify the functional groups present in the material — mainly organic,
and also nitrates (NO; "), carbonates (CO5>"), phosphates (PO4>"), etc.

The absorption of radiation as it passes through a complex sample,
containing molecular species, can be quantified using Beer’s law to give an
estimate of the concentration of the absorbing species in the medium, as
described in Section 12.4. If the radiation is in the visible or near UV part of
the spectrum, the technique is known as colorimetry. A colored solution
absorbs visible light strongly in its complementary color, e.g., the
concentration of copper in a blue sulfate solution may be determined by
measuring the absorbance of the solution in the yellow region of the visible
spectrum. According to Beer’s Law, the “depth of color” (i.e., the intensity of
the absorption band) is proportional to the concentration of the chromo-
phore species (in this case the copper ion) in the solution.

Although this example, at face value, looks to be a case of the use of the
absorption of UV/visible radiation to determine the concentration of a single
ionic species (the Cu®™ ion) in solution, and, therefore, the province of the
previous chapter, it is, in fact, the quantification of a molecular absorption band.
In a sulfate solution, the copper ion actually exists, not as a bare ion, but as the
pentaquo species, in which the central copper ion is surrounded by five water
molecules and a sulfate ion in an octahedral structure (Fig. 4.1). The color of the
transition metal ions arises directly from the interaction between the outer
d orbital electrons of the transition metal and the electric field created by the
presence of these co-ordinating molecules (called ligands). Without the aquation
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sphere of the surrounding molecules, the Cu”? " ion would be colorless (Pollard
and Heron 1996, 165), and, therefore, the application of colorimetry as a means of
quantifying metal ions in solution is effectively the result of molecular interaction,
rather than a property of the ion itself.

Of course, not all dissolved ions produce colored solutions, and therefore
not all ions in solution can be quantified by colorimetry. Noncolored
solutions can sometimes, however, be converted to colored solutions by
introducing chromophore species which complex with (i.e., attach themselves
to) the target ion to produce a colored solution, which may then be measured
by UV/visible colorimetry. An important archaeological example of this is
the determination of phosphorus in solution (which is colorless) by com-
plexation with a molybdenum compound, which gives a blue solution (see
below). The term colorimetry applies strictly only to analytical techniques
which use the visible region of the spectrum, whereas spectrophotometry may
be applied over a wider range of the electromagnetic spectrum.

Instrumentation

A UV/visible spectrophotometer consists of a radiation source, a mono-
chrometer and a detector, and may be a single or double beam instrument (the
latter containing a sample and a reference cell). The typical wavelength range
for a UV/visible spectrophotometer is from 150-200 nm up to 600-1000 nm.
The sample is usually presented to the spectrometer as a solution in a small
vessel (usually of square cross-section, with sides of dimension 1 cm) known as
a cuvette. The material from which the cuvette is made depends on the
wavelength range being used. For absorption in the near UV (below 350 nm) a
quartz or fused silica vessel is necessary. These materials can also be used in
the visible and the infrared, but for the visible to the near infrared (350—
2000 nm) ordinary silicate glass can provide a cheaper alternative. Plastic can
also be used in some situations, depending on what solvent has been used to
dissolve the sample. Certain organic solvents can have a disastrous effect on
some plastics. The quality of the analysis depends critically on the quality of
the cuvettes used, particularly when a dual beam spectrometer is used, in
which case the two cuvettes must be an optically matched pair.

UV/visible radiation sources

Continuous (“‘white’’) radiation can be satisfactorily produced in the infrared
and visible (but not easily in the UV) by incandescent (black body) radiation,
such as is produced by heating the metal filament in a light bulb.
High pressure gas discharges also produce continuous radiation. Although
at low pressure passing an electric current through a gas produces a line
emission spectrum, at a sufficiently high pressure the discharge becomes
continuous. This is the basis of domestic fluorescent lighting. The wavelength
range produced depends on the filler gas and the pressure. Lasers can
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provide highly monochromatic (bandwidth typically less than 0.01 nm) and
coherent (i.e., completely in phase) radiation, principally in the IR and visible
region of the spectrum. Because the laser beam is coherent, it does not tend to
diverge as it travels, and so it can provide intense power in a beam of very
small cross-section. This intensity can be used to vaporize solid samples,
such as when a laser is used as an ablation source for mass spectrometry
(Section 9.1). Lasers can provide either very short pulses suitable for studying
processes with timescales of 10~ of a second or less, or continuous high
intensity radiation.

The original lasers consist of a short rod made from a single crystal of
ruby, which is composed primarily of Al,O5; with traces of Cr,O3, giving the
characteristic red color. The ends of the rod are mirrored to reflect light
internally up and down the rod, but one end is only partially mirrored, so
some of the light can escape. Light from an external Xe gas discharge tube
excites some of the Cr atoms in the rod (termed pumping), promoting orbital
electrons to higher energy levels, all of which have a number of vibrational
states. These will relax almost instantaneously to the lowest vibrational state
of each of the higher energy levels. Some of these excited states will then
decay spontaneously back to the ground state, as described in Section 10.4,
emitting a characteristic photon. In a ruby laser, the dominant wavelength
emitted by the Cr atom is 694.3 nm. This light can then be absorbed by other
Cr atoms in the ground state, as described previously, but, under certain
conditions, it can also cause another process — that of stimulated emission. If
it encounters another atom in the correct excited state, the light can cause this
atom to de-excite and emit a second photon of exactly the same frequency
(and also of exactly the same phase — hence the coherence of laser light).
Stimulated emission effectively provides an amplification process, as light of
the characteristic wavelength travels repeatedly up and down the rod. Laser
amplification will occur if stimulated emission exceeds absorption, which
requires more atoms to be in the excited state than in the ground state (called a
population inversion). The purpose of the initial pumping is to create just
such conditions. The net result is that the multiple internal reflections
provide huge light amplification, and a small amount of light escapes from the
partially mirrored end of the rod at each reflection, providing a highly
collimated, coherent, and virtually monochromatic beam of high intensity
radiation.

Laser technology has now developed so that the lasing medium, originally
a ruby rod, can now be other crystals (e.g., yttrium aluminium garnet —
YAGQG), glass doped with neodymium (Nd) or other lanthanides, semicon-
ductors, a liquid containing an organic dye, or a gas (e.g., He/Ne, Ar, N, or
CO,). Dye lasers, in which a solution containing fluorescent organic compounds
can be made to emit over a wide range of wavelengths, are particularly useful,
because the emitted light can be tuned to a particular wavelength.
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Monochromators
If a laser is not used as the light source, it is necessary to monochromate (i.e.,
isolate a selected narrow band of wavelengths) the radiation before passing it
through the sample cell. A monochrometer is something which will disperse
polychromatic radiation and then allow the selection of a restricted
wavelength region. Usually this is either a prism or a diffraction grating.
All monochromators contain an entrance slit, a collimating lens or mirror
which provides a parallel beam of radiation at the prism or grating, followed
by a second collimating lens or mirror and an exit slit. As with the sample
cuvette, the materials from which the components are made depend on the
type of radiation being considered. Ideal construction materials for lenses
and windows should show little change of refractive index (RI) with
frequency to reduce chromatic aberration, and have high transmission at the
selected wavelength. In practice, silica (fused quartz) and alumina are
suitable for UV, but in the visible region quartz is inferior to optical glass. In
the infrared, suitable materials include crystals of NaCl, KBr, or CsBr.
The angular dispersion of a prism is the rate of change of 6, the refraction
angle, with A, the wavelength of the radiation, i.e., d9/dA. Now:

do _do  dn
dr dn da

where n is the refractive index of the material and dn/dx is the dispersion of

the material. Ideally, we need material with high dn/d\ to give good

separation of wavelengths. The resolving power R of a monochromator is

the limit to its ability to separate adjacent ranges of slightly different

wavelengths, i.e.:

o
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where A is the average wavelength of the two lines to be resolved, and AAX is
the difference between them. R increases with the physical size of the prism
and value for the optical dispersion (dn/dA) of the material. The best
resolving power therefore comes from large prisms made from a material
with good optical dispersion at the appropriate wavelength.

Diffraction gratings can be of either the transmission or the reflection type.
The most common type of grating is the echellette reflection grating (see, for
example, Skoog et al. (1998), 160, Figs. 7-19). This consists of a sheet of
material, the top surface of which has engraved onto it a series of asymmetric
but parallel grooves. Originally, these grooves were mechanically engraved
on the surface of a material such as glass, but nowadays the grating is
produced using a holographic process. If a parallel beam of monochromatic
radiation strikes the surface of the diffraction grating at an angle 7 to the
grating normal (i.e., the plane of the grating, not the angle at the grooved



Molecular analysis by absorption and Raman spectroscopy 75

surface), then the criterion for constructive interference is that the path
difference CD — AB should equal zA. If d is the spacing between lines on the
grating, then:

CD=dsini and AB = —dsinr
(taken as negative because of reflection). Therefore:
n) = d(sin 7 + sin 7).

For a given r, a number of combinations of # and A can satisfy this
equation (e.g., 1 X800 nm, 2 x400 nm, 3 x266.7 nm, etc.). The value of 7 is the
order of the diffraction. It is usual to design echellette blazings such that
nearly all the power is concentrated in the first order.

The ability of a diffraction grating to separate different adjacent
wavelengths is known as its dispersion. The angular dispersion of a grating
(dr/dx) is given by differentiation of the above equation at constant i and
inversion:

ﬂ . on
dr  dcosr

Thus, dispersion of the grating increases as d decreases (i.e., as the grating
contains more lines per cm). Also, dispersion is not a function of A, and the
linear dispersion is therefore a constant, unlike in the case of a prism. The
resolving power of a diffraction grating is proportional to the size of the
grating and the order of the diffraction used.

Detectors

For UV and visible radiation, the simplest detector is a photomultiplier tube,
as described in Section 3.2. Photomultiplier detectors for visible radiation
have, however, been largely superseded in the past 20 years by the advent of
charge-coupled devices (CCDs). These have revolutionized the detection and
recording of visible radiation, to the extent that they are now ubiquitous for
image capture in digital cameras and even mobile phones, and can also be
used in other regions of the electromagnetic spectrum. CCDs are semi-
conductors based on metal-oxide semiconductor (MOS) devices, which, at
their simplest, consist of a p-type silicon chip with a surface layer (c. 0.1 pm)
of silicon dioxide, to which is attached a series of metal electrodes (Fig. 4.2:
Beynon and Lamb 1980). When a positive voltage is applied to any one of the
electrodes, a depletion layer is created in the semiconductor beneath the
electrode, because the negative charges (holes) are repelled. This creates a
“potential well” below the electrode, which will trap any charge which is
deposited in the semiconductor. The device is acting as a localized capacitor,
and the amount of stored charge can, therefore, be measured by “‘running
down” the capacitor. When the device is used as an optical detector, light
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Figure 4.2 Schematic diagram of a charge-coupled device (CCD) imaging sensor.
It consists of a semiconducting substrate (silicon), topped by a conducting material
(doped polysilicon), separated by an insulating layer of silicon dioxide. By applying
charge to the polysilicon electrodes, a localized potential well is formed, which
traps the charge created by the incident light as it enters the silicon substrate.

passes through the thin surface electrode and the oxide layer into the
semiconductor, and creates photoelectrons in the silicon as a result of the
photoelectric effect (Section 12.2). The number of photoelectrons, and hence
the charge stored, is proportional to the photon energy, and thus the detector
is capable of measuring the number and energy of incident photons. The
“clock” on the detector dictates the rate at which the potential wells are
emptied and measured, and, thus, the integration period of the detector.
When a CCD device is used as an imaging device, the surface is covered by a
number of discrete electrodes, the number and distribution of which govern
the image resolution (referred to as pixel size) of the device. A beam of light
striking the surface of the detector is spatially recorded, because the resultant
trapped charge is localized beneath the electrodes, and thus a two-
dimensional image can be recorded. Again, the clock timing determines the
refresh rate of the image. Since Bell Systems in the USA developed the
charge-coupled semiconductor device as the image capture component in a
solid state camera in the early 1970s, digital image capture technology has
now replaced film in most applications — not only in the visible (digital
cameras, etc.), but also in medical and dental X-rays, for example, and also
as the detector of choice for a wide range of spectroscopic techniques.

Dual-beam spectrometers

Like much instrumentation working in the IR/visible/UV region of the
spectrum, most modern UV /visible spectrometers are of the dual-beam type,
since this eliminates fluctuations in the radiation source. The principle of this
has been described in detail in Section 3.2. Radiation from the source is split
into two by a beam splitter, and one beam is passed through the sample cell
(as in a single beam instrument). The other beam passes through a reference
cell, which is identical to the sample cell, but contains none of the analyte



Molecular analysis by absorption and Raman spectroscopy 77

(i.e., if the sample is a solid dissolved in water, then the reference cell is
physically identical to the sample cell [a matched pair] but contains only
water). As shown in Section 3.2, we can modify Beer’s law to give the
following expression:

Py
>
where A’ is the corrected absorbance, P is the power transmitted by the
reference cell, and P is the power transmitted by the sample cell. The
advantage of this is that the corrected absorbance, as defined, compensates
for reasonable variations in output intensity from the radiation source.
For the highest spectral resolution, the light source (usually a H, or W
vapor discharge lamp) is followed by a dual monochromator system — a prism,
followed by a diffraction grating. This gives better discrimination against stray
light, which can limit the sensitivity of a single monochromator. As in the dual
beam AAS spectrometer (Fig. 3.1 in Section 3.2), a chopper also acts as a beam
splitter and therefore performs two functions. Primarily, the purpose is to divide
the beam into a reference and sample signal, sending alternative pulses of radiation
down either the reference or sample cell paths at a frequency of 30 Hz. By tuning
the detector to respond at 30 Hz, the two absorbances can be separated, and thus be
used in the modified Beer's law equation. It also, however, has the added
advantage of reducing noise, since noise at 30 Hz is considerably less than noise at
0 Hz. This is the principle of the phase-sensitive detector (PSD).

A =log

4.2 Infrared absorption spectroscopy

Infrared radiation is longer in wavelength than the optical region (400—
750 nm) of the electromagnetic spectrum, and is conventionally split into
three subregions — the near infrared (i.e., closest to the visible, covering the
wavelength region 750-2500 nm, or 0.75-2.5um), the mid-infrared (2.5—
50 um), and the far infrared (50-1000 pm). Infrared radiation is basically
heat, and arises from relatively low-energy transitions between molecular
vibrational and rotational energy states. Infrared radiation is usually referred
to in units known as wave number, rather than wavelength. Wave number (7)
is the number of waves per cm, and is the reciprocal wavelength:

1

A

v
Thus, a wavelength of 2.5 um is expressed as

v = 1 -2 fry -1 113 . 9
V=55x10-6 x 107% = 4000 cm™ " (spoken as “4000 per centimeter”).

The most analytically useful region of the IR spectrum is 2.5-15 pm (wave
numbers 4000-650 cm ™~ '). In this region, most organic compounds produce a
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Figure 4.3 Vibrational modes of a nonlinear triatomic molecule such as H,O.
Arrows indicate motion in the plane of the paper, + is towards and — away from

the observer. (a) symmetric stretching, (b) asymmetric stretching, (c) out-of-plane
wagging, (d) out-of-plane twisting, (e) in-plane scissoring, (f) in-plane rocking.

unique absorption spectrum, and hence it is called the “fingerprint region”.
This part of the electromagnetic spectrum corresponds to the energy
associated with molecular vibrations, and the absorption of infrared
radiation is the result of the exact matching of the frequency of the radiation
with the energy associated with a particular mode of vibration of a molecular
group. At any temperature above absolute zero, all molecules are constantly
vibrating. Even a simple diatomic (e.g., O,) or triatomic (e.g., H,O) molecule
has a large number of possible vibrational modes, corresponding to the
stretching and bending of the various bonds. Stretching of a bond implies
that the distance between the two bonded atoms is continuously varying.
Bending vibrations imply a change of bond angle between two bonds, and
can involve scissoring, rocking, wagging, and twisting (Fig. 4.3). Thus, peaks
in the IR spectra are labeled “C—H stretch”, “C-H bend”, etc., and give
details of the types of chemical bonds present in a sample. IR should,
therefore, be regarded as a ““‘chemical fingerprinting” technique: it does not
provide precise chemical characterization of a sample, and quite different
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Figure 4.4 Infrared correlation chart, showing approximate wavenumber ranges
of common bond vibrations in organic molecules. More detailed information can
be found in, for example, Ewing (1985: 95).

compounds may have very similar IR spectra. In addition, coupling can also
occur between the vibrational modes around a central atom, and small
isotopic shifts can occur in the frequencies (i.e., the frequency of the
vibrations of the '*0—'H bond are different from those of the '*O-'H bond,
etc.). Thus the infrared absorption spectrum of even simple compounds is
complex, and the complexity obviously increases with the size of the
molecule. For this reason, infrared spectra are usually interpreted using a
correlation chart (Fig. 4.4), or a computerized database derived from such a
chart. Although useful for identifying functional groups in simple molecules,
for more complex molecules and mixtures, or degraded organic material, as
are often found in archaeological contexts, IR is sometimes of limited use
and is often simply the starting point for a more detailed analysis, such as gas
chromatography (Section 7.4).

IR spectrometers have the same components as UV/visible, except the
materials need to be specially selected for their transmission properties in the
IR (e.g., NaCl prisms for the monochromators). The radiation source is
simply an inert substance heated to about 1500 °C (e.g., the Nernst glower,
which uses a cylinder composed of rare earth oxides). Detection is usually by
a thermal detector, such as a simple thermocouple, or some similar device.
Two-beam system instruments often work on the null principle, in which the
power of the reference beam is mechanically attenuated by the gradual
insertion of a wedge-shaped absorber inserted into the beam, until it matches
the power in the sample beam. In a simple (““flatbed’’) system with a chart
recorder, the movement of the mechanical attenuator is directly linked to the
chart recorder. The output spectrum is essentially a record of the degree of
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movement of the attenuator necessary to match the attenuation caused by
the sample, as a function of wavelength. The attenuator is frequently a fine-
toothed comb with tapered teeth, so that attenuation increases linearly as the
device is moved into the beam. Also in IR, the sample is often put between
the source and monochrometer, to reduce noise, since all components of the
instrument will radiate in the infrared region of the spectrum.

Samples are usually measured in transmission, and, therefore, need to be in
a physical form which allows the transmission of infrared. Samples which are
gaseous at moderate temperatures can be passed directly through a gas cell,
which needs to be made of an IR-transparent material such as plates of NaCl
crystals. This approach is often used for monitoring changes in gas emission
as a sample is heated (e.g., in thermal analysis), or as a reaction proceeds.
Liquids can be handled in the same way, but the approach is severely limited
by the fact that no good IR-transparent solvents exist. A standard sample
preparation method for a solid is to mix a few milligrams of the material with
a few drops of a heavy oil (Nujol) and to sandwich the paste between two
plates made of an IR-transparent material (usually NaCl crystal plates).
Alternatively, a mull can be made by mixing the solid with an excess
(typically 100 to 1 by weight) of dry (desiccated) potassium bromide (KBr)
powder and by pressing it in a special die to great pressures. This produces a
thin transparent disk which can be mounted into the machine. If a twin beam
machine is used, it is usual to make an identical blank mull (i.e., without the
sample material) to put in the reference beam.

Fourier transform infrared spectroscopy (FTIR)

Although the ‘““conventional” (direct reading) form of IR spectrometer
described above is widely available (and familiar, from teaching laboratories,
to undergraduate chemistry students), the most common form of infrared
machine in a research laboratory is the Fourier transform infrared (FTIR)
spectrometer, based on the Michelson interferometer. In this device, a single
beam of IR radiation is split into two, and recombined in such a way that the
relative intensities of the two beams can be recorded as a function of the path
difference between them (an “interferogram”). Light from an IR source (as
described above, or from an IR laser) is split by a half-mirror into a
transmitted and a reflected beam (Fig. 4.5). Both beams are then reflected by
two mirrors, one fixed and one moveable, and both beams pass through the
sample. The moveable mirror is moved in and out (relative to the sample) by
fractions of a wavelength along the path of the beams. The two beams are
recombined by the beam splitter, and focused onto a thermal detector. If the
path difference between the two beams is zero, then both beams are in phase
and constructive interference occurs. As the mirror is moved, and a path
difference of A/2 is introduced into the relative path lengths, destructive
interference occurs and the intensity at the detector falls to zero. The difference
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Figure 4.5 Schematic diagram of a Fourier transform infrared (FTIR)
spectrometer. Infrared radiation enters from the left and strikes a beam-splitting
mirror (BS) angled such that half of the beam is directed towards a fixed mirror
(M) and half towards a moveable mirror (M;). On reflection the beam is
recombined and directed through the sample towards the detector. M, is moved
in and out by fractions of a wavelength creating a phase difference between the
two beam paths. This type of device is called a Michelson interferometer.

detector

in path length between the two beams is termed the retardation, and a plot of
the relative intensity of the two beams as a function of retardation is an
interferogram. For a monochromatic source with no sample in place, the
interferogram will be a pure cosine wave. Once a sample is inserted, the
interferogram becomes modulated by the IR absorbance of the sample.

In mathematical terms, the relationship between the interferogram in FTIR
and the absorbance spectrum obtained by conventional IR is that the
interferogram is the Fourier transform of the absorbance spectrum — hence the
term FTIR. Application of an inverse Fourier transform to the interferogram,
therefore, converts the output of the FTIR into a conventional display.

It can be shown that the mathematical form of a pure cosine interferogram
(P(8), where § is the phase difference between the two beams) can be
expressed as:

P(8) = %P(a) cos 2xft

where P(o) is the radiant power of the incident beam and f is the frequency of
the interferogram (the factor of a half assumes that the beam splitter
perfectly divides the beam into two). The frequency of the interferogram is
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directly proportional to vy the velocity of the moving mirror (assumed to be
constant), given by:

f = ZVMO'

where o is the wavenumber of the incident radiation. The mirror velocity can
be related to the retardation using:

8
VM:Z.

Combining these gives:
P(3) = %P(o) cos 2néo.

We can consider a real interferogram to be the summation of an infinite
number of cosine terms, or:

n=+0o00

P(5) = / %P(a)cosZnaSn-da.

n=—oo
The Fourier transform of this is:

n=-+oo
1
P(o) = / EP((S) cos 2mod,do.
n=-oc

Since the interferogram is a record of P(§) as a function of 8, this equation
can be mathematically integrated using the computer which runs the
instrument, resulting in an output which is equivalent to the absorbance
spectrum produced by a conventional spectrum. A conventional infrared
spectrometer might, however, cover the wavenumber region 500-5000 cm ™ t
which it does at a typical resolution of around 3cm™'. Thus, the spectrum
actually consists of roughly 1500 sequential absorbance measurements, each of
which might take half a second to collect, meaning that the spectrum
accumulates over 12.5 minutes. Improving the resolution to less than 3cm ™!
gives a better spectrum, but loses signal intensity and takes longer to collect. A
Fourier transform instrument collects information from all wavenumbers
simultaneously in roughly the time it takes to collect a single absorbance
measurement in a conventional spectrometer. This huge increase in
data acquisition speed is used to collect a large number of replicate spectra
for the sample, which are then averaged to give a much cleaner spectrum, with
vastly improved signal-to-noise ratio compared to a conventional spectrum.

The value of infrared spectroscopy in archacology and materials
conservation has been greatly enhanced in the last ten years or so by the
development of infrared microscopes (Kempfert et al. 2001). Especially when
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using laser illumination and Fourier transform detection, these microscopes
are capable of recording the IR spectrum of, for example, minute patches of
mineralized textile preserved in metal corrosion layers (Gillard et al. 1994), or
analysing the ink in handwriting (Wang et al. 1999). Fourier transform
infrared microscopy offers a versatile analytical tool, which is fast and easy to
use, and in which sample preparation is minimal or unnecessary, for
characterizing micro- and macro-samples.

4.3 Raman spectroscopy
The previous discussion relates to the measurement of the absorption spectrum
of infrared radiation as it passes through matter. The absorption bands are
characteristic of the bonds present in the sample, and, thus, the structure (and
sometimes the identity) of some of the sample constituents can be inferred.
Absorption, however, is not the only mechanism by which electromagnetic
radiation can interact with matter. As radiation passes through a transparent
medium, a small proportion of the incident beam is scattered in all directions.
Unless the medium contains particles whose size is comparable to the
wavelength of the incident radiation, most of the incident radiation is scattered
at exactly the same wavelength as the incident radiation, which is known as
Rayleigh or elastic scattering. In 1928, however, the physicist Chandrasekhara
Venkata Raman (1888-1970) noticed that a small amount of radiation was
scattered at wavelengths different from those of the incident radiation, and,
moreover, that the difference in wavelength between the incident and scattered
radiation is characteristic of the material responsible for the scattering. The
effect is very weak, with only one photon in a million scattering at a wavelength
shifted from the original wavelength. The process was later named after
Raman, and the shifting of frequency is known as the Raman effect. Sir
Venkata Raman was awarded the 1930 Nobel Prize in Physics for his discovery.

This scattering is due to interactions between the incident radiation and the
vibrational frequencies of the target material. Because these vibrations, as
described above, are quantized, the energy of the incident radiation is
reduced (or increased) by a whole number of multiples of the vibrational
energy of the bond. If the Raman spectrum is displayed in the conventional
manner, then the Rayleigh (elastic) scattering peak is dominant, with a
wavenumber shift of zero, and symmetrically above and below this is a series
of much smaller peaks which are the result of inelastic scattering. Those
below the Rayleigh peak in wavenumber terms represent energy lost by the
incident radiation, and are termed Stokes lines. Those above represent
quanta of energy gained by the incident radiation, and are called anti-Stokes
lines. In general, anti-Stokes lines are less intense, and it is normal to consider
only Stokes lines in Raman spectroscopy.

The discussion above relating to the vibrational frequencies of molecules
implied that all vibrational modes are capable of absorbing infrared
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radiation. This is not the case. Infrared absorption can occur only if the
vibrational mode produces a change in the dipole moment of the molecule.
Dipole moment, as discussed in Section 11.3, arises because the charge
distribution associated with the valency electrons in heteronuclear species
(molecules containing more than one type of atom) is not uniform. For
example, in the simple water molecule H,O, which may be regarded as a
covalent molecule with an H-O-H bond angle of about 104°, the bonding
electrons do not spend equal amounts of time around the hydrogen and
oxygen atoms. The greater electronegativity of oxygen compared to
hydrogen (see Fig. 11.2 in Chapter 11) means that bonding electrons spend
more of their time around the oxygen centre, and less time around the two
hydrogens. The positive nucleus of each of the hydrogen centers is thus
deficient in negative orbital electron charge, which results in each of the
hydrogen termini of the molecule developing a small positive charge (§") and
the oxygen centre developing a balancing negative charge (25~ ) on the side
away from the hydrogen centers (see Fig. 11.7 in Chapter 11). The overall charge
on the molecule is still neutral, but the charge distribution is such that one part
is more negative, whilst another is more positive. This imbalance is measured
as the permanent dipole moment of the molecule. A domestic analogy would
be two people in bed, and because of inequalities of size and strength of grip,
almost inevitably, the duvet is unevenly distributed, resulting in parts of the
anatomy of one person being more exposed to the cold!

Because of this, some molecular vibrations are incapable of absorbing
infrared radiation, and do not, therefore, appear in the infrared absorption
spectrum. In the case of water, because it is not a linear molecule, the
vibrational modes for polyatomic molecules (as shown in Fig. 4.3) will all give
rise to changes in the dipole moment. Thus, all these vibrational modes are
infrared active, and, consequently, give rise to absorption bands in the infrared
spectra. Water is, therefore, a very strong absorber of infrared radiation. In
contrast, in the triatomic molecule CO,, which is linear, the symmetric
stretching mode does not give rise to a change in dipole moment, and
consequently it is infrared inactive, but the asymmetric stretching mode (Fig.
4.3) does, and this vibration is, therefore, infrared active. These systematic
differences between IR and Raman spectroscopy can be used, therefore, to give
clues about the shapes of molecules.

Instrumentation for Raman spectroscopy consists of an intense light
source (often a helium/neon laser), a sample illumination system, and a
spectrophotometer. The illumination system can simply be a means of getting
the laser light to shine on the sample, and a means of observing the scattered
radiation at an angle of 90° to the incident beam. Because the incident and
scattered radiation is in the visible region of the electromagnetic spectrum
(depending on the light source used), optical components can be made from
glass, and the Raman system can be operated through a microscope to allow
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chemical investigation of extremely small samples. A standard Raman
instrument has a spectrometer which contains a wavelength dispersive device
(a diffraction grating or prism) and a photomultiplier to record peak
intensity as a function of wavenumber difference from the Rayleigh peak. In
practice, most Raman spectrometers now operate on the Fourier transform
principle described above, using an interferometer as the spectrometer, and
giving the same signal-to-noise advantages as discussed above.

It is important to appreciate that Raman shifts are, in theory, independent
of the wavelength of the incident beam, and only depend on the nature of the
sample, although other factors (such as the absorbance of the sample) might
make some frequencies more useful than others in certain circumstances. For
many materials, the Raman and infrared spectra can often contain the same
information, but there are a significant number of cases, in which infrared
inactive vibrational modes are important, where the Raman spectrum
contains complementary information. One big advantage of Raman
spectroscopy is that water is not Raman active, and is, therefore, transparent
in Raman spectra (unlike in infrared spectroscopy, where water absorption
often dominates the spectrum). This means that aqueous samples can be
investigated by Raman spectroscopy.

4.4 Soils, bone, and the “Baltic shoulder” — archaeological applications of
vibrational spectroscopy

UV |visible spectrophotometry

Soil phosphorus analysis has emerged, since the 1920s, as the most widely
used form of geochemical prospection to locate archaeological sites and to
identify different types of activity taking place within sites (Heron 2001).
Phosphate enhancement in soils occurs as a result of human and animal
activity by the incorporation of organic waste, refuse, and ash into
occupation sites, or associated with burials due to the presence of calcium
phosphate in bone and organic phosphorus in soft tissue, or as a result of
intensive land use practices such as manuring. Most inorganic phosphorus
compounds are insoluble, but soil processes act to solubilize such compounds
to render them suitable for uptake into plants.

The determination of phosphates in soil was originally carried out by
classical chemical spot tests, but, more recently, soil chemistry fractionation
techniques have been applied to differentiate between different forms of
phosphate in the soil (total, organic, inorganic, and various bound forms
with Al and Fe minerals) based on the pioneering soil chemistry work of
Chang and Jackson (1957). Although this is a scientifically rigorous
approach, it has been observed that the archacological value of this
approach remains difficult to justify (Bethell and Maté 1989). Whatever
the degree of fractionation employed, however, the most common method of
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Figure 4.6 Infrared absorption spectrum of phosphomolybdenum blue solution
(a) reduced with ascorbic acid and antimony (giving maximum absorbance at
882 um), (b) reduced with tin(II) chloride, (c) reduced with ascorbic acid.
Reprinted from Analytica Chimica Acta 27, Murphy, J. and Riley,

J.P., “A modified single solution method for the determination of

phosphate in natural waters”, pp. 31-6, copyright 1962, with permission from
Elsevier.

quantification of the phosphate extracted from archaeological soil samples is
colorimetric, as described above. Full details of the various methods of
quantification of phosphorus compounds in solution can be found in
Corbridge (1995: 1127-61).

The simple colorimetric method is based on that originally published by
Murphy and Riley (1962). Phosphates are colorless or pale in solution, so the
phosphorus in the test solution is quantitatively converted to a colored
compound, firstly using an acidic molybdate solution (ammonium molybdate
in nitric acid):

H3PO4 + 12(NH4)2MOO4 + 21HNO3—>
(NH4)3PM012040 + 21NH4NO3 + 12H20

This ammonium phosphomolybdate complex is yellow, but if mildly reduced
by ascorbic acid in the presence of potassium antimonyl tartrate a solution of
stable bluish-purple color (“molybdenum blue”) develops after about ten
minutes, which has its strongest absorption at 882 pum (Fig. 4.6). Other mild
reducing agents have also been used, including tin(IT) chloride, or hydrazine
sulfate, which give maximum absorbances at slightly different wavelengths.
The intensity of the color which develops is linearly proportional to the
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concentration of phosphate in the test solution. It is measured with a simple
UV/visible spectrophotometer, and can be quantified simply by a series of
calibration solutions of different strengths. The advance proposed by Murphy
and Riley (1962) was to prepare the complexation and reduction reagent as a
single solution, which must, however, be freshly prepared before use.

Although it has not yet been widely used, if at all, in archaeology, one more
recent development in colorimetry is the use of continuous flow techniques, in
which the sample and reagent are injected into a continuous stream of liquid
passing through a flow cell in a UV/visible spectrometer. By linking the timing
of the detection process to the injection sequence and flow rate through the
cell, it is possible to measure continuously a large number of samples (Zhang
and Chi 2002). This, together with recently published methods for continuous
sequential extraction procedures for phosphates from soil (Tiyapongpattana
et al. 2004) offers the prospect for the development of very rapid quantitative
techniques for soil phosphate surveys.

The value of soil phosphorus analysis to archaeological interpretation has
been questioned in the literature (Bethell and Maté 1989: 17). There are
numerous case studies of particular applications in the archaeological
literature, but the key question of how an anthropogenic signal can be
detected within the dynamic soil chemical processes remains (Crowther
1997), as well as the inherent complexity of phosphorus chemistry in the soil
environment (Corbridge 1995: 512). One possible solution is to combine
phosphate analysis with other forms of soil analysis (e.g., loss on ignition,
organic carbon content, particle size distribution, micromorphology, other
elemental distributions), but this seems to avoid the fundamental question,
and ultimately, therefore, to be potentially weak science. There are always
dangers if “black box” techniques are applied in the absence of an
understanding of the underlying principles. Conversely, of course, it could
be argued that if a method answers a particular archaeological question —
e.g., “where is the focus of occupation in a large survey area?” — then why
should it not be used? There may well be a value in using soil phosphorus as a
rapid onsite screening test, possibly using very simple and rapid quantifica-
tion techniques such as test papers (e.g., Terry et al. 2000). There
does, however, appear to be an opportunity for some more fundamental re-
search into soil processes occurring in anthropogenic deposits, leading to the
recommendation of standardized methods of extraction and quantification.

Infrared spectroscopy

In chemistry, infrared spectroscopy is usually the first method of choice for
the identification of organic functional groups and inorganic species such as
CO5” ™ in a wide range of materials. Because it can easily identify the OH™ group
in many materials (a broad absorption band at 3700-2700 cm™ '), it has proved
useful for the study of corroded glass and weathered obsidian, where the corrosion
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Figure 4.7 Measurement of crystallinity index from IR spectrum of bone apatite.
Reprinted from Journal of Archaeological Science 17, Weiner, S. and Bar-Yosef, O.,
“States of preservation of bones from prehistoric sites in the Near East: a survey”,
pp. 187-96, copyright 1990, with permission from Elsevier.

manifests itself as a hydrated layer penetrating into the material from the surface.
Many IR spectrometers can be modified with an attachment which allows multiple
reflections to be collected from the surface of a solid sample, converting it into an
infrared reflectance spectrometer. This is particularly suitable for measuring the
water content in glass surfaces (Behrens and Stuke 2003), which makes it
convenient for studying obsidian hydration, used as a dating technique (Stevenson
et al. 2001).

Infrared spectroscopy has been used in archaeological bone studies to
quantify the degree of degradation of the biological hydroxyapatite mineral
(Weiner and Price 1986, Weiner and Bar-Yosef 1990, Stiner et al. 1995,
Wright and Schwarcz 1996). In vivo, human bone is characterized by a very
small crystal size distribution (plate-like, with typical dimensions 2—5x 40—
50x20-25nm). This gives bone mineral a massive surface area upon which
physiological processes can occur (about 85 to 170 m?g ' of deproteinated
bone: Lowenstam and Weiner 1989). During post-mortem diagenesis, the
bioapatite dissolves and recrystallizes into bigger and thermodynamically
more stable crystals (Ostwald ripening). This is usually referred to as
increasing the crystallinity of the bone mineral. In fact, crystallinity is related
not only to crystal size, but also to the frequency of structural defects and the
presence of strain in the structure. In practice, these parameters tend to be
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inversely correlated to some extent. Archaeological bone usually has higher
crystallinity than modern bone, as a result of the diagenesis of the inorganic
fraction of bone (Weiner and Price 1986).

The estimation of the “crystallinity index” (CI) of bone is based on one of
the four vibrational modes associated with the apatite phosphate group. In
amorphous calcium phosphate, the absorption band at 550-600 cm™ ' appears
as a single broad peak, whilst in hydroxyapatite it is split into bands of unequal
intensity by the apatite crystal field (Sillen and Parkington 1996). Based on the
splitting factor introduced by Termine and Posner (1966), Weiner and Bar-Yosef
(1990) proposed the use of a crystallinity index to measure the crystallinity of bone
mineral. As illustrated in Fig. 4.7, the CI is estimated by drawing a base line from
750 to 495cm™ ' and measuring the heights of the absorption peaks at 603 cm ™'
(measurement a), 565 cm™~ ' (measurement b) and the distance from the base line to
the lowest point between the two peaks (¢). CI is calculated from the formula:

Cl = (a+b)
C

The CI reported by Weiner and Bar-Yosef (1990) is 2.8 for modern fresh
bone, and can be as high as 7 for archaeological bone, with an error of +£0.1.
However, most of the bones they studied have values between 3 and 4. In a
large study of archaeological human femurs from a variety of contexts, de la
Cruz Baltazar (2001) measured the CI of the archaeological bone as being
between 2.8 and 4. CI is frequently used along with other measures of
degradation (C/N ratio of the collagen fraction [DeNiro 1985], Oxford
histology index [Hedges et al. 1995], bone porosity [Robinson et al. 2003]) as
a screening technique for identifying those bones which have been least
altered by post-mortem processes. It is expected that these least altered bones
are most likely to provide reliable palacodietary and other information from
bone chemistry.

Infrared spectroscopy has also been used to characterize the sources of
European amber (Beck 1986, 1995, Beck and Shennan 1991), using a
diagnostic feature in the absorption spectrum of amber, subsequently known
as the “Baltic shoulder” (Beck et al. 1964). Amber is a fossil tree resin, the
richest sources of which are around the eastern Baltic coast and the west
Jutland peninsula, but it is widely dispersed over large areas of northern
Europe. Although it was originally thought that all European prehistoric
amber artifacts originated from the Baltic region, it was subsequently pointed
out that there were many other European sources of similar fossil tree resins,
and this triggered, in 1874, one of the first controversies in archacological
science (Beck 1995). Early attempts to distinguish chemically between the
various geographical sources focused on the determination of succinic acid,
which is liberated in quantities up to 8% from the resin by burning or
dissolving in water. Unfortunately, other fossil resins contain very similar
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Figure 4.8 Infrared absorption spectrum of amber from the Baltic coast, showing
the characteristic “Baltic shoulder” at 8.7 um (1150 cm™"). From Beck et al.
(1965: 104) with permission from the University of Oxford.

amounts of succinic acid to Baltic amber, and Otto Helm, who was
determined to show that some of the most famous jewels of all antiquity — the
amber beads from Grave Circle A at Mycenae — came from the Baltic,
ultimately failed in his quest. The problem was not returned to for nearly a
century, when Beck and co-workers showed that Baltic amber had a unique
infrared absorption spectrum, characterized by a single absorption band
between 1100 and 1300cm ™', preceded by a broad shoulder (the “Baltic
shoulder”: Figure 4.8). It was shown by exhaustive sampling of over 2000
fossil resins that this feature was unique to Baltic amber. Thus, using a
technique which requires only 1-2mg of sample, and a routine piece of
chemistry lab equipment, one of the great controversies of nineteenth century
archaeology was quietly settled. After extensive analysis of Bronze Age
amber artifacts from the Mediterranean, including Schliemann’s finds from
Greece, almost all proved to be made from Baltic amber.

Raman spectroscopy
Raman spectroscopy, because of its versatility and wide applicability, has
been used for a wide range of art historical and conservation science
(Edwards 2000) and archaeological applications (Smith and Clark 2004).
Fourier transform Raman spectroscopy (FTRS) in particular has the advan-
tage of being a reflective method which allows direct, nondestructive analysis.
It can also be used through a microscope to allow the characterization of
small samples.

FTRS was not originally used on calcified tissue because of problems with
sample fluorescence and low signal-to-noise ratio. However, the introduction
of near infrared lasers and improvements in the technique have allowed these
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Figure 4.9 FTRS spectrum of mammalian ivory. Letters show regions of the
spectrum which were quantified to discriminate between ivory from different
species. Reprinted from Analytica Chimica Acta 427, Brody, R. H., Edwards,
H.G.M., and Pollard, A. M., “Chemometric methods applied to the
differentiation of Fourier-transform Raman spectra of ivories”, pp.223-32,
copyright 2001, with permission from Elsevier.

problems to be overcome and good spectra of biominerals have now been
obtained. Raman spectroscopy has been used in studies of synthetic
hydroxyapatites (Rehman et al. 1995) and on biological samples of bone
(Walters et al. 1990), teeth (Walters et al. 1990, Kirchner et al. 1997) and for
the identification of ivory (Edwards et al. 1997).

In a subsequent publication (Brody et al. 2001), the use of FTRS was
investigated as a rapid means of screening ivory from various mammalian
species, with a view to its potential use by customs officers to identify
material from controlled species (particularly Asian and African elephants)
being imported. Initial results showed that there were spectral differences
between different species, and a ‘“‘decision tree”” was proposed for rapid
identification (Edwards et al. 1997). Subsequent, more detailed work, with a
larger number of control samples and a more thorough chemometric
protocol (Brody 2000) suggested that this discrimination was not as certain
as had originally been thought. Multiple samples of tusk and tooth ivory
from six species (African elephant, Asian elephant, hippopotamus, walrus,
sperm whale, and mammoth, plus modern bone from cattle, pig, and sheep)
were analyzed by FTRS (Fig. 4.9), and the spectra quantified at 22 points.
Analysis of these data showed that there was no visual difference between
the spectra from the dentine of each species, although those of the marine
mammals were distinguishable from the terrestrial species. Principal
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components analysis and discriminant analysis of the quantified
measurements, however, demonstrated that the spectra differed between
each species, in terms of the ratio of organic to inorganic components. It was
shown that dentine samples of unknown origin could be allocated to species
from their Raman spectra with a 90% success rate, making it of interest to
customs officers. It was also found, however, that spectra taken from small
osseous archaeological samples from a range of burial environments were so
altered that they could not even be classified as bone or dentine, let alone to
species. Again, archaeological applications turn out to be more complex than
might originally have been thought from a knowledge of the behavior of
modern samples.



X-RAY TECHNIQUES AND ELECTRON
BEAM MICROANALYSIS

This chapter discusses the range of analytical methods which use the
properties of X-rays to identify composition. The methods fall into two
distinct groups: those which study X-rays produced by the atoms to
chemically identify the elements present, and X-ray diffraction (XRD), which
uses X-rays of known wavelengths to determine the spacing in crystalline
structures and therefore identify chemical compounds. The first group
includes a variety of methods to identify the elements present, all of which
examine the X-rays produced when vacancies in the inner electron shells are
filled. These methods vary in how the primary vacancies in the inner electron
shell are created. X-ray fluorescence (XRF) uses an X-ray beam to create
inner shell vacancies; analytical electron microscopy uses electrons, and
particle (or proton) induced X-ray emission (PIXE) uses a proton beam.
More detailed information on the techniques described here can be found in
Ewing (1985, 1997) and Fifield and Kealey (2000).

5.1 Introduction to X-rays

X-rays are electromagnetic radiation (see Chapter 12) of very short
wavelengths, in the range 107 °-10"'>m. X-rays have the same numerical
relationship between frequency, wavelength, and energy as all regions of the elec-
tromagnetic spectrum. As they have short wavelengths, X-rays are characterized
by high energies. The corresponding photon energy can be calculated:

_he
A

E=h

where c is the speed of electromagnetic radiation through a vacuum, v is the
frequency of the radiation, A its wavelength and 4 is Planck’s constant (see
Section 12.2). Historically, and for convenience, X-ray spectroscopists use a
non-SI unit, the angstrom, for wavelength, where 1 angstrom (A) is 107 '%m.
More simply therefore, inserting the values of the constants:

12.4

E in keV = N
A 1Inangstroms

Using these units, the wavelengths of X-rays used in analytical work are in
the range 1-10 A.

93
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As electromagnetic radiation, X-rays have many properties in common
with other parts of the electromagnetic spectrum, such as light. They travel in
straight lines, cannot be deflected by electric or magnetic fields, but can be
reflected, diffracted, refracted, and absorbed. Techniques of X-ray analysis
have close parallels with other spectroscopic methods using light (Chapters 3
and 4). The key distinction is that they have higher photon energies than
radiation from lower energy, higher wavelength, regions of the spectrum, and
this influences the way in which they interact with matter.

Principles of X-ray production

X-rays are produced by transitions between energy levels deep within the
orbital electron structure of the heavier elements. When electrons move in or
out of these innermost electron shells, the energy differences are so high that
transitions give rise to quanta whose energy lies in the X-ray region of the
spectrum. As they are associated with the inner electrons their energies are
characteristic of the element producing them, rather than their chemical
state, and that is the key to their application in archaecological analysis. The
most common method of producing X-rays is by the interaction of high
energy electrons with solid targets. Two distinct phenomena occur, the
production of X-rays characteristic of the target element and the production
of a continuum of X-rays.

Characteristic X-rays
For historical reasons (probably because the origins of X-ray spectroscopy
are in physics rather than chemistry), X-ray spectroscopic notation for
atomic energy levels is fundamentally different from chemical notation
(explained in Section 10.4). The innermost orbitals are designated K, L, M, N
etc., corresponding to the principal energy levels =1, 2, 3, 4, etc., and X-ray
spectroscopists use a different notation for defining the subshells of each
energy level (i.e., not [, m, and s, as described in Chapter 10). Thus, 2s is
designated L;, but the 2p orbital is split into two rather than three levels,
labeled Lj; and L. The correspondence between these different systems is
set out in most books on X-ray spectroscopy, such as Jenkins (1988; see
Chapter 10). A transition is labeled according to the shell in which the
primary vacancy occurs (K =1, L=2, M =3, N=4, etc.) and the level from
which the electron falls to fill the vacancy is denoted by a Greek suffix, in an
order which is difficult to predict from the “normal” chemical nomenclature.
If an electron is removed from an inner energy level of one of the heavier
elements (in practice, with an atomic number greater than sodium), a
vacancy or hole is produced in the electronic structure. This is an unstable
arrangement, and two competing processes act to rectify this:

e the X-ray process, resulting in emission of an X-ray
e the Auger process, resulting in emission of an electron.
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Figure 5.1 The X-ray emission and Auger processes (Pollard and Heron 1996:
37). An inner shell vacancy is created in the K shell by the photoelectric process
(emitted photoelectron not shown). (a) shows the X-ray emission process, where
an L shell electron drops down to fill the vacancy, and the excess energy (Ex — E;)
is carried away as an X-ray photon. In (b), an L shell electron drops down, but
the excess energy is carried away by an Auger electron emitted from the M shell,
with kinetic energy approximately equal to Ex — E; — Ey. Reproduced by
permission of the Royal Society of Chemistry.

In the X-ray process there is an internal rearrangement of the outer
electrons with an electron from a higher energy level dropping down to fill
the vacancy. The energy difference between the two levels is emitted as an
X-ray of energy E. For example, if the vacancy is created in the innermost K
shell with an L electron dropping down, then:

hc
E=Ex —EL=—.

In the Auger process an outer electron drops down to fill the vacancy as
before but, instead of emitting an X-ray photon, a third electron is ejected, the
kinetic energy of which is approximately given by the difference between the
energy levelsinvolved. For example, if the vacancy is created in the innermost K
shell with an L electron dropping down and an M electron being emitted as an
Auger electron, then the kinetic energy of the emitted electron (KE) is given by:

KE =~ EKfELfEM.

This is termed a radiationless transition, and the emitted electron is called an
Auger electron. Figure 5.1 shows a schematic diagram of the X-ray emission
and Auger processes.

The probability that the inner shell vacancy will de-excite by one or other
of these processes depends on the energy level of the initial vacancy and
the atomic weight of the atom. The fluorescent yield, w, is defined as the
number of X-ray photons emitted per unit vacancy, and is a measure of the
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probability (value between 0 and 1) of a particular vacancy resulting in
an emitted X-ray. Fluorescent yields are defined for each energy level (wk, wy,
etc.) of every element, but in practice, w is only low for very light elements
and for vacancies not in the K shell. Hence, Auger processes are only
really significant for vacancies in the L and higher level shells and the
K shell of lighter elements. All other circumstances give rise to X-ray photons.

As with optical emission lines (Section 12.3), selection rules apply to X-ray
production, defining the allowed transitions. Details are available in standard
texts (e.g., Jenkins 1988), but the net result for most elements is that
vacancies created in the K shell give rise to two spectroscopically distinct
emission lines, termed the K, and Kz lines. K, is the stronger of the two,
resulting from 2p—1s transitions, whereas Ky is a weaker line arising from 3p—1s,
4p—1s, 3d—1s, and 4d-1s, transitions. Although several transitions may contribute
to these o and g lines, the resolution of most detection systems is insufficient to
separate the fine detail, and spectroscopic tables list only the average values. The
energy separation between K, and Kz lines varies from element to element,
increasing with atomic weight, and the intensity of the Ky line is typically only
10% of the K,,. As an example, Fig. 5.2 shows the electronic transitions giving rise
to the K spectrum of tin.

L spectra originate with a vacancy created in the second (z =2, or L) shell
and are considerably more complicated, but are usually only resolved into
three lines, termed L,, Lg, and L,. The L, line is the strongest, resulting from
some 3d-2p transitions. The Ly line, principally due to another 3d-2p
transition, but including many others, is normally only slightly weaker in
intensity (perhaps 70% or more of the L,). The L, is considerably weaker
(typically 10% of L,) and largely due to a 4d-2p transition. The precise
details of the relative intensities of each transition in X-ray emission depend
on the quantum mechanical transition probabilities. Some are theoretically
forbidden by transition rules but can occur and appear as very weak lines.
Other lines can appear in the emission spectrum, such as satellite lines, which
result from transitions in doubly ionized atoms (for example the Auger
process leaves an atom in such a state), but these are usually very weak and
not normally used for bulk chemical analysis. Transitions occur from higher
electron shells as well, but the intensity of these is so low that they are rarely
used in analytical measurements.

The characteristic X-ray wavelengths are tabulated in all standard texts on
X-ray spectrometry, but can also be calculated from the atomic number of
the element by Moseley’s law:

1 2
2 k(7 -

= k(Z =)

where A is the wavelength, k is the constant for a particular series, Z is the
atomic number of the element, and s is a screening constant which accounts
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Figure 5.2 Electronic transitions giving rise to the K X-ray emission spectrum of
tin. (a) shows the energy levels and the allowed transitions in X-ray notation.
(b) shows the resulting spectrum, in which, at normal resolution, the two « lines
are unresolved, and the BB, B3, and higher order transitions are only partially
resolved from the BB;, giving the characteristic twin-peak profile of the K spectra
of the elements. From An Introduction to X-Ray Spectrometry (Jenkins 1974),
Figs. 2-4. Copyright John Wiley and Sons Ltd. Reproduced with permission.

for the repulsion of other electrons in the atom. In the case of the important
K, and L, radiations, the wavelengths (in microns) are given by:

0.12 0.65
Ak =—" > and A = —
(Z-1) (Z—-7.4)
Elements readily absorb X-radiation with a wavelength of less than the peak
wavelength of their emission lines. More obviously, in energy terms, elements
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Figure 5.3 K and L absorption edges of tungsten. The absorption of the solid
decreases as the energy of the X-rays increases (i.e., as the wavelength decreases),
but when the energy exceeds the threshold for a particular excitation process to
occur (e.g., the eviction of an Lyj; electron at 10.2 KeV), the absorption jumps
substantially.

absorb X-radiation with an energy above the energy of their major emission
lines. This wavelength (or energy) is called the critical absorption edge of the
element. Figure 5.3 shows the K and L absorption edges for tungsten.
Detailed study of the structure of these absorption edges of solid materials
can give a great deal of chemical information, particularly if a synchrotron
X-ray source is used (Section 12.6), but that technique (known as EXAFS —
extended X-ray absorption fine structure) is beyond the discussion here.

In circumstances where the Auger process takes place, the precise energy of
the Auger electron is particularly sensitive to the chemical state of the atom
from which it is ejected, because the Auger electron itself originates from
outer orbitals which are often involved in chemical bonding. Therefore
Auger electron spectroscopy (AES) is valuable for looking at the chemical
state of the surfaces of solids (Turner 1997). The extreme surface sensitivity
of the method arises because Auger electrons have very low kinetic energies
(typically less than 1500eV) and so only emerge with interpretable
information from the top 25 A of the solid (i.e., the top two or three atomic
layers). Hence, a study of Auger eclectrons has applications in the
investigation of the surface of materials. In contrast, X-rays emitted from
the competing de-excitation process are not, in general, influenced by the
chemical bonding or physical state because they arise from inner shell
transitions. Therefore X-ray emission spectra uniquely and quantitatively
characterize the parent atom, making techniques which use such X-rays very
powerful for bulk chemical analysis.
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Continuum X-rays

In addition to the line spectra, a solid is capable of emitting a continuous
X-ray spectrum when bombarded with electrons. This happens because the
high energy electrons impacting the target material can repeatedly excite the
atoms in the target without creating holes (ions) in the electronic structure,
which then de-excite immediately and release a photon of the same energy.
These energies can vary from the infrared region of the spectrum for outer
electron excitation, up to the X-ray region for inner shell excitations. The
impacting electrons will give up their energy in multiple such interactions, thus
undergoing stepwise deceleration. The result is a broad spectrum of
continuous radiation, including the X-ray wavelengths, termed bremsstrah-
lung (“braking radiation”), upon which is superimposed the characteristic
emission lines of the target material. This mixture of bremsstrahlung and
characteristic emission lines is important because it is the basis of the output of
X-ray tubes, which are used as sources of X-rays in a wide range of analytical
and radiographic applications (see below). The intensity distribution I(1) of
the bremsstrahlung from such a source is given by Kramer’s formula:

I(A):KiZ( * _1) !

min )\2

where 1 is X-ray tube current and Z is the atomic number of the target. The
continuum distribution shows a sharp minimum wavelength A.;, which
corresponds to the situation in which all the kinetic energy of the electron is
given up in a single excitation event. The value of A.,;, (in A) is given by:

12.4

Amin = Vv
where V is the X-ray tube operating voltage (in kV).

X-ray sources

For many of the analytical techniques discussed below, it is necessary to have
a source of X-rays. There are three ways in which X-rays can be produced —
in an X-ray tube, by using a radioactive source, or by the use of synchrotron
radiation (see Section 12.6). Radioactive sources consist of a radioactive
element or compound which spontaneously produces X-rays of fixed energy,
depending on the decay process characteristic of the radioactive material (see
Section 10.3). Nuclear processes such as electron capture can result in X-ray
(or y ray) emission. Thus many radioactive isotopes produce electromagnetic
radiation in the X-ray region of the spectrum, for example *He, >*'Am, and
>’Co. These sources tend to produce “pure” X-ray spectra (without the
continuous radiation), but are of low intensity. They can be used as a source
in portable X-ray devices, but can be hazardous to handle because they
cannot be switched off. In contrast, synchrotron radiation provides an
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Figure 5.4 X-ray tube output spectrum, showing continuous emission and line
spectra of the target material (in this case gold). The K absorption edges for major
elements in silicate glasses are shown below the diagram, indicating that the gold M
lines are particularly effective for the analysis of the light elements Na to P.

extremely intense and highly collimated beam of X-rays, but it requires a
large machine to produce the radiation, and the objects therefore have to be
taken to the source.

The majority of laboratory analytical equipment uses an X-ray tube, which
consists of a sealed vacuum tube with a heated filament as an electron source,
a cooled anode, and a beryllium exit window which is essentially transparent
to X-rays. Electrons from the heated filament cathode are accelerated by a
high positive potential towards the target anode which is made from a
suitable metal (often rhodium, tungsten, or molybdenum) which emits X-rays
efficiently when bombarded with electrons. Thus, a tungsten anode will emit
the characteristic X-ray lines of tungsten by the processes outlined above.
The output of an X-ray tube (Fig. 5.4) therefore consists of a continuum of
X-rays up to a maximum energy defined by the operating voltage of the tube,
superimposed upon which is the line spectrum of the target material. It is
important to know what the target material is when using an X-ray tube,
because its characteristic lines will almost certainly be detected in the
secondary X-ray spectrum of the sample, and must be discounted (otherwise
a spurious element will be measured).

In practice, the continuum (“‘white’’) radiation causes difficulties when
X-ray tubes are used as sources in chemical analysis because continuous
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radiation, unlike sharply defined characteristic radiation, is difficult to model
accurately for analytical interpretation because of self-absorption and
backscattering effects. It tends to show up as a high background in the
analytical spectrum, making it more difficult to measure the intensity of the
characteristic X-ray peaks from the elements in the sample. For high
precision work it is sometimes possible to use a secondary anode to give less
background in the primary X-ray spectrum.

5.2. X-ray fluorescence (XRF) spectrometry

XRF spectrometry is based on the principle that primary X-rays (from an
X-ray tube or radioactive source) are incident upon a sample and create inner
shell (K, L, M) vacancies in the atoms of the surface layers. These vacancies
de-excite by the production of a secondary (fluorescent) X-ray whose energy
is characteristic of the elements present in the sample. Some of these
characteristic X-rays escape from the sample and are counted and their
energies measured. Comparison of these energies with known values for each
element (e.g., Van Gricken and Markowicz 1993, Parsons 1997) allow the
elements present in the sample to be identified and quantified.

When primary X-rays strike the sample two processes take place —
scattering and absorption — of which absorption is usually the dominant
process. Scattering may be elastic (coherent or Rayleigh scattering), in which
case the scattered ray has the same wavelength (energy) as the primary beam,
or inelastic (incoherent or Compton scattering), which results in longer
wavelength (lower energy) X-rays. Coherent scattering results in the primary
spectrum of the X-ray tube being “reflected” into the detector, which is why
the lines characteristic of the X-ray tube target material appear in the
resulting spectrum. Incoherent scattering sometimes gives rise to a broadened
inelastic peak on the lower energy side of the coherently scattered
characteristic tube lines, as well as contributing to the general background.
When X-rays are absorbed by matter, part of their energy is transferred to
the material, resulting in the ejection of an orbital electron and vacancies in
the atoms of the sample. When an electron is ejected from an atom as the
result of the impact of an X-ray photon, photoelectric absorption is said to
have occurred, and the ejected electron is termed a photoelectron (referred to
in Fig. 5.1). Study of these photoelectrons is the basis of another surface
sensitive chemical analytical technique called X-ray photoelectron spectro-
scopy (XPS; see below).

Thus, on passage through matter, both the primary and the secondary
X-ray beams will be attenuated as a result of these processes. Absorption
follows Beer’s law (Section 12.4), in which the intensity of the beam, I(}),
after traveling a distance x through a solid, is given by:

I(%) = Lyexp(—ppx)
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where p is the mass absorption coefficient of the material of density p, and I is
the intensity of the primary beam. The mass absorption coefficient (MAC) pis
a function of wavelength (or energy) and atomic number of the absorber only,
and so is independent of physical or chemical state and is an additive property
of a multicomponent material. The amount of attenuation experienced by the
X-ray beam can therefore be calculated at any wavelength for a complex
material by summing the mass absorption coefficients of all the elements
present, weighted by their fractional abundance. Several tabulations of mass
absorption coefficients are available over the normal range of X-ray
wavelengths (e.g., Jenkins 1988). If XRF is to produce fully quantitative
analytical data, then the absorption of the primary and secondary X-rays
needs to be calculated for the sample concerned. This is now normally done
automatically using software to process the output of the detector. If
attenuation is very severe, secondary X-rays generated at or below a particular
depth in the sample (known as the escape depth) cannot escape from the solid.
“Escape depth” is defined as the depth within the sample from which 99% of
all fluorescent photons are absorbed before leaving the sample, and varies with
atomic number and matrix, but is typically a few microns for light elements
(e.g., Na) up to several hundred microns for heavier elements (e.g., Pb, W),
effectively limiting X-ray fluorescence analysis to less than the top millimeter.

The secondary X-radiation which emerges from the irradiated sample has
a number of components:

e the characteristic line spectra of the elements contained in the sample (which is the
analytical information of interest)

e clastic and inelastic scattered versions of the primary radiation from the X-ray
tube including the characteristic lines of the tube target material and the
continuous background, and

e spurious peaks, including sum peaks where the detector is unable to separate two
photons arriving close together in time and registers a single photon of twice the
energy.

An X-ray fluorescence spectrometer needs to resolve the different peaks,
identify them and measure their area to quantify the data. There are two
forms of X-ray spectrometers (Fig. 5.5), which differ in the way in which they
characterize the secondary radiation — wavelength dispersive (WD), which
measures the wavelength, and energy dispersive (ED), which measures the
energy of the fluorescent X-ray (an illustration of the particle—wave duality
nature of electromagnetic radiation, described in Section 12.2).

Energy dispersive XRF (EDXRF)

In EDXRF the secondary X-ray emitted by the excited atom is considered to
be a particle (an X-ray photon) whose energy is characteristic of the atom
whence it came. The major development which has facilitated this technique
is the solid state semiconductor diode detector. An EDXRF system consists
of a solid state device which provides an electronic output that is
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Figure 5.5 Comparison of EDXRF and WDXRF detection systems. Fluorescent
X-rays are emitted by the sample on the left. The upper line shows a wavelength
dispersive XRF system; the lower shows an energy dispersive system.
(Reproduced from Pollard and Heron 1996: 44, by permission of the Royal
Society of Chemistry.)

proportional to the energy spectrum of the X-rays emitted by the unknown
sample, simultaneously measuring the energy of the incident photon and
counting the number of photons with known energies. There are two major
types of energy dispersive detectors: a single crystal of silicon or germanium,
doped with lithium to reduce conductivity from impurities, or a high-purity
germanium detector. In the former type, the crystal is kept at liquid nitrogen
temperatures to prevent the lithium drifting out and to reduce electronic
noise in the device. An incident X-ray photon strikes the crystal and releases
all of its energy by creating a large number of electron—hole pairs in the
semiconductor. For a Si(Li) detector, each electron—hole pair requires 3.8 eV
to form, and therefore the number of pairs created is equal to the energy of
the incident photon divided by 3.8. A voltage is applied across the crystal,
usually via gold surface contacts, and the electrons created in the crystal
move towards the positive terminal, forming an electric current, the
magnitude of which depends upon the energy of the incident photon. The
current is amplified and measured and a count of one added to the relevant
channel of a multichannel analyzer, which records the arrival of the photons
as a histogram with a “bin width” of a specific energy band (usually 20eV).
The histogram, or energy spectrum, is typically recorded over a range of
either 0-20keV or 0-40keV, which includes the K and L emission lines of
most of the elements of interest.

This solid state detector is therefore capable of detecting information from
all elements simultaneously. Software allows peaks to be identified and
quantified, and usually includes calibration programs which perform
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absorption corrections, as outlined above. The detector must be maintained
under vacuum to ensure cleanliness and is usually separated from the rest of
the spectrometer by a thin beryllium window, which limits the performance
of the system at the light element end of the periodic table, as X-rays from
these elements are of low energy and will be absorbed by the window. In a
fully evacuated (“‘windowless’) system, in which the sample chamber is
evacuated to the same pressure as the spectrometer, following which the
window can be removed, it is possible to detect elements as light as sodium,
but the sensitivity is usually still quite poor. Performance at the heavier end
of the periodic table is limited by the fact that more energetic X-rays from
heavy elements may pass straight through the thin detector crystal without
being absorbed and therefore reducing analytical sensitivity. The main
disadvantages of EDXRF are poorer resolution and sensitivity than
WDXREF, typically not being able to detect below 0.1% of any particular
element, and the necessity to keep the detector at liquid nitrogen
temperatures, although detectors which operate at ambient temperatures
(high purity germanium detectors, which do not require doping with lithium)
are becoming more common. Its main advantage is that all elements can be
measured simultaneously, enabling a useable spectrum to be obtained in less
than 100s, making the analysis quicker than WDXRF. As there is no
dispersion, unlike WDXRF, a higher proportion of X-rays emitted by the
source reach the detector and therefore a weaker X-ray source can be used
initially, allowing the use of radioactive sources (e.g., “H, **' Am, *>’Co) rather
than a high voltage X-ray tube. The instrument can be constructed so that a small
area of the surface of the sample can be analyzed (c. 1 mm in diameter), allowing a
degree of spatial resolution in the analysis.

Wavelength dispersive XRF (WDXRF)

In WDXRF the detection and energy measurement processes are separated.
The secondary X-rays are regarded as electromagnetic waves, whose
wavelength is characteristic of the atom from which they came, and a
wavelength dispersive X-ray spectrometer is very similar in concept to an
optical emission spectrometer (Section 3.1). X-rays from a radiation source
(an X-ray tube, as described above) are passed through a filter to remove
unwanted radiation, onto a primary collimator consisting of parallel metal
tubes or slits and then through a mask to restrict the radiation to the desired
area of the sample. The atoms of the sample emit their characteristic X-rays,
which are directed onto a dispersion device. The dispersion device separates
the secondary radiation into its component wavelengths and a detector
records the intensity of radiation as a function of wavelength. As X-rays have
a short wavelength (typically 1-10 A) a conventional prism or diffraction
grating would not be suitable, as the spacings on the diffraction grating need
to be commensurate with the wavelength to be diffracted. Hence a crystal is
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used as a dispersion device because the atomic spacings in crystalline material
are similar to the wavelength of X-rays. Early applications used calcite or
rock salt crystals to disperse the beam, but modern spectrometers use LiF for
general work and specialist crystals for other applications (Jenkins 1974: 88,
Parsons 1997). Clearly no crystal covers the entire wavelength range
satisfactorily and therefore interchangeable crystals can be used.

Detectors for WDXRF systems are essentially photon counters: they
produce a pulse of electricity when the photon is absorbed by some medium,
and the number of pulses per unit time gives the intensity of the beam. There
are a number of different types of gas-filled photon counters (Geiger
counters, proportional counters, and ionization chambers), which all differ
principally in the applied potential between two electrodes. They all have
similar construction, being inert gas filled devices through which X-rays can
pass. The X-rays ionize the gas, and the charged particles are swept to the
anode and cathode. Amplification occurs by collisions during passage of
the initial ion—electron pair to the electrodes; the amplification depends on
the applied potential. Geiger tubes have amplification of 10°, and produce
easily measured pulses, but they have a high dead time (i.e., the time required by
the detector between measuring pulses) of 50-200 ps, and are therefore not used in
X-ray spectrometers. A proportional detector has less amplification (10°~10%), but
lower dead time (~1 ps) and is commonly used, with additional amplification.
Scintillation counters, which comprise a phosphor screen (e.g., ZnS) that produces
a flash of light when struck by a photon, were an early form of detector. These can
be amplified with a photomultiplier tube, and have a short dead time (0.25 ps), and
for this reason scintillation counters with improved electronics are now being used
again. With all detectors, the angle at which the peak comes off from the
dispersion device gives the wavelength of the secondary X-rays, and therefore
identifies the element; the peak height gives the intensity of the X-rays, which
relates to the concentration of the detected element.

The typical sensitivity for most elements is 0.01%, which is an order of
magnitude better than EDXRF, but the analysis is usually slower, and the
instruments more expensive. A WDXRF system can be operated in two
modes:

o simultaneously, where a bank of X-ray detectors are aligned with the dispersive
crystal, each making a specific angle with the crystal and therefore detecting the
characteristic wavelength of a predetermined element. Up to 20 detectors can be
used to provide information on up to 20 elements. This mode of operation is ideal
if the requirement is to analyze a large number of virtually identical samples
quickly, for example in industrial quality control.

e sequential mode, with a moving single detector linked to the crystal via a
goniometer with X-ray intensity being recorded as the diffraction angle changes.
The output of a WDXREF system is therefore a plot of intensity I (proportional to
number of pulses per second) vs. 20 angle (proportional to wavelength using the
Bragg equation described below). In a modern system the detector is computer
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controlled and can be programmed to record as many elements as required by
moving to the position corresponding to the diffraction angle of the characteristic
wavelength of the element of interest, counting, and then moving onto the next.

Practicalities of XRF analysis

Both ED and WD systems usually use an X-ray tube, typically 40kV, as a
source of continuous X-rays for the primary X-rays. The system is shielded to
protect the user. The choice of anode material is vital and varies according to
use; it must be able to generate X-rays of appropriate energy, but not
produce characteristic lines which may be confused with those of the material
being analyzed. For example, in most archacological applications gold or
copper anodes are not appropriate, since these may be elements to be
analyzed, and therefore rhodium or molybdenum are more commonly used.
In silicate analysis, however, gold is good because its characteristic lines (at
around 2.3keV) excite the light elements (Mg to Si, energies 1.1-1.7keV)
more effectively than other target materials. Some X-ray tubes have
interchangeable anodes, but this is very expensive. The primary radiation
can be filtered to remove less intense lines and background if required, so as
to approximate a monochromatic source. The filter consists of a thin layer of
metal that has an absorption edge falling between the K, and the K4 emissions
from the target. For example, in copper the Cu K, line has an energy of 8 keV, and
Kg has an energy of 8.4keV, and a nickel filter will absorb at approximately
8.2keV, therefore a nickel filter will substantially reduce the intensity of Cu Kg
line from a Cu target, making the subsequent calculations simpler. Commercial
instruments commonly have a variety of filter options. (See Parsons [1997: 572]
for a table of filter characteristics.) An alternative is to use an isotope source (see
above). This gives much lower primary intensity, but is often monochromatic or
shows only a few lines. It is useful for portable instruments, e.g., for pollution
control measurements.

X-rays are absorbed in air, with an absorption that increases with
decreasing energy (and therefore increasing wavelength) and so the
secondary X-rays from elements with low atomic numbers are most strongly
absorbed. In practice, X-rays from elements with atomic numbers <22 (Ti)
are completely absorbed by a few centimeters of air. If it is intended to
analyze light elements, a vacuum is required and even then elements <12
(Mg) frequently cannot be detected or can only be detected at lower
sensitivity. The primary and secondary beams are attenuated by the sample
itself, as discussed above. The amount of attenuation experienced by the
secondary X-ray beam depends on atomic number and matrix of the material
being analyzed, but is typically a few microns for light elements (e.g., Na) up
to several hundred microns for heavier elements (e.g., Pb). This means that
the depth from which analytical data is obtained is different for different
elements in the same sample (and different from sample to sample for the
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same element if the matrix is substantially different). This effectively limits
analysis to less than the top millimeter, making XRF essentially a surface
analytical technique, although not as surface sensitive as AES or XPS.

XRF spectrometers are generally designed for the analysis of solid
samples, preferably of a standard shape (usually a disk) and mounted flat in a
sample holder. Metal samples for commercial analysis are simply cut into
shape and polished. Geological materials can be either sectioned, cut,
mounted, and polished; or powdered and pressed into a disk with a suitable
binding medium; or converted to a glass bead by fluxing with excess lithium
metaborate. The latter two methods are time-consuming and care is needed
in the selection of binding medium and flux. An alternative approach is to
support grains of the material on a plastic film, e.g., Mylar, which is not
detectable by XRF. Samples can be small (100 mg-2 g), but if it is not easy or
acceptable to take samples, then the spectrometer can be modified to
accommodate large, irregularly shaped objects, either in a specially designed
sample chamber or by simply holding the sample in some fixed geometry in
front of the spectrometer in air. If the sample chamber cannot be evacuated,
information on the lighter elements (<19, K) is lost due to air absorption of
the characteristic X-rays. The advantages are that it gives a machine which
allows quantitative analysis of some museum objects without sampling (Hall
et al. 1973), possibly even a portable instrument (Bronk et al. 2001).
However, these results are less reliable than for uniformly flat prepared
specimens, partly due to the more complex geometry, but also due to the
likelihood of the surface composition not being representative of the whole.

One of the principal problems with XRF investigation of solid samples
(either prepared ‘“‘beads” or natural-state solids) arises because XRF is a
(relatively) surface sensitive technique. Inhomogeneous samples can present
serious problems, for example surface inhomogeneity caused by manufactur-
ing problems (e.g., migration of volatile species to the surface) or corrosion
(resulting in the removal of certain species). This means that, for example,
surface analysis of a metal artifact might give information on the metal
corrosion or any surface gilding, but not necessarily on the metal itself.
Unless it is the surface that is specifically of interest, these effects must be
minimized by appropriate sample preparation, such as preparing a clean
surface or drilling a sample from the interior.

Quantitative concentration data are often required from XRF analyses. In
principle (for both WD and ED) the intensity of the fluorescent X-ray peak is
proportional to the amount of the element present. This is complicated,
however, by absorption and enhancement processes. Absorption can cause
both attenuation of the input (primary) radiation and the fluorescent
(secondary) radiation, as discussed above. Enhancement is the result of the
observed element absorbing secondary radiation from other elements present
in the sample, thus giving more fluorescent radiation than would otherwise



108 Analytical chemistry in archaeology

be present (secondary fluorescence). Mathematical treatment of these factors
is possible and most large XRF machines now come with computational
software to allow these “matrix effects”, known as “ZAF”, to be calculated.
Normally the problem is approached using standards, either internal
standards calibrated against a single element standard or a multielement
standard of composition close to the unknown. For good analytical results it
is essential to have calibration samples and standards identical in all respects.
In most circumstances concentrations of 10 ppm to 100% can be measured.
Precision depends on many factors, and can be as good as 2%, although 5-
10% is more typical. One limiting factor is the presence of surface
irregularities on poorly prepared samples, which make it hard to obtain a
good match with the surfaces of the calibration standards, resulting in poor
quality data. Using commercially available systems it is generally assumed
that WDXRF has lower limits of detection than does EDXRF, and is
capable of higher precision. However, detailed comparisons of the trace
element analysis of geological materials has shown that this is not necessarily
the case (e.g., Potts et al. 1985), concluding that the limit on the accuracy of
data produced was not the analytical technique employed but the quality of
the standards used for calibration.

The measurement of a given element in a complex material may be affected by
the presence of other elements, due to spectral overlap. A common example
which occurs in archaeological metal analysis is lead and arsenic — the Pb L, line
occurs at 10.55keV, and the As K, at 10.54keV. Lead can, however, easily be
distinguished from arsenic by the fact that it has an L4 line (of similar intensity to the
L, line) at 12.61 keV, which allows lead to be quantified in the presence of
arsenic using this line with no loss of sensitivity. Measuring arsenic in the
presence of lead is more difficult, because although the Ky line of arsenic at
11.73keV is clear of lead interference, it is much weaker than the K, line (about
10% relative intensity), and the determination using this alternative line is
therefore much less sensitive. Careful investigation of tables of X-ray emission
lines will reveal any such problems for any particular pair of elements, and will
usually suggest a solution, but possibly not an entirely satisfactory one.

XRF is widely used in industrial applications where a large number of
elements need to be determined quantitatively. It is used for continuous
quality control in the steel industry (e.g., the determination of Mn, Cr, Ni,
Co, etc., in the production of stainless steels), and also for casting quality of
coins in the Royal Mint (where Cu, Ni, and Zn are continuously monitored).
Geological applications include whole rock analyses and clay identification.
The power industry uses it as pollution control management, measuring
sulfur and heavy metal concentrations in fuels (coal, oil) and ash.

In summary, the key factors to be borne in mind when using XRF are:

e the possibility of analysis without sample removal or extensive preparation
e the surface nature of the analysis
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the speed of the analysis
its applicability to detection of elements above Na in the periodic table in vacuum
and above K in air, and

e possible problems arising from overlapping peaks derived from the elements of
interest.

5.3 Electron microscopy as an analytical tool

Analytical electron microscopy combines the high image resolution of the
electron microscope with analysis of the characteristic X-rays produced when
the sample is bombarded with electrons. This combination produces a very
powerful method of chemical analysis, particularly suitable for analysis of
small regions of a solid, and for the detection of spatial variation in
composition. The underlying principles are very similar to those of XRF; the
major difference is that electrons, not X-rays, are used to produce the initial
vacancies in the inner electron shells. The image resolution of an optical
microscope is limited by the wavelength of light (5000-7000 A). In order to
image smaller objects, it is necessary to use radiation of shorter wavelength.
Using a beam of high energy electrons, radiation of wavelengths of the order
of a few angstroms can be produced (again, by considering the beam of
electrons as a wave using particle-wave duality) and therefore in theory
individual molecules can be imaged. Many standard texts describe the use of
electron microscopy in a wide variety of applications within archaeology and
in a broader context (e.g., Olsen 1988, Reed 1993).

In a simple electron microscope, a primary beam of electrons is produced
using a conventional electron gun, where a heated cathode, maintained at
ground potential, emits electrons which are drawn out by a positive potential
(typically 30kV) to form a high energy electron beam. This beam is easily
electrostatically and/or magnetically focused (since electrons are charged
particles) to a few microns across, and can be directed to any point on the
sample by a series of magnetic lenses. The system must be evacuated to reduce
attenuation and scatter of the electron beam. When an electron beam strikes the
sample, a number of processes take place (Fig. 5.6; Pollard and Heron 1996: 51).

e Secondary electrons are very low energy electrons (less than 50 eV) knocked out
of the loosely bound outer electronic orbitals of surface atoms. Because of their
low energy, they can only escape from atoms in the top few atomic layers and are
very sensitive to surface topography — protruding surface features are more likely
to produce secondary electrons which can escape and be detected than are
depressed features. The intensity of secondary electrons across the sample surface
therefore accurately reflects the topography and is the basis of the image
formation process in electron microscopy.

e Backscattered electrons are of higher energy and result from interactions of the
incident beam with the nucleus of the atoms. Their higher energy means that they
can escape from deeper within the sample than secondary electrons, so they do
not reflect the surface topography. Their intensity is, however, proportional to the
atomic weight (and therefore atomic number) of the interacting nucleus, and the
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Figure 5.6 Interaction of a beam of primary electrons with a thin solid sample,
showing the various processes which can take place (Pollard and Heron 1996: 51).
Various types of electron can be scattered or ejected back towards the source, or
transmitted through the sample. Characteristic X-rays and bremsstrahlung can be
produced, and also cathodoluminescence. These products form the basis of
analytical and imaging electron microscopy, and of a range of other techniques.
(After Woldseth 1973; Fig. 4.1 — reproduced by permission of the Royal Society
of Chemistry.)

intensity variation across a surface is therefore proportional to the average atomic
number of the surface. This gives what is known as a backscattered electron (bse)
image, which contains useful chemical information.

e Some incident electrons will create inner shell vacancies as described above. The
electrons ejected by the primary beam (photoelectrons) can be used analytically
(in XPS) but are generally ignored in electron microscopy. The inner shell vacancy
can de-excite via the Auger process (Auger electrons are also generally neglected
in this application) or via the emission of characteristic X-rays, which are detected
and which form the basis of the analytical operation of the electron microscope.

e If the sample is thin enough, for example a specially prepared thin section,
electrons may go straight through and be detected, as well as elastically and
inelastically scattered electrons which are scattered in a forward direction. These
form the basis of transmission electron microscopy (TEM).
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For analytical purposes the electron microscope, sometimes referred to as
a microprobe, is fitted with an X-ray analyzer, with either one or more
wavelength dispersive X-ray detectors or an energy dispersive detector, or
both, each with the attendant advantages and disadvantages as outlined
above. Simultaneous multielement analysis is therefore available with an ED
detector, or sequentially with a WD detector. Quantitative results are
obtained either by using suitable calibration standards or, if necessary, by
calculation from first principles. Both processes are simpler than the
equivalent calculations for XRF, since the interaction of a monoenergetic
electron beam with a solid sample is simpler to deal with mathematically than
is the case with a broad spectrum of X-rays. In older machines the geometry
is such that they are designed either for imaging or analysis, but not both.
More recent instruments combine the two functions to produce an analytical
scanning electron micrograph (SEM) with high quality images and fully
quantitative analytical capabilities.

Practicalities of electron beam microanalysis

Most routine analyses are carried out on prepared samples of thin polished
sections or perfectly flat surfaces, cut and mounted to fit standard sample
holders, typically several millimeters across. Samples larger than 1 cm?® often
need little preparation other than cleaning; smaller samples are embedded in resin
or a mounting compound. Some modern instruments have larger sample chambers
to allow the analysis of large, unprepared samples, and some also allow the
analysis and imaging to be carried out under low (as opposed to the more usual
high) vacuum, which is useful for wet samples and biological tissue (environ-
mental chambers — see Thiel 2004). One problem with electron microscopy is
that the incident beam is electrically charged, and therefore, if the sample is
electrically insulating, it will collect charge and eventually deflect the incident
electron beam. This presents no problems with the analysis of metals, but for
electrical insulators, such as glass or ceramics, it has to be overcome by depositing
a thin conducting layer (usually of gold for imaging, or graphite for analysis) onto
the surface of the sample prior to loading it into the microscope.

Comparative studies of WD and ED detectors in electron microanalysis
have shown that the accuracy and precision of both techniques are
comparable over typical ranges for geological and archacological materials,
but ED has considerably poorer limits of detection for all elements, typically
by one or two orders of magnitude. The exact figures depend upon the matrix
and the counting time, but representative figures for the limit of detection
using ED are 0.05-0.26 wt% of the element. These figures are comparable to,
or slightly poorer than, the equivalent XRF instruments but there are a
number of advantages of using electrons to create the inner shell vacancy,
rather than a primary beam of X-rays. Firstly, electrons are charged particles
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and can therefore be focused and steered by electrostatic lenses (X-rays are
electromagnetic radiation and cannot be focused other than by using curved
crystals). An electron beam can be focused down to a spot of diameter 1 um
or less, allowing the analysis of very small areas of solid samples, e.g.,
individual mineral inclusions in a ceramic matrix, carcinogenic inclusions in
tissue matrix, or different phases in the microstructure of metals. The beam
can also be scanned across the sample surface giving spatially resolved
analyses, for example analyzing changes in composition across an interface.
An element can be selected (by choosing its appropriate fluorescent X-ray
energy) and a distribution map produced of that element over the sample
surface (elemental mapping). False color images allow a number of elements
to be displayed in this way. This is particularly useful when studying grain
boundary phenomena such as segregation in metals or samples which are
inhomogeneous or corroded. Secondly, the optical imaging capability of a
microscope using an electron beam can be combined with the analytical
facility allowing the operator to observe the components of the sample being
analyzed. Thirdly, using electrons rather than primary X-rays to stimulate
the characteristic X-rays reduces the X-ray background in the detector. This
means that there is no scattered version of the primary X-ray spectrum in the
background signal and therefore improves the analytical detection levels.
Finally, the various phenomena associated with electron scattering from solid
surfaces can be used to estimate average atomic weight of different regions of
the sample, helping to characterize the phase structure of the sample, e.g., the
stoichiometry of iron oxide particles.

The main disadvantage is the constraint placed on the size and shape of the
sample. The requirement for integral optical, electron, and X-ray optics
means that the samples must be presented in a uniform manner. Care is
therefore required in producing flat, homogeneous samples (this is
particularly restrictive in the case of archaeological material). The charged
nature of the incident beam also produces problems. In addition to requiring
the sample to be conductive, the analysis of highly mobile species (e.g., Na*
in glasses or minerals) means that the ions may migrate away from the
negative charge during the analysis. The mechanism of this beam stimulated
migration is not well understood, but it is probably the result of a
combination of heating effects and charge build-up. The result is that in
nonconducting samples (e.g., glass and ceramics), mobile species may cause
analytical inaccuracies. The necessity for the sample to be under high vacuum
can also cause problems with porous samples such as bone, with difficulties
encountered in achieving adequate vacuum for analysis, or the vacuum
having a damaging effect on the sample. Low vacuum SEMs, mentioned
above, have been developed for the investigation of organic materials, but the
problem of attenuation of the electron beam and the resultant X-ray remains,
giving generally poorer analytical data. Prolonged exposure to the electron
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beam itself can also cause damage to sensitive materials, e.g., inducing
opacity in some glasses.

As with XRF, electron microscope-based microanalysis is relatively-
insensitive to light elements (below Na in the periodic table), although this
can be improved upon with developments in thin-window or windowless
detectors which allow analysis down to C. It is better than XRF because of
the high vacuum used (~10~° torr), but a fundamental limitation is the low
fluorescent yield of the light elements. As with XRF analysis it is surface sensitive,
since the maximum depth of information obtained is limited not by the penetration
of the electron beam but by the escape depth of the fluorescent X-rays, which is
only a few microns for light elements. In quantitative analysis concentrations may
not add up to 100% because, if the surface is not smooth, some X-rays from the
sample may be deflected away from the detector. It may be possible in such cases
to normalize the concentration data to 100% if the analyst is certain that all
significant elements have been measured, but it is probably better to repeat the
analysis on a reprepared sample.

In summary, the advantages offered by analytical SEM are primarily:

simpler calculation of quantitative results

small analytical spot size whose location can be controlled
combination of imaging and analysis, and

improved detection levels over XRF.

5.4 X-ray diffraction

X-ray diffraction uses X-rays of known wavelengths to determine the lattice
spacing in crystalline structures and therefore directly identify chemical
compounds. This is in contrast to the other X-ray methods discussed in this
chapter (XRF, electron microprobe analysis, PIXE) which determine
concentrations of constituent elements in artifacts. Powder XRD, the
simplest of the range of XRD methods, is the most widely applied method
for structural identification of inorganic materials, and, in some cases, can
also provide information about mechanical and thermal treatments during
artifact manufacture. Cullity (1978) provides a detailed account of the
method.

In powder X-ray diffraction measurements the solid sample is irradiated
by a collimated beam of monochromatic X-rays of known wavelength. A
proportion of these are diffracted at angles which depend on the crystal
structure of the specimen. The wavelength of the incident radiation must be
of the same magnitude as the distance between the scattering points and a
typical choice of X-ray wavelength is 1.54059 A, the K, transition for copper,
using a Ni filter to remove the Kz wavelength as described above. The X-rays
are reflected in a manner which appears similar to the reflection of light from a
mirror (i.e., angle of incidence =angle of reflection). In reality the X-rays
penetrate below the surface of the crystal and are “‘reflected” from the
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Figure 5.7 Derivation of Bragg’s law of X-ray diffraction. Parallel X-rays strike
the surface at an angle 6, and are reflected from successive planes of crystals of
interplanar spacing d. The path difference between reflections from successive
planes is given by AB + BC, which, by geometry, is equal to 2dsinf. For
constructive interference, this must be equal to a whole number of wavelengths of
the incoming radiation.

successive atomic layers in the crystal lattice creating constructive and
destructive interference (see Section 12.1) from successive layers (Fig. 5.7).
The path difference (i.e., the difference in distance traveled) between
“reflections” at an angle of # from successive layers of atoms separated by
a spacing of d is equal to 2dsind. A maximum in the reflected X-ray intensity
therefore occurs at this angle if the contributions from successive planes are in
phase, the condition for which is given by the Bragg relationship:

ni = 2dsinf

where n is an integer (the order of the diffraction) and A is the wavelength of
the incident X-rays.

Therefore, a crystalline specimen will produce a series of reflected X-ray
intensity maxima (a diffraction pattern) at angles determined by the spacings
between crystal planes of its constituent minerals. The diffraction pattern is
characteristic of the minerals present, and can be used to identify them. The
power of the diffracted beam is dependent on the quantity of the
corresponding crystalline material in the sample and therefore relative
amounts of different minerals can also be determined. The processes in XRD
are identical to those of wavelength dispersive detection in XRF, except that
in XRD the wavelength of the X-rays is known and the lattice spacings are to
be determined, whereas in WDXRF the lattice spacing is known and the
wavelengths of the secondary X-rays are to be determined.

Practicalities of XRD analysis

The simplest method of XRD analysis, used in early studies and described by
Tite (1972: 286), is the powder diffraction method. A small sample, typically
5-10mg, is removed from the artifact, either by scraping the surface, cutting
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or drilling. It is ground to a fine powder and formed into a thin rod, either by
mixing with a suitable adhesive or by inserting into a thin-walled capillary
vitreous silica tube. Sample preparation is often the most difficult and time-
consuming part of the process. The rod is then mounted on the vertical axis
of a cylindrical X-ray camera (a Debye—Scherrer powder camera) around the
inside of which is wrapped a photographic film, and is mechanically rotated
slowly about its vertical axis to ensure all possible crystal reflections are
activated. Monochromatic, collimated and filtered X-rays are directed onto
the sample rod. The exposure takes several hours, following which the film is
removed and photographically developed. Crystal planes with a specific
spacing (d) will give reflections along the surface of a cone with semiangle 20
(from Bragg’s law; see above) since, in a finely powdered rotating sample
lattice planes exist in all orientations with respect to the incident X-ray beam.
This cone of X-rays appears on the film as a pair of arcs. Other lattice
spacings will produce further pairs of arcs and therefore the diffraction
pattern appears as a series of dark arcs on the film (Fig. 5.8). From the
distances between the pairs of arcs, the associated crystal lattice spacings can
be calculated and the mineral identified by comparison with tables of known
lattice spacing (Jenkins 2002: 671). The degree of blackening of the arcs
indicates the intensity of the diffracted X-rays and so gives an indication of
the relative concentration of the associated mineral. In practice, every
mineral has a large range of d values, corresponding to the different possible
crystal planes in the structure, and the intensity of reflection from each plane
is slightly different because of different packing densities, and the fact that
different elements tend to reflect X-rays with differing efficiency.

More modern systems (diffractometers) follow the same principles but the
diffracted X-rays are detected with a solid state detector, as described earlier.
Typically, the X-ray source is static and the sample and detector are rotated,
with the detector moving at twice the angular velocity of the sample to
maintain the equivalent angle. Such instruments typically make use of
relatively large samples compressed into the window of a 35mm sample
holder. However, where the sample size is restricted, as is common with
archaeological applications, a smaller sample (a few mg) can be attached to a
silica wafer. In all cases the sample needs to be finely ground to ensure a
uniform diffracted beam.

Computer software packages assist in matching the unknown diffraction
patterns with a stored database. Problems arise if the sample contains more
than one mineral species, since the pattern for each species gives rise to a
complex overlapping pattern that cannot be easily interpreted. If one species
can be easily identified and its reflections subtracted from the pattern, it may
then be possible to identify a second species. Three species becomes even more
complicated. In such circumstances it is advisable if possible to physically sort
(“pick™) the sample into different minerals under the microscope before
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Figure 5.8 A Debye—Scherrer powder camera for X-ray diffraction. The camera
(a) consists of a long strip of photographic film fitted inside a disk. The sample
(usually contained within a quartz capillary tube) is mounted vertically at the
center of the camera and rotated slowly around its vertical axis. X-rays enter from
the left, are scattered by the sample, and the undeflected part of the beam exits at
the right. After about 24 hours the film is removed (b), and, following
development, shows the diffraction pattern as a series of pairs of dark lines,
symmetric about the exit slit. The diffraction angle (26) is measured from the film,
and used to calculate the d spacings of the crystal from Bragg’s law.

analysis. The sensitivity of the powder X-ray diffraction method depends on
the mineral concerned: a well-crystallized mineral for which a particular
reflection happens to be strong can be detected at the 1% level, whereas for a
poorly crystallized mineral, concentrations in excess of 10% may be necessary.
A diffractometer can detect species if present in amounts greater than 5%;
amounts of 0.1% are detectable using a powder camera.

5.5 Other X-ray related techniques

Proton induced X-ray emission ( PIXE)

Protons can also be used instead of X-rays or electrons to create the initial
vacancies in the inner electron shells, giving rise to a method known as
proton induced X-ray emission (PIXE). In these instruments a high intensity,
highly focused beam of protons is produced by a van de Graaff accelerator,
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which can be focused and steered just like an electron beam (Mando 1994). A
beam diameter of the order of microns is possible (Johansson and Campbell
1988), giving spatial resolution similar to that obtainable by electron beam
microanalysis. The proton beam strikes the sample, producing inner shell
vacancies, which, as before, may de-excite via emission of characteristic
X-rays, which are detected using an energy dispersive detector.

The major advantage of this instrument over the electron microprobe is
that protons, being heavier and accelerated to a higher energy than electrons,
tend to suffer less energy loss on their passage through the sample, giving rise
to less bremsstrahlung and therefore producing a lower X-ray background
(see above). Detection levels in conventional PIXE may be as low as
0.5-5ppm for a wide range of elements. For archacological applications the
other main advantage is that the proton beam can be focused onto a sample
outside the accelerator (i.e., not in a vacuum chamber) which removes the
need for sampling. Of course, in this case, the passage of the primary beam
and (more importantly) the characteristic X-rays through air limits the
sensitivity of the method, particularly for the lighter elements, as discussed
above. Even so, limits of detection of better than 100 ppm have been reported
for elements above calcium in the periodic table. Therefore, PIXE may be
more appropriate than electron microscope based microanalysis for small
areas of light materials (Perezarantegui et al. 1994).

Particle induced gamma ray emission (PIGME or PIGE)

This method does not involve X-rays, but follows similar principles to the
methods discussed above, and is therefore included here. In PIGE the
nucleus, as opposed to the orbital electrons, is excited with charged particles,
typically protons. Gamma rays are emitted as the nucleus returns to the
ground state — for historical reasons electromagnetic radiations emitted from
the nucleus are called gamma rays rather than X-rays, even though the
wavelength ranges of these two radiations overlap. The gamma rays are
usually detected by solid sate germanium detectors and their energy is
characteristic of the element, and therefore their measurement can give
elemental composition and their yield can quantify concentration. This
method is mainly appropriate for lighter elements (such as Li, F, Na, Mg,
and Al) and is typically used in conjunction with PIXE. Detection limits vary
from element to element but are typically 10-100 ppm (Ewing 1985: 219).

X-ray photoelectron spectroscopy (XPS)

This technique is also known as electron spectroscopy for chemical analysis
(ESCA). Although it is concerned with the detection of electrons, it is
discussed here because the way in which the photoelectrons are produced is
fundamental to the XRF process. As described above, an incident X-ray
photon produces an excited ion by ejecting an inner shell electron. The excited



118 Analytical chemistry in archaeology

ion will then relax by either the Auger or the X-ray fluorescence process. The
ejected inner shell electron, however, has a kinetic energy E, which is given by:

Ek :hl)i —Eb

where huj is the energy of the incident photon and Ej, is the binding energy of
the ejected electron. Ey is characteristic of the electronic structure of the parent
atom, and therefore of the elemental species. If E; is measured, the electron
energy spectrum can be used to determine binding energy using the above
relationship. Since binding energies are affected by bonding, XPS provides
information on the chemical environment of the species, unlike XRF, which is
largely unaffected by chemical bonding. Energy differences of 10eV are
observed between different bonding states of the same element. It, therefore,
can provide structural information compatible with that obtained by nuclear
magnetic resonance and infrared spectroscopy. In chemical analysis terms, its
usefulness lies in its ability to measure very light elements (e.g., carbon), but it
is limited to surfaces, since photoelectrons have low kinetic energies (~ 1keV)
and are absorbed if they originate from deeper than 20-50 A within the solid.
A review of the method is given by Turner (1997).

5.6 A cornucopia of delights — archaeological applications of X-ray analysis
XRF and electron microprobe analysis have become routine techniques in
the investigation of elemental composition for a wide variety of archae-
ological materials and numerous examples can be found in the relevant
literature, such as the journals Archaeometry, Journal of Archaeological
Science, X-ray Spectrometry, Nuclear Instruments and Methods in Physics,
and specialist reports including British Archaeological Reports and English
Heritage Ancient Monuments Laboratory Reports. XRD has a somewhat
more limited scope but for specific archaeological questions it provides
information that cannot be obtained with other methods. Newer methods,
such as PIXE, PIGE, XPS, and synchrotron X-ray techniques, are gradually
gaining popularity for specific applications.

Applications of XRF and analytical electron microscopy

In archaeology, the main application of EDXREF is for rapid identification and
semiquantitative analysis of a wide range of materials including metals and their
alloys, ceramics, glass, jet, faience, pigments, glazes, gemstones, and industrial
debris. This makes the method ideal as a preliminary analytical survey method,
for example prior to XRD to narrow the scope of analysis, or for rapid
identification of composition for conservation purposes. WDXRF has found
more restricted application except in the study of ceramics and vitreous tephra
(volcanic glass), where the material can be treated effectively as geological
samples. A major advantage of EDXRF is its use as a ‘“‘nondestructive”
technique on full-sized museum objects. However, as only the surface layer
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(a millimeter at most) is analyzed, problems of surface inhomogeneity can be
very serious. Interpretation of such data must take this into account in some
cases, e.g., surface enrichment of coins, corrosion products on metals, de-
alkalization of glasses. Careful sample preparation is required if the intention is
to determine the original underlying composition of the object. Often,
realistically, the data can only be qualitative, identifying presence/absence, or
semiquantitative, giving an approximate indication of concentration.

Electron microprobe analysis is virtually the only readily available method
of analyzing small regions such as those produced in multiphase ceramics
and metals. It is also vital for the study of small particles in biological tissues.
It is widely used for grain boundary studies, and also for studying corrosion
and diffusion phenomena in the solid state. The small spot size means that
different layers within the same sample can be analyzed, for example the
glaze, underglaze, and fabric of a pot can be analyzed separately, or even
multiple paint layers from a painting.

There are a large number of examples of the use of XRF in distinguishing
pottery shards from different regions, usually in combination with other
methods. Pollard and Heron (1996: 134-43) provide a detailed account of the
use of XRF and AAS in investigating the relationship between Roman
“Rhenish” wares and terra sigillata. Druc et al. (2001) describe the use of
SEM-EDX to establish patterns of ceramic exchange in Peru, and Leung
et al. (1998) conducted a similar study on Chinese porcelain. The surface
sensitive nature of XRF can be used to advantage in addressing specific
questions. For example, Al-Saad (2002) and Duffy et al. (2002) investigated
the development of techniques of glazing ceramics in Jordon and eighteenth-
century North America respectively. An XRF study of native Brazilian
pottery not only looked at the body of the ceramic but also the surface
decoration, identifying differences in the sources of raw materials for each
(Appoloni et al. 2001). The development of portable XRF systems has
allowed the analysis of materials that cannot be transported or sampled, such
as the bluestones at Stonehenge (Williams-Thorpe and Thorpe 1992), British
stone axes (Williams-Thorpe et al. 1999), and museum artifacts (Fiorini and
Longoni 1998, Janssens et al. 2000).

One of the strengths of XRF lies in its applicability to a wide variety of
materials. There has been considerable interest in the use of XRF and spatial
analysis to look at the trade and exchange of obsidian in both Russia
(Kuzmin et al. 2002) and the US (Giauque et al. 1993, Bayman 1995). Other
artificial glasses, such as Italian medieval glass (Bertoncello et al. 2002),
Chinese glass beads (Miksic et al. 1994) and fifteenth- to seventeenth-century
glass vessels excavated in Antwerp (Janssens et al. 1998a) have been
successfully grouped by composition, although identifying a specific source
for raw materials using only major and minor elements is difficult (Wilson
and Pollard 2001). Applications to lithic materials have included the
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investigation of jasper artifacts (Warashina 1992, King et al. 1997) and stone
axe production in Ireland (Mandal et al. 1997). A number of studies have
also applied the method to distinguishing jet from other black lithic materials
(Hunter et al. 1993). Recently, the method has been used to characterize
suitable soils for use in reburial of archaeological sites (Canti and Davis
1999). A wide variety of applications to metal studies include mechanisms of
corrosion of silver coins (Linke and Schreiner 2000) and copper artifacts
(Spoto et al. 2000, Giumlia-Mair et al. 2002); the study of early scientific
instruments (Mortimer 1989); patinas on metals (Wadsak et al. 2000); and tin
processing (Yener and Vandiver 1993).

Applications of XRD

The key characteristic of XRD is its ability to identify crystalline minerals.
The primary use of the powder XRD method has been the identification of
clay minerals in pottery in order to characterize pottery types and to
investigate sources for raw materials. Recent examples of such applications
include Hispanic pottery from Teotihuacan, Mexico (Ruvalcaba-Sil et al.
1999), Late Bronze Age pottery from Crete (Buxeda i Garrigos et al. 2001),
ceramics from Syria (Eiland and Williams 2001) and Iberian amphora
(Petit-Dominguez et al. 2003). XRD also allows the examination of firing
temperatures, as different minerals are destroyed or begin to form at different
temperatures, for example in the study of daub by Parr and Boyd (2002).
XRD (in combination with some NAA) was used to demonstrate that
Rouletted Ware from the Indonesian Island of Bali came from the same
geological source as examples of similar pottery from Sri Lanka and south
India, suggesting trade networks linking the areas in the first century BC
(Ardika and Bellwood 1991). Other applications include the identification of
pigments such as those on Roman pottery in Italy (De Benedetto et al. 1998,
Sabbattini et al. 2000), in glazed pottery (Clark et al. 1997), and Mexican
wall paintings (Rodriguez-Lugo et al. 1999). XRD is also commonly used in
the study of corrosion products formed on the surface of metals, including
iron (Dillman et al. 2002) and copper alloys (Spoto et al. 2000; Giumlia-Mair
et al. 2002). Other degradation mechanisms have also been studied by XRD,
including the weathering of ancient marble (Moropoulou et al. 2001) and
ivory (Godfrey et al. 2002).

One area in which XRD has proved particularly valuable has been in the
study of diagenetic changes in bone, enamel, and dentine (Weiner and Bar-
Yosef 1990, Hedges et al. 1995, Shimosaka 1999). Some studies have focused
on chemical and structural changes that occur during fossilization and the
consequent implications for dating of such materials (Person et al. 1995,
Michel et al. 1996, Wess et al. 2001, Blau et al. 2002) and others on using
XRD to distinguish heat induced recrystallization, and therefore cooking,
from diagenetic processes (Reiche et al. 1999, 2002a).
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Applications of other X-ray methods

The strengths of PIXE lie primarily in the method’s ability to detect low
concentrations of elements without needing to subsample. Johansson and
Campbell (1988) and Swann (1997) provide detailed reviews of applications.
Studies have predominantly concentrated on characterizing pottery and metals
based on their minor element composition and attempting to match these to
source materials. These have covered Chinese (Fleming and Swann 1992) and
American ceramics (Gosser et al. 1998, Salamanca et al. 2000, Kuhn and
Sempowski 2001), copper (Fleming and Swann 1993, Gersch et al. 1998), and
glass (Swann et al. 1993). Insights into technological processes have been
provided by PIXE analysis of Roman onyx glass and recipes for its colorants
(Fleming and Swann 1994) and lead in Roman mosaic glass (Fleming and
Swann 1999). A number of studies have used the surface sensitivity of the
analysis and the ability to investigate small areas to study corrosion processes
in metals (Swann et al. 1992, Abraham et al. 2001), glazes (Duffy et al. 2002),
composition of ink on documents (Cahill et al. 1984), pigment source
(Erlansdson et al. 1999, Ferrence et al. 2002, Zoppi et al. 2002), and useware
on flints (Christensen et al. 1998). The nondestructive nature of analysis has
led to applications in identifying sources for garnets in Merovingian jewellery
(Calligaro et al. 2002), geographical differences in workmanship of goldsmiths
(Demortier et al. 1999), and the classification of coins from first century BC
Romania (Constantinescu and Bugoi 2000). Novel applications have included
identifying the therapeutic use of dental repairs using healthy tooth tissue in a
pre-Colombian human skeleton (Andrade et al. 1998), the distribution of
elements in archaeological teeth and dentine (Buoso et al. 1992, Mansilla et al.
2003), and in soil micromorphology (Davidson and Simpson 2001).

As discussed above PIGE is generally used in conjunction with PIXE, its
main advantage being the ability to detect lighter elements. Climent-Font et
al. (1998) applied a variety of ion beam analytical techniques including PIXE
and PIGE, along with Auger electron spectroscopy, to characterize bronzes
from pre-Roman sites in Spain. A comprehensive investigation of gold
jewellery from a variety of regions (Mesopotamia, Greece, Italy, and
Mesoamerica) using PIGE, in conjunction with PIXE, allowed distinctions to
be made between ancient samples and modern or repaired items (Demortier
1997). A study by Elekes et al. (2000) of obsidian sources allowed grouping
of samples based on their light element concentration data and allowed
comparison of PIGE with LA-ICP-MS on heavier elements in the same
samples. Novel research by Reiche et al. (1999), combining PIXE and PIGE
analyses on archacological bone, allowed quantification of post-mortem
alteration by examining the concentration profile of trace elements in bone
sections. A similar approach to the study of fluorine in archaeological bone
and dentine demonstrated that fluorine content could not be correlated with
the age of the specimens (Reiche et al. 2002b).
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Transmission electron microscopy has had relatively limited application as
an analytical method in archaeology, with a few notable exceptions. Barber
and Freestone (1990) used TEM to identify the cause of the dichromatic
effect in the Roman glass Lycurgus cup. There have also been a number of
applications to the study of pigments in prehistoric paintings (Baffier et al.
1999, Pomies et al. 1999a, 1999b) and in murals in Mesoamerica (Polette et
al. 2002) with the aim of identifying pigment source. TEM has also been used
to identify weathering mechanisms on ancient marbles and granites in Delos
(Chabas and Lefevre 2000) and the causes of degradation of archaeological
wood (Kim and Singh 1999). TEM has also been used in conjunction with
FTIR to study bone diagenesis (Reiche et al. 2002b) and tooth diagenesis
(Restelli et al. 1999).



NEUTRON ACTIVATION ANALYSIS

Neutron activation analysis (NAA) is an analytical method which allows the
determination of the concentration of a large number of inorganic elements
in a wide range of archaecological materials. Because it offers bulk analyses of
solid samples and is sensitive down to the ppm level (and often below) for a
wide range of elements, NAA has been one of the standard methods for
multielement analysis since the 1950s. Although it was quickly adopted by
geologists for lithic analysis, the technique was pioneered by the archae-
ological chemistry community — a rare example of the earth sciences adopting
a technique from archaeology. It was the standard technique for the
determination of trace elements in solid samples across a wide range of
sciences until the development of ICP and PIXE in the 1980s. Although it is
becoming less common now, as a result of the decreased availability of
neutron irradiation, a vast amount of chemical data on a wide variety of
archaeological materials has been obtained by this method, and if these
results are to be used in future, it is important to understand how they
were obtained and how they relate to those from other methods. Detailed
accounts of the method can be found in Neff (2000) and Herz and
Garrison (1998).

6.1 Introduction to nuclear structure and the principles of neutron activation
analysis
In essence, NAA involves converting some atoms of the elements within a
sample into artificial radioactive isotopes by irradiation with neutrons. The
radioactive isotopes so formed then decay to form stable isotopes at a rate
which depends on their half-life. Measurement of the decay allows the
identification of the nature and concentration of the original elements in the
sample. If analysis is to be quantitative, a series of standard specimens which
resemble the composition of the archaeological artifact as closely as possible
are required. NAA differs from other spectroscopic methods considered in
earlier chapters because it involves reorganization of the nucleus, and
subsequent changes between energy levels within the nucleus, rather than
between the electronic energy levels.

As explained in Chapter 10, the number of protons in the nucleus is called
the atomic number (Z) and governs the chemical identity of the atom. The
number of neutrons in the nucleus (N) plus the number of protons is given
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the symbol A, the atomic mass number, i.c.:
A=N+7Z.

The number of protons is unique to the element but most elements can exist
with two or more different numbers of neutrons in their nucleus, giving rise
to different isotopes of the same element. Some isotopes are stable, but some
(numerically the majority) have nuclei which change spontaneously — that is,
they are radioactive. Following the discovery of naturally radioactive
isotopes around 1900 (see Section 10.3) it was soon found that many
elements could be artificially induced to become radioactive by irradiating
with neutrons (activation analysis). This observation led to the development
of a precise and sensitive method for chemical analysis.

Artificial radioactivity is normally induced by irradiating the sample with
low energy (thermal) neutrons (with kinetic energies of less than 0.2eV)
within a nuclear reactor. Since neutrons are neutral, they penetrate atoms
without having to overcome an electrical energy barrier. A number of nuclear
reactions are possible between the incoming neutrons and the constituents of
the nucleus. They are conventionally labeled as (n, X) reactions, signifying
that the incoming particle is a neutron, and that the ejected particle is X,
where X might be a proton, an « particle (the helium nucleus, or jHe), or
something else. Perlman and Asaro (1969) have summarized the common
reactions as follows:

(n, @) reactions
SX+'m=573Y +3He
an example of which is 7Al(7,«)7Na. In this notation, the target element is
Al, which undergoes an (n, @) reaction, and transmutes to Na.
(n, p) reactions
2X+ln=7,Y+H
e.g., 1JAl(n,p)}Mg, where the target aluminium nucleus is transmuted to
magnesium. One particular (n, p) reaction occurs naturally in the atmosphere
when thermal neutrons (produced as a result of cosmic rays interacting with
the atmosphere) transmute nitrogen into radioactive carbon — 1*N(z, p)é“C.

This is of great interest archaeologically speaking, since it is, of course, the
basis of radiocarbon dating.

(n, y) reactions
OX+'n=5"X+y

e.g.., JAl(n,y)BAl In this reaction the target nucleus is unchanged
chemically, but becomes a heavier isotope by capturing the neutron.
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Figure 6.1 Schematic diagram of the nuclear processes involved in NAA.
Thermal neutrons strike the target nucleus in the reactor producing a compound
nucleus which decays instantaneously, emitting a prompt gamma (measured in
PGNAA) and (usually) producing a radioactive daughter. The dotted line shows
symbolically the removal of the sample from the reactor, and the subsequent
measurement of the decay of the radioactive daughter nucleus (DGNAA). After
Glascock (1994) Fig. 1. Copyright John Wiley and Sons Ltd. Reproduced with
permission.

The lighter elements in the periodic table undergo chiefly (n, «) and (n, p)
reactions, whilst (7, y) occurs mainly amongst the heavier elements. The most
relevant nuclear processes in NAA are (n, p) or, more commonly, (1, )
reactions. Figure 6.1 shows a schematic diagram of the nuclear processes
involved in NAA. As shown above, in an (n, y) reaction some of the target
nuclei capture a neutron to give a new nucleus (known as a compound
nucleus) of the same element but with a mass greater by one unit — a different
isotope of the original species. This compound nucleus is initially formed in
an excited nuclear energy state, and it de-excites by emission of a y particle of
fixed energy from the nucleus, and possibly other particles. This y particle is
emitted virtually instantaneously on capture of the neutron, and is known as
a prompt y. It can be used analytically (see below) but is usually lost within
the nuclear reactor. The new isotope formed by this process may be
radioactively unstable and will then decay with a characteristic half-life to
form the final product nucleus. It is this secondary decay process which is
used in ordinary (delayed) NAA. If the daughter nucleus is stable after
emitting the prompt y, then the reaction will not be detected in delayed
NAA. For example, when 2Na captures a neutron, it becomes the radioactive
nucleus **Na. A prompt y particle is emitted virtually instantaneously. The
radioactive isotope *Na decays by beta emission to magnesium with a half-life of
approximately 0.623 days. During this decay process another y particle with a
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characteristic energy of 1369 keV is also produced, because the emission of the
particle leaves the magnesium nucleus in an excited state, which virtually
instantaneously relaxes to the ground state by the emission of a y particle (nuclear
energy levels, like orbital energy levels, are quantized, but the energy differences
are so large that transitions between them result in the emission of y particles).
Hence the decay process of the *Na nucleus can be monitored by measuring the
energy of either the § particle or the second y particle.

The (n, p) reaction, known as transmutation, is also used in the analysis of
archaeological material, but is more complex. Here the nucleus captures the
neutron, but internal rearrangements occur and a proton is immediately
ejected from the nucleus (the “prompt particle”) changing the atomic number
and therefore the chemical identity of the element. For example, neutron
irradiation of titanium does not produce any isotopes of titanium by (2, y)
reactions with half-lives suitable for measurement, but transmutation by the
(n, p) reaction produces the radioactive isotope *’Sc, which decays with a
half-life of 3.43 days by beta emission, also producing a y particle with an
energy of 159keV as a result of nuclear relaxation. Other types of nuclear
reactions are possible in the reactor as a result of the high neutron fluxes, but
(n, y) and (n, p) are the most important in analysis.

Delayed neutron activation analysis
As a result of slow (thermal) neutron irradiation, a sample composed of
stable atoms of a variety of elements will produce several radioactive isotopes
of these “‘activated” elements. For a nuclear reaction to be useful analytically
in the delayed NAA mode the element of interest must be capable of
undergoing a nuclear reaction of some sort, the product of which must be
radioactively unstable. The daughter nucleus must have a half-life of the
order of days or months (so that it can be conveniently measured), and it
should emit a particle which has a characteristic energy and is free from
interference from other particles which may be produced by other elements
within the sample. The induced radioactivity is complex as it comprises a
summation of all the active species present. Individual species are identified
by computer-aided de-convolution of the data. Parry (1991: 42-9) and
Glascock (1998) summarize the relevant decay schemes, and Alfassi (1990: 3)
and Glascock (1991: Table 3) list y ray energy spectra and percentage
abundances for a number of isotopes useful in NAA.

The sensitivity of the method depends upon the neutron flux, the ability of
an element to capture neutrons (the neutron capture cross-section) and the
half-life of the induced activity (Ewing 1985: 458). This can be expressed as:

A = No¢ {1 — exp <_()T'693t>}
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where A is the induced activity at the end of irradiation, N is the number of
atoms of the isotope present in the sample, o is the neutron capture cross-
section, ¢ is the neutron flux, ¢ is the time of irradiation, and T, is the half-
life of the product. In principle, quantitative results can be obtained using
this equation, but there are rarely sufficient reliable data to do so and
neutron flux in the reactor is often nonhomogenous and varies with time. In
practice, quantitative data are obtained using reference samples, as discussed
below, and described in detail by Glascock and Neff (2003). Neutron capture
cross-sections are energy dependent, but are normally higher at lower
neutron energies, which is why neutrons are usually slowed using a
moderator to give low energy (thermal) neutrons.

Measuring radioactive emissions from the irradiated samples almost
always involves the detection of y radiation, as this radiation is least
influenced by the structure of the material, and since y rays from
radioactive decay are either a single mono-energetic emission or a fixed
pattern of mono-energetic emissions, the pattern of y energies can be used
to determine the isotope which has emitted them. The half-life of the
radioactive isotope as deduced from the time-dependent intensity profile of
the emitted y rays serves as an additional check on the identity of the
isotope created by neutron bombardment (Herz and Garrison 1998). The
instrumentation used for detecting y rays is essentially identical to the
instruments used in energy dispersive X-ray fluorescence (Section 5.2), with
the exception that the solid state detector is usually a single crystal of
germanium rather than silicon. This is because y rays have energies which
are typically 100 times greater than those of X-rays, and germanium is more
efficient at measuring energies in this region. The spectra produced
generally have relatively sharp peaks corresponding to the y rays,
superimposed on and/or interspersed with relatively broad peaks, arising
from the Compton (or inelastic) scattering of y rays (as discussed in Section
5.2 for X-rays). The height of the sharp peak is proportional to the intensity
of the radioactivity of the isotope that produces the peak, unless it is
superimposed on a Compton peak.

Because the artificially produced radioisotopes of interest can have a wide
range of half-lives in a mixed sample such as a rock or a fragment of
pottery, the measuring strategy has a series of distinct steps. Some half-lives
are so short (minutes or even seconds) that they have to be measured onsite
immediately after removal of the sample from the irradiation source. Other
half-lives (of the order of hours) need to be measured within a few days, but
those with relatively long half-lives (days to months or even years) are
better measured after the short lived isotopes have decayed away, reducing
the background radiation. The timing of the measurements needs to be
carefully chosen to maximize the chances of detecting the isotopes of
interest.
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Prompt gamma neutron activation analysis (PGNAA)

PGNAA involves the measurement of the prompt y rays emitted when the
nuclei first absorb the neutrons. By energy and intensity analysis of the
prompt y spectrum it is possible to reveal the elements present and determine
their concentrations. Because the analysis is carried out during the
irradiation, the method is quicker than delayed NAA, but it needs special
equipment on site at the reactor to record the y spectrum whilst the sample is
being irradiated (Glascock er al. 1984, Glascock 1994). It can, however,
measure some elements more efficiently than delayed NAA (e.g., Pb), since it
does not require the daughter nucleus to be radioactively unstable.

6.2 Neutron activation analysis in practice

One of the main advantages of NAA for archaeological materials is that solid
samples can be analyzed, and the results represent the analysis of the whole
sample as irradiated. This is because neither the incoming neutrons nor the
emitted y particles are subject to significant attenuation in the sample
material. If the object is small, e.g., a coin or glass bead, it can usually be
analyzed without sampling. Otherwise a small sample (typically 100mg of
powder for rocks, archaeological ceramics, etc.) must be removed from the
object to be analyzed. For pottery, the sample is drilled from the interior of
the fabric, either using an existing cross-section or by drilling from the
surface and discarding the (possibly contaminated) surface layers. Alter-
natively, a fragment is broken off and pulverized in a mortar. Great care
must be taken to avoid contamination during the sampling process, e.g.,
from drill bits or the mortar. NAA is usually described as “‘nondestructive”,
meaning that the irradiated sample is not destroyed. However, apart from the
smallest objects which are analyzed whole, a sample has to be removed from
the object, and the method should be regarded as “‘semidestructive”, at least
for museum display purposes. Even if an entire object can be irradiated, the
method is only nondestructive in the sense that the physical appearance is
unchanged: there will be a change in the trace element composition, and the
sample itself will remain radioactive for several years, depending on the half-
life of the isotopes formed. This places a restriction on the rapidity with
which an irradiated sample can be returned to the museum whence it might
have come. After irradiation the sample cannot be used reliably for dating
methods such as thermoluminescence, radiocarbon, or electron spin
resonance spectrometry.

Typically, the sample or object to be activated is placed in a container for
irradiation. This may be aluminium foil (as aluminium cannot easily be
measured by this technique) or silica glass tubes. Several samples and
standards are placed in the same container for irradiation, to ensure the same
conditions for samples and standards. For example, in the case of ceramics
measured at the British Museum laboratories (Hughes et al. 1991), powdered
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samples of 40-80 mg were removed by drilling or abrasion. These were sealed
in silica glass tubes (2 mm internal diameter, 33 mm length). Bundles of tubes
were wrapped in aluminium foil and several bundles packed into an
aluminium irradiation canister. Three possible neutron sources are available:
nuclear reactors, which provide the highest neutron flux, large particle
accelerators, and radioactive sources. A high flux neutron source means that
more isotopes reach detectable levels of radioactivity, making the analysis
more sensitive. For this reason, most irradiations are carried out using a
nuclear reactor. Here neutrons are produced by the fission of ***U and are
emitted with high velocities (‘““fast” neutrons). For a controlled reaction, the
fast neutrons are slowed down using a moderator, e.g., water or graphite,
with which fast neutrons can collide without being absorbed. In a typical
reactor, the neutron flux is 10'°>~10'® neutrons cm~%s~ ! and irradiation times
vary from a few minutes to several hours. Higher energy neutrons can be
used in FNAA (fast NAA) (e.g., Hult and Fessler 1998, Constantinescu and
Bugoi 2000) but for most elements slow neutrons are the most effective at
causing nuclear transformations.

The y rays produced are usually measured some time after bombardment
of the sample, and the counting strategy depends on the elements of interest,
since the half-lives of the radioactive species vary from fractions of a second
(making the element very difficult to determine) to thousands of years (which
is equally problematic). If the detector is close to the reactor, it is possible to
measure the irradiated sample several times — once after a few hours have
elapsed (to measure the short-lived species), once after a few days, and then
again after a few weeks, when the rapid decay of the short-lived species
makes it easier to detect the longer-lived isotopes. Hence, a laboratory with
an onsite reactor has an advantage. When this is not possible, measurements
are made as soon as samples arrive at the laboratory after irradiation. For
example, the British Museum protocol involved measuring ceramic samples
in a gamma detector for 3000 seconds on receipt of samples (which was four
days after irradiation) and then again for 6000 seconds 18 days after
irradiation (Hughes et al. 1991). The measurement of successive spectra can
also be used to provide a check on isotope identification, as described in Herz
and Garrison (1998). For example, if a single nucleus emits three y rays of
different and measurable energies, then these will all be seen to diminish with
the same half-life in successive spectra.

As discussed above, the measurement of characteristic y rays is very
similar to the methods used in EDXREF. Early studies used a scintillation
counter, typically a crystal of sodium iodide containing a small amount of
thallium (Tite 1972). y ray absorption by these counters produces visible
light, which is converted into an electrical pulse using a photosensitive
detector. More recently semiconductor detectors have been used, either a
lithium drifted germanium crystal, or, more typically, a pure (‘‘intrinsic’)
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Ge detector. Tonization into electron—hole pairs occurs when y rays are
absorbed by the crystal and an electrical pulse is associated with each
absorbed y ray photon, the amplitude of which is proportional to the
energy of the photon analyzed as discussed in Section 5.2 for X-ray
detectors. The detection crystal is maintained at liquid nitrogen tempera-
tures to reduce electronic noise. The advantage of a semiconductor counter
over a scintillation counter is that the former gives much higher energy
resolution and the peaks corresponding to y rays of a particular energy are
much sharper and better resolved. Therefore the difficulty of overlapping
peaks, which occurs when a large number of elements are present in the
spectrum, is reduced (Tite 1972: 276). In addition, lower concentrations can
be measured because the peaks are more easily distinguished from
background y ray counts associated with Compton scattering.

Although quantification of the elements present in the y spectrum can in
theory be achieved from first principles using the equation given above, in
practice uncertainties in the neutron capture cross-section and variations in
the neutron flux within the reactor mean that it is better to use standards.
These standards must be included in each batch of samples irradiated in
order to account for variations in neutron flux inside the reactor. For
analysis of minor and trace elements calibration is easier than with other
analytical methods provided that the major element composition remains
reasonably constant, as the y ray intensity is proportional to concentration
over a very wide range of concentrations. However, for analysis of major
elements, e.g., silver in silver coins, the relationship between intensity and
concentration is more complex, due to progressive absorption of neutrons as
they pass through the specimen. In such cases y ray intensity will also depend
on the thickness of the sample and therefore specialized calibration methods
are required (Tite 1972: 277).

Detection levels can be as low as 1.5x 10~ > ppb for very sensitive elements in
a suitable matrix (Glascock 1994), but are more typically 10 ppb to 10 ppm. Not all
elements can be analyzed by “normal” (i.e., delayed) NAA, because either they
do not produce suitable radioactive nuclei, or the resulting spectrum suffers
from severe spectral interference. Such problems occur with the analysis of lead
and silicon, which precludes total analyses of some metals, ceramics, and
glasses. In practice it is hard to separate peaks in y spectra differing in energy by
less than 5%, e.g., a 0.83 MeV y from nickel would overlap with a 0.84 MeV y
from manganese, but overlapping peaks can frequently be separated by
observing the half-lives since the isotope with the shorter half-life will diminish
more rapidly, leaving a measurable peak from the isotope with a longer half-life.

6.3 Practical alchemy — archaeological applications of NAA
Archacometry (using this term to denote the applications of the physical
sciences in archaeology) is often accused of being a discipline which has
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borrowed freely of techniques developed elsewhere (sometimes, perhaps,
without being fully aware of the limitations of the method). NAA is one of
the few cases in which the archaeological application can undoubtedly claim
to have come first. The idea that nuclear reactions might be used for
quantitative chemical analysis was first formulated by radiochemists in the
1930s (Glascock and Neff 2003), but it was limited as a viable technique
because the only sources of neutrons available at the time were naturally
radioactive neutron emitters. As a result of the Manhattan Project to develop
the nuclear bomb (1942-5), however, the 1950s saw the construction in the
USA of a number of nuclear reactors with sufficient neutron flux to allow the
development of NAA as an analytical tool. At this time many of the
fundamental nuclear reactions were studied and the necessary measurements
of nuclear parameters were made. The “father” of the nuclear bomb, J.
Robert Oppenheimer (1904-67), was the first to recognize the potential of
NAA as a tool to distinguish the provenance of archaeological ceramics. In
1954, he suggested such an approach to Ed Sayre and R. W. Dodson at the
Brookhaven National Laboratory, USA, and the resulting study (on the
analysis of Mediterranean pottery) was reported to archaeologists and
chemists at Princeton University in 1956 (Sayre and Dodson 1957). Very
shortly after this, a group at the Research Laboratory for Archaeology and the
History of Art, University of Oxford, began using NAA to study the
provenance of coins (Emeleus 1958) and Roman pottery (Emeleus and
Simpson 1960). These early studies were carried out using a low resolution
sodium iodide crystal detector to detect the y emissions. The first reported use
of the higher resolution lithium-drifted germanium solid state detector was
also by Ed Sayre, in his archaeometric study of ancient glass (Sayre 1965).
Thus, the first application of NAA was in the field of archacometry (Harbottle
pers. comm.), and only subsequently did geology adopt the method.

Because of the quantity of data produced by NAA, archaeometrists were
also amongst the first to develop the applications of what is now called
“pattern recognition’’, with the use of chemical profiles in provenance. By the
early 1970s provenance research was carried out by plotting, first by hand
and then by computer line-printer, the log of elemental concentration vs. the
elements analyzed, and then holding them up to the light to see the
similarities (Harbottle pers. comm.). Shortly after this, with increasing
computer power, multivariate distance metrics were employed (borrowing
here from methods of numerical taxonomy in biostatistics), and the
compositional dendrogram was unleashed on the archaeological world.
Harbottle (1976, 1986, 1990), Glascock (2000), and Glascock and Neff
(2003) have provided reviews of the subsequent applications of NAA in
archaeology.

Until ICP and PIXE were developed in the 1980s NAA was the standard
analytical method for producing multielement analyses, with detection levels
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in the ppm or ppb range. Between 1990 and 1992, 50% of the trace element
data reported in the major geochemical journals were obtained by NAA
(Pollard and Heron 1996: 54). The strengths of NAA lie in its ability to
measure both very low and very high concentrations of a wide range of
elements with high precision, using small samples. The method is capable of
producing data on 40-50 elements per sample, with a rapid rate of sample
throughput. The challenge, therefore, principally arises in interpreting the
large volume of analytical data rather than obtaining it. The main
archaeological application of NAA studies is in the chemical characterization
and provenancing of archacological materials. Such approaches have been
applied to obsidian, flint, coins, faience beads, pottery, glass, and jade
(Glascock and Neff 2003). The wide use of NAA over a long period of time,
particularly in ceramics studies, has led to the creation of large databases of
analytical results and several interlaboratory standardizations of methods
and calibrations (e.g., Hein ez al. 2002). It has also led to the development of
automated means of interrogating such databases to detect similarity
between the contents of the database and analyses of unknown material
(Mommsen 1981). The assumptions made in the interpretation of NAA data
(and other chemical analytical data) for provenancing have been explored by
a number of authors, notably Evans (1989), Neff (2000), Wilson and Pollard
(2001), and Glascock and Neff (2003).

NAA as a tool for determining archaeological provenance

The provenancing of ceramics is particularly challenging because of the
variability of source material and anthropogenic influences on the product
(Evans 1989, Bishop and Blackman 2002, Buxeda i Garrigos et al. 2001).
NAA provides one of the most versatile provenancing methods for ceramics
because it allows the detection of a large number of trace elements which are
unlikely to have been deliberately controlled by the potter, and therefore
gives the best chance of sourcing the clay. The method works best if used in
conjunction with fabric analyses and when applied to a particular form or
fabric type for which there are known kilns (Evans 1989). There have been
widespread applications of NAA to the provenancing of ceramics through-
out the world: examples include Mesoamerica (Neff 2000), Syria (Bakraji
et al. 2002), Micronesia (Descantes et al. 2001), Cyprus (Gomez et al. 2002),
Egypt (Hancock ez al. 1986), and China (Xu et al. 2001).

The most intense NAA study of archaeological ceramics has been focused
on the Bronze Age Mycenaean and Minoan pottery of Greece and Crete, and
related areas around the eastern Mediterranean (Mommsen et al. 2002). This
work began in Berkeley, California, in the 1960s with the work of Perlman
and Asaro (1969), who went on to analyze 878 shards of pottery. The results
were never fully published: according to Asaro and Perlman (1973, 213), “the
question of provenience of the vast quantities of Mycenaean wares has



Neutron activation analysis 133

proved perplexing”. In 1985 Perlman gave this dataset (handwritten!) to
the Manchester radiochemistry group led by V.J. Robinson and
G.W.A. Newton, whose own archaeometrical research had largely focused
on the NAA of Roman wares from the Mediterranean (Wolff ez al. 1986).
The Manchester group converted these notes into a computer database, and
subsequently made this available to the Bonn group in 1990. The Bonn NAA
group, led by Hans Mommsen, were already active in the field of Late
Helladic (c. 1550-1050 BC) Mycenaean ceramics, and by 1999 their own
database of this material consisted of measurements of 30 elements from
around 2000 shards (Hein ez al. 1999). Fortuitously (or, more realistically,
because of considerable foresight and the adherence to good scientific
practice), the Bonn NAA protocol had been based on that used in Berkeley,
including the whole of the NAA measurement procedure and data evaluation
method, even to the extent that the Bonn pottery standard was prepared
from the same raw clay that was used for the Berkeley standard (Perlman and
Asaro 1969), which has actually been widely used as an international
calibration standard for archaeological ceramic studies, not just using NAA.
This, combined with the observed long-term stability of NAA measurements
on the standard, means that the Bonn and Berkeley databases are fully
compatible, and can be combined into a single database of over 3000
analyses without difficulty (Mommsen et al. 2002).

The problems of intercompatability of this (and other) NAA databases
with the contemporary (and equally large) database of analyses of Greek and
Cypriot ceramics compiled by OES and AAS in Oxford and Athens have
been discussed in Section 3.5. A systematic comparison of 40 shards from
Knossos and Mycenae analyzed by both NAA and OES was published by
Harbottle (1970). Basically, only “broad agreement” was possible between
OES and NAA data, with the OES data showing much greater analytical
spread. Consequently, far greater discrimination between chemically similar
groupings has been possible with NAA than with either OES or AAS. With
hindsight, it might well be suggested that the choice of NAA as an analytical
tool for such work has been amply vindicated. Crudely speaking, all of the
OES data (and probably, at least as far as provenance goes, all the AAS data
as well) are unlikely to be used again — certainly not as a resource against
which to compare new data. The AAS data may well have value in studying
the technology of pottery production in the Greek and Cypriot world, since it
gives a reasonably accurate measure of the major element composition of the
vessels, but the NAA database stands as a valuable tool for studying the
provenance of such ceramics. This database is a remarkable resource,
allowing (in principle, at least), the attribution of likely provenance to
“unknown” ceramic material from a large part of the Classical world. And
yet the future of this resource is in doubt, partly because of the doubts over
the long-term future of NAA as a technique (see below), but more
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immediately because the impending closure of the Bonn NAA facility calls
into question the long-term maintenance of the data. It is to be hoped that
this, of all of the constructs of the “golden age” of archacometry, can be
salvaged and maintained for future researchers.

The possibility of analyzing entire small objects and the ability to analyze
bulk rather than surface composition has led to much interest in the analysis
of coins (Das and Zonderhuis 1964, Gordus 1967) and glass or faience beads.
In early studies, Bronze Age faience beads from England, Czechoslovakia,
and Scotland were shown to have different compositions from each other and
from Egyptian beads, suggesting local manufacture (Aspinall et al. 1972).
This was an important observation, since faience beads, in the eyes of the
diffusionists (see Section 1.2), were thought of as being indicators of the
transport of superior ideas and technology from the Near East. The
demonstration that they were not, and were locally manufactured, was a
major blow to this model. Similar methods have been applied to more recent
studies of beads used as trade items in the New World (Hancock et al. 1996,
1999b). NAA has also been applied to metal objects other than coins and
their geological sources, including copper, lead, and gold in the Old World
(Kuleff and Pernicka 1995, Kuleff ez al. 1995, Olariu et al. 1999) and the New
(Mauk and Hancock 1998, Moreau and Hancock 1996).

The study of obsidian by NAA has proved to be particularly fruitful
because of the relatively limited number of sources and the extent to which it
was traded (Beardsley et al. 1996, Cook 1995, Darling and Hayashida 1995,
Kuzmin et al. 2002, Leach 1996). Studies have also extended to include other
volcanic materials such as pumice (Bichler et al. 1997, Peltz et al. 1999). NAA
has also been used for the analysis of flint as OES is insensitive and not
reproducible due to the effect of the high silica content, and AAS requires
significant sample preparation (Aspinall and Feather 1972). The wide range
of appropriate materials extends to organic materials such as human bone
(Farnum et al. 1995), and its exceptional sensitivity to trace elements has led
to its wide use in geochemistry (for example in determining trace [ppb]
contaminants in waters) and more recently in forensic chemistry.

Compatibility with other techniques

Because of the gradual loss of neutron irradiation facilities (and the general
public unpopularity of nuclear sciences), NAA is being slowly replaced by
other techniques, chiefly ICP-OES, and more recently ICP-MS, which has
comparable sensitivity. It has, consequently, become necessary to carry out
research comparing these techniques since there is a need to know how
compatible ICP data are with the vast databanks (such as the Aegean
databank discussed above) of NAA. This has included comparison of NAA
with ICP—OES on bone (Akesson et al. 1994); XRF and NAA on ceramics
(Garcia-Heras et al. 2001); NAA, XRF, ICP-OES, and ICP-MS on ceramics
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(Hein et al. 2002), and NAA, ICP-OES, ICP-MS, and XRF on ceramics
(Tsolakidou and Kilikoglou 2002). As with previous problems created by
moving from one analytical method to another (see Section 3.5), the outcome
in general is slightly disappointing — the results cannot be compared directly,
or not as easily as if they had been obtained by the same techniques. In
particular, Hein et al. (2002) concluded that the differences between
techniques was largely due to differences in the primary calibration standards
used, and that “‘correction factors” could be derived to improve consistency
based on average ratios between median values.

The key comparison, however, is between NAA and all the ICP-based
methodologies; initially with ICP-OES (Section 3.3), but more critically with
ICP-MS in solution mode and particularly in laser ablation mode (Chapter 9).
This is crucial, because it is certain that these technologies will become
(indeed, already are) the “industry standards” for the analysis of inorganic
materials at the sub-ppm level, and if it turns out that the results are
compatible with NAA data, then these data can continue to be used.
Intercomparisons can be approached in two ways — either by analyzing the
same samples by two or more methods (not necessarily for the same suite of
elements) to see if the same chemical groupings are generated, or, more
rigorously, by analyzing the same material (preferably a set of international
standards with certificated values) for the same set of elements (as far as
possible) and comparing the data element by element. Initial comparisons
between NAA and ICP-OES tended to adopt the first approach — for
example, Kilikoglou et al. (1997) measured 19 elements by NAA and 24
elements by two ICP-OES procedures on a sample of European obsidians (of
which 13 elements — Na, Sc, Fe, Cs, Ba, La, Ce, Sm, Eu, Tb, Yb, Lu, and Hf —
were common). They concluded that all three techniques worked successfully
for discriminating the various Aegean and Carpathian sources represented,
but that NAA was more efficient in the chemical discrimination of
neighboring sources — presumably because of greater overall precision of
measurement.

Laser ablation ICP-MS (LA-ICP-MS) was established in the early 1990s
as a potential routine tool for the measurement of trace and ultra-trace
elements in silicate systems for geology. Early studies (Perkins ez al. 1993)
used sample preparation techniques identical to that used to prepare rock
samples for WDXREF, i.e., either a pressed powder disk or a glass bead fusion
method (see Appendix VIII). Such studies concluded that LA-ICP-MS had
“the potential to surpass XRF in terms of the limits of detection achieved
and INAA in terms of the speed of analysis” (Perkins e al. 1993: 481). It has
long been recognized that the main limit on the quantitative performance of
LA-ICP-MS is the homogeneity at the trace and ultra-trace level of the solid
calibration standards available. Subsequent work (e.g., Hollecher and Ruiz
1995, Norman et al. 1996) has demonstrated that some of the international
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analytical standards provided by NIST (http://www.nist.gov/) in the USA
(especially the glass standards NIST 610, 611, 612, and 614) are sufficiently
homogeneous to serve as calibration standards for trace element analysis of
geological material by laser microprobe. More recent work on archaeological
material by Gratuze et al. (2001) and James et al. (2005) have clearly
demonstrated the usefulness of LA-ICP-MS as a tool for the compositional
analysis of a wide range of archaeological materials, including obsidian,
glass, glazes, and flint. In particular, James et al. (2005: 697) conclude that
“while absolute accuracy and precision for the ICP data are inferior to
INAA, multivariate statistical analysis of data resulting from the two
methods demonstrates a high degree of compatibility”. Although these
conclusions fall somewhat short of demonstrating complete compatibility
between NAA and ICP-MS data, it does suggest that, with good QA
procedures, the comparability is likely to be reasonable, suggesting that the
large banks of NAA data are not obsolete, and therefore are worth saving.
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CHROMATOGRAPHY

The extraction of samples for organic residue analysis is discussed in Section
13.2. However, in almost all cases, this is not sufficient to enable
identification of the sample. Archacological residues are often a complex
mixture of original molecules, degradation products, contamination from the
burial matrix and finds processing, storage, etc. Further separation of the
mixture, combined with identification of the components, is required.
Chromatography is used to separate mixtures into their molecular
components. Although chromatography may be used for the separation of
inorganic compounds and their different species, this chapter focuses on
chromatographic techniques associated with organic molecules. We start
with the ““classical” techniques of column chromatography and thin layer
chromatography (TLC) — now not primarily used as analytical tools in their
own right, but often as preparative methods for more detailed analysis. We
then discuss the principles of gas chromatography (GC) and high
performance liquid chromatography (HPLC). Because of the long history
of these techniques, they are well described in general analytical textbooks
(e.g., Ewing 1985, Skoog et al. 1998), as well as more specialist volumes on
chromatographic analysis (e.g., Ahuja 2003, Poole 2003). The technique of
GC is described in detail by Baugh (1993). We defer a discussion of mass
spectrometric techniques coupled to chromatography until Chapter 8.

7.1 Principles of chromatography
Chromatography separates molecules by their physical behavior, and not by
their chemical reactions. Therefore, the determining factors in chromato-
graphic separation are molecular weight, functional group types, and
molecular shape. All these factors determine the types and strengths of
intermolecular bonding present (see Section 11.3), and it is the exploitation of
this which causes separation of complex mixtures. The separation of different
molecules is determined by the way they interact with two different phases
within the chromatographic system. One of these phases is stationary and the
other is mobile. As shown in Table 7.1, there are four main chromatographic
techniques, each using different combinations of mobile and stationary
phases.

In all chromatographic techniques, the sample to be separated passes
through the system carried by a solvent (the mobile phase). The rate at which
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Table 7.1. Definition of the four main chromatographic techniques with a description of the
associated stationary and mobile phases.

Technique Stationary phase ~ Mobile phase

Thin layer chromatography (TLC)  Solid (silica gel) Liquid (solvent, often
a mixture). Also called developer.

Classical column chromatography Solid (silica gel) Liquid (solvent, often
a mixture). Also called eluent.
Gas chromatography (GC) Bound liquid Gas (H, or He).
in matrix
High performance liquid Bound liquid Liquid (solvent, often a mixture).
chromatography (HPLC) in matrix

it moves through is determined by the degree to which it “‘sticks” to the
stationary phase. If it has a low affinity (i.e., does not “‘stick’ very well), it
will pass through quickly; if it has a high affinity, it will pass through slowly.
Thus a mixture of compounds is separated according to how strongly each
component ‘“‘sticks” to the stationary phase. The first compound to elute
(pass through) the system is that which “sticks™ least, and the last is that
which “sticks” most. In fact, in all chromatographic techniques, the
components to be separated are partitioned between the stationary and
mobile phases. This is a dynamic equilibrium, where the components
compete with molecules of the mobile phase to interact with the active sites
of the stationary phase. The amount of interaction determines to what extent
the components will ““stick”, and therefore be separated. It is vital, therefore,
that the stationary phase is selective for the components to be separated.
If this is too great, however, the components will be strongly bound and not
released at all; if too weak, there will be no chromatographic separation. It is
also important that the components be soluble in the mobile phase, as it is
movement in the mobile phase which causes the separation. It is therefore not
surprising that, due to the large variety of organic molecules, different
chromatographic systems are used for their separation and that optimization
of the conditions is often required.

Resolution (R) is the measure of the chromatographic separation of two
components. Ideally, mixtures should be completely separated, but in many
instances spots or peaks will overlap (co-elute). For gas chromatography,
where the components are isolated as Gaussian peaks, the resolution is given
by:

R — (Retention time of peak 2 — Retention time of peak 1)
0.5 x (Width of the base of peak 1 + Width of the base of peak 2)
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where retention time is the time taken for a particular component to elute from
the system, measured from the time the mixture is injected.

An improvement in resolution is often achieved by slight alteration of the
chromatographic system (e.g., changing solvents in TLC, or decreasing the
rate of heating in GC), but occasionally this is not sufficient. The resolution is
clearly dependent on the widths of the peaks, and these will broaden as the
components pass to the end of the stationary phase. One way to diminish this
effect is to increase the number of theoretical plates (N). This is a theoretical
number of partitions between the stationary and mobile phases, and each one
can be thought of as a single receptor, or ‘“‘sticky patch”. Therefore, a
chromatographic system with the greater number of plates will have the best
resolution. A GC capillary column will typically have 5000 plates per meter
of column, reducing to 1000 m " for a packed column, and from 30 to 30 000 for
a TLC plate. However, in practice, a large number of plates requires a large
amount of stationary phase, and therefore requires high pressures of mobile phases
to drive the sample through the system. This will result in long retention times,
which are impracticable.

7.2 Classical liquid column chromatography

Liquid column chromatography uses a glass column (typically 100 cm length by
1 cm diameter) packed with a stationary phase, usually silica gel (Fig. 7.1). The
liquid mobile phase (eluent) is an organic solvent added to the top of the column
and slowly drained from the base under gravity. Commonly, the solvents of
the mobile phase are changed during the procedure to provide increasing
polarity during the separation (e.g., starting with diethyl ether and moving to
dichloromethane and then to methanol). The mobile phase is collected in
measured aliquots (fractions) from the base of the column and contains the
separated components. The solvent is then removed using a rotary evaporator,
and therefore the technique is nondestructive (in the sense that all of the original
sample is in theory recoverable). This technique allows the separation of larger
amounts of sample (0.1 to 1 g) than the other techniques described here, but due
to peak broadening (caused by the many possible migration pathways of the
components through the wide diameter of the column), the resolution is not as
good. More recently, the main use of liquid column chromatography is as a
preseparation of a larger sample size into aliphatic, aromatic, and polar fractions
(see Section 11.5) before further analysis by gas chromatog<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>