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Foreword 

Health systems are increasingly dependent on technologies. Today, appropriate infrastructure and medical equipment are 
indispensable for the delivery of effective preventive and curative health services. 

In many exciting areas of biomedical research, our advancing knowledge promises to revolutionise the way disease is  
detected, treated and prevented. Interdisciplinary research is vital for fields such as structural biology, bioinformatics,  
post-genomics, nanotechnology and imaging to proceed. 

Frequently however, the implications of technologies in terms of increasing recurrent costs, additional required support 
services, change in medical practice and training needs are underestimated. As a result, the widespread irrational use of tech-
nologies leads to a wastage of scarce resources and weakens health systems performance. To avoid such problems, a system-
atic and effective Health Technology System must be developed and introduced, requiring the support and commitment of 
decision makers of all levels of the health system. 

The 3rd conference on Advancements of Medicine and Health Care through Technology - MediTech2011 aims to provide 
opportunities for the Romanian professionals involved in basic research, R&D, industry and medical applications to ex-
change their know-how and build up collaboration in one of the most human field of science and techniques. The conference 
is intended to be an international forum for researchers and practitioners interested in the advance in, and applications of 
biomedical engineering to exchange the latest research results and ideas in the areas covered by the topics. 

Another objective is to improve communication and encourage collaboration among all health care professionals through 
the presentation and discussion of the new research and current challenges. 

We believe the reader will find the proceedings an impressive document of progress to date in this rapidly changing field. 
Those who participated in this conference represent some of the leading authorities in the field. Their presentations and dis-
cussions have pinpointed current thinking and new leads for future work. 

All papers submitted for presentation went through a review process and were evaluated by two reviewers from 12 coun-
tries (whose effort and hard work reflect their commitment and dedication to the profession). Those individuals whose  
papers were chosen for presentation at the conference submitted manuscripts to be published in these Proceedings.

Sincere appreciation and gratitude are expressed to members of the Scientific Advisory Committee for their diligent ef-
forts in effecting a most timely and provocative conference. To document the current thinking in such a publication is most 
important and should serve as a useful guide for others working in the field. 

Professor Radu V. Ciupa 
MediTech2011 Conference Chair 
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AWARD – An Innovative Training Tool for Accessible Built Environment 

C. Aciu, N. Cobirzan, and M. Brumaru 

Technical University of Cluj-Napoca, Faculty of Civil Engineering, Cluj-Napoca, Romania 

Abstract— The goal of this paper is to present some of the 
results of the  Leonardo da Vinci Project no. 07/0227-L/LLP-
LdV-TOI-2007 – HU_001 “Accessible World for All Respect-
ing Differences” – AWARD. The main objective of the project 
was to develop a teaching material in the field of barrier-free 
built environment by applying the concepts of universal de-
sign, in order to include the necessary knowledge in the cur-
ricula of vocational and higher technical institutions, thus 
contributing to changing mentality and attitude towards this 
important part of population. The teaching material is learner-
oriented and may be used by a large range of vocations, also 
facilitating the Lifelong Learning Programme of practicing 
professionals and craftsmen. 

Keywords— rehabilitation engineering, assistive technology, 
training tool, universal design, built environment. 

I.   INTRODUCTION 

We are all physically disabled at some time in our lives. 
Children, a person with a broken leg, a parent with a pram, 
an elderly person, are all disabled in one way or another. 
Those who remain healthy and able-bodied all their lives 
are few. It is important for the environment to be barrier-
free and be adapted to fulfill the needs of all people equally. 
The needs of the disabled coincide with the needs of the 
majority. Planning for the majority implies planning for 
people with varying abilities and disabilities [1]. 

As defined by the Rehabilitation Act of 1973, Amended 
1998 Rehabilitation engineering is the systematic applica-
tion of engineering sciences to design, develop, adapt, test, 
evaluate, apply, and distribute technological solutions to 
problems confronted by individuals with disabilities in 
functional areas, such as mobility, communications, hear-
ing, vision, and cognition, and in activities associated with 
employment, independent living, education, and integration 
into the community [2]. 

Rehabilitation engineers are key to the development and 
delivery of ‘assistive technology’, a term which refers to 
technologies and principles that meet the needs of and ad-
dress the barriers confronted by individuals with disabilities 
in a range of life areas. Assistive technology is often associ-
ated with education, rehabilitation, employment, transporta-
tion, independent living, and recreation [2]. 

II.   ACCESSIBLE WORLD FOR ALL RESPECTING 
DIFFERENCES 

Accessible World for All Respecting Differences 
(AWARD) was a 2 years Leonardo da Vinci Program (Pro-
ject no. 07/0227-L/LLP-LdV-TOI-2007 –HU_001) aiming 
at the development of a teaching material in the field of 
barrier-free built environment [3]. 

The project goal was to produce electronic teaching ma-
terial demonstrating the concepts of universal design in the 
built environment. This has been structured in a ‘triple  
matrix system’ (Environment/Element-Trade-Disability), 
covering the complexity of the related vocations and profes-
sions. These illustrate barriers to accessibility which are not 
recognized by the majority (92-94%) but prove insurmount-
able to people with disabilities and could easily be solved 
by responsible thinking professional and crafts people con-
versant with the principles of universal design. Examples of 
such illustrations will include accessibility requirements for 
wheelchair users and simulation of impaired vision. 

The objective is to include the necessary knowledge in 
the curricula of vocational and higher technical institutes by 
providing learner-oriented teaching material for a large 
range of vocations and facilitating the LLL of practicing 
professionals and craftsmen. The consortium includes insti-
tutes of higher education of varying expertise in the built 
environment, an organization working in the field of socio-
logical research and occupational therapy and an organiza-
tion representing people with disabilities completed by five 
subcontracted vocational schools, evaluating the teaching 
material in practice. Some of the members have depart-
ments of nursing, health care, one also runs vocational train-
ing, an other one deliver short courses in vocational schools. 

The work plan encompasses a complete suite of elec-
tronic teaching materials covering all related vocations as 
completely as possible. To raise empathic approach (in 
particular that of architects and decision makers) active 
participation of people with disabilities has been recorded in 
different environments. 

Examples show maneuvers with wheelchair from differ-
ent directions and from the perspective of wheelchair users 
as well as distorting optics to illustrate the problems of 
visually impaired people etc [4]. 

Apart from the traditional forms of teaching, the material 
can be used in distance learning and, due to the popular 
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medium, it may also be used for individual, informal LLL. 
The teaching material is complemented by a handbook for 
teachers/tutors. The basic material in English is translated 
into the languages of the consortium members, resulting in 
national versions by adjusting the details to the national 
legislation in force and craftsmanship practice. The modules 
were tested in vocational institutes and the outcomes were 
disseminated at national and international seminars. 

The innovative content and form of the electronic teach-
ing material aims at the integration of the considerable mi-
nority of disabled and elderly people. 

The main target groups of the AWARD software are: 

• teachers/trainers of vocational schools; 
• teachers in higher education institutions who want to 

get the basic information concerning the accessible built 
environment and attached design rules; 

• professionals (designers, practicians) in any domain of 
the built environment; 

• decision makers, any other actor involved in the adapta-
tion and administration of the built environment. 

Both, regular training and/or retraining of practicing crafts-
people and professionals are considered. 

Other partners bringing the own contribution to the  
project were: 

• Vocational Secondary and High schools, Universities – 
concerned with the education in the field of the built 
environment in order to: 

 

• initiate and develop training (pilot) courses in the 
field of the accessible built environment, thus en-
suring the complementarity of the studies in voca-
tional education at all levels; 

• contributing to changing mentality towards dis-
abled people and also increasing awareness con-
cerning their right to a dignified, independent life; 

• contributing to the improvement of the teaching 
modules; 

• Associations / Foundations concerned with the support 
and promotion in any form of the disabled persons 
rights; 

• Voluntary partners: experts with experience in the field, 
for revising the elaborated materials, establishing con-
tacts and promoting the implementation of the project 
results. 

III.   THE PROGRAM STRUCTURE 

There are many languages to create hypertext (Macro-
media FLASH, Microsoft PowerPoint, Adobe PDF, Micro-
soft Compiled HTML Help …). 

The most popular way to share information is: 

• creating hypertext; 
• handling text, images, videos, …; 
• managing external documents (PDF, DOC, XLS, …); 
• having internal or external links (from one file to an-

other); 
• software-independent is using HTML (Hypertext 

Markup Language); it is the language of the Web sites, 
but is not designed to handle data-bases. 

To elaborate different queries an interface was created using 
Visual Basic language under Windows O.S. 

According with the Leonardo da Vinci project outline the 
electronic teaching material has to: 

• be structured in a triple matrix system (Environ-
ment/Element, Trade, Disability) (Fig. 1); 

• cover the complexity of the related trades; 
• facilitate the search of information either on the basis of 

a defined part of the environment and/or on the basis of 
a relevant trade and/or on the basis of disabilities. 

 

Fig. 1 The triple matrix system [3] 

In the triple matrix system there are 3 possible options: 

1. For a given disability, may be found different interre-
lated environments and professions that are involved 
in making those specific environments accessible. 

2. Given the profession/trades, different disabilities and 
environments can be found, if practically correlated. 

3. Given the environment, can be found the professions 
involved for solving the accessibility problems imposed 
by different disabilities. 

For example, a possible combination might be: what should 
be done by a plumber in a bathroom for a blind user. 
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This modularized structure should facilitate the complex 
overview of the environment as well as (decomposing the 
structure by trades and disabilities) providing separate com-
prehensive teaching material for vocational institutes. 

The allocation of modules is based on three macro  
categories: 

• Environment / Element (n1 = 26), represents the spac-
es where people with disabilities live, work, etc. or the 
equipment used for their daily activities (Table 1); 

• Trade (n2 = 14), the vocations to build the Environ-
ment/Element (bricklayer, building locksmith, uphol-
sterer, tiler, carpenter, electrician, gardener, joiner, 
cabinet maker, painter, paver, plasterer, plumber, sign 
writer, system integrator); 

• Disability (n3 = 4), the different types of impairments 
suffered by people with disabilities: motor (mobility, 
strength, dexterity), visual (blind, low vision), hearing, 
cognitive (Alzheimer, Down,…). 

Table 1 Environment / element [3] 

Environment Element 
1. Assistive technology (hoists, wheel-

chairs, etc.) 
2. Automation, smart buildings 
3. Communication, signage 
4. Doors, corridors and windows 
5. Elevators, lifts 
6. Handrails 
7. Lighting and visual impairments 
8. Ramps 
9. Safety in use, fire protection, evacua-

tion 
10. Stairs 

Generic elements 
(which do not de-
pend on the use of 
the space or are 
applicable in many 
space) 

11. Tactile and contrasting floor covering 
12. Sidewalks, trails and pathways 
13. Pedestrian crossings 
14. Kerb ramps 
15. Parking 
16. Public places, green areas 

Outdoor environment 

17. Public transport facilities 
18. Bath and WC 
19. Bed, living and hotel 
20. Classrooms (interactive communica-

tion), cinema, theatre, auditorium 
21. Dining, restaurants 
22. Historical buildings incl. archaeologi-

cal areas 
23. Kitchen 
24. Lobby, reception, public service (e.g. 

post office, bank) 
25. Offices, work places 

Indoor spaces 

26. Shops 

IV.   AWARD SOFTWARE APPLICATION 

The program is an interface to give the user a quick ac-
cess to the information request. 

The software interface automatically supports different 
national languages (English, Italian, Hungarian, Romanian 
and Slovenian). 

The first window shows general information regarding 
the project with the list of the European partners and their 
local coordinators (Fig. 2). 

 

Fig. 2 AWARD programs interface [3] 

The ‘triple matrix system’ (Fig. 3) enable one or more se-
lections from the lists (ENVIRONMENT / ELEMENT; 
TRADE; DISABILITY). 

 

Fig. 3 The triple matrix system [3] 
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Possible choices: 

1. User selects only one item from the ‘ENVIRONMENT 
/ ELEMENT’ list; 

2. User selects one item from the ‘ENVIRONMENT / 
ELEMENT’ list and one item from the ‘TRADE’ list; 

3. User selects one item from the ‘ENVIRONMENT / 
ELEMENT’ list and one item from ‘DISABILITY’ list; 

4. User selects one item from the ‘ENVIRONMENT / 
ELEMENT’ list, one item from the ‘TRADE’ list and 
one item from the ‘DISABILITY’ list (Fig. 4). 

 

Fig. 4 Selection of the items [3] 

Note 1: the software automatically shows only DISABILI-
TIES having information for selected TRADE. 
Note 2: it may be that there are multiple links to html files. 

Pressing the graphical button ‘Select’ in the lower win-
dow will result in one or more titles appearing; these are 
hyperlinks to the appropriate html files containing informa-
tion on how to solve problems regarding barriers to accessi-
bility for the ‘ENVIRONMENT / ELEMENT’ selected 
from the point of view of the selected ‘TRADE’ and for the 
specific ‘DISABILITY’. 
 

To facilitate the empathic approach video clips illustrate the 
problems which are not recognizable for „average people”. 
Clips illustrate the: 

• maneuvers of wheelchair users; 
• the use of tactile floor covering; 
• the visual environment as it is seen in case of: 
 

• low visual acuity; 
• gun barrel vision; 
• macular degeneration. 

V.   CONCLUSIONS 

Accessibility needs to put in practice a series of indica-
tors which would be a true social integration of the differ-
ences resulting in a strategy to change attitudes. This would 
be the responsibility of the national and local public authori-
ties and of the civil society as well. 

The AWARD program is meant to be used by people in-
volved in activities, of any kind and at any level, related to 
Accessibility and Universal Design. 

In the program, best practice examples, standard solu-
tions as well as unwanted (disappointing) examples of lack 
of concern and sloppiness are shown. 

The main advantage of the Award program consists in 
the vast material, which covers (with solutions) the most 
important parts of the BUILT ENVIRONMENT /  
DISABILITY / TRADE; mainly, given the environment, 
can be found the professions involved for solving the acces-
sibility problems imposed by different disabilities. 
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The Development of the ALPHA Rollator  

A. Abrudean 

Drive Medical, Bistrita, Romania  
 

Abstract— After a short presentation of the most important 
mobility aids, details about rollators are given and few repre-
sentative examples are described. The original design of  
ALPHA rollator is presented and the constructive and techno-
logical aspects are emphasized. The paper presents the devel-
oped prototypes and their advantages as well as the results of 
the experimental tests. 

Keywords—  Rollator, design, prototype. 

I.   INTRODUCTION  

People are unique amongst the members of the animal 
kingdom, succeeding in manipulating the environment to an 
extent never proven possible by any other living organism. 
Furthermore, we are the only species to ever develop two-
legged walking. Bipedalism, meaning two-legged walking, 
is one of the characteristics of the human species, freeing 
the arms, opening ‘the door’ for being able to handle with 
the surrounding world [1].  

For humans, maintaining the bipedal posture is thus 
essential for carrying out the everyday tasks in their homes, 
in the communities that they attend. Any deviation from 
normal walking and from the maintaining of the bipedal 
posture, which reduces the individual’s skills of interacting 
with the surrounding world is called mobility deficiency. 

Walking rehabilitation is an important step in the process 
of recovering and assisting mobility-deficient people. Both 
rehabilitation and assistance are performed by using the 
mobility equipment, which are devices designed to support 
walking or to improve people’s mobility [2]. 

There are various mobility equipment, starting from the 
mere walking stick to crutches, crutches combined with a 
forearm support, walking frames, manual or electrical 
trolleys, elevators and other similar devices [3]. 

In their turn, the walking frames can be of several types : 
mere fixed metal frames, which are the most stable for 
walking and which can be endowed with 3 or 4 supporting 
points, walking metal frames, combined metal frames with 
wheels upfront, and metal frames with wheels in all their 3 
or 4 supporting points, which are termed rollators, as well. 

Figure 1 presents a fixed metal frame with 4 supporting 
points. The 4-point walking frames are similar, except that 
they have knuckles, which enable the movement of the side 
frames.  

 

Fig. 1 Walking frame 

The rollators enable the most fluid walking, as the 
walking movement is replaced by the movement of rotation 
by means of the wheels that touch the rolling surface. Yet, 
the person who uses the rollator has to possess the ability of 
controlling both himself/herself and the walking rate. In 
addition, the using people are provided the possibility of 
coordinating the action of the rollator brakes to the walking 
movement, if need arises. Generally speaking, a rollator can 
be beneficial for a balance problem person [4]. Figure 2 
shows a few examples of rollators. 

 

 

Fig. 2 Various rollators 

This work here further focuses on this type of devices for 
mobility purposes. 

The engineering part that tackles with the study, the 
development and the manufacture of these devices is named 
rehabilitation engineering. 

II.   THE ANALYSIS OF SIMILAR PRODUCTS  

We will further review a few representative kinds of 
rollators now existing on the market [5]: 
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A.   Migo Rollator (Fig. 3) 

• A steel-framed standard rollator 
• Both indoor and outdoor utilizations  
• Double function brakes : braking and stopping 
• A very simple folding mechanism, with the handle 

within the seat 
• The continuous adjustment of the handles height 
• Weight (basket included) : 9.9 kg 
• Maximum loading : 130 kg 

 
Fig. 3 Migo Rollator 

B.   Let’s Go Rollator (Fig. 4) 

• An aluminum alloy-framed rollator  
• Indoor utilizations 
• Double function brakes : braking and stopping 
• Very simple folding ; the rollator remains in a standing 

position after folding 
• The continuous adjustment of the handles height 
• Weight (basket included) : 6.9 kg 
• Maximum loading : 100 kg 

 

Fig. 4 Let’s Go Rollator 

C.   Diamond Deluxe Rollator (Fig. 5) 

• Easy to change from a rollator into a transporting trolley 
• An aluminum alloy-framed rollator 
• Both indoor and outdoor utilizations 
• Double function brakes : braking and stopping 
• Very simple folding, by bringing together the side 

frames 
• The incremental adjustment of the handles height 
• Weight (feet support included) : 10.3 kg 
• Maximum loading : 130 kg 

 

Fig. 5 Diamond Deluxe Rollator   

III.   DESCRIPTION OF THE CONSTRUCTIVE VARIANT 

A.   The Selection of the Constructive Variant  

In selecting the constructive solution we took into 
account the requirements below, which we deemed to be 
prioritized by the potential customers when choosing a 
rollator: 

• An aluminum alloy-framed rollator 
• Both indoor and outdoor utilizations 
• Braking cables hidden inside the frame 
• The braking force – set up at the level of the wheel 
• A large support of the folding system for a better stability 
• A folding system with inter-blocking options in the 

open and closed positions 
• A handle incremental height adjustment by using a 

string system for the free play elimination 
• With an aim to have the least space occupied : the 

possibility of disassembling the front wheels and of 
folding the rear wheels jointly with part of the frame   

• The possibility of overcoming big obstacles when used 
outdoors  

• Weight : around 7 kg 
• Maximum loading : 130 kg 
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B.   The Design 

In defining the design I tried to approximate the new 
designing line of the Scandinavian rollators (Fig. 6 and Fig. 
7)), while taking into account the aforesaid requirements. 
For complying with the requirement related to the obstacle 
overcoming, I decided to use two sizes for the wheels, 
namely big wheels upfront (240 mm) and small wheels 
rearwards (200 mm), inspired from the construction of the 
Enduro motorcycles. 

 

  

     Fig. 6 Alpha Rollator – view 1        Fig. 7 Alpha Rollator – view 2  

The product is prepared in such a way as by changing 
some sizes of the metal elements to obtain a family of pro-
ducts, that is to say an equal wheeled rollator or a small 
sized rollator meant to children or to short people, for whom 
the lower limit of adjusting the handles position is too high. 

 
C.   Technological Issues 

Ever since the design phase I have taken into consi-
deration the technological issues regarding the product 
manufacture, so as to have the lowest possible 
manufacturing costs . Taking into account these aspects, the 
materials selected for manufacturing do not call for special 
requirements and the processing operations needed for the 
elements involve low technological costs. 

For the resistance frames I chose the aluminum alloy 
pipe, for the section thickness and form to be easy to 
manufacture and individualized at the same time. As for the 
plastic parts, the material was generally chosen after several 
simulations to various strength tests and material injection 
simulations, for any possible resistance problems that might 
subsequently come up to be removed ever since the design 
phase. Figure 8 sets out an example thereof. 

My idea was to extensively use the plastic parts, for 
processing and manufacturing costs purposes, however 
aiming at the fact that the injection moulds needed for their 
creation should have a most simple form, wherever 
possible, and also in order to join as many parts as possible 

for the injection moulds needed. For creating the seat I used 
non water-retaining textile materials with a reduced specific 
elongation. As for the shopping basket, I used a 
combination of full material and net for an appearance that 
be both pleasant and functional, in order to be folded more 
easily. 

 

 

Fig. 8 Simulation of a plastic element deformation 

D.   The Prototypes Creation 

An important step for the manufacture preparation is to 
make prototypes, in order to have a most accurate 
assessment of the future product. In this respect, for creating 
the plastic parts I used the rapid prototype method (Fig.9). 
The material used had properties similar to the material 
selected for the production, so that an 80 % testing could be 
performed in the end. Little form modifications were made 
as well, in order to be able to use aluminum alloy profiles 
that can be currently found on the market. 

The prototypes were of an utmost importance, in order to 
have a first market feed-back concerning the new product. 

 

 

Fig. 9 Prototype part 

With an aim of having an as ample assessment as 
possible I made two versions of rollators : the basic version 
with unequal wheels and the derived version with equal 
wheels (Fig. 10 and Fig. 11). 



8 A. Abrudean
 

  
 IFMBE Proceedings Vol. 36  

 

 

Fig. 10 The ALPHA prototype – the basic variant 

 

Fig. 11 The ALPHA prototype – the two versions 

E.   The Testing Operations 

For market placing purposes, the rollator has to comply 
with certain requirements and specific tests need to be 
carried out – the ones described in the ISO 11199-2:2005 
standard [6]. These ones include, amongst others, the 
dynamic test, which consists in applying a force equaling 80 
% of the maximum capacity on the handles. The number of 
cycles is 200,000 and the application frequency is 1 Hz. The 
latter test that I wish to specify is static and it consists in 
applying, for 5 seconds, a force equaling 120 % of the 
maximum capacity onto the handles raised in the maximum 
position, after which the plastic deformation should not 
exceed 1 % of the height with the handles raised in the 
maximum position. 

F.   Advantages 

• A new constructive solution that meets all the 
requirements set out at section A. 

• Simple manufacturing technologies, which lead to a low 
manufacturing cost. 

• The creation of three different models, with no need to 
alter the technological flow. 

• Easy mounting and demounting for storing or 
transporting purposes. 

• Given that the braking cables are hidden on the inside, 
the possibility of their being damaged or hooked during 
walking is eliminated, or else accidents may take  
place. 

 
G.   Originality Elements 

The product contains several original elements, the most 
important ones being the central plastic part, which 
comprises all the elements that link the other components, 
the solution for joining the frames with the plastic elements 
(the central part, the rear fork), with no visible exterior 
elements, a constructively very simple guiding system of 
the small bar, the braking force adjustment system and so 
forth. 

IV.   CONCLUSIONS 

The release into production of a new product supposes a 
detailed study both from the standpoint of the new 
constructive solution and from the viewpoint of the market 
response to that respective product.  

The market feedback after the prototypes display is of an 
utmost importance. 

The simulations made during the product designing pro-
cess bring forth the reduction of the remedial steps after the 
products creation for homologation testing purposes. 
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Abstract— Nanomedicine is a top developing domain. How-
ever, there are neither sound rules, nor a proper legislation 
that might regulate the ethics in this domain. Here we discuss 
the main topics pertaining to the ethics in nanomedicine at this 
time. From issues such as equity and discrimination, to pro-
found modifications of the human body, far beyond the limit of 
human and non-human, there are many ethical aspects that 
can give rise to conflicting opinions. 

Keywords—  ethics, nanomedicine, nanotechnology. 

I.   INTRODUCTION  

Developing technologies that combine several areas have 
been constantly growing in recent years. Technologies that 
use nanostructures, nanotechnologies, are about to revolu-
tionize the healthcare system in the near future. 

Nanostructures will be able to act at molecular levels un-
attainable until now, revolutionizing medical therapies 
and therapeutic protocols. Nanotechnology and research in 
this area have experienced an extremely quick development 
in recent years, enjoying a very generous grant. Nanotech-
nology was able to break through the existing barriers 
across multiple disciplines and to become a multidiscipli-
nary science which combines not only physical sciences, 
chemistry and engineering, but also molecular biology re-
search and other healthcare segments. 

II.   BACKGROUND 

In the next decades nanotechnologies will revolutionize 
the healthcare system and the practice of medicine. There 
are drug delivery nanoparticles already in use, testing or 
development, and they will make it possible for us to reach 
targets such as chemotherapy, nanowiring for brain activity 
monitoring, nanoscaffolds for neural tissue repair and nano-
fiber brain implants. [1] 

Nanomedicine refers to that side of the healthcare system 
that uses nanodrugs, which constitute a heterogeneous 
group of drugs that display, in general, unique properties, 
due to their nanoscale dimensions (nanometer to micron), 

many of these properties being fundamentally different 
from those of their macroscopic analogues.[2] 

We will examine the development of nanotechnology 
and debate on the ethical issues to be considered when de-
veloping prudent policies regarding nanotechnologies.[1] 
The specific ethical regulations regarding nanomedicine 
should take into account all the ethical issues pertaining to 
human dignity, such as privacy, non-discrimination, in-
formed consent, equity, etc. [3] 

III.   EQUITY AND NONDISCRIMINATION 

Ever since the idea came out, nanotechnology research 
has been enjoying an astounding development in many 
areas. The greatest progress and development was achieved 
by the pharmaceutical companies in drug delivery, domain 
which is already yielding significant results. Today, drug 
delivery covers over 78% of global sales in nanomedicine. 
At the moment, a new level of nanomedicine is in research, 
thanks to advances in pharmacogenetics and pharmacoge-
nomics: the drug delivery system research was specifically 
targeted, this thrusting into limelight the concept of person-
alized medicine. [2] All this research is being done by the 
greatest pharmaceutical companies worldwide. In 2006 an 
amount of over 12.4 billion USD was spent, globally, by 
corporations, governments and venture capitalists, with 13% 
more than the one spent in 2005 and the amounts are in-
creasing every year.[4] Specialists forecast that the nano-
technology pharmaceutical applications market will be 
around 18 billion dollars per year.[5] Even a cursory glance 
at the 2007 report will lead us to the conclusion that the US 
demand for nanomedical products will rise to over 53 bil-
lion US dollars in 2011 and to 110 billion in 2016.[6] Due 
to the fact that nanomedical products are extremely expen-
sive, as the investors have to cover their investments, the 
nanomedical products market is expanding only in devel-
oped countries like the USA or Western European Coun-
tries. In developing countries, like those from Eastern  
Europe, the governments and the people cannot afford the 
nanomedical products. Thus, the following question arises: 
how ethical is it to implement very expensive nanomedical 
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therapies for patients and medical systems? This situation is 
creating a gap between the state of the health care system in 
developed countries and that of the health care system in 
developing countries. Moreover, an increasing number of 
specialists are emigrating to Western European Countries to 
have access to new nanotechnologies in the medical care 
system. [7] This will ultimately lead to a lack of specialists 
in developing countries and to poor medical care and assis-
tance for the people who live there.  

In the short term, these new medical technologies will be 
out of reach for many people of lower socioeconomic status 
or for those in developing countries, because the price of the 
new products will be really high until the original patents on 
them expire and the respective generic products arrive on 
the market. However, in the future there is a possible sce-
nario where only the rich have access to novel treatments, 
while the poor are denied even the knowledge of their dis-
eases.[2] On the other hand, issues such as biopiracy, intel-
lectual property theft and greed of the multinationals have 
been proffered as reasons for the unavailability of essential 
drugs to the poorest and neediest people in the world. 
Moreover, the Western companies make efforts to keep the 
prices high by continually citing the need to reward the 
innovation as a justification for stronger patent laws; that 
makes them spend more on reformulating preexisting drugs 
than on innovations.[8]  

There is a fear regarding the future “nano-device” soci-
ety, the divide between the rich and the poor being likely to 
expand because of expensive nanomedical drug treatments 
and huge implants prices.[9] 

The massive investments in nanomedicine areas and the 
research and development in nanotechnology, as well as the 
lack of policy related to research funding and to educational 
programs have caused nanoethics to lag behind, and we 
should not have allowed this to happen.[10]  

IV.   TREATMENT VERSUS ENHANCEMENT 

The boundary between enhancement and therapy is ra-
ther relative, because both are based on the concept of the 
“normal”, which is also very relative. Consequently, the 
following question arises: when should the novel medical 
procedure or treatment be considered therapy and when 
should it be viewed as enhancement? An answer to this 
question is needed because the novel medical procedures, 
therapy and diagnosis methods can be used to enhance the 
human body or mind.[2] It is difficult even for the scientists 
to draw a clear-cut line between therapy and enhance-
ment.[11] On the other hand, Norm Daniels argues that any 
intervention designed to restore and preserve a species-
typical level of functioning for an individual should count 

as therapy [12] and the rest as enhancement, while Eric 
Juengst states that therapy is health related, aimed at pa-
thologies which compromise health, whilst enhancement 
aims at improvements which are not health related.[13]  

All the science fiction scenarios of today are getting 
closer and closer to reality due to the novel technology 
which is creating nanoscale devices that can be inserted into 
the human body for diagnosis, treatment or enhancement. 
Here comes the ethical problem regarding the distinction 
between therapy and enhancement. In the case of the inven-
tion of an artificial oxygen boost red blood cell – called 
respirocyte – which holds a reservoir of oxygen, the ques-
tion above will definitely arise.[14] These cells could help 
heart attack victims to survive and would allow their heart 
to continue breathing oxygen from these artificial cells until 
the emergency team can offer them proper medical  
treatment. But, at the same time, these cells could be used 
by an athlete to enhance his body and boost his perform-
ance.[15] How ethical and moral is it to use these cells for 
enhancement? 

As regards the nano-chip implants, there may also appear 
some ethical issues, such as hybrid humans, which will be 
on the interface of human and machine. Nano-chip brain 
implants may lead to the “Lego set mentality” [16] of 
“Nanomed-human beings”. There is also the ethical issue of 
affecting the human brain with these nanochip brain im-
plants which may go beyond the healing purpose and im-
pact on the preservation of human identity [9], this being 
one of the ethical principles pertaining to human dignity 
that we mentioned above.  

V.   TOXICITY AND BIOCOMPATIBILITY OF 
NANOSTRUCTURES 

The most highly developed sector of nanomedicine is the 
nanodrug delivery and therapy system, which uses a wide 
range of materials to deliver active agents to different parts 
of the human body. The behavior of nanomaterials is often 
unpredictable, because they may behave differently in vivo 
as compared to in vitro: nanoparticles can disintegrate into 
smaller particles that are toxic to the human body, or they 
may aggregate into larger particles as well.[17] Because of 
that, it is ethically desirable to design short- and long-term 
studies to determine whether nanomedicines really are more 
effective and safer for humans than conventional drugs. 
Nevertheless, when trying to run those trials, there may 
appear some other difficulties, such as problems with com-
prehension and with understanding as regards the informed 
consent, given the complexity of nanotechnologies. More-
over, the long-term effects of using nanomedicines still are, 
to this day, largely unknown.[2] 
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To ensure that the new drugs can be used safely by the 
people, nanomedicine companies should be required to 
conduct long-term studies on nanomedical products follow-
ing their introduction on the market: post-marketing surveil-
lance or Phase IV studies. But this type of studies is poorly 
practiced because they are not required by current laws. 
Although it is clear that new regulations should be intro-
duced, this is to be done with care, so as to prevent over-
regulating tendencies, because those would have a chilling 
effect on research, development, commercialization efforts 
and fair access of the public to nanomedicines.[18] 

VI.   INFORMED CONSENT 

Nanotechnology risks communication problems between 
the promoters of the study and the subjects participating in 
the research; therefore, conflicts with the public opinion are 
often a difficult challenge. Applicable laws and ethical rules 
require investigators to inform potential subjects or their 
legal representatives of the study’s objectives, of the proce-
dures to be performed, of the benefits, of the risks the par-
ticipants may be subject to during the study, of the alterna-
tives that they have, of the privacy protection that they are 
offered and of any additional information that the subject 
needs in order to decide whether or not to take part in the 
study.[19] The participants most often underestimate the 
risks to which they subject themselves by taking part in 
such a study, and are likely to overestimate the benefits.[20] 
During the study of nanomaterials, investigators must in-
form subjects of the possible existence of risks that may not 
be obvious at that particular time.[21]  

VII.   BOUNDARY BETWEEN LIVING AND NON-LIVING 

When we start using nanomaterials in medicine, some 
fundamental questions about human nature and human 
enhancement are bound to arise.[22]  One such question 
refers to how many implantable nanodevices it would take 
for a person to no longer be considered a human being.[2] 
Such questions spring to mind when one imagines futuristic 
scenarios about our nanomedical future: the “nanofuture”. 
The conventional boundary between living and non-living is 
blurred in these scenarios, because, due to the socio-
economic inequity, unfair competition and discriminations 
might raise some other ethical issues. We can consider, for 
instance, exactly who is eligible for enhancement and who 
is not. Should military people and athletes be considered 
morally eligible to have some parts of their bodies enhanced 
to increase their body performance, whilst other people 
should not?[2] 

VIII.   HYPERDIAGNOSIS AND HYPER THERAPY 

In a medical future where a single chip will be able to 
check every other second if there are some abnormalities in 
the body cells or fluids and in the blood flow, and also to 
detect any mutation on the gene level, there arises the ques-
tion of  what a disease actually implies. Is it enough to de-
tect an individual defective cell or a minor abnormal change 
in the blood chemistry to set up a diagnostic? In this con-
text, we have to reconsider what the syntagm “healthy per-
son” means and what the phrase “a person who has a dis-
ease” refers to, as well as how far, how deep to molecular 
level, we should go when establishing a diagnosis. This new 
kind of nanodevices, or nanochips (lab on a chip) which can 
detect almost any abnormality in the human body, from the 
blood chemistry to the ability to detect a single cancerous 
cell, cannot only diagnose current illnesses or diseases, but 
can also analyze the DNA for diseases that may appear in 
the future.[23] These nanochips can generate panic, in-
creased anxiety and fear about illness, being thus likely to 
cause psychosocial harm. What is more, these nanodevices, 
which are real repositories of medical information about the 
health status of any one of us, must not be accessible to 
insurance companies, because, if they are, the harm such 
devices may cause will outweigh their potential benefits.[2]  
Consequently, inevitable ethical issues arise, issues con-
cerning the patient’s right to know, right not to know and 
duty to know, which are inherent to the principle of auton-
omy.[24] On the other hand, nanochip implants which 
monitor a person’s health raise serious privacy concerns, for 
instance in what regards those who monitor the information 
from the chip, those who have access to all this information, 
and whether or not these chips may be used for other pur-
poses than the medical ones, purposes such as enhancement, 
for example.[25] Nanomedicine aims to provide all the 
relevant medical information regarding the patient, includ-
ing the prevision of malignant tumors for example, by 
means of this “lab-on-a-chip”, which is able not only to read 
the human genetic code, but also to issue forecasts about the 
medical future of the patient.[16]  

IX.   RESPONSIBILITY 

In the nanomedical era, fast diagnoses and speedy treat-
ment possibilities will be common. What if this leads to 
mistaken diagnoses and inappropriate treatment for diseases 
that, maybe, do not actually exist in a certain patient’s case? 
How far should we trust the new discoveries in nanomedi-
cine? What if there appear on the market instruments for a 
nanomedical entire body scan that may provide diagnostics 
and treatment, but which could be bought by people as 
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easily as the blood pressure measure instruments used to-
day? The problem is that people will avoid going to the 
doctor if they are able to buy “their personal nanomedical 
doctor”, due to the fear and high costs of medical assistance 
and treatment, and of medical insurance. [2] 

There is also the question regarding the doctors’ respon-
sibility, which might be shifting away from the doctors to 
the patients, as the medicine of the future will be minimally 
invasive and will increase the patients’ autonomy by reduc-
ing the amount of personal interaction.[25] 

X.   CONCLUSION 

As Ferrari et. al. conclude, we should not take our con-
cerns to the extreme by over-analyzing nanomedicine ethi-
cal issues: “the greatest risk in nanomedicine may well be in 
letting our concerns paralyze our action and not taking ad-
vantage of the full, revolutionary potential that nanotech-
nology in medicine can offer humankind” [26]. 

The future innovations in nanomedicine should be ana-
lyzed from an ethical, political and social point of view. The 
most important thing for a proactive analysis of the new 
nanotechnologies is to make sure that the proper authorities 
discover and debate, from as early as the project phase, the 
ethical issues that can appear. In order for this to become 
reality, a very tight collaboration is required between those 
who are developing the novel nanotechnologies and the 
ethics specialists. This is the only way to ensure that the 
nanomedical technologies will get the ethical and social 
acceptance of the people. [27] 
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Abstract— Vitreo-retinal surgery techniques have signifi-
cantly improved over time and increased the success rates in 
the surgery of Rhegmatogenous Retinal Detachment (RRD). 
The purpose of this study is to evaluate the results of the pri-
mary vitrectomy for RRD. We have conducted a retrospective 
study on all the RRD cases that we have operated on by pars 
plana vitrectomy between October 2009 – October 2010 (70 
cases). The description of the surgical techniques concerns the 
vitrectomy itself and the associated maneuvers: drainage of the 
subretinal fluid, retinopexy (endolaser/exocryo), internal tam-
ponade. The peroperative complications are presented and the 
results are evaluated 3 months after surgery as: success, simple 
recurrence, Proliferative Vitreo-Retinopathy (PVR), Cystoid 
Macular Edema (CME). All the posterior vitrectomies have 
been performed with the Accurus machine (Alcon). We used 
the 20 gauge system and a high speed vitrectomy probe (2500 
cuts/minute). The vitrectomy has been as complete as possible 
in all situations, up to the vitreous base. The subretinal fluid 
has been drained by PerFluoroCarbon Liquids (PFCL) injec-
tion in 65 cases (92.85%) or by fluid/air exchange in the re-
maining 5 cases (7.14%). The retinopexy has been  performed 
with a cryoprobe in 46 cases (65.71%) and with the endolaser 
fiber in 24 cases (34.28%). The endolaser cerclage has been 
associated in 26 cases (37.14%) and we used the silicone oil for 
the internal tamponade in all the situations. We have acciden-
tally injured the retina in 5 cases (7.14%) and touched the lens 
in 4 cases (5.71%). Success has been achieved in 58 cases 
(82.85%), simple recurrence has been identified in 8 cases 
(11.42%), PVR in 3 cases (4.28%), CME in one case (1.42%). 
The technical advances are emphasized (high-speed cutting 
rate, 3D system), with implications in the surgery of RRD. The 
modern vitrectomy techniques have proven their efficacy in 
the treatment of RRD. 

Keywords— vitreo-retinal surgery, rhegmatogenous retinal 
detachment. 

I.   INTRODUCTION  

About 100 years ago, Rhegmatogenous Retinal Detach-
ment (RRD) was essentially untreatable, with an estimated 
success rate of 1 in 1000 [1].  

The purpose of the treatment in RRD is to reattach the 
retina and maintain it attached. The means to achieve this 

goal vary according to the type of detachment and the ex-
perience of the surgeon. As the surgeons became more  
familiar with vitrectomies in resolving cases of vitreous 
pathology and complex retinal detachments, the advantages 
of an internal approach (vitreous cavity) could also be use-
ful for simpler cases [2].  

Vitreo-retinal surgery techniques have significantly im-
proved over time and increased the success rates in the 
surgery of RRD, as compared to the traditional methods. 
Lately, the vitrectomy techniques have became the indica-
tion of choice in RRD for most surgeons, as the cause of the 
disease is addressed directly: in the vitreous cavity [3]. 

II.   PURPOSE 

The purpose of this study is to emphasize the major im-
pact of the innovative technologies in vitreo-retinal surgery 
for RRD, as revealed by our personal experience.    

III.   METHOD 

We have conducted a retrospective study on all the RRD 
cases that we have operated on by pars plana vitrectomy 
between October 2009 – October 2010.  

The following parameters are analyzed: the lens status 
(phakic – the natural lens present, pseudophakic – artificial 
lens, aphakic – the absence of any lens), the retinal detach-
ment extent (number of detached quadrants), number of 
retinal tears, size of the worst tear, aggravating conditions 
(choroidal detachment, hypotony, vitreous hemorrhage), 
PVR stage (0, A, B, C1). Grade A is limited to the presence 
of vitreous cells or haze. Grade B is defined by the presence 
of rolled or irregular edges of a tear or inner retinal surface 
wrinkling, denoting subclinical contraction. Grade C is rec-
ognized by the presence of preretinal or subretinal mem-
branes. Grade C is further delineated as being anterior to the 
equator (grade C1) or posterior to the equator (grade C2) [4].  

The description of the surgical techniques concerns the 
vitrectomy itself and the associated maneuvers: drainage of 
the subretinal fluid, retinopexy (endolaser/cryopexy), choice 
of the internal tamponade.  
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The peroperative complications are presented and the re-
sults are evaluated 3 months after surgery, as follows: suc-
cess, simple recurrence, Proliferative Vitreo-Retinopathy 
(PVR), Cystoid Macular Edema (CME). 

IV.   RESULTS 

Between October 2009 – October 2010, we have per-
formed the primary vitrectomies  in 70 RRD cases.  

In 42 cases (60%) the patients were phakic, in 25 cases 
(35.71%) they were pseudophakic and in the remaining 3 
cases (4.28%) they were aphakic.  

The extent of the RRD is illustrated in table 1. 

Table 1 Extent of RRD 

RRD extent (quadrants) Number of 
cases 

% 

1 10 14.28 

2 22 31.42 

3 25 35.71 

4 13 18.57 

  
The retinal detachment has been caused by a single tear 

in 55 cases (78.57%), while multiple retinal tears have been 
identified in 15 cases (21.42%). The data regarding the size 
of the worse retinal tear are presented in table 2 and the 
PVR classification – in table 3. 

Table 2 Size of the worse retinal tear 

Size of the worse retinal tear Number of 
cases 

% 

Hole 10 14.28 

Normal 45 64.28 

Large 12 17.14 

Giant  3   4.28 

 
A hole is a round defect in all the retinal layers, with a 

diameter of no more than 1- 2 mm. A normal retinal tear is 
larger than a hole, but smaller than 90 degrees. The dimen-
sion of a large retinal tear is comprised between 90 – 180 
degrees and a giant retinal tear is defined by a more than 
180 degrees size. 

Table 3 PVR classification 

PVR stage Number of 
cases 

% 

0 0 0 

A 44 62.85 

B 18 25.71 

C1 8 11.42 

The PVR develops as a complication of the RRD and is 
the biggest obstacle to successful retinal reattachment sur-
gery. The name is derived from proliferation (of the pig-
ment epithelial and glial cells) and vitreo-retinopathy (to 
include the involved tissues: the vitreous humour and the 
retina). The factor that causes the PVR is the retinal tear. 
The pigment epithelial cells get into contact with the  
vitreous cavity through the tear and initiate a fibrous prolif-
eration that makes the retina rigid, immobile and less com-
pliant [4]. Therefore, the RRD has to be operated as soon as 
possible, before the PVR becomes advanced (stage C).  

Vitreous hemorrhage has been associated in 16 cases 
(22.85%). 

The posterior vitrectomy has been performed in all cases 
with the Accurus machine (Alcon), which works with a 
Venturi pump. We used the 20 gauge system and a high 
speed vitrectomy probe (2500 cuts/minute). The vitrectomy 
has  been as complete as possible in all situations, up to the 
vitreous base. We did not associated the Internal Limiting 
Membrane (ILM) peeling and we did not perform retinoto-
mies for the subretinal fluid drainage. It has been drained by 
the injection of PerFluoroCarbon Liquids (PFCL) in 65 
cases (92.85%) or by fluid/air exchange in the remaining 5 
cases (7.14%).  

The retinopexy has been performed externally (with a 
cryoprobe) in 46 cases (65.71%) and internally (with the 
endolaser fiber) in 24 cases (34.28%). The endolaser cer-
clage has been associated in 26 cases (37.14%) and we used 
the  silicone oil for the internal tamponade in all the  
situations.  

Regarding the per-operative complications, we have ac-
cidentally injured the retina in 5 cases (7.14%) and touched 
the lens in 4 cases (5.71%). 

The 3 months results are illustrated in table 4. 

Table 4 The 3 months results 

The 3 months result Number of 
cases 

% 

Success 58 82.85 

Simple recurrence 8 11.42 

PVR 3   4.28 

CME 1   1.42 

V.   DISCUSSION 

Over the past 10 years, vitrectomy techniques have un-
dergone a revolution, as a result of a rather intuitive than  
science-based approach [5]. High-speed cut rates and the 3D 
technology (dual dynamic) have created the optimal condi-
tions for the surgeons to perform with maximum efficiency 
[5]. These progresses have been validated particularly in the 
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RRD surgery, where the vitrectomy needs to be as complete 
as possible, in an eye with a detached, mobile retina. 

Posterior vitrectomy has obvious advantages in rhegma-
togenous retinal detachment surgery over the ab externo 
techniques: it allows the complete evaluation and removal 
of the vitreous base (fig. 1) and the identification of all the 
retinal breaks; it removes the media opacities (fig. 2); the 
subretinal fluid is drained under direct control; endolaser 
retinopexy is made possible and the eye refraction is not 
modified after surgery [2, 6].  

 

 

Fig. 1 Evaluation and removal of the vitreous base 

The base is the most peripheral part of the vitreous and 
plays an important part in the pathogenesis of the RRD.  
Fig. 1 demonstrates how the vitrectomy probe removes the 
vitreous base from the surface of the retina, while the assis-
tant indents the eye wall. 

 

Fig. 2 Removal of the vitreous opacities 

Fig. 2 illustrates the intraoperative aspect of the vitreous 
cavity and of the retina. The vitrectomy probe “cleans” the 
vitreous cavity, allowing the retina to reattach during the 
subsequent phases of the surgery. 

During vitrectomy, we work in a complex environment, 
containing substances with varying viscosity and density: 
vitreous, blood, saline, attached and detached retina [1, 5]. 

The flow is dependent on the density of the aspirated ma-
terial and the cutting rate. The peristaltic pump with con-
stant pedal depression decreases the gradient of pressure 
when aspirating less viscous material with the same flow. 
The Venturi pump of the Accurus machine does not allow 
the direct control of flow. This is the time when the high-
speed cutting rate intervenes: it reduces the difference in 
aspiration flow due to fluid viscosity, thus enhancing the 
safety of the Venturi pump. Using the high-speed cutters, 
these tissues can be managed without worrying about the 
sudden increase in the aspirating flow that occurs when 
aspirating saline after a dense material. High-speed cutting 
reduces the trans-orifice pressure variation that occurs with 
each port open/close cycle. As a result, surgically induced 
retinal motion decreases, which is particularly important in 
retinal detachment surgery, as it significantly reduces the 
risk of iatrogenic retinal tears. High cutting rates result in a 
decreased flow per port-opening cycle, less fluctuation in 
pressure, and a greater fluidic stability. At the same flow 
rate, high-speed cutting reduces iatrogenic tractions and 
increases vitreous chamber stability, allowing the surgeon to 
approach the retina safely and closely, which is crucial in 
retinal detachment surgery [1, 2, 5]. 

Before high-speed cutting was available, surgeons were 
forced to use a lot of heavier- than- water liquids (per-
fluorocarbon liquids - PFCL) in many cases of primary 
vitrectomy for retinal detachment to overcome the motion 
of the peripheral retina while trying to remove the vitreous. 
In our series, we have used PFCL to stabilize the retina 
during vitrectomy in 7 of the 70 cases (10%) , where the 
retina was very bullous and totally detached. Taking into 
account the high cost of these substances, reducing the ex-
penses of surgery is another important advantage of the 
high-speed cutting rate. 

The 3D technology enables the surgeon to control all pa-
rameters by using the foot pedal. The surgeon is also more 
independent with this technology, because it is no longer 
necessary to ask a nurse to change the parameters. Cutting 
and vacuum are interchangeable parameters that control 
flow which drives vitreous movement, and our ability to 
control that flow gives us precision. Apparently, the third 
dimension of 3D control is flow. It is safer to start with 
high-speed cutting and lower vacuum. With this parameter 
setting, we have less flow during surgery. This is safer in  
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two conditions: when we first enter the eye and when we 
start working close to the retina. When doing high-speed 
cutting and the vitreous flow in the port is low, or the vitrec-
tomy is taking too long, stepping on the pedal increases 
vacuum while decreases the cut rate. This adjustment will 
give us more flow, so that the removal of the vitreous is 
faster. Two major advantages emerge from this interplay 
between high- and low-speed cutting: faster and safer  
surgery [7].  

In vitrectomies for RRD, we used high cutting rates and 
low vacuum when working close to the retina, while when 
in the mid vitreous (away from the retina), we increased the 
vacuum and simultaneously decreased the cutting rate, by 
stepping on the pedal.  

Why is the flow low with high cutting rates? The expla-
nation is given by the so-called aperture limited flow con-
cept: with a high cutting rate, the port is open for a shorter 
period of time. Basically, this means that at higher cutting 
rates, the length of time the port remains open is shorter 
than the time it is at lower cutting rates. This provides a 
second control of the flow. We can adjust the vacuum, 
which obviously affects flow, and we can also control the 
length of time that the cutting port is actually open. Thanks 
to the 3D technology, we were able to concentrate on the 
patient’s eye rather than on gauges and settings [5]. 

As postulated by Jules Gonin, the retinopexy is 
mandatory for retinal reattachment. During vitrectomy, this 
can be achieved either by exocryo (fig. 3) or by endolaser 
(fig. 4).  

 

 

Fig. 3 Retinopexy of a retinal tear with exocryo 

The application of the cryoprobe on the eye wall at the 
level of the retinal tear is followed by the retinal whitening 
at its site. The effect will be the creation of an adherent 
chorio-retinal scar that guarantees the healing of the retinal 
tear (fig. 3) 

The goal of the endolaser retinopexy is to surround the 
retinal tear with 2 – 3 rows of endolaser impacts. The effect 
will be the same as after cryopexy: the healing of the retinal 
tear (fig. 4). 

 

Fig. 4 Retinopexy of a retinal tear with endolaser 

Debate continues about the advantages and disadvantages 
of each technique. On our series, cryo has been used more 
often: 46 cases (65.71%), because of the peripheral location 
of the retinal tear and easier access to it. Cryotherapy causes 
dispersion of the retinal pigment epithelial cells (promoters 
for PVR) and breakdown of the blood-retinal barrier. There-
fore, after cryo is applied, the pigmented epithelial cells 
have to be removed from the vitreous cavity by vitrectomy. 
Cases of CME have been reported before the “vitrectomy 
era” after cryotherapy [8], but this association is not neces-
sarily causative, given the fact that macular pathology also 
occurs following posterior vitreous detachment without 
tears [2]. We report one case of CME among the 46 patients 
treated by cryo.  

Many studies have examined the risk factors for PVR 
development with contradictory results [9, 10, 11]. The 3 
cases of postoperative PVR on our series were identified in 
the cryo patients. Our small number of cases cannot sustain 
the idea that cryo is the cause of all the above mentioned 
conditions. In the literature there is no strong evidence that 
the use of cryo produces inferior results to laser photoco-
agulation, their selection being a matter of surgeon prefer-
ence [1,2]. However, the effect of endolaser retinopexy is 
faster than the one of cryo: it creates an almost instant adhe-
sion, although this is not up to full strength for about 10 
days [1]. Lately, we have started to use more frequently the 
endolaser retinopexy, as we became more familiar with the 
indentation techniques (required for the endolaser 
retinopexy), making the identification and visualization of 
the tear easier. 



Innovative Technologies in Vitreo-Retinal Surgery for Rhegmatogenous Retinal Detachment 17
 

  
 IFMBE Proceedings Vol. 36  

 

Basically, two types of silicon oil have been injected, ac-
cording to the viscosity: the low viscosity silicon oil (1000 
cs or 1300 cs) and the high viscosity one (5000 cs or 5500 
cs). The tamponade efficacy is similar for the two types of 
silicon oil, but the high viscosity oil has a lower tendency to 
emulsification, which is the reason why we selected it when 
we anticipated the need for a longer tamponade. 

The elevated viscosity of the silicon oil requires higher 
infusion pressures as compared to other liquids. According 
to the  Poiseuille’s law: 

4

8

r

LQ
P

π
μ=Δ

                                      
(1) 

where: ∆P= pressure drop, μ=viscosity, L=length of the 
tube, Q=rate of the volumetric flow, r = radius of the tube. 
In other words: Q (the flow in a tube) is directly 
proportional with the 4th power of the radius and inversly 
proportional with the length of the tube. Therefore, the 
silicon oil needs to be injected through short, high diameter 
and relatively rigid tubes [1].  

There are three modalities to inject the silicon oil in the 
eye: exchange with fluid (saline or BSS), exchange with air,  
exchange with heavier- than- water liquid. 

In the first variant, simultaneously with silicon oil infusion, 
the retina is flattened by the internal aspiration of the 
subretinal fluid. As the specific gravity of the oil is subunitary, 
it settles above the saline. The extrusion needle is placed in the 
fluid phase (vitreous cavity and through the retinal break) 
which is passively/actively evacuated. If the drainage is active, 
the negative pressure can occur at the tip of the extrusion 
needle (silicon oil infusion rate laggs), with the risk of collapse 
and retinal incarceration in the extrusion needle [1].  

The heavier than water fluid/silicon exchange is similar 
with the water/silicon exchange, except that the retina is 
already flattened (it is no need to remove the subretinal 
fluid) [1].  

In the third variant, initially, the retina is flattened by 
fluid/air exchange and by the internal drainage of the 
subretinal fluid. The next step is the laser retinopexy (in the 
air-filled eye), followed by the silicon oil injection, whereas 
the air exits through the sclerotomy. The silicon oil 
continues to be injected up to the sclerotomies (in the 
phakic and pseudophakic eyes) or iris plane (in the aphakic 
eyes) [1].  

We preferred in all situations the second variant, as it 
proved safer in our hands, even if it takes a supplementary 
step: the exchange of fluid with air. 

A so called „sandwich” technique can be used if the tears 
are located in the middle part of the retina: the heavier than 
water fluid is injected up to the posterior margin of the tear, 
then the fluid/air or fluid/silicon oil exchange is performed, 
concomitently with the subretinal fluid drainage through the 

tear, until the retina is flattened and then the exchange is 
continued [1]. We have used this technique in 5 cases, with 
a very good intra- and postoperative outcome. This method 
decreases the risk for subretinal migration of the heavier 
than water fluid (giant retinal tears) and the volume of fluid 
needed. 

As the silicon oil has a subunitary specific gravity, it 
floats and in the aphakic eyes it blocks the pupil and 
occupies the anterior chamber. Therefore, in all the silicon 
oil filled aphakic eyes, we performed a periferal iridectomy. 
It needs to be infero-nasal and relatively large. In the saline 
filled eye, we used the vitreo-cutter which has been set on 
aspiration only, placed it behind the iris and then set a very 
low cutting rate (100 – 300 cuts/minute).  

The superficial tension of the silicon oil relatively to 
water is much lower than the one of gas relatively to water. 
As consequence, the silicon oil passes much more easily 
through retinal breaks under traction as compared with gas. 
Therefore, before injecting the silicon oil, we must be sure 
that there are no longer tractions at the level of the retinal 
break (s).  

The simple recurrence situations (8 cases) have been  
reoperated by the same technique and all of them had a 
good anatomical outcome: the retina reattached. The causes 
of the recurrences have been represented by the incomplete 
removel of the vitreous base in phakic eyes. Given the fact 
that the lens prevented us from a complete vitreous base 
dissection, we have performed the lens extraction followed 
by the completion of vitrectomy. 

The main factor that prevented the final retinal 
reattachment has been  the PVR, which is directly related to 
the duration of the retinal detachment and the size of the 
retinal tear on our series. All the 3 cases that developed 
PVR postoperatively had a longer than 2 months duration 
and big retinal tears. 

Ultimately, the therapeutical option in RRD is up to the 
surgeon, according to the ideology, personal experience, 
intuition and equipment.  

The surgeon must have experience in vitreo-retinal 
surgery, understand the physical and optical properties of 
the substances that are used as tamponade during and after 
surgery and must be capable to control the intra- and 
postoperative complications.  

VI.   CONCLUSIONS  

1. Posterior vitrectomy has proven its efficiency in the 
treatment of the Rhegmatogenous Retinal Detachment on 
our series: after one surgery, the attachment rate has been 
82.85%. After the second surgery, it has increased to 
92.84%. 
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2. Proliferative Vitreo-Retinopathy has been the factor 
that prevented the final retinal reattachment, being related to 
the duration of the retinal detachment and the big size of the 
retinal tear: 3 cases – 1.42%. 

3. The impressive progress in vitreo-retinal surgery tech-
niques over the past 10 years has allowed us a much safer, 
faster and more physiological approach in the surgery for 
rhegmatogenous retinal detachment.  
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Abstract— The combination of the physical and chemical 
properties of the PerFluoroCarbon Liquids (PFCL) has 
propeled their clinical use not only for the repair of the 
complex retinal detachments, but also for a range of 
intraocular surgical maneuvres. The purpose of this study is to 
outline the status of the use of PFCL in vitreo-retinal surgery, 
as it emerges from our personal clinical experience. We have 
used the PFCL in 82 vitrectomies over a one-year time period 
(October 2009 – October 2010). The PFCL were  injected into 
the vitreous cavity in patients with the following conditions: 
rhegmatogenous retinal detachment (RRD), tractional retinal 
detachment (TRD), combined retinal detachment (rhegmato-
genous and tractional) and severe proliferative diabetic reti-
nopathy (PDR). In the RRD group (65 cases), success has been 
achieved in 55 cases (84.61%), simple recurrence has been 
identified in 6 cases (9.23%), Proliferative VitreoRetinopathy – 
in 3 cases (4.61%) and Cystoid Macular Edema – in 1 case 
(1.53%). The remaining 17 cases in which PFCL have been 
used (20.71%) were all caused by diabetes. In the severe PDR 
subgroup, the disease has been stabilized in all the 3 cases. In 
the TRD subgroup, success has been obtained in all the 4 cases 
(retinal reattachment),  whereas in the combined retinal de-
tachment subgroup (RRD+TRD) the retina has reattached in 8 
cases (80%) and maintained detached in 2 cases (20%) after 
surgery. PFCL have proved their efficacy in vitreo-retinal 
surgery. 

Keywords— vitreo-retinal surgery, PFCL. 

I.   INTRODUCTION  

The PerFluoroCarbon Liquids (PFCL) have initially been 
developed as blood substitutes, given to their high ability to 
transport oxygen and  their biological inaction [1]. The first 
experimental studies with PFCL in ophthalmology investi-
gated their value as vitreous substitutes in healing the infe-
rior retinal breaks induced  in rabbits [2,3]. Chang et al. 
have studied, for the first time, the PFCL in humans [1]. 
The combination of the physical and chemical properties 
(transparency, high specific gravity, imiscibility with water) 
has propeled the clinical use of these liquids not only for the 
repair of the complex retinal detachments, but also for a 
range of intraocular surgical maneuvres [4].  

II.   PURPOSE 

The purpose of this study is to outline the status of the 
PFCL in vitreo-retinal surgery, as it emerges from our 
personal clinical experience. 

III.   METHOD 

We have retrospectively included in this study all the 
cases in which PFCL have been used during the posterior 
vitrectomy: Rhegmatogenous Retinal Detachment (RRD), 
Tractional Retinal Detachment (TRD), combined rhegmato-
genous and tractional retinal detachment (RRG+TRD) and 
Proliferative Diabetic Retinopathy (PDR). 

The following parameters are analyzed: the clinical con-
dition that required the PFCL use, the technical peculiarities 
imposed by each type of disease, the intra- and postopera-
tive complications related to PFCL. 

In the retinal detachment groups (rhegmatogenous, trac-
tional or combined), the 3 months results are defined as: 
success, simple recurrence, Proliferative Vitreo-Retinopathy 
(PVR) and Cystoid Macular Edema (CME). 

In the PDR group, the 3 months results are defined as the 
stabilization or progression of the disease. 

The significant progress related to the PFCL use is  
emphasized.  

IV.   RESULTS 

We have used the PFCL in 82 vitrectomies for  a one-
year period of time (October 2009 – October 2010). The 
PFCL have been injected in the vitreous cavity in the fol-
lowing conditions: rhegmatogenous retinal detachment 
(RRD), tractional retinal detachment (TRD), combined 
retinal detachment (rhegmatogenous and tractional) and 
severe proliferative diabetic retinopathy (PDR).  

Case distribution according to the clinical condition that 
required the PFCL use is illustrated in table 1. 

All the posterior vitrectomies have been performed with 
the Accurus machine (Alcon), we used the 20 gauge system 
and a high speed vitrectomy probe (2500 cuts/minute).  
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Table 1 Clinical conditions that required PFCL use 

The clinical condition Number of 
the cases 

% 

RRD 65 79.26 

TRD  4  4.87 

RRD + TRD 10 12.19 

Severe PDR   3  3.65 

 
The rhegmatogenous retinal detachment has been caused 

by a single tear in 50 cases (76.92%), while multiple retinal 
tears have been identified in 15 cases (23.07%). The data 
regarding the size of the worse retinal tear are presented in 
table 2. 

A hole is a round defect in all the retinal layers, with a 
diameter of no more than 1- 2 mm. A normal retinal tear is 
larger than a hole, but smaller than 90 degrees. The dimen-
sion of a large retinal tear is comprised between 90 – 180 
degrees and a giant retinal tear is defined by a more than 
180 degrees size. 

Table 2 Size of the worse retinal tear 

Size of the worse retinal tear Number of 
the  cases 

% 

Hole 10 15.38 

Normal 42 64.61 

Large 10 15.38 

Giant  3   4.61 

 
The vitrectomy has been as complete as possible in all 

situations and we did not associate the Internal Limiting 
Membrane (ILM) peeling.  

The retinopexy has been performed externally (with a 
cryoprobe) in 45 cases (69.23%) and internally (with the 
endolaser fiber) in 20 cases (30.76%). The endolaser cerclage 
has been associated in 26 cases (40%) and we used the sili-
cone oil for the internal tamponade in all the situations.  

In one case the PFCL has migrated under the retina, but it 
has been extracted easily. We recorded no postoperative 
complication related to PFCL. 

The anatomical 3 months results are illustrated in table 3. 

Table 3 The 3 months results in the RRD cases 

The 3 months result Number of 
cases 

% 

Success 55 84.61 

Simple recurrence 6  9.23 

PVR 3  4.61 

CME 1  1.53 

The remaining 17 cases in which PFCL have been used 
(20.71%) were all caused by diabetes. In the severe PDR 
subgroup, the disease has been stabilized in all the 3 cases. 
In the TRD subgroup, success has been obtained in all the 4 
cases (retinal reattachment), in the combined retinal de-
tachment subgroup (RRD+TRD) the retina has reattached in 
8 cases (80%) and maintained detached in 2 cases (20%) 
after surgery. 

V.   DISCUSSION 

PFCL are completely fluorinated synthetic analogs  of 
the carbohydrates, containing carbon-fluor bonds. In the 
saturated PFCL, the stability of the carbon-fluor bond 
makes the liquid biologically inactive and stable at 
temperatures of 400 – 500 °C. They are colourless, odorless, 
have high density (specific gravity 1.6 – 2.1) and low 
viscosity (2 – 3 cs at 25°C) [1].  

The most common indication for the use of the PFCL on 
our series has been represented by the rhegmatogenous 
retinal detachment (RRD) without proliferative vitreo-
retinopathy (PVR): 65 cases (79.26%). The purpose was to 
drain the subretinal fluid, allowing the further retinopexy 
and internal tamponade.The high specific gravity as 
compared to water allows the hydrokinetic manipulation of 
the detached retina, by displacing the subretinal fluid 
anteriorly, through the periferal retinal breaks. Thus, the 
posterior retinotomies for drainage become useless.This 
property also permits them to flatten the detached retina 
delicately and uniformly. The PFCL have been injected in 
the vitreous cavity after the complete vitrectomy in 58 cases 
(89.23%). In the remaining 7 cases (10.76%), the injection 
of PFCL has been performed earlier during surgery, in order 
to stabilize a very mobile and bullous retina. In this latter 
situation, the vitrectomy has been continued toward the 
perifery and then the PFCL injection has been completed. 
The rationale of PFCL injection in RRD is to push the 
subretinal fluid toward the periferal break, thus eliminating 
it through it and flattening the retina. Besides this effect, the 
PFCL helps in identifying occult breaks: the flattening 
posterior force displaces the subretinal fluid through the 
periferal break and a line appears at the mixture of two 
different liquids [1]. 

In the RRD provoqued by big tears, located in the middle 
part of the retina, we used the so called „sandwich” 
technique: the PFCL is injected up to the posterior margin 
of the tear, then the fluid/air exchange is performed, 
concomitently with the subretinal fluid drainage through the 
tear, until the retina is flattened and then the exchange is 
continued [1]. We”ve used this technique in 5 cases, with a 
very good intra- and postoperative outcome. This method 
decreases the risk for subretinal migration of the heavier 
than water fluid and the volume of PFCL needed. 
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A subtype of retinal detachment that has benefited 
substantially from the PFCL use is the one provoqed by a 
giant retinal tear (180 degrees or more). Before the PFCL 
era, the repair of giant retinal tears with vitrectomy required  
turning the patient in the prone position during surgery, 
allowing to a gas bubble, as it was progressively injected 
into the eye, to unfold the inverted retinal flap of the giant 
tear. The PFCL bring a major improvement, permitting the 
retinal flap to be inverted with the patient in the normal 
supine position. The significant advantages of this approach 
include the gentle manipulaiton of the tear and the 
possibility to treat it (retinopexy) with the retina in the 
proper position, reducing the risk of retinal pigment 
epithelial dispersion. After the PFCL have been introduced 
in the clinical practice, the success rate in retinal 
detachment with giant retinal tear has improved 
considerably (more than 90% reattachments ) [1]. On our 
series, we had only three cases of retinal detachment with 
superior giant retinal tear (180 degrees) and they all had a 
favorable outcome after posterior vitrectomy with PFCL 
use. It was no need for lens removal and scleral buckle. 

Before the PFCL/air exchange, care must be taken in 
order to remove all the anterior subretinal fluid, as it may 
result in the slippage of the tear. If this occurs, the PFCL is 
reinjected after the air is replaced with saline. Then the 
PFCL/silicone oil exchange is performed directly via an 
automated infusion system. Slippage of the retina is 
prevented by the mechanical advantage of oil over gas. As a 
relatively incompressible liquid, the incoming oil meniscus 
engages the edge of the tear as the PFCL is removed. None 
of the two giant retinal tear cases on our series have  
complicated with retinal slippage. 

The significant tamponade force of PFCL is 
approximately 6 times higher than that of the fluorosilicon 
oil and therefore, it has been attributed the role of a „third 
hand” stabilizing the retina during peeling and membrane 
delamination [1,5]. This property has been validated on our 
cases that implied membrane dissection: TRD, tractional 
and rhegmatogenous retinal detachment and PDR (20.74%). 
All these situations were the consequence of advanced 
diabetes, which explains the less number of cases as 
compared to the RRD category, given the fact that the 
diabetic retinopathy screening has improved substantially 
over the last years. 

The most severe situation has been represented by the 
combined retinal detachment (rhegmatogenous and trac-
tional). The complexity of the surgical act in these circum-
stances is given by the necessity to dissect very thick and 
adherent membranes from the surface of a mobile retina, 
with the risk of enlarging the already present retinal tear (s) 
and producing additional ones. This is the circumstance 
where without the use of the PFCL, the accomplishment of 

the surgical goals had not been possible. The PFCL injec-
tion has maintained the retina attached during the delicate 
maneuvers of epiretinal tissue dissection. 

The optical clarity of these liquids and their very similar 
to water refractive index guarantee the optimal visualization 
during surgery and allow the intraoperative delivery of the 
laser energy on the attached retina. The properties of PFCL 
create ideal conditions for laser delivery during surgery: 
their boiling point being higher than the one of water, there 
is no risk of intraocular vaporization; they do not absorb the 
laser radiations (wavelengths between 488 – 810 nm), 
allowing the complete penetration of the laser energy 
through the liquid bubble [6]. Endolaser photocoagulation 
has been necessary in all the cases: for the treatment of the 
retinal tear (retinopexy – in the rhegmatogenous and 
combined retinal detachments ), cerclage (in the RRD 
cases) or panretinal photocoagulation (in the diabetes 
cases). 

Their imiscibility prevents the penetration of blood or of 
the silicone oil in the PFCL bubble, thus maintaining a very 
good level of visualization during surgery [1,5]. This has 
been particularly important in the diabetes cases that bleed 
frequently, even if we have administered preoperatively 
anti-VEGF (Vascular Endothelial Growth Factor). 

The low superficial tension of PFCL (and subsequently, 
the high interfacial tension) decreases the risk of their 
subretinal migration. These substances are cohesive: they 
stay in a one, big bubble (fig.1). We have had only one case 
of subretinal PFCL migration, but we,ve extracted it easily, 
thanks to its cohesiveness and low viscosity. 

The low viscosity is another desirable quality of these 
liquids (0.8-8.03 cs at 25°), permitting their easy injection 
and aspiration, through very thin instruments (fig.1).  

Figure 1 shows the intravitreal injection of a PFCL 
bubble, through a very thin and long cannula. The retina is 
attached under the bubble and still detached in the 
periphery. As the PFCL is injected, the subretinal fluid is 
pushed through the tear and the retina is progressively 
attaching. 

This is also very useful in two circumstances: as a 
diagnostic tool (to evaluate the areas of residual retinal 
traction) and during the fluid/air exchanges [1,4].  

The aspiration of the PFCL from the eye at the end of 
surgery is mandatory, because of their toxicity and 
dispertion. The dispertion (fragmentation of the large 
bubble in smaller ones) occurs at 2-3 days after surgery, at 
the interface PFCL-vitreous fluid. The consequences are: 
the loss of the optical clarity (interfering with the 
visualisation of the retina), the passage of the bubbles 
through the retinal breaks  (impending  the  reattachment of 
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Fig. 1 Injection of PFCL liquid 

the retina) and the blockage of the trabeculum by 
macrophages that have ingested the small bubbles 
(generating the secondary glaucoma) [1,7]. We,ve never left 
deliberately PFCL in the eye, but in one case we,ve 
discovered a few bubbles under the retina in the next day 
(they reached that space through inferior retinal breaks). We 
removed them, because they did not allow the retina to 
flatten inferiorly. Some authors report the good tolerability 
of very small volumes of PFCL, but in this particular case, 
the location of the substance under the retina forced us to 
re-opeate. 

The toxicity of the PFCLs is generated by several facts: 
due to the high specific gravity, they compress the retina, 
leading to the loss of the external plexiform layer; later, the 
displacement of the photoreceptors nuclei in the external 
segment, the distortion of the external segment and the 
pigment epithelium atrophy have been identified; their 
concentration in polar impurities (H2) allows the absorbtion 
of lipoproteins and proteins, inducing a fibroblastic reaction 
and the formation of the preretinal membranes [1,7].  

The litterature reports situations of PFCL identification 
in an eye after removing the silicon oil. When placed 
together in water, between the two liquids (PFCL and 
silicon oil) there is a natural attraction, because the 
interfacial energy between them is low. Therefore, when the 
silicon oil is infused in the eye, any drops of PFCL will 
adhere to the surface of the oil. When the PFCL volume 
increases and mixes with the silicon oil, the combination 
will have a specific gravity higher than the one of water [1]. 

The possible complications related to the PFCLs use in 
vitreo-retinal surgery are: the subretinal migration (0.9%), if 
the fish egg phenomenon occurs or if there are tractions at 
the margins of the retinal tear; the small rezidual bubbles (1 
- 11%), which are well tolerated; if large amounts of PFCL 
remain in the eye, they induce a macrophagic response, 

translated by cell deposits on the lens, the cilliary body and 
the peripheral retina; in the aphakic eyes, the contact of the 
PFCL with the cornea generates the loss of the endothelial 
cells with its subsequent opacification [8]. 

VI.   CONCLUSIONS  

1. The PFCL have proven their physical and chemical 
qualities as adjuvant tools in vitreo-retinal surgery accord-
ing to our experience. 

2. The most common indication for the use of the PFCL 
on our series has been represented by the rhegmatogenous 
retinal detachment (RRD): 65 cases (79.26%).  

3. The PFCL have brought a major improvement in the 
management of the RRD with giant retinal tear: all the 3 
cases with superior giant retinal tears had a good outcome. 

4. The combined rhegmatogenous and tractional retinal 
detachment represents a circumstance where without the use 
of the PFCL, the accomplishment of the surgical goals had 
been impossible. The PFCL injection has maintained the 
retina attached during the delicate maneuvers of epiretinal 
tissue dissection in all the situations. 

5. We recorded no postoperative complication related to 
the PFCL use on our series. 
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Abstract— Laparoscopic cholecystectomy has become the 
gold standard for the symptomatic gallbladder lithiasis. Usu-
ally, the procedure is performed using 4 trocars. Reducing the 
number of trocars is one of the ways of minimizing the inva-
siveness of this procedure. Single port laparoscopy through the 
umbilical scar, also known as “embryonic natural orifice tran-
sumbilical endoscopic surgery” (E-NOTES) was developed as 
an attempt to improve the aesthetic aspect after surgical pro-
cedures and to reduce the morbidity of minimally invasive 
surgery. 

We report a case of transumbilical laparoscopic cholecys-
tectomy without the use of clips, for symptomatic gallbladder 
lithiasis, the sealing of the cystic duct and cystic artery being 
obtained by using a LigaSure 5 mm. A 35 year old young male 
with history of pain in the upper abdomen and right upper 
quadrant, nausea and vomiting was diagnosed with gallblad-
der lithiasis after an ultrasound examination. The gallbladder 
was of normal size, with multiple gallstones. Under general 
anesthesia, a pneumoperitoneum was created. Three trocars 
were inserted into the peritoneal cavity for this intervention 
through the SILS port, through a single incision at the umbili-
cal scar. The cholecystectomy was performed in a retrograde 
manner. One subhepatic drainage tube was inserted. The 
operative time was 50 min. There was no intra- or postopera-
tive complications. The patient was discharged in the second 
postoperative day after a normal course. The 1 month follow-
up was normal. 

Keywords— laparoscopic cholecystectomy, SILS, LigaSure, 
E-NOTES. 

I.   INTRODUCTION  

The first transumbilical cholecystectomy was performed 
by Navarra in 1997, followed shortly by Piskun in 1999 
[1,2]. 

The fundamental idea of this new and revolutionary ap-
proach is having all „entry points” in the same place, the 
umbilicus, resulting in only one postoperative wound, al-
most invisible. Although this method is safe and feasible, it 
cannot be applied to all patients, being extremely difficult in 
obese patients. Other NOTES techniques are using different 
natural orifices in order to approach the peritoneal cavity, 
such as vagina, rectum or mouth, but these techniques re-
quire a total different set of instrument, extremely expensive 

and inaccessible for us at the moment and there is limited 
experience with these approaches. 

II.   CASE REPORT  

We report the case of a 35 years old male who has been 
experiencing pain in the right upper quadrant of the abdo-
men for the last few months, nausea and vomiting especially 
after meals. An ultrasound examination was performed, 
showing gall bladder lithiasis. The patient was admitted one 
day before surgery. At admission, all laboratory tests proved 
within limits. No preoperative treatment was necessary.  

The procedure was performed under general anesthesia 
with orotracheal intubation. The patient was placed in dor-
sal decubitus in anti-Trendelenburg position. A 2,5 cm ver-
tical incision was performed inside the umbilicus penetrat-
ing all the layers of the abdominal wall in order to access 
the peritoneal cavity. Using small retractors we inserted the 
SILS device. In order to have enough room to manipulate 
the instruments inside the abdomen there is the need of 
inflating the peritoneal cavity with carbon dioxide (proce-
dure called pneumoperitoneum insufflation), this being a 
standard procedure in all laparoscopic interventions. The 
SILS device has a special port for insufflating and maintain-
ing the pneumoperitoneum. Intraabdominal pressure was 
kept at 12 mmHg throughout the intervention. The SILS 

device allows the insertion of 3 trocars, one of them being 
used for the optic system and the other two for surgical 
instruments. The optic system consists in a 5 mm diameter 
rigid video camera with a 30° direction of view connected 
to a monitor. This system is used in all laparoscopic proce-
dures. The rest of the surgical instruments we used are 
common laparoscopic instruments (graspers, electrocautery, 
aspiration system, LigaSure sealer) (Fig.1). This system 
provides all necessary instruments for operation inserted 
using the same entry point, but in order to perform the 
cholecystectomy there is still need of holding the gall blad-
der in a still and elevated position.  

In order to achieve that without inserting an additional 
trocar we performed the suspension of the gall bladder us-
ing a straight needle with a 2-0 silk stitch which was passed 
through the abdominal wall, through the  fundus of  the  
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Fig. 1 The SILS device inserted through the 2,5 cm umbilical incision with 
the optic system, insufflation tube and surgical graspers attached 

gall-bladder and again through the abdominal wall right 
under the 12th right rib, providing the necessary suspension 
of the gallbladder. Perforating the gall bladder means minor 
biliary leak, with no prejudice at all for the patient, all the 
bile being aspirated at the end of the procedure. A minor 
inconvenient is the lack of tension in the gall bladder wall 
after being emptied of bile, making the dissection of the 
surrounding peritoneum of the gallbladder a little more diffi-
cult. The next step of the operation is the isolation of the 
cystic duct and cystic artery (dissection of the Calot trian-
gle). This was done in an usual manner using a grasper and 
the electrocautery. After isolating the cystic duct and artery 
we used the 5mm LigaSure sealer to seal and cut the cystic 
duct and artery. Ordinary laparoscopic procedures make use 
of a clip applier to seal these elements with clips before 
being cut, but the dimension of the applier (10 mm in diame-
ter) made it impossible to use in our case (Fig.2, Fig.3).  

The LigaSure sealer proves to be reliable and safe in pre-
venting hemorrhage and bile leakage, literature reporting 
the safe use of LigaSure on much larger vessels or biliary 
structures [3,4,5]. Dissecting the gallbladder from its liver 
site was done in a usual manner, using the hook electrocau-
tery. The extraction of the gall bladder was performed 
through the umbilical incision along with the extraction of 
the SILS device. 

A drain tube was inserted under the liver using the same 
umbilical entry point and the umbilical wound was sutured 
in a usual manner using separate fascial and skin stitches. 
The total duration of the operation was 50 minutes. The 
patient had a simple evolution being discharged on the 2nd 
day after surgery. No complications occurred during admit-
tance and during the first month follow-up. The aestethic 
result was perfect, practically no scar shows at the site of 
umbilical incision (Fig.4). 

 

Fig. 2 The dissection of the Calot triangle using a grasper and a hook-tip 
electrocautery 

 

Fig. 3 The Calot triangle after dissection - notice the cystic duct (a) and the 
cystic artery (b) before being cut 

 
Fig. 4 The aspect of the abdominal wall one month after surgery (notice a 
previous appendectomy scar on the left inferior corner of the picture) 
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III.   CONCLUSIONS 

Laparoscopic cholecystectomy became a „gold standard” 
in gallbladder lithiasis in less than 5 years since this method 
was developed [6], but the aesthetics requirements went a 
step forward and NOTES (natural orifice transluminal en-
doscopic surgery) occurred in 2004. E-NOTES makes use 
of embryonic natural orifice (umbilicus) as path of access to 
the peritoneal cavity. Along with technical developments, 
NOTES became safer and easier to use, but there is still 
need of improvement in equipments. E-NOTES uses vari-
ous types of umbilical ports with multiple working chan-
nels. One of the basic principles of laparoscopy is assuring 
enough space between instruments, in order to have enough 
room so that the instruments won’t touch each other.  

With NOTES came the need of a different type of in-
struments, angulated graspers, flexible optic systems, in-
struments which unfortunately are unavailable to us due to 
the high cost. Recently, many companies have developed 
special designed NOTES instruments. Angulated graspers 
may be found in different shapes, all of them trying to 
achieve the same goal of providing enough room between 
instruments inserted through the same entry point. Angu-
lated graspers may come with a predefinite shape or they 
can be adjusted by the surgeon. Another kind of innovative 
graspers allow the tip of the grasper to move according to 
the movement of the handle.  

In our case, using standard laparoscopic instruments lead 
to technical difficulties and increased the operating time, 
almost doubling it. The SILS port draws its name from 
„single incision laparoscopic surgery” and it’s meant to 
provide a single access point to the abdominal cavity for all 
necessary instruments. It has an insufflation port and three 
trocars for optical system and working instruments (Fig. 5). 

As a difference from standard laparoscopic cholecystec-
tomy we used the LigaSure device for sealing the cystic 
artery and bile duct. Usually we apply titan clips but we do 
not have a 5mm clip-applier. The LigaSure sealer is a bipo-
lar electrothermal device meant for sealing blood vessels no 
larger than 7mm in diameter [7]. 

It was proved that the LigaSure is safe for organ dissec-
tion, including bile duct sealing [8]. The thermal injury 
caused by this device is confined to 2mm around the surgi-
cal site, which means it’s a very accurate instrument [4,5].  

E-NOTES is part of a larger concept: NOTES, which 
makes use of all natural orifices (mouth, vagina, rectum) as 
access point to the abdominal cavity. Accessing the ab-
dominal cavity only through mouth or vagina involves the 
use of cutting-edge technology and instruments, available 
only in a few surgical sites around the world. No matter the 
access point, the principles of surgery are the same.  

 

Fig. 5 SILS port 

E-NOTES operations are currently gaining a lot of 
ground due to the growing interest and demand in aesthetics 
and because they are considered a safe alternative to laparo-
scopic or classic surgery. 
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Abstract— The aim of this paper is to present a society of in-
telligent agents linked into a multiagent system with the scope 
of monitoring a large group of human beings in order to detect 
possibilities of estimating catching chronic diseases. For this 
purpose a heterogeneous group of patients was taken into 
observation into approximately 15 years period. The group is 
provided by a family doctor and is formed by many social 
categories, many age increments and some different cities. The 
paper will prove that such monitoring will detect in the first 
stage or will detect the possibilities of being ill based only on 
historical dates of the patients. Obviously the names of the 
patients were not taken into multiagent system, but in real 
cases the family doctor could prevent a real patient about the 
danger of his life style or medical historical dates. 

Keywords— intelligent agents, chronic diseases, multiagent 
system, health care. 

I.   INTRODUCTION  

Nowadays the chronic diseases are increasing and the as-
sociated problems (cost of medications, cost of medical 
examinations, social exclusions, etc.) are more and more 
expensive. In the same time the number of persons with 
chronic diseases increases year by year. It is obviously in-
teresting to find a way to prevent such things to happen in 
the case that we could determine what type of behavior or 
what type of previous disease leads to a chronic disease.  

Furthermore, if will be possible to have an automatic 
equipment (or software program in this case) to detect the 
formation of chronic diseases, will be possible (at least 
theoretical) to reduce the number of patients with chronic 
diseases. 

At Brasov County official dates reveal the fact that about 
20% of population is in a prediabetes stage, according to 
national statistics. Another 10% of population has an imme-
diate risk of heart attack. This situation implies a sustained 
effort to prevent and detect the chronic diseases. 

This paper presents a study made on 1874 patients from 
different locations, which evolve on a 15 year period. In this 
purpose each patient was agentified using a program com-
puter. For each person in the group there is an intelligent 
agent who takes the basic information about patient and in 
the same time, the medical information about that patient. In 

the real life these information are connected with the name 
of the real patient. In our study the name was replaced by 
numbers for medical confidence because the medical dates 
are real. 

Furthermore each agent enrolls it to a multiagent system. 
The multiagent systems provide possibility of the agents’ 
collaborations and the interaction with the user interface. 
Each agent will provide needed information on demand.  

Our program will display based on agents the evolution 
of different diseases along these years for this group of 
patients. In the future we want to develop the program in 
order to automatically alert the family doctor about the 
chronic diseases which will potentially develop for a spe-
cific patient. This is possible because the multiagent system 
learns some basic behaviors about information that it have. 

The paper is organized as follow: in second section we 
present the supporting concepts as “multiagent system” and 
“intelligent agents”; in section III we present an example 
with 1874 group of patients and connection between chronic 
diseases and them. Finally in conclusion section we present 
the results. 

II.   SUPPORTING CONCEPTS 

A.   Multiagent System 

In the context of this paper, an agent is a computer pro-
gram associated either to some hardware component (a 
sensor connected to a person) or to some specific informa-
tion about a person and which can run continuously and 
autonomously. The multiagent system (MAS) provides a set 
of individual agents who can communicate between them 
for achieving a purpose and with a central station for moni-
toring process. The agents within the system model interact 
with the agents who represent the components or operations 
to find the needed information with minimal resources and 
in optimal time.  

The agents’ interaction is done under the control of the 
coordination agent (which also provides the graphic user 
interface) and looking for key information. When a satisfac-
tory solution cannot be found in the current structure it will 
try to looking for the alternative options with gradually 
relaxed constraints, allowing subsystems to regroup. This 
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reflects the Belief Desire Intention – BDI architecture (to-
gether with the feedback for system states updates). The 
basic requirements for the MAS architecture are that the 
system model must supply enough information about the 
patient to allow the planning, scheduling, and reconfigura-
tion of the dates to be carried out under gradually relaxed 
constraints. The model also needs to avoid centralized con-
trol which does not characterize the multiagent technology, 
in order to allow subsystems to autonomously negotiate 
each other and to collaborate across system boundaries to 
form new groupings [1]. 

Also the subsystems must be able to carry out collec-
tively simulation of discrete events, in any grouping, in 
order to evaluate restructured decisions. Based on the analy-
sis, each subsystem on the system hierarchy needs to be 
modeled as an agent. An agent should be able to send and 
receive messages to or from other agents and the environ-
ment, and to make decisions to take part in bidding and 
negotiation. There should also be a mechanism to support 
dynamic simulation of discrete events [2, 3].  

In order to implement the described MAS, the BDI archi-
tecture is very convenient because the environment is not 
fully known and it is changes over time. Epistemic Deonto-
logical Axiological (EDA) architecture is not so useful 
because the norms which are included will not help in this 
situation. Also Layered architectures or Logic Based Agent 
architectures are too close to a centralized control in de-
scribed situations [4, 5]. 

In this paper we consider that the communications be-
tween agents are FIPA compliant (Foundation for Intelli-
gent Physical Agents) like described in [6]. Also for MAS 
implementation we use JADE (Java Agent DEvelopment 
Framework) which is a free tool available online [7]. Fur-
thermore the ontology was integrated in JADE with Protégé 
2000 [8, 9, 10, 11]. 

For success implementing the BDI architecture a belief 
revised (BR) function is necessary. This function is in-
tended to revise the knowledge database (the beliefs of the 
agents) in order to maintain the consistency of the database. 
In our special case this function is necessary because the 
beliefs of the agents could be wrong in case of an unpre-
dictable situation is involved in FMS flow. In these cases 
the BR function will correct the beliefs of the agents. The 
feedback flow of the BR function is represented in figure 1 
(adapted from [12]). 

As is seen in the figure 1, the agents of the MAS can per-
ceive only a part of the variables of the patients. Using the 
beliefs gathered initially from the patient’s model and the 
new perceived information, the BR function rebuilds the 
unperceived information. Together with the update rebuilt 
information these knowledge represent the new set of be-
liefs of the agents.  

For this approach we focus for a MAS where the envi-
ronment is a dynamic system with a fixed structure where 

the value of some system variables (necessary for BR func-
tion implementation) is unknown. In this paper we consider 
a practical case study for implementing such concepts. 

 

Fig. 1 The BR function generates an update belief 

B.   Patients Agentifying 

For integrating of the information in MAS we need a 
procedure for connecting of the information with MAS’s 
coordination agents. This procedure is called patient agenti-
fying and implies that for each patient in the group an agent 
to be created. That agent must retain both medical and per-
sonal information. The personal information is needed for 
infrastructure purpose and also for statistical dates. The 
medical information is needed for experiment. As we men-
tioned before the name are replaced by number in this study 
case for confidential purpose. In the real cases the names 
must be accessible only to the medical or authorized staff.  

This procedure is difficult and takes a long time. But this 
procedure is needed only one time. After this all will hap-
pen automatically. The user must complete or update the 
information only when it is necessary [13]. 

After agentifying process the MAS could access all in-
formation that it needs. The access to the information is 
made only by agent’s way. In this stage we have a collec-
tion of intelligent agents that cooperate in order to achieve 
their purpose [4]. 

In this process the user has a graphic user interface (GUI) 
that helps the input of the information. This GUI is repre-
sented in figure 2. The GUI will provide information that is 
needed for the agentifying process. The action for the sub-
mit button implies that an agentifying agent is solicited to 
complete the agentifying process. By this action all the 
information is used to setup the patient’s agent. Thus a 
specific agent associated to a specific patient is obtained. 
This process is called agentifying of patients [14, 15, 16, 
and 17]. 
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Fig. 2 The GUI interface 

GUI is configurable in order to permit many kinds of 
diseases to be monitored.  

In our MAS the cooperation and coordination between 
PTAxs agents is important because they share the same 
goals. In the same time is important to notice that the mech-
anism that governs coordination is the interaction protocols. 

Cooperation (to achieve a certain goal) is based on two 
phases. First decompose the main task into several small 
tasks (i.e. finding diabetes mellitus is decomposing in: 
search for already declared patients, search for inducing 
diabetes diseases, search for other emerging factors, reduce 
the redundancies, compose the outputs). Several decomposi-
tion plans can be generated according to the available re-
sources and the capabilities of the cooperating entities. In 
the second phase each subtask is executed and after all the 
generateOutput task will contain the results. These entire 
subtasks are running concurrently. This implies a competi-
tion between agents because each of them needs to obtain 
their task and also report information to others. The compe-
tition is regulated by a coordination agent in order to keep 
the accuracy of dates. 

III.   STUDY CASE 

In order to prove the above concepts we use a specific 
group of 1874 patients. These patients are from different 
four locations (near Brasov).  

They are monitored over a 15 years period of time for 
chronic diseases. We want to obtain some results which will 
indicate the chronic diseases rates and to obtain a link that 

we could use in the future to predict the occurrence of 
chronic diseases in a specific population. 

In our study case we choose to monitor: diabetes melli-
tus, dyslipidemia, hypertension, obesity, ischemic cardio-
myopathy (see fig. 3). 

 

Fig. 3 Chosen the chronic disease 

In our case a patient’s agent will retain only information 
about age, chronic diseases and historical dates. However it 
could be programmed to retain much more information. 

This study case will only take care about a few chronic 
diseases because its role is to prove the procedure. In the 
future we want to extend this example to permit prediction 
of all chronic diseases occurrence. 

In the first stage we agentified all 1874 patients, using 
the GUI presented in figure 2. After this process we ob-
tained 1874 agents. These agents are coordinated by a coor-
dination agent (CA). This agent has an interface role be-
tween patient’s agents and MAS. Also this agent preserves 
the accuracy of dates by rules (these rules modify the be-
havior of the agents). There is not a subordinating relation-
ship but a cooperative relation. In this way the user could 
obtain the results, the agents could communicate and the 
MAS principle is not broken [1]. 

The MAS is structured like in figure 4. There are 1874 
patient agents (PTAx) and 1 CA. These agents communi-
cate each other’s in order to cooperate. Also PTAxs com-
municate with CA. For interaction with people there is a 
GUI (see fig. 2). 

For the study of the MAS’s agents we use JADE’s GUI. 
This interface reveals the agents that constitute the MAS. 
Also the JADE has a core that runs silent in background. 
Only at specific request the GUI is displayed (see fig. 5). 

For our purposes, we have adopted the description of an 
agent as a software program with the capabilities of search-
ing and cooperate. This implementation is made in JADE 
because this development tools are very versatile and could 
be very well integrated with others development tools  
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(like Protégé-2000 and Java). Also JADE is an open source 
FIPA compliant Java based software framework for the 
implementation of multiagent systems. It simplifies the 
implementation of agent communities by offering runtime 
and agent programming libraries, as well as tools to manage 
platform execution and monitoring and debugging activi-
ties. These supporting tools are themselves FIPA agents. 
JADE offers simultaneously middleware for FIPA compli-
ant multiagent systems, supporting application agents 
whenever they need to exploit some feature covered by the 
FIPA standard (message passing, agent life cycle, etc.), and 
a Java framework for developing FIPA compliant agent 
applications, making FIPA standard assets available to the 
programmer through Java object-oriented abstractions.  

 

Fig. 4 MAS architecture 

 

Fig. 5 MAS as seen in JADE 

The general management console for a JADE agent plat-
form (RMA – Remote Monitoring Agent), like in figure 5, 
acquires the information about the platform and executes 
the GUI commands to modify the status of the platform 
(creating new agents, shutting down containers, etc.) 
through the AMS (Agent Management System).  

The agent platform can be split between several hosts 
(provided that there is not firewall between them). The 
agents are implemented as one Java thread and Java events 
are used for effective and lightweight communication be-
tween agents on the same host.  

The parallel tasks can be still executed by one agent, and 
JADE schedules these tasks in a more efficient (and even 
simpler for the skilled programmer) way than the Java Vir-
tual Machine (VM) does for threads.  

Several Java VMs, called containers in JADE, can coex-
ist in the same agent platform even though they are not 
running in the same host as the RMA agent. This means that 
a RMA can be used to manage a set of VMs distributed 
across various hosts.  

Each container provides a complete run time environ-
ment for agent execution and allows several agents to con-
currently execute on the same host.  

The DF (Directory Facilitator), AMS, and RMA agents co-
exist under the same container (main-container) together with 
the patient’s agents. To facilitate message reply, which, accord-
ing to FIPA, must be formed taking into account a set of well-
formed rules such as setting the appropriate value for the at-
tributes in-reply-to, using the same conversation-id, etc., the 
method createReply() is defined in the class that defines the 
ACL (Agent Communication Language) message.  

Different types of primitives are also included to facili-
tate the implementation of content languages other than SL 
(Standard Languages), which is the default content language 
defined by FIPA for ACL messages. This facility is made 
with Protégé 2000 as depicted in figure 6. 

Protégé presents also a graphical view of ontology 
classes which facilitate understanding the fact that from the 
point of view of the programmer, a JADE agent is simply a 
Java class that extends the base agent class. It allows inher-
iting a basic hidden behaviour (such as registration, con-
figuration, remote management, etc.), and a basic set of 
methods that can be called to implement the application 
tasks of the agent (i.e. send/receive ACL messages).  

Moreover, user agents inherit from their Agent superclass 
some methods to manage agent behaviours. Also this dia-
gram can be represented in UML (Unified Modelling Lan-
guage) because behaviours are implemented as hierarchy of 
classes. The Protégé 2000 connects to PTAxs JADE Agents 
by including a Protégé configuration file in the Java com-
piler. The ontology is created in Protégé 2000 and MAS’s 
classes are presented in figure 6. 
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Fig. 6 MAS’s ontology realized in Protégé 2000 

The outputs are revealed in figures 7, 8, 9, 10 and 11. In 
these figures are presented the evolutions for diabetes melli-
tus, dyslipidemia, hypertension, obesity, ischemic cardio-
myopathy for PTAxs included in MAS. These figures don’t 
represent simple histograms of the respective illness in time; 
they are the outputs of the specific PTAx. These outputs 
reflect the searches and also the incidence based on the 
other illness declared in patient’s clinical dates. The time for 
searching, cross-over searching and data-link is minimized 
by the MAS algorithm and is made in one step. This is the 
advantage of using this MAS. This is possible because the 
PTAxs are not simple searching tools. 

In these figures could be seen that a spectacular growth 
has occurred in recent years. This problem is a big issue and 
preventing and detecting the chronic diseases in the first 
stages are imperative. 

In the future we intend to extend the MAS on a very 
large number of patients for early detecting these diseases 
based on historical medical dates. 

 

Fig. 7 Diabetic evolution 

 

Fig. 8 Arterial hypertension evolution 

 

Fig. 9 Ischemic cardiomyopathy evolution 

 

Fig. 10 Dyslipidemia evolution 

 

Fig. 11 Obesity evolution 
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IV.   CONCLUSIONS  

The chronic diseases problem is very serious and the 
ways to prevent and to detect earlier is also a big issues. 
This application starts to resolve the second part of the 
problem. Agent-based computing has great potential in 
addressing this problem by using distributed resources and 
reducing the programming effort. In this paper, we present a 
new approach based on agent-oriented programming and 
the concept of collaborative intelligent agents.  

We develop a multiagent system that consists of patient 
representative agents. To obtain satisfaction for patients 
receive, the patient representative agents are designed to be 
as informative and timely as communicating with people by 
GUI. In our paper we used Java in the initial pseudo-natural 
language parser, XML as the knowledge base and XQL as 
the query language. This paper represents a quite new area 
and has not been developed to its full capability. Future 
work includes enhancing the capabilities of agents and the 
communication, collaboration, and coordination mecha-
nisms in the multi-agent system, improving the pseudo-
natural language parser to make it understand the user’s 
input and synonyms better, supporting a more advanced 
query setup to provide accurate replies in the circumstance 
of multiple inexact matching, and developing mechanisms 
for the agents to learn automatically from the users, history 
profiles, and information on the Web. The ultimate goal is 
to detect in the first stage the chronic diseases develop. 

Also the use of MAS is imperative because of its flexibil-
ity. Thus the system can be very easily switched for other 
diseases and the time for obtaining results remain very short 
even in the case of millions of patients. 
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Abstract— the aim of this paper is to present an useful 
software in medical research. The new concept proposed is 
“real time biostatistics” and its application in Acute Myeloid 
Leukemia. For this purpose open source software (wxWidgets, 
R and SQLLite3) are used. The cases were patients with AML 
from Hematological Department, County Emergency Clinical 
Hospital Tirgu Mures. We created a friendly interfaced 
software that allows appropriate data collection and real time 
update of statistical parameters as each case is introduced. 

The medical importance derives from the possibility to have 
valid study and to see in each moment a change in the evolu-
tion of patients. 

Collaboration between specialists (hematologist, PC pro-
grammer, biostatistician and methodologist) was really impor-
tant for accomplishing our goal.  

Keywords— real time biostatistics, acute myeloid leukemia, 
open source. 

I.   INTRODUCTION  

Acute myeloid leukemia (AML) is a malignant disease 
with very standardized treatment and diagnosis techniques 
with a complex patient management. The incidence of AML 
is low, but it is increasing. Given the fact that the disease is 
rare one of the major concerns of the medical researcher is to 
be certain that each patient is accurately registered. Any data 
loss can reduce the level of significance of the study results. 

The authors experience says that a data collection using a 
database management system doubled by statistic software 
in front of it could be a successful tool in order to obtain 
early warnings concerning data quality or, worse, treatment 
misconduct. 

We have already developed a software application for 
data collection and analysis in AML. [1] Studying the re-
sults from previous similar studies we have found that an 
important tool for this application is missing: the data error 
warning in the very moment of data collection. Though the 
fact that the patient management is very well standardized, 
the evolution of the disease has a high variability and  
this reflects in the recorded parameters. Our application  

performs real time biostatistics and offers a snapshot of the 
results in every moment of the patient data entry allowing 
the formulation of hypotheses even if the number of cases is 
rather small. 

Our aim is to extend the existing data collection software 
in order to incorporate the entire statistical protocol that will 
allow us to have a better real time view on the patient’s 
status. 

II.   MATERIAL AND METHODS 

The software mentioned above has a user friendly design 
aiming to help the investigator to achieve a proper and 
complete data collection. In order to accomplished these 
tasks we used wxWidgets [2] library creating the user inter-
face, and R functions [3] in order to estimate the level of 
statistical significance (p value) in the same time with the 
data entry. SQLite3 [4] was used as Database Management 
System. We have also use an open source software in de-
veloping these applications, in order to avoid legal issues 
(software license) and to provide to a potential investigator 
with low or no founding a more useful PC assisted tool for 
his research. 

In this context we aim to propose a real time biostatistics 
software with practical application in AML patient man-
agement, concerning the survival analysis curves (Kaplan 
Meyer) and log rank test. The factors implied in stratifying 
the survival can be selected in the same time. 

Each processed patient can modify the results in real time 
concerning the statistical outcomes (p value and Kaplan 
Meyer curves). 

The patients with AML selected and included in this 
study were hospitalized in the Hematological Department, 
County Emergency Clinical Hospital Tirgu Mures. 

III.   RESULTS 

We created a GUI in wxWidgets to collect the desired 
medical data. We collected information regarding: age, date 
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of diagnosis, date of death, blood count values, the CD leu-
kocyte markers detected by flow cytometry. Survival period 
is automatically calculated in months, years or days of in-
vestigator’s free will. You can enter and edit in real-time 
database cases, changes that are made are saved in real time 
and statistical results are automatically updated. Standardiz-
ing the entry modes of data does not allow incomplete data 
entry and the interference of data with subsequent process-
ing of data. For binary data, it will also enable the introduc-
tion of binary values and also a variant with lack of value. 

We have created a very friendly interface in order to 
asses in real time Kaplan Meyer curves (right window). 
Also we can evaluate a significant difference between the 
survival curves applying log rank test (left window). (Fig. 
1) Each patient recorded can produce effects in drawn 
curves at once he/she is introduced in the database. 

 

 

Fig. 1 Real time analysis interface with automatic survival curve (Kaplan 
Mayer) with 95% Confidence Interval (right window) and log rank test 
(left window) 

For assessment of and testing for survival according to 
blood count values at diagnosis is needed binarization of 
quantitative results. This operation is specifically permitted 
in the program presented by changing the threshold value of 
binarization. It is known that there is no threshold value, for 
which the survival prognosis can be said to be good or bad 
(with some exceptions). In order to clarify these challenges 
the program provides the solution (Fig. 2). 

 

 

Fig. 2 Menu "General Settings" for establishing threshold values for labo-
ratory measurements 

The variable of interest which could generate differences 
in survival can be selected using a “combo box” (Fig. 3). 

 

Fig. 3 Selecting the interest variable 

Descriptive statistical estimators are calculated instantly 
and the results of log rank test as inferential analysis are 
listed above. (Fig. 4) 

 

 

Fig. 4 Real time p value for log rank test 

The time factor. In AML the incidence is low, so each 
new case is important to be carefully managed. By introduc-
ing records (patients with full data) the outcome is chang-
ing. In real time we can evidence of changes that can be 
really important for the treatment and the prognosis of the 
disease. 

According to “real time biostatistics” the concept that we 
proposed, our software can provide a step by step update of 
information. 

When introducing real cases in the AML database in or-
der to compare survival periods, the program will draw a 
Kaplan Meyer curve for the studied variables including each 
new value recorded in. Also, using the “combo box” “Com-
pare:” for selection of the binary variable which is sus-
pected to modify the survival, a log rank test is performed 
and the outcome is displayed above. 

To achieve the goal we have tested differences issued by 
adding new records in two different points in time. The results 
concerning descriptive statistics are shown below (Fig. 5). 

 
 

 
 
 
 
 
 
 
 
 
 

Fig. 5 Real time descriptive statistics 
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The program calculates descriptive statistics parameters 
as shown above (mean, skewness, normality test, mean me-
dian, kurtosis). 

The software we propose gives visual information to the 
physician, at two or more points in time, the Kaplan Meyer 
curves, and the log rank test results for the variables tested. 
(Fig. 6) 

 

 

Fig. 6 Real time Survival curves (log rank test) 

IV.   DISSCUSIONS 

For writing this program we used an open source GUI  
library called wxWidgets. This library is an open source 
construction kit for writing complex C++ interfaces and 
applications for a variety of platforms (Windows, Linux, 
Mac OS X and even Pocket PC). This library has been 
around for a long time now, contains mature code with a lot 
of functionality that helps a programmer in its work for 
building quality software. Its cross platform intrinsic nature 
allows us to create a software that behaves identically in all 
major operating systems and that is a big plus in the re-
search activity, allowing for all involved researcher to use 
the operating system that suites them best without fear that 
it will create incompatibilities in the collected data. 

In order to store the information for the patients we 
needed a database management system. We wanted our 
software to be portable and easily maintainable so we de-
cided to use an embedded DBMS, SQLite3. It supports a 
big part of the SQL standard, it is fast and requires low 
memory overhead. But the most important facility is that it 
keeps the data in a single file that can be moved to another 
computer without affecting data integrity. We avoided in 
this way the bloating of the software that a regular DBMS 
would have added, the necessity of keeping a server for the 

data and to have a network to access it, in the same time 
being able to use the flexibility that the SQL language offers 
in data processing. 

This wxWidgets library unfortunately doesn’t contain 
any specialized section for statistical/biostatistical process-
ing so we had to use something else for that. We decided to 
go with “R”, a free software environment and language for 
statistical computing and graphics. It is a well known statis-
tical software in the academic community. The preference 
for this software is given by the fact that it is also an open 
source software, it is supported on most platforms and has a 
modular design and has a shell that allows for scripting and 
bulk processing. Its facilities can be extended using pack-
ages downloaded from different mirrors. Many of its statis-
tical extensions have been written by third party developers 
and researchers from different universities. So, it offers so-
lutions for a variety of different problems making it a logi-
cal choice for inclusion in our program. The main problem 
was how to interface the R software with the GUI written in 
wxWidgets. The solution has been given by two extensions 
of “R”, Rcpp and RInside. The first one, Rcpp transforms 
the R specific objects in objects more similar with C++ de-
sign and implementation, allowing C/C++ code to be run 
from inside the R shell. The former, RInside, as its name 
suggests contains the headers and libraries needed to inter-
face with Rcpp objects. Using this two packages we were 
able to use the R statistical abilities in order to see how our 
results evolved in time as we could add more and more pa-
tients to the database. 

Another facility that we considered useful in the program 
was the way information is saved during data entry. Any 
modification to the patient data is saved instantly without 
the need for any special action from the user. This helps a 
lot when there is a lot of data to be entered and also  
prevents loose of data if the user forgets pressing a “Save” 
button. 

Any modification to the data also triggers a recalculation 
of the statistical parameters involved in the study so that the 
researcher can always have a clean and clear picture of the 
results. 

Medically it is important to asses a difference between 
the mean of “Survival” variable. This finding should alert 
the physician if the mean decrease or increase. He/she must 
reevaluate the patients in order to detect which is the cause 
of this event. Evaluating a cohort of patients only after a full 
data collection can not give such information in real time, 
and a perturbation given can influence in both ways the 
AML patient management.[5] 

Our precedent studies of prognosis in AML showed the 
necessity of such real time software. AML is an malignant 
disease with poor outcome concerning the survival period 
and the improvement of treatment is expected to produce 
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real time changing of the survival curve. AML is the disease 
where there is no rule regarding some parameters (cell 
blood count); there is no typical pattern of the disease that 
makes the software more valuable concerning an uniform 
data entry and data quality control.[6] 

The existence of such of software is useful from the 
methodological point of view because a more accurate study 
design is possible; possibility of bias regarding data collec-
tion is diminished and that certify the validity of the study.  

We have started the development of this software since 
2008, relying on the lab hematologist, methodologist and 
biostatician’s experience and the possibility of real time 
interpretation of data came out like a natural necessity.  

So it is a team where everybody’s contribution it is con-
sidered of equal importance.  

V.   CONCLUSIONS 

The presence of open source software helps the re-
searcher to develop useful tools in each medical field of 
interest.  

Team work is a very important in the development of 
such software that will be used in particularly medical re-
search. 
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Abstract— Healthcare Information Systems rely very often 
on complex database structures and require complex process-
ing of the data in order to offer relevant information to the 
user. In an attempt to extend the benefits deriving from the 
structural approach present at the internal level of such a  
database to its external level, this paper proposes a database 
external level architecture based mostly on server side views, 
supported by client side views and a minimal number of server 
side stored procedures. 

Keywords— healthcare information systems, database, user 
interface.  

I.   INTRODUCTION  

The external level of the databases used in Healthcare In-
formation Systems is in general designed and built by the 
application development team. This approach is probably 
enforced by the fact that Healthcare Information Systems 
require highly specialized solutions from an Information 
Technology perspective [1]. We argue in this paper that 
although this level is usually application oriented, it should 
also benefit from the advantages of structure orientation 
provided by the design of the underlying database.  

The denormalisation of the data, via views and stored 
procedures, is done usually by the application developers or 
at their request. This approach presents three drawbacks: 

- low time-performances of the resulting system, espe-
cially when there are  complex application requirements  

- an inconsistent behavior of the different parts of the us-
er interface built by different application designers but 
based on the same data collection  

- difficulties in system maintenance and further devel-
opment deriving from lack of control over the external level 
of the database  

In this paper we will propose a database external level ar-
chitecture that is more data oriented [2], based mostly on 
server side views, supported by client side views and a 
minimal number of server side stored procedures. This 
architecture offers fairly complex functionality while 
greatly reducing the above mentioned drawbacks of the 
traditional approach. 

II.   REMOTE VIEWS VERSUS INTERNAL VIEWS 

The two basic functions of the user interface are to re-
trieve data from the database and to offer the user the possi-
bility to modify that data.  

Queries are, in most cases, more than a simple data ac-
cess tool. They often embed a significant part of the systems 
“intelligence”. Their construction consumes a significant 
amount of man-hours, the structural information of the 
query level being of vital importance for a large system.  

There are several ways to store the structure of a query. 
The three most usual storage forms are:  

• Client procedures - Often programmers use SQL syn-
tax in their client code to directly access the data in 
the database. This technique may work fine in case of 
small systems, but when things get bigger and most of 
all complex, the lack of centralized control over this 
information will inevitably lead to a dead end. Main-
tenance and consistency assurance will be almost  
impossible.  

• Views - Building a layer of views to access data is a 
better way to start. Views are actually labeled snip-
pets of SQL code, thus providing a structured way to 
store query architecture information. Views can be 
stored either directly in the database or in the data en-
vironment of the client application (if the develop-
ment software of the client supports it). A notable  
advantage of views is the possibility to refer another 
view, thus providing a way to build hierarchical  
architectures.  

• Server-side Stored Procedures - Stored procedures 
are usually used to implement complex procedural 
business logic but they also provide a good way to 
access the data from the interface. Stored procedures 
can retrieve and update data using parameters passed 
by the caller (in this case by the user interface of cli-
ent application)  

To develop our HIS (Healthcare Information System), we 
have used views to implement the external database level. 
Most of our views are external (i.e. stored in the client’s 
data environment). This approach offered us the advantage 
of having automated data updating. The client development 
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environment we used features it’s own relational machine, 
offering a remote view mechanism. This means that the 
structure of the query is stored in the client’s database, but 
the actual execution is done on the database server. The 
interface works with a local cursor, the client environment 
granting an automatic dynamic generation of select, update, 
delete commands on the server.  

Another major advantage in using external views is that 
they can be parameterized. This offers a very easy and 
natural way to implement dynamic filtering. The back-draw 
of this approach is the fact that the system becomes depend-
ent on the client application, part of the data source being 
stored at client level.  

The independence of the data source against the applica-
tion can be achieved either by using internal views or by 
implementing a layer of stored-procedures to provide data 
access. Any of these approaches would store the structural 
information of the query level directly in the database.  

Internal views do not support parameters, thus to provide 
dynamic filtering they need to be queried either trough 
stored procedures or trough client code. An alternative 
would be to migrate the parameters into the database using a 
special table, which will be included in the views as needed. 
This would replace every filter clause with a join. Overall 
time performance of the system may drop.  

Internal views also have some severe limitations regard-
ing update and deletion of rows from the base tables. The 
updating mechanism must be provided at the client level. 
Depending on the client environment, this may be transpar-
ent to the programmer or it may need some extra code to be 
implemented. 

Stored procedures represent a sound way to provide data re-
trieval and modification services. They are able to retrieve 
record-sets to the client application and they accept parameters.  

Some maintenance problem may although arise. The 
structure of these procedures is not standardized as is the 
SQL syntax, thus being programmer-dependent. Conven-
tions may be enforced, but at a large scale 100% adherence 
to a set of conventions is difficult to achieve. It is also diffi-
cult to build hierarchical query structures using stored-
procedures.  

Building a hybrid architecture, which uses internal views 
to provide a basic query level and stored procedures to pro-
vide dynamic filtering and data modification services, 
would probably be a good solution.  

III.   SOLUTIONS FOR THE EXTERNAL LEVEL DESIGN AND 
ADMINISTRATION IN MEDICAL INFORMATION SYSTEMS  

We will present in this chapter some of the most impor-
tant issues related to the external database level that we 
have encountered during the design and development of our 

HIS. The suggested solutions have been successfully im-
plemented on a real system.  

A.   The Filter Processing  

Working with large data sets yields the need for a dy-
namic filtering mechanism. One of the ways to implement 
such an instrument is to use parameterized client-side 
views. Specialized interface objects provide the values of 
the parameters at run-time, the view being re-queried every 
time a filtering criteria gets changed by the user.   

 

 

Fig. 1 

Remote views are executed on the server machine, thus 
using them does not affect the overall performance of the 
system. Although they have a disadvantage regarding the 
system architecture: part of the business logic becomes 
embedded in the client application. An alternative would be 
the use of parameterized stored procedures to retrieve and 
update data. This technique would grant the independence 
of the data source against the application level by embed-
ding all the business logic into the database.  
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B.   The Order Processing  

Server –side views do not allow an order clause to be 
specified. The ordering of the returned rows must be speci-
fied in the queries that refer these views. Client views, on the 
other hand, support an ordering clause. However, the order-
ing cannot be specified using parameters, so the solution for 
dynamic ordering is to build more than one remote-views 
which are identical except for the ordering expression.  

On application level a specialized interface object selects 
the current record-set depending on the ordering specified 
by the user. All the other interface objects will refer to the 
data provided by this current record-set.  

 

 

Fig. 2 

C.   The Synchronization Process  

One of the main concepts, related to the interface model 
we propose for a HIS, is synchronization. We consider this to 
be a vital mechanism for the dynamic behavior of the user 
interface. There are three major types of synchronization 

present in our interface model, each of them being imple-
mented in a different way, regarding the external level of the 
database.  

a) Synchronization between Primitive Objects  
One of the best ways to reduce the error susceptibility of 

an information system is to provide the user with limited 
and valid choices. A set of choices often depends on another 
choice made earlier during the interaction with the system.  

A common mechanism to implement such a dependency 
is filtering the future options based on a current selection. 
To accomplish this, we have used at the external level pa-
rameterized views.  

 

 

Fig. 3 

Every time the user makes a selection one or more pa-
rameters are declared and one or more views, which will 
provide the data for future choices, are re-queried. The 
process is executed by interface objects instantiated from 
specialized object classes.  

b) Synchronization between Pages  
Our interface model uses page-frames to grant the user 

access to the entities from the data source. Each page repre-
sents a different instrument (i.e. detail view, list view, filter-
ing, ordering, links to other page-frames). Referring the 
same underlying data, the pages must implement some 
synchronization mechanism to offer a consistent view to the 
end-user. A simple technique is used in order to accomplish 
this goal: all the interface objects refer the same record-set 
in the client data environment. This provides an implicit 
synchronization.  
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Fig. 4 

For instance the grid on the list-view page positions the 
current record indicator of the record-set. Upon changing 
the inspection mode to the detailed-view, the controls on 
this page will read and modify the data from the current 
record. The filtering objects will re-query only the current 
record-set whilst the order object will set one record-set as 
the default cursor for all the other objects.  

c) Synchronization between Page Frames  
The interface model we have developed suggests that 

every entity should be represented by a page-frame. But, 
what about related entities? Typical one-to-many (1-n) rela-
tionships are usually represented in master-slave type screens. 
This technique represents more than one entity in the same 
interface object (form) denying the independent representa-
tion for one or more of these entities. Instead of this approach 
we chose to represent each entity separately providing a syn-
chronization / de-synchronization mechanism.  

Regarding the external database level this basically 
means to filter one record-set (child cursor) according to 
data from the current record in another record-set (parent 
cursor).  

 

 

Fig. 5 

The relevant data from the current record of the parent is 
extracted using some information stored in interface object 
properties. This data is then loaded into variables, which in 
turn are passed to the parameterized view representing the 
child in the relationship.  

De-synchronization is done by passing neutral values to 
the child view, so that it will not be filtered according to 
these specific criteria.  

IV.   CONCLUSIONS  

The combined use of server side and client side views 
(provided that the client programming environment supports 
them) offers sufficient flexibility to build user interface 
elements of basic to medium complexity. This approach 
yields the benefits of keeping the development of the exter-
nal level of the database, which hosts the user views accord-
ing to the ANSI/SPARC three levels architecture [3], under 
control by the database designers themselves. If more com-
plex functionality is needed for the user interface, a struc-
tured system of stored procedures is needed to complete the 
interface of the database towards the application level of the 
system. 
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Abstract— The advent of reliable software access to beat-by-
beat QT interval series opened a novel insight to sympathetic 
control of ventricular myocardium. 

Experimental measurement of time constant in the RR-QT 
system (τQT) using pharmacological or electrophysiological 
manipulations of heart rate (HR) has documented that τQT size 
may introduce in borderline subjects in normal life settings 
episodes of functional long-QT syndrome.  

In type I young diabetics in the earliest phase of autonomic 
dysfunction, spectral QT and RR analyses suggest preferential 
vagal down-regulation but preservation of sympathetic re-
sponsiveness of ventricles to life challenges. 

Both findings signal an early risk worth to be dealt with by 
specific preventive steps. 

Keywords—  Beat-by-beat QT and RR time series, power 
spectra of variability, long-QT syndrome, young type I diabet-
ics, minimal autonomic dysfunction. 

I.   INTRODUCTION  

The beat-by-beat variability of the ECG’s RR interval - 
currently referred to by heart rate (HR) variability (HRV) 
has been introduced to the cardiology clinic in ’70s [1], and 
its measurement instrumentation and software techniques 
are now stabilized and largely accepted by the clinical user 
[2]. 

QT interval is the sum of ventricular depolarization and 
repolarization durations with beat-by-beat variability resid-
ing by far in repolarization changes. First efficient algo-
rithms for automatic, software measurements of beat-by-
beat QT intervals in high temporal resolution ECG facsimi-
les were published in 1992 [3]. Subsequently, experimental 
work in open chest, anesthetized dog conducted by Huang, 
Negoescu et al [4] put face to face direct intramyocardial 
pressure and QT under various mechanical and pharmacol-
ogical interventions; closely parallel patterns have docu-
mented the indexation value of QT interval for the force of 
ventricular contraction on a beat-by-beat basis. 

RR and QT are related by the classical Bazett’s  relation-
ship that predicts mean QT corresponding to a standard 
mean RR of 1 second, in the form of corrected QT: QTc = 
QT/[RR]1/2.  This is a “static” equation, because implies av-
eraging over epochs of several minutes, and has been  

challenged when there was minutely considered beat-by 
beat instead of mean QT and RR intervals [5].  

Beat by beat QT variability amounts aproximately 1/10 
of that of RR interval; this time domain relation corresponds 
to a contrast of about 1/100 in the spectral domain. 

QT Fourier spectral power derived from high resolution 
ECG, clusters the same way as in the better known RR 
spectrum, that is within 0.1 Hz, low frequency (LF) or 
“sympathetic” band (standardized now at 0.04-0.15 Hz) and 
“respiratory” band (standardized 0.15-0.4 Hz) around the 
breathing rhythm [2].  

Since QT traces partly reproduces variations seen in RR, 
question arose whether QT-LF power relates to RR inter-
val’s LF modulation, mostly brought by right cardiac vagus, 
or, differently, whether QT-LF mainly reflects sympathetic 
control of ventricles.  

In this vein, a study suggested QT-LF spectral power has 
a double subordination: during relaxed rest it follows mostly 
RR-LF fluctuation; during mental stress a RR-independent 
contribution is added, which presumably reflects the sympa-
thetic status of ventricles [6].  

While sympathetical message became clear enough 
within the QT-LF band, the neural systems involved remain 
unclear since both α1 and β1 - (sympathetic) receptors and, 
still, muscarinic (vagal) stimulation can modulate repolari-
zation in myocardial fibers in the 0.1 Hz rhythm present in 
every autonomic efferent traffic to the heart.  

Sympathetic (exciting) and/or vagal (stabilizing) vehicle 
of such a modulation may be consequential for QT-LF read-
ing in terms of stress-dependent arrhythmia and sudden 
death risk.  

Subsequently, a study using selective pharmacological 
blockade of the above receptors documented that an  adren-
ergic mechanism is  involved in QT-LF response to mental 
stress [7]. To filter out atrial control  influences transmitted 
to QT by its coupling with RR, other study computed  
RR-by-QT mean squared coherence (MSC) spectrum to get 
QT-LF’s idio(proper to)ventricular fraction (IV QT-LF) by 
removing RR-coherent influences [8]. Putting to work this 
new spectral variable, it appeared that QT-LF features ordi-
narily a better sensitivity to mental stress but  its IV fraction 
is robust vis-à-vis of confusing influences from either  
RR-LF or up and downs in mean RR [9]. 
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II.   LONG TIME-CONSTANT IN THE RR - QT COUPLING 

The long-QT syndrome (LQTS) is a rare (1/20,000) 
congenital or acquired (medicinal drugs -related) heart 
condition in which a delayed repolarization follows a quite 
normal depolarization (excitation) of the heart, so that 
interval QT is abnormally prolonged; this way Bazett 
corrected QT is usually over 440 ms in males and over 460 
ms in females [10,11]. LQTS is associated with syncope 
(fainting) due to ventricular arrhythmias, possibly of the 
type known as  torsade de pointes, that can then deteriorate 
into ventricular fibrillation and ultimately into sudden 
cardiac death (SCD). In terms of measurement, a QTc above 
440 milliseconds is considered longer than normal, suggest-
ing either a borderline setting or a clear cut LQTS. Subjects 
with borderline QTc - i.e. 450 to 470 ms in males and 460 to 
480 in females - have a prolongation of QTc, not enough to 
clearly make a diagnosis. The average QTc for someone 
who has long-QT syndrome is 490 ms [12]. Sudden death in 
untreated long-QT patients is ten times higher than that 
recorded in general population and underlain primarily by 
more or less abrupt vagal withdrawal, and secondarily by 
sympathetic going-up [13].  

Observations in normals collected after the advent of  
software measurement of QT interval suggested a slow re-
sponse of QT when  RR briskly changes  100 ms or more as 
under rapid tilting or under speedy standing up, i.e. a large  
time constant (τQT) in the RR - QT dynamic system. 

A large τQT  may keep QT a significant lapse of time after 
a brisk decrease in RR fairly over the value a prescribed by 
Bazzet, inducing for that time a prolonged QTc  setting, 
similar in appearance (because it is functional) with the 
pathologic long-QT syndrome. The more, borderline (at the 
limit of LQTS) but otherwise healthy subjects may experi-
ence during trivial life episodes a risk comparable with that 
of the patent LQTS cases when a new atrial depolarization 
(P-wave) is initiated well over the tail of an abnormally pro-
longed T-wave and may trigger arrhythmic events (like tor-
sade de pointes).  

First study dealing with clinical assessment of true τQT 
[14] used 15 observations (obs.) in  normal 10 young males, 
using the exponential-like decrease of beat-by-beat QT in 
response to a step decrease in RR got by right atrial pacing. 
A positive  RR step was then created by ceasing the pacing 
and allowing HR to recover towards sinus rhythm. Given 
the exponential-like dynamics of QT response, the time 
constant τ resulted directly as the interval from beginning of 
change to intersect of the tangent to the exponential curve 
with the final level. Other day investigators manipulated HR 
using vagal or sympathetic & vagal pharmacological block-
ade using standard protocols (propranolol 0.2 mg/kgbody 
over 15 min and/or atropine  0.04 mg/kgbody over 2 min). 

Assuming exponential-shaped response curves both in RR 
and QT, effectual (or true) τQT results as difference between 
experimental  τRR and  τQT  (21 obs.).  

All interventions were done at relaxed rest while re-
cording a thoracic ECG lead with best-visible T-wave, digi-
tized at 1ms. Beat-by-beat RR and QT time series (ms) were 
derived using a published detection software resulting in 
QTs within +/- 1.12 ms of the values got by the tangent 
method used in the clinic. Finally RR and QT time series 
were evenly re-sampled at 400 ms for time plot analysis. 

Under moderate level RR step decreases (mid-signal  ex-
citation), RR - QT system behaved quite linearly: various 
τQT were fairly close to 48 s.  With larger negative RR steps 
there was a larger τQT dispersion. Conversely, with larger 
magnitude RR step increases  from pacing to sinus rhythm, 
τQT was about 55 s. τQT dependence on step’s direction and 
magnitude points to the non-linearity of the system.  

During blockade, the true τQT  (about 40 s) was lower 
than τQT found under various pacing interventions, suggest-
ing a certain speeding-up of  the RR - QT system when va-
gal control gets away through atropinization.  

Subsequently investigators simulated using Matlab the 
QTc overshoots during/after leading edges of sustained (5 
min) vagal withdrawal that mimics current life stresses in 
active healthy people.  

Figure 1 presents live recordings of RR, QT and QTc 
plots in a quasi-denervated heart, diabetic female patient 
featuring borderline basal QTc (469 ms). During a moderate 
HR acceleration from supine to standing (1st event from left 
to right) QTc remains 45 s around 510 ms, just over-passing 
what investigators called standard long-QT syndrome ar-
rhythmia risk surface, circumvented by the actual QTc curve 
and the long-QT threshold taken here at QTc=500 ms.  

 
Fig. 1 Beat-by-beat traces of true QT interval, QTc (Bazett) and RR inter-
val in a quasi-denervated heart, diabetic female patient featuring borderline 
basal mean QTc (469 ms); traces are processed by authors [14] from high 
resolution ECG records of the Mens Cordis data base created in their  
laboratory 
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Fig. 2 Risk surfaces got by computer simulation [14]. 

 
Simulation dealt with QTc overshoots occurring on HR 

outbursts that could possibly take place in sustained, short-
term (5 minutes) life challenges in healthy. Figure 2 shows 
dependence on basal QTc of the arrhythmia risk surface in 
man under: 

a) an "emotional outburst" molded on pacing to pacing 
data  (τRR =2 s,  τQT =50 s), and   

b) a “moderate exercise induction" with an atropine-like 
vagal withdrawal pattern (τRR=24 s, with either normal  τQT 
=64 s or longer  τQT =100 s).  

Ordinate value 1 corresponded to the risk surface for a 
diagnosed long-QT syndrome patient with basic QTc = 500 
ms over the same 5 minute epoch.  

Risk surfaces for borderline QTc subjects approach quite 
worrisome the arrhythmic risk of the long-QT patient; dur-
ing such a functional long-QT episode in borderline normal 
subjects, a sympathetical extra stimulus may encounter an 
arrhythmic terrain close to that of patients with high SCD 
risk.  

In healthy young adults RR changes of moderate ampli-
tude are always present in daily life and elicit QT changes 
delayed according to a time constant of 40 to 60 seconds. It 
means that a not-neglectible time lapse after a quick RR 
decrease of moderate extent, QT interval remains over that 
prescribed for normals by Bazett equation, i.e. correected 
QT is significantly prolonged, entering and perhaps over-
passing the borderline zone. The delay of QT versus RR 
could possibly be higher  when RR step-downs are bigger - 
i.e. in the case of  sudden tachycardias - that are not un-
common during daily life episodes. In such circumstances, 
passing through minute-long epochs of  patent long-QT- 
like arrhythmia risk distributed more or less frequent along 
daily normal activities of normal or quasi-normal individu-
als (in the QT length sense) appears as  unavoidable. 

 

III. THE EARLIEST AUTONOMIC DEREGULATION  
IN TYPE I DIABETES 

 

Diabetes mellitus is an important risk factor for cardio-
vascular diseases: 75 percent of all diabetes deaths occurs 
due to cardiac or cerebro-vascular causes.  Risk of myocar-
dial infarction in diabetics is 3-5 times higher than in 
nondiabetics; whereas risk of stroke is double. Cardiac im-
pairment by sino-atrial and ventricular dysinnervation, in-
cluding sometimes inter-ventricular sympathetic unbalance 
and long QT syndrome, is apriori the most important risk 
factor for SCD in old diabetic patients.  

On this background, auto- or cross- spectral analysis of 
RR and QT beat-by-beat variability, as derived from high 
temporal resolution (1-2ms) telemetric or Holter ECG re-
cordings, became attractive for early detection of the cardiac 
autonomic lesion in young insulin-dependent diabetic pa-
tients, whose central mechanisms modulating efferent traf-
fic to the heart are active.  

Such a study [15]  focused on 27 consecutive insulin-
dependent patients, free of significant clinical cardiovascu-
lar or neurological involvements, who laid 10 min in re-
laxed rest (baseline), then experienced a stress- interview - 
10 min, and finally stood up (standing) - 7 min. A thoracic 
EGG lead was digitized at 1 ms, RR & QT intervals were 
detected and Fourier-transformed over 3 minute steady state 
RR epochs to get low frequency spectral power (LF: 0.04-
0.15 Hz).  RR-by-QT mean square coherence (cross) spec-
trum was used to unveil the RR-independent (proper to ven-
tricles or idio-ventricular, IV) fraction from the QT (auto) 
spectrum. 

Investigators detected mild autonomic impairments in 16 
patients while  standing in form of  either RR shortening > 
200 ms; or normal RR-shortening but no RR variance; or 
yet stiff  RR around 600 ms & no variance; these patients  
were excluded from what follows. The other 11 patients (5 
males and 6 females, 34.9 ± 6.7 years SD, diabetes history 
of 7.5 y ± 5.4 years) were compared with 11 healthy gender 
and age-paired controls from lab’s data base.  

Table 1 compares averages of patients/controls groups 
under the same intervention (baseline, stress or standing), or 
of pairs of interventions within the same group. Inter-groups 
mean RR differed highly significantly in standing, on a 
background of mild tachycardia in patients. RR-LF is sig-
nificantly lower in diabetics versus normals in all interven-
tions. This held true for QT-LF (except standing) but did 
not for IV QT-LF. Intra-groups, there were similar re-
sponses to interventions in all variables, except patients’ 
mean RR that did not shorten under stress.  

In patients versus controls, significant decreases of RR-
LF in every intervention paralleled by mild to moderate 
decreases of mean RR suggest withdrawal of vagal drive, 
known as vehicle of every RR modulation.   
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Table 1 Effects of the interventions and health status on the main RR and 
QT spectral variables.  There were 11 patients in every group; entries are 
mean group averages +/- standard deviations. 
 
         Mann-Whitney U - Wilcoxon:                p < 0.01,             p < 0.05,   

          p=0.06  
 

     
Variable    

mean RR 
[ms] 

RR-LF  
[ms2] 

QT-LF  
[ms2] 

IV QT-LF 
[ms2] 

 
Intervent 

norms diabs norms diabs norms diabs norms diabs 

 
Stress 
 

 
785 

 54 

 
758  

 51 

 
1662  

 932 

 
555 
  320 

 
4.80 
  2.2 

 
2.35 
  1.6 

 
2.24 
  1.4 

 
1.30 
  0.9 

 
Baseline 
 

 
849 

 75 

 
775 
  90 

 
606 
  329 

 
246 
  186 

 
2.19 
  2.9 

 
0.81 
  0.5 

 
1.22 
  2.1 

 
0.46 
  0.3 

 
Standing 
 

 
735 

 61 

 
641 
  70 

 
613 
  369 

 
231 
  132 

 
3.50 
  2.0 

 
4.10 
  4.2 

 
1.70 
  1.6 

 
1.53 
  1.4 

 
 
    Differently, similarity between controls and patients with 
respect to IV QT-LF response suggests preservation of 
sympathetic drive to ventricles under mental stress.  
    Investigators concluded that in young insulin-dependent 
diabetic patients in the earliest stage of disease a sympa-
thetic ventricular response to mental stress as found in nor-
mal subjects coexists with a vagal withdrawal at sino-atrial 
level. Taken together these findings point to an early ar-
rhythmic risk that should not be neglected.  

IV.   CONCLUSION 

Beat-by-beat QT interval time series and its variability in 
spectral domain prove useful in detecting subclinical regula-
tory disturbances in subjects or patients, worth to be dealth 
with primary or secondary prevention. 

With the first illustration, direct experimental estimations 
of time constant in the RR-QT system (τQT) using pharma-
cological or electrophysiological manipulations of heart rate 
(HR) has documented through computer simulation that τQT 
size may introduce in borderline subjects under current life 
challenges episodes of functional long-QT syndrome featur-
ing “risk surfaces” comparable with those of patent long-QT 
patients associating a sudden death risk 10 times higher than 
general population. Such a functional long-QT phenomenon 
suggests that anti-arrhythmic protection (beta blocking 
drugs) ought be preventively extended over borderline long-
QT subjects as well. 

In the same vein, spectral RR-by-QT analyses conducted 
in type I young diabetics in the earliest phase of autonomic 
dysfunction have suggested preferential parasympathetic 
down-regulation while preservation of sympathetic drive to 

ventricles under mental stress introduces an early arrhyth-
mic risk to be contained by behavioral and pharmacologic 
steps. 
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Abstract— Efficient parameter monitoring and real-time 

medical data acquisition and presentation can prove to be 
crucial, especially in a medical unit treating patients with 
severe affections and highly unstable conditions. This paper 
proposes a monitoring system for the vital parameters of pa-
tients hospitalized in a Intensive Care Unit based on the OPC  
architecture. 

Keywords—  parameter, monitoring, real-time, vital, OPC.  

I.   INTRODUCTION  

Real-time patient monitoring in a medical unit is a big 
concern of today’s medical system, especially in the case of 
Intensive Care Units (ICU). The complexity of the patient 
monitoring issue grows as the number of patients and pa-
rameters to be monitored is getting higher, while the medi-
cal staff has a constant number of members, often required 
to perform different tasks in various areas of the medical 
unit. Therefore, a centralized monitoring system may be a 
key factor in the improvement of the medical care activities. 

A viable solution for such a centralized system is pro-
vided by the OPC (OLE for Process Control) platform, 
which has been designed to eliminate the communication 
incompatibilities between distributed devices using different 
communication interfaces and protocols. 

II.   DATA ACQUISITION OF PHISIOLOGYCAL PARAMETERS 

Intensive care unit equipment includes patient monitor-
ing, life support and emergency resuscitation devices and 
diagnostic devices. The concern of this present paper, how-
ever, is to propose an interconnection method for the moni-
toring devices in the ICU, and an interfacing method for 
real-time data presentation to the medical staff assigned to 
the monitored unit. 

Depending on the affections or the state of each patient, 
various physiologic parameters are monitored by using 
different devices for each of them. Some of these parame-
ters and the monitoring devices are presented below: 

• Acute care physiologic monitoring system—
comprehensive patient monitoring systems that can be 
configured to continuously measure and display a num-
ber of parameters via electrodes and sensors that are 

connected to the patient. These may include the  
electrical activity of the heart via an EKG, respiration 
rate (breathing), blood pressure, body temperature, car-
diac output, and amount of oxygen and carbon dioxide 
in the blood. Each patient bed in an ICU has a physiol-
ogic monitor that measure these body activities. All 
monitors are networked to a central nurses' station. 

• Pulse oximeter—monitors the arterial hemoglobin oxy-
gen saturation (oxygen level) of the patient's blood with 
a sensor clipped over the index finger. 

• Intracranial pressure monitor—measures the pressure of 
fluid in the brain in patients with head trauma or other 
conditions affecting the brain (such as tumors, edema, 
or hemorrhage). These devices warn of elevated pres-
sure and record or display pressure trends. Intracranial 
pressure monitoring may be a capability included in a 
physiologic monitor. 

• Apnea monitor—continuously monitors breathing via 
electrodes or sensors placed on the patient. An apnea 
monitor detects cessation of breathing in infants and 
adults with high risk of respiratory failure, displays res-
piration parameters, and triggers an alarm if a certain 
amount of time passes without a patient's breath being 
detected. Apnea monitoring may be a capability in-
cluded in a physiologic monitor. [1] 

This paper proposes an interconnection and interfacing 
method for the medical equipment enumerated above based 
on the OPC Client/Server architecture. 

 

Fig. 1 The OPC Client/Server Architecture [2] 
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The OPC architecture consists of two main elements: the 
OPC Server and the OPC Client applications. These two 
elements represent an intermediate layer in the communica-
tion process between a data source and a data sink. [2] 

An OPC Server is a software application, a “standard-
ized” driver, specifically written to comply with one or 
more OPC specifications. OPC Servers are connectors that 
may be thought of as translators between the OPC world 
and a Data Source’s native communication protocol or in-
terface. The OPC Client and Server applications relation-
ship being bi-directional, this means OPC Servers can both 
read-from and write-to a Data Source. The OPC Client/OPC 
Server relationship is also a Master/Slave one which means 
one OPC Server will only transfer data to/from a Data 
Source if an OPC Client commands it to. [3] 

An OPC Client software is written to communicate with 
OPC “connectors”. It uses messaging defined by an appro-
priate OPC Foundation specification. OPC Clients represent 
a data-sink. They initiate and control communications with 
OPC Servers based on the request of the embedding appli-
cation. OPC Clients translate a given application’s commu-
nication requests into an OPC equivalent request and send it 
to the appropriate OPC Server for processing. In turn, when 
OPC data returns from the OPC Server, the OPC Client 
translates it back into the application’s native format, so the 
application can properly work with the data. [3] 

Given the OPC platform’s ability to overcome connec-
tion and communication issues which may occur between 
monitoring devices in a medical facility, and due to its 
components structure, this paper proposes a concept of 
integrated monitoring system, based on an OPC Cli-
ent/Server backbone. 

III.   PROPOSED APPLICATION EXAMPLE 

In order to connect the data acquisition system to a re-
mote terminal for data presentation and logging purposes, 
an OPC Client/Server platform has been configured. 

The OPC Server allows the user to define communica-
tion channels with the distributed devices. Each channel is 
configured according to the remote devices’ communication 
interfaces and protocols. The next step of the OPC Server’s 
configuration is adding devices in their respective commu-
nication channels, which have been defined according to 
their specifications. 

Finally, tags are defined for each device connected to the 
channel. The tags connect the OPC Server to memory regis-
ters in the remote devices. Each tag corresponds to a pa-
rameter monitored by the remote device. In the OPC Archi-
tecture tags have three attributes: value, quality and 
timestamp. 

Each device defined in the OPC Server application can 
parent one or more tag groups, which can be organized by 

the user in order to meet the particular needs generated by 
the structure of the system being supervised. 

 

 

Fig. 2 The OPC Server Application 

Given the present paper’s purpose to propose a interfac-
ing model for a medical unit, the OPC Server application 
will be configured according to the following table: 

Table 1 OPC Server configuration 

OPC Server item Monitored entity item 
Channel Medical unit/floor 

Device Room 

Tag group Patient identifier/bed 

Tags Physiological parameters: 
- heart activity – EKG 
- respiration rate 
- blood pressure 
- body temperature 
- O and CO2 levels in blood 

 
During the OPC Client configuration sequence, a connec-

tion to the desired server must be established, and after-
wards, items are added to the respective server connection. 
Each item defined in the OPC Client is bound with a tag 
defined in the OPC Server application. Each tag’s value, 
quality and timestamp are displayed in the OPC Client ap-
plication, after the connection to the server is established. 

 

 

Fig. 3 The OPC Client Application 

However, in order for the data to be easily read and in-
terpreted by the medical personnel, the paper proposes the 
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implementation of a customized Human Machine Interface 
(HMI) application, for explicit information display. Fur-
thermore, the HMI application can be programmed to visu-
ally and acoustically warn the authorized personnel in case 
one or more parameters’ values are higher or lower than the 
predefined values. The limit values for each parameter can 
be modified by the specialized personnel via the same inter-
face, according to each patient’s current state and affections. 

The proposed HMI application is conceived to have mul-
tiple interfacing layers. The main window presents the 
whole medical unit. Every patient represented in this win-
dow has a warning indicator attached, which is activated 
when a monitored parameter falls out of the preset interval, 
considered to be safe. 
 

Medical unit/floor

Patient 1.1 Patient 1.2

Patient 1.3 Patient 1.4

Room 1

Room 2

Room 3

Patient 2.1 Patient 2.2

Patient 2.3 Patient 2.4

Patient 3.1 Patient 3.2

Patient 3.3 Patient 3.4

 

Fig. 4 The main window of the HMI application 

The supervisory personnel can choose to view each pa-
tient’s detailed information by clicking on its respective 
icon in the main window. 

The “Detailed information” window displays real-time 
values for the monitored physiological parameters. For each 
parameter, a warning light is attached to indicate weather or 
not the parameters’ values are in the predefined interval. [4] 
 

Detailed information for Patient 2.1

Blood pressure

Heart rate

Temperature

Oxygen blood
level

bpm

mmHg

OC

%

systolic diastolic

 

Fig. 5 The “Detailed information” window 

Besides showing the real-time values of the monitored 
parameters, the HMI application can be configured to dis-
play the time evolution of the monitored parameters (blood 
pressure, heart rate, body temperature, level of Oxygen in 
blood etc.) for each patient. By clicking on each parameter’s 
tag, a new window is opened, displaying the time variation 
of the respective parameter. 
 

mmHg

time

Blood pressure for Patient 2.1

systolic
diastolic

 

Fig. 6 Evolution in time of blood pressure for a certain patient  

The OPC Client application can also be configured to 
send an SMS alert to one or more members of the medical 
staff, containing the respective patient’s coordinates (room, 
name) and the abnormal parameter values. 

Another feature presented by the OPC Client application 
that can be used in a system for medical parameters moni-
toring is the “DataLogger” plug-in. This plug-in facilitates 
the connection of an online OPC Client application to a 
database management application, such as Microsoft Ac-
cess. [5] 

The data collected from the monitored medical unit is 
stored in a customized database which is bound to the OPC 
Client application via the DataLogger module. The informa-
tion stored in the database can be presented in the form of 
printed daily reports, or it can be exported to other applica-
tions, such as Microsoft Excel, for further calculations and 
interpretation. 

The data logging module allows the configuration of an 
alarms and events logging database [6], which is populated 
with data only in case that the monitored parameters’ values 
do not fit the predefined intervals, considered as safe values 
for each patient. 

By using the data logging method described above, sta-
tistic reports regarding specific parameters, patient evolu-
tion and unit efficiency can easily be generated. 

The information logged in the database associated to a 
certain medical unit can be linked to information contained 
in databases created for other medical units from the same 
hospital, providing real-time information on all the patients 
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being hospitalized at a certain moment. Statistic reports 
concerning similar medical units in a certain hospital or 
from numerous hospitals can be easily generated. 

 

 

Fig. 7 The database generated for a certain patient 

IV.   CONCLUSIONS 

The system concept introduced in this paper represents 
an easy to use and scalable application for a monitoring 
system in a medical facility. 

Such a system presents numerous advantages for the 
medical facility it is implemented in, as well as for the en-
tire medical system, in case it would be generally adopted 
by hospitals and clinics. 

The patient’s status can be observed in real-time from a 
remote monitoring central unit, saving the medical person-
nel the time necessary to perform routine checks on pa-
tients, time which can prove to be crucial, especially in 
intensive care units. 

Another important feature of such a distributed system 
for monitoring a medical unit is the capability to warn the  
 

 

specialized personnel by various means (visually, acousti-
cally, SMS) in case an emergency occurs. Therefore, quali-
fied medical assistance can be offered to the needing patient 
as fast as possible. 

The ability to log the data collected from every patient is 
also a major advantage of such a system, therefore obtaining 
statistical reports on individual patients or on medical units 
from a hospital becomes an easy and less time-consuming 
task. 

Although the presented system is only in a conceptual 
phase at this time, due to its multiple predicted advantages, 
the authors of this paper wish to realize an actual experi-
mental system for data collection from medical equipment. 
The connection between the medical devices and the central 
monitoring station should be done via the OPC 
Server/Client platform. Web based remote monitoring inter-
faces can also be easily developed. 

Furthermore, it is the authors’ intention to integrate such 
a monitoring system on a multi-touch cooperative interface, 
suitable for medical unit management, as described in [7]. 
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Abstract— The range and complexity of medical devices 
used in homecare are increasing. Home medical devices must 
be safer, easier to use and more accessible for all users. The 
safety and the efficiency of the medical device used depend on 
the device’s design, users’ ability to operate with devices and 
the used environments for devices. In order to investigate the 
proper operation of the medical device and to identify sources 
and the nature of difficulties in their use, there were investi-
gated three self monitoring medical devices which are most 
frequently used by the patients of Diagnostic and Treatment 
Center Cluj-Napoca for their chronic disease management. 
The compliance problems, focused on difficulties which may 
occur during the use of medical device, suggested that  the 
proper functioning of the  medical device depend, first of all, 
on user’ competency. 

Keywords—  medical device, self monitoring, safety,  
usability.  

I.   INTRODUCTION  

A modern healthcare system uses complex medical tech-
nologies, which refers not only to sophisticated medical 
procedures and new drugs, but also to medical devices. 
Efforts to improve patient safety and the quality of health-
care delivery must take into account the omnipresence of 
medical technology. Diagnosis, monitoring, treatment and 
rehabilitation require the use of some medical devices spe-
cific for hospitals, and for home environments. In this con-
text, over the past decade, the use of home healthcare medi-
cal device is in a continuous increase.  

Home-care is more convenient for monitoring chronic     
diseases. Self-monitoring of characteristic parameters is    
recognized as an integral adjunctive tool for specific man-
agement of some chronic diseases such as heart disease, 
diabetes and respiratory problems. These specific parame-
ters (blood pressure, blood glucose, peak expiratory flow 
rate etc) could give indications about the current status of 
chronic illnesses and are necessary for optimizing the pa-
tient’s treatment [1-5]. In order to monitor the medical con-
dition of patients it is important to make the medical devices 
used more accessible in an application, but also to use the 
most adequate and the most compatible ones [6, 7].  

The transfer of healthcare from hospital to home envi-
ronment means that these home devices are managed by the 

user. Due to the fact that the technological developments 
become more complicated and the delivery of high-tech 
home care is likely to grow, it is compulsory to deal with 
three important aspects: the effectiveness, the safety of the 
medical devices and compliance regarding their utilization 
[8-10]. The term “user-friendly” is used, generally, to char-
acterize a device as easy to operate or not needing special 
training. There are considered two components which inter-
act with each other: user-acceptance (the extent to which 
the user agrees using the technology) and user-competence 
(the abilities required to use the technology effectively).  

The safety and effective use of medical devices depends 
on design issues and on cognitive and physical capabilities 
of the users. The technical dimensions regarding device’s 
physical properties (appearance, size, noise, weight etc.), 
functionality (fit with the task, usefulness, complexity), 
mechanical or electrical system (power sources, supplies 
etc.) and safety, will affect user-acceptance.  In this context, 
the principles of universal design applied to medical devices 
are: equitable use, ease of use, flexibility in use, perceptible 
information, tolerance to error, low physical effort and ade-
quate size and space for approach [11]. These self monitor-
ing medical devices vary in their technical and clinical fea-
tures, and the differences regarding the accuracy of results 
obtained were reported [12-15]. The human dimensions, 
which include skills and knowledge, autonomy (self-
efficacy, independence, mobility), sociability (social rules, 
patients’ and relatives’ attitudes) will influence user-
competence. Furthermore, there must be taken into account 
the fact that people with varying levels of education and 
technical skills become users of health technology [16 -17].  

II.   EXPERIMENTAL 

A.   Materials and Method 

We selected 3 self monitoring medical devices (SMMD) 
which are more frequently used by the patients of Diagnos-
tic and Treatment Center Cluj-Napoca for their chronic 
disease management: 

- blood pressure monitors (BPM) -for essential arte-
rial hypertension management 
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- blood glucose meters (BGM) - for diabet manage-
ment),  

- peak-flow-meters (PFM) - for asthma management.  

Our study relies on individual interviews (conducted face to 
face and through questionnaires) and by directly observing 
the patients. The interview techniques are used to evaluate 
the importance of the use of medical devices in monitoring 
the chronic disease and the consequences associated with 
the use of SMMD. The patients recruited were requested to 
complete a questionnaire investigating their SMMD prac-
tice. Conversation analysis provided detailed data on the 
impact of new technologies upon self-monitoring system, 
and the interactions between patients and health profession-
als regarding medical device used.  

In order to have a complex variety of viewpoints, we   
included participants of varying age, gender and socio-
economic status who lived in the area of Cluj-Napoca city, 
Romania. The study included 75 patients, with known es-
sential arterial hypertension, diabetes or asthma (under the 
adequate treatment for the specific diagnosis). The demo-
graphic characteristics of the patients included in the study 
are presented in Tables 1.  

The study includes two aspects. 
The first questionnaire focused on the reason of choice 

and use of the medical device (duration of use, the fre-
quency for performed measurements with the SMMD, the 
control of correct results, the training available or necessary 
and the importance of self-monitoring (Tables 2).  

Table 1 Characteristics of the subjects (medical devices users) 

Characteristics 
 of the subjects                      Medical device used 

  
Blood 

 pressure 
monitors 

blood 
glucose 
meters 

  peak-
flow-  

meters 

Number of patients       35  28 13 

Mean age  (years)       55.8 50, 2 32,5

 10-19        0   3 7 

Age group 18-39        7   6 3 

distribution (years) 40-59       11   9 2 

 60-80       17 10 1 

Sex distribution M 24 13 5 

 F 11 15 8 

Educational  level Gymnasium 13 7 5 

 High school 10 13 2 

 Faculty 12 8 6 

Disabilities (limitation Yes 7 13 1 

by other illnesses) No 28 12 12 

 

The second part of the study regarded the usability prob-
lems, focusing on the difficulties or errors which may occur 
during the use of medical device. 

Statistical analysis 
The results were statistically analyzed using the Micro-

soft Office 2003 software. We considered statistical signifi-
cance p<0.05. 

Table 2 Characteristics  of the use of medical devices 

Parameters Characteristics BPM 
(n= 35) 

BGM 
(n=28) 

PFM 
(n= 13) 

Duration of use 
(years) 

total duration 
 of use 

4 5 1,4 

Frequency of  use 1–3 times/month 1 0 2 

 1–5 times/week 7 8 5 

 daily 10 13 4 

 more times/day 17 7 2 

Healthcare person 21 25 11 Person 
recommending 

a SMMD 
Non-healthcare 6 1 1 

 Self initiative 8 2 1 

Influence in  
choosing a SMMD 

Physician 
(specialist, GPs) 

11 13 11 

 Pharmacist 5 8 1 

 
Sales person 
(non-healthcare) 

14 3 1 

 
Commercial 
interests 

5 4 0 

Training  for using 
the SMMD 

Physician. 
(specialist, GPs) 

8 21 12 

 Pharmacist 5 3 0 

 Sales person 7 2 0 

 Self-educated 14 3 1 

 Other 6 1 0 

Difficulties  Yes 27 19 8 

using SSMD No 8 9 5 

Control of SMMD No 29 24 13 

 Yes 5 3 0 

Experience 21 7 1 

Dexterity 4 8 3 

Learning ability 4 4 1 

Considerents 
regarding the 
ability required 
to operate SMMD 

Medical training 6 9 8 

Very important 28 25 11 

Important 7 3 1 
The importance of 
SMMD in monitoring
chronic condition Insignificant 0 0 1 

B.   Results and Discussion 

The data showed that there is not a greater tendency to 
self-monitoring for active subjects (between 40-60 years) 
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and more educated patients’ group than to those ageing 
(over 60 years) and with medium level of education (44 vs. 
42 %, respectively 51 vs. 49 %). The children’s user num-
ber was lower than the other groups mentioned above, in 
concordance with the low number patients included for 
these diagnostics. It must be mentioned that only the costs 
of glucometers and reagent strips for glucose are covered by 
the national health system; the others monitoring devices 
investigated (and their accessories) are supported by the 
patients.  

The majority of patients are influenced by their health-
care personnel (especially GPs) when initiating self-
monitoring.  When an SMMD is recommended it is com-
pulsory to ensure that users are able to safely operate the 
device. This is why, it is highly suggested that this should 
be done by the health-care personnel who obtain the rele-
vant medical history of the patient. Moreover, the use of the 
devices and a correct monitoring on patients must be 
checked by keeping regular contact with their health-care 
providers.  

Regarding the choice of a certain type of medical device, 
most of patients are influenced by other non-healthcare 
personnel or by commercial interests (in the case of blood 
pressure monitors), or respect the physicians recommenda-
tion (for peak-flow-meters). The specific education of the 
patients is often provided by the personnel working in the 
specialized clinics as well as by GPs. But many patients do 
not receive structured education regarding the performed 
measurements using a medical device. Only 10% of the 
subjects are used to control their SMMD, in order to verify 
if the medical devices used shows the correct result. 

The abilities of patients, considered necessary for a cor-
rect use of a medical device were: experience (38%), medi-
cal training (30%), dexterity (20 %), and learning ability 
(12%).   70% of the patients reported a variety of difficulties 
when using SSMD.  Regarding the role of the SMMD used, 
most of the subjects considered that it is very important to 
facilitate the monitoring of their chronic condition. 

In the second part of the study we investigated the diffi-
culties which may occur during the use of medical device. 
The patients used different devices commercially available 
the most frequently ones used by our patients were: 

- blood pressure monitors:  by Omron, Microlife,  
Sensacare, Braun, A&D, Hartmann., etc 

- blood glucose meters Accu-Check products (by 
Roche Diagnostics), One Touch products (by Lifes-
can), PalmLab (by Sand Biotechnology Inc), etc.  

- peak-flow-meters: Mini-Wright Peak Flow Meter 
(by Clement Clarke), Asmaplan (by Vitalograph), 
Piko (Ferraris Respiratory Europe Ltd)  

and their technical characteristics are presented in Tables 
3a-3c [12-15,18-20]; 

Table 3a  Characteristics  of the Blood pressure meters used 

 Device Memory      PC 
connection 

Irregular  
Pulse  

Detection 
MIT Elite Omron 90 No Yes 

MM10 IT Omron 84 Yes Yes 

M1 Plus Omron 90 No Yes 

BP A100 Microlife 40 No Yes 

SAA-102  Sensacare 30 No Yes 

Tensoval duo control  
Hartmann 

2x 30 No Yes 

 
 
 
 
Upper arm 
device 

UA-631 A&D 30 No Yes 

R7 Omron 90 optional  No 

BP W100 Microlife 200 No Yes 

SAW-102 Sensacare 30 No Yes 

 
Wrist 
device 

BPM2510  Braun 30 No Yes 

Table 3b  Characteristics  of the Blood glucose meters used 

product Sample 
 size (µl) 

Test  
time (s) 

  Memory 
 (readings) 

PC 
 conection 

Alternative  
site testing 

One Touch 
Select 

5 5 350 Yes Yes 

One Touch 
Ultra 

1 5 150 Yes Yes 

One Touch 
Ultra Easy 

1 5 500 No Yes 

Accu-chek 
Compact 

1,5 8 100 Yes Yes 

Accu-chek 
Advantage 

4 40 480 Yes No 

Accu-chek 
Active 

2 5 200 No No 

MultiCare 3 10 250 Yes No 
EasyGluco 1.5 10 200 Yes No 
GlucoSmart 2 10 100 No No 
GlucoS-
martPlus 

2 10 250 No No 

Palmlab 0.3 10 200 No No 
CleverChek 
TD4227A 

0.7 7 450 Yes Yes 

 
The automatic devices for self-measurement of blood 

pressure (which use, generally, the oscillometric technique) 
are: upper arm and wrist devices. Their technical character-
istics could affect the accuracy and reproducibility of the 
results. 

The glucometers differ in several technical aspects such 
as: amount of blood needed for each test, testing speed, 
ability to store test results in memory, overall size, cost of 
the monitoring (device and test strips used). 
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Table 3c  Characteristics  of the peak-flow-meters used 

Device Characteristics 
Mini-Wright Peak Flow Meter 
 

Range: 50-800 L/min  
Accuracy: ± 10%    
 Memory: 200 tests 

Peak-Flow-Meter ASMAPLAN Range: 50-800 L/min  
Accuracy: ±10 %  
Memory: 96 tests  

Peak-Flow-Meter PIKO Range 15 - 999 L/min  
Accuracy: ±5  
Memory: 96 tests  

 
The performance characteristics of peak flow meters are 

dependent on the type of transduction system, but the meas-
urement depends significantly on patient’s effort and  
technique. 

The most frequent and common sources of errors are: the 
improper calibration of the device, the battery discharged, 
disobeying the conditions of measuring recommended by 
the doctors (Table 4). 

Table 4 Common sources of errors 

Medical Device Sources of errors 
Blood pressure  

monitors 
- the arm is not kept at heart level during 
measurement (or incorrect position of the wrist)) 
-  the measures performed don’t respect the  
   condition recommended  
- cuff size not corresponding with the size of 
patient arm)   

Blood glucose 
 meters 

- the quantity of blood applied to the reagent strip 
is insufficient; 

- the blood is not left on the reagent strip for an 
adequate period of time 

- the reagent strips are expired or are stored im-
properly; 

- the test is performed under wrong conditions of 
temperature and humidity;  

- patients are dehydrated.  
Peak-flow- 

meters 
-  the voluntary effort  of the patient is insufficient  
-  the muscular strength of the patient is poor 
- the technique used is inadequate 
- the measures are performed before the use of an 

inhaled treatment 
- the cleaning of PEF devices is inadequate 
- disassembling of the device 

 
Difficulties using certain devices can be caused by a va-

riety of factors and could lead to errors: “use error” and 
“user error”. There are numerous sources of errors associ-
ated with the use of medical technology. Problems which 
could appear depend on the medical devices used, but is 
often assumed to be caused by the failure of the patient to 
perform the measurements 

The most important factors which can lead to errors are: 
 

• Medical device design problems  
Every interface between a human and a device contains 

opportunities for error. Any change in device’s design (the 
replacement of the SMMD type) can lead to extra errors. In 
order to be safely used by patient, generally, the medical 
devices are designed by the manufacturer following the idea 
of simplicity or standardization. The patients’ preferences 
are for devices which having no (or few) external function 
buttons and work automatically (with little or no human 
intervention). The effort required by the user to apply a 
sample correctly was reported. 

•  Medical device labeling and information package  
A medical device requires an adequate design, with ade-

quate labeling for the user and a complete information pack-
age.  The major factor contributing to the user errors is the 
difficulty that patients have understanding written instruc-
tions provided with devices. The confusions caused by new 
terminology were observed. 60% of our subjects report dis-
satisfaction with the quality of instructional materials ac-
companying medical devices, regarding the understanding of 
labeled instructions. This is the reason why, the information 
packaging (graphics and text) is preferred. Some of the sub-
jects required an alternative guide such as video or audio.  

• “Transferred” device. 
Some medical devices are handed down from one patient 

to another, without the intervention / recommendation of 
physicians or pharmacist. In this case it is possible that the 
“transferred” device is not appropriate for the intended user, 
or it is not accompanied by complete, accurate and adequate 
information. 

• Age and Disability of the User  
The greatest users of home-health services are older peo-

ple (due to the fact that diabetes, heart and respiratory prob-
lems are the top chronic diseases of this age group). The 
first problem is regarding the understanding of instructions 
(written or training). In addition to these, there are men-
tioned the difficulties regarding memory, vision, hearing 
and language barriers. 

We can conclude that patients with physical disabilities 
or incapacitated by other illnesses are disadvantaged (physi-
cally and psychologically) in the use of the new technolo-
gies. Their general health, mental and emotional state or the 
effects of their medication on their abilities must be taken 
into consideration. For now, the technology is not designed 
for these special categories.  

Other factors which affect the compliance of the patients 
are: 

• Failing to follow maintenance and calibration pro-
cedures  

Medical devices with a measuring function require cali-
bration and special procedures. Checking or setting the 
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calibration of a SMMD guarantees the accuracy of the 
measurement results. 

• Failing to communicate regularly with health-care 
professionals  

We could not establish a correlation between the medical 
product used and the success of monitoring, but we man-
aged to observe a relation between the correct use of device 
and the results of self monitoring.   

It is important that the subjects performing the measure-
ment using SMMD are clearly instructed about the proce-
dure. This implies that the specialized personnel (health-
care personnel and sales personnel) must explain in detail 
the procedure to the patient. A demonstration of the full 
procedure by the operator to the subject is also required. 

A patient  needs to know: what SMMD measures; what 
are the types of SMMD available; how to prepare them-
selves for performing measurements; what are the common 
problems encountered in performing the measurement; how 
to achieve the results; how to interpret the results obtained. 
30% of the subjects don’t understand how the devices are 
used, and over 60% of the subjects were not informed about 
the situations that are likely to cause incidents. The results 
of our study are presented in figure 1. 

An educational effort coming from the medical personnel 
(physicians, nurses, pharmacists) could improve patient’s 
SMMD performance. An adequate training and support 
from physicians and nurses focused on skills and routines, 
increasing the user-friendliness of technology. In this con-
text, we considered necessary to develop educational pro-
grams for health-care professionals, physicians, pharmacist 
and nurses in order to improve their skills and their ability 
to participate in efforts to enhance patient safety regarding 
medical devices. The role of pharmacist in recommending, 
choosing and training regarding must be increased. 

 

 

Fig. 1  The results of training regarding SMMD 

The specific parameters for certain diseases can be meas-
ured by the patient himself and could give indications  
about the current status of chronic illnesses, which are nec-
essary for optimizing the patient’s treatment. However, the 
optimal interpretation of these measurements and the rec-
ommendation of the adequate treatment require physicians’  
knowledge.  

III.   CONCLUSIONS  

The proper operation of the medical device depends on 
the device’s design and on the competency of its user. This 
is why, when a SMMD is recommended, we have to ensure 
that users are able to safely operate the device. Medical 
devices used are of various types available, with different 
technical characteristics, but we could not establish a direct 
correlation between the product used and the success of 
monitoring of chronic disease. The study suggested a strong 
relation between the correct use of device and the results of 
self monitoring. The information about the correct use of 
medical devices must be accurately communicated and 
recorded in order to obtain the compliance of the patient. 
The self monitoring using specific medical devices must be 
checked by keeping regular contact with their health-care 
providers.  
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Abstract— The paper presents a low cost system for wireless 
monitoring of the progressive loading of lower limb. This sys-
tem contains a smart device able to measure the plantar pres-
sure, to compare it with predefined levels and to signal the 
patient in order to avoid excessive loading of the limb in case 
of patients following post-traumatic rehabilitation. 

Keywords— Wireless sensor, post-traumatic rehabilitation, 
plantar pressure. 

I.   INTRODUCTION 

Plantar pressure pattern has been extensively used for di-
agnosis of foot disorder[14]. Pressure plantar distribution, in 
conjunction with finite element analysis was also used as a 
clinical tool to explore the effects of various insoles  
models[7]. 

Kinetic studies also  require measuring plantar pressure. 
In this field studies have been conducted with shoes with 
built-in sensors, such as F-Scan System, which measure 
force from output with dozens to hundreds of elements,  
allowing to detect both plantar force and distribution. As 
indicated in [9],  such devices obtain a variety of informa-
tion but are too costly and complex for practical use such as 
in rehabilitation, being limited mostly to research. 

It is proven in many studies that the instrumentation of 
inner soles or shoes is essential in characterizing  the behav-
ior of the force distribution on the feet [6]. In Rehabilitation 
Engineering the measurement of the efforts exerted by the 
lower limbs is necessary for providing the knowledge of the 
plantar surface forces distribution as well as for giving to 
the patients, with spinal cord injury or diabetics, the contact 
sensation with the ground [ 6]. 

In the last four decades, a considerable number of at-
tempts were made to use transducers and load cells mounted 
in or on soles of shoes.  

Several examples are enumerated in [5]: strain gauge, 
spring element under the heel and the fore foot of each shoe 
to measure vertical reaction and shear forces; circular strain 

gauges strap under the sole of the shoes for measuring the 
force in vertical direction, piezoelectric sensor to assess 
ground reaction force. 

Pressure sensors are based on a variety of technologies.  
The authors of [8] consider that as plantar pressure meas-
urement is considered, the choice is reduced to only two 
fundamental types: resistive and capacitive.  

Usually the physical mechanism involved is that of con-
tact resistance, as in devices commercially known as FSR 
(Force Sensing Resistor).These are roughly linear in a given 
range of pressure and care should be taken in considering 
the border effects and geometry of sensor. Such devices 
offer the advantage of organization in  large resistive arrays 
with a low impedance that promises good noise immunity 
of measurements. 

The capacitive sensors (generally based on the modifica-
tion of the thickness of an elastic material  present between 
the plates of a capacitor) are also widely used for pressure 
measurement.  The geometry of the sensor and the border 
effects should also be carefully  considered. It is important 
to point out that the measurement with capacitive sensor is 
not as fast as the measurement with resistive ones, as only 
time-varying test signals may be used. The noise and inter-
ference issues are of critical importance, since the small 
capacitance leads to high impedance devices. An attempt to 
avoid such problems, by using a PZT ceramic type of sensor 
(lead zirconate-titanate) is suggested in [13]. 

The diversity of the approaches in terms of sensor tech-
nologies([18], [23], [24], [25] ), measurement and simula-
tion techniques ([7], [20], [21]) or measurement data aggre-
gation methods is motivated by the clinical value of  such 
devices ([1], [2], [3], [14],[26], [27]), by the search for fea-
sible and affordable implementations and by their usage in 
the design process of other devices ([4],[17]). From an 
implementation point of view, in-shoe plantar pressure 
measurement provides a challenging measurement 
environment for the sensor, leading to a associated 
challenges like crosstalk between elements, errors due to the 
bending forces and difficulty of calibration [12]. 
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As reported in [11], the most commonly reported pres-
sure value is the single maximum pressure recorded at criti-
cal areas of body, but the average pressure is a more stable 
measure and gives a better overall picture of interface pres-
sure in disabled people than maximum pressure. A correla-
tion based study of the plantar pressure maps [11] shows 
that the maximum and average pressure maps reveal almost 
the same information in the case of static pressure meas-
urement, while for the data measured at normal and fast 
walking speeds, the correlation coefficients between the 
cumulative, maximum or average pressure maps had similar 
magnitudes.  

When examining the pressure measurement devices 
(PMDs), [8] points out that differences in sensor technol-
ogy, matrix spatial resolution, pressure range, sampling rate, 
calibration procedures, raw data post-processing, ageing, 
lead to significant differences in PMD overall accuracy, but 
it is worth to mention that the performance of a PMD is in 
fact the result of many factors (mechanical assembling, 
scanning electronics, and data transfer protocol).A classifi-
cation of the measurement method is given in [10] (see 
Figure 1). 
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Fig. 1 Classification of pressure measurement methods after [10] 

The system described in this paper is intended to the 
measurement of the force appearing at the foot-sole inter-
face in order to prevent an exaggerate load of then lower 
limb in the case of the patients going through a post-
traumatic rehabilitation process. The measurement of the 
force appearing at the foot-sole interface is done with a 
single pressure transducer. The conversion of the pressure 
into force value is done trough an algorithm implemented 
on a microcontroller. The measured values can be  

transferred through a wireless interface. The patient is 
warned upon the reaching of a physician prescribed force 
level threshold by acoustic and optical signaling. Such 
feedback allows the patient to correct the forces developed 
in walking  or in stationary positions to levels appropriate 
for the post-traumatic rehabilitation process. 

II.   INSTRUMENTED SOLES  

The instrumented soles are the solution for embedding 
the measurement devices (force or pressure transducers), 
and the associated hardware for processing and communica-
tion of the measurement data. 

 

 

Fig. 2  Instrumented inner sole as presented in [6] 

 

 

Fig. 3  Instrumented inner sole according to [5] 

The instrumented sole described in [5] has total thickness 
of 15mm and  is divided in eight areas defined in relation to 
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the dynamic roll of the foot during the stance phase of gait: 
two transducers corresponding to the heel (internal and 
external), two corresponding to the external side of the sole 
(behind and fore foot), three under the five metatarsal heads 
and one under the big toe, adding up to eight areas (and 
transducers) for one shoe (see Figure 3). 

Another implementation, described in [6], mentions a re-
duced number of measurement areas (see Figure 2). 
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Fig. 4 Proposed setup of the instrumented sole 

III.   METHOD AND RESULTS  

A.   Functionality and Hardware Architecture  

The idea of using a microprocessor-based data-
acquisition system for measuring plantar pressures is re-
ported in early works like [28], [29], but without the inte-
gration of wireless communication, its implementation are 
in the manner of umbilical data-acquisition systems. An 
example of such wired implementation is given in Figure 5 
after [10]. 

A compact wireless hardware architecture for a pressure 
measurement system appropriate for implementation in the 
form of an instrumented sole without any wires is presented 
in this section starting from the setup  of [19] (see Figure 4). 
The setup described in Figures 4 and 6 offers the advantage 
of measuring the pressure through a single transducer con-
nected to a network of three flexible chambers placed under 

three plantar areas of maximal pressure. The in-sole device 
is built around a measurement and control block BM  hav-
ing a radio interface IR, a nonvolatile memory for calibra-
tion data and force thresholds  as well as an optical and 
acoustic warning block (AAL). All subsystems are powered 
through the power supply A. 

For the application described in this paper, the value of 
interest is that of maximal pressing force at foot-sole inter-
face. 
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Fig. 5  Wired data-acquisition system for plantar pressure 

The output of the pressure transducer SP is converted in-
to a numerical value by the A/D Conversion block, and 
further transformed into a force value by the software run-
ning on the Microcontroller. This value is further com-
pared with the threshold stored on the non-volatile memory. 
When the maximum of the force values Fmax, measured in 
an programmable measurement time Tmas, at a program-
mable sampling frequency Fs, is greater than the current 
prescribed threshold FP, the measurement and control block 
generates the appropriate driving signals for the optical and 
acoustic warning block (AAL) (Figure 7) .  

The advantage of using the elastic chambers CE1, CE2 
and CE3 connected together through the tube T to the pres-
sure transducer SP, is that the value sensed by SP is always 
the maximum one due to the balancing of the pressure be-
tween the chambers CE1, CE2 and CE3.  

The operation of the system is controlled by a list of pa-
rameters (T, Fs, FP, D) stored as a table in the on-volatile 
memory of the Microcontroller.  
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Fig. 6  In-sole wireless device 
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Fig. 7 Schematic of the in-sole device 

The radio interface IR is implemented with an RF Tran-
sceiver block that offers bidirectional communication. It 
allows the physician to read or modify the current values of 
these parameters in a wireless manner. For gait studies, 
plantar studies or calibration activities,  the measured values 
can be continuously transmitted toward other systems with 
compatible transceivers at a rate Fs/D ( where D is the pa-
rameter defining a decimation factor). Since a continuous 
transmission would lead to a high current consumption from 
ACC, the  measurement and control block  invalidates this 
function when in the parameters table the current value of D 
is 0.The power block A consist from a battery ACC and a 
charger block. The charging control, monitoring of the cur-
rent consumption, as well as contactless transfer of the  

energy through inductive coupling from an external charg-
ing device DI, are functionalities implemented based on the 
electronics of  the charger block (see Figure 7) and on the 
microcontroller software control routines. 

Since the situation of battery exhausting should be 
avoided, the Microcontroller processes the current moni-
toring data of ACC read from the charger block  and gener-
ates a specific warning sequence for the AAL, in order to 
warn the patient in time. 

A prototype device was developed containing an insole 
device according to the described architecture (Figure 8). Its 
implementation is based on low-cost silicon pressure trans-
ducer, 8-bit microcontroller, serial A/D converter, and 
WirellesUSB transceivers. The device communicates with a 
wireless hub that connects to an USB port of a computer 
running the applications for configuration, calibration and 
data-acquisition.  

 

 

Fig. 8  Prototype shoe with in-sole device and warning device 

B.   Wireless Communication with the In-Sole Device 

The wireless communication with the in-sole device us-
ing the WirelessUSB N:1 Protocol is presented in what 
follows in accordance with [15], and[16]. This protocol is 
optimized for low-power Sensors that require battery life to 
be measured in years, not days or months.  In order to ac-
commodate extremely power-sensitive Sensors the Hub is 
typically assumed to be powered constantly by an external 
power supply. The WirelessUSB N:1 Hub (Figure 9) inter-
faces with a local host in order to form a  N:1 Star Network. 
The WirelessUSB N:1 protocol utilizes the unlicensed 2.4 
GHz Industrial, Scientific, and Medical (ISM) band for 
wireless connectivity. Each WirelessUSB N:1 network uses 
a subset of channels spread across the 2.4 GHz frequency 
band in order to minimize the probability of interference 
from other WirelessUSB networks, while reducing the 
number of possible channels each Sensor must search in 
order to find the current channel being used by the Hub.To 
assure the quality of the radio link, Pseudo-Noise Codes 
(PN Codes) are used. These codes are used in order to 
achieve the special matched filter characteristics of DSSS 
communication. The length of the PN Code results in dif-
ferent communication characteristics. All devices in a net-
work must use the same PN Code and channel in order to 
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communicate. In order to have an optimum data transfer 
over the radio link several methods of error correction are 
used in the WirelessUSB N:1 network: Chip error correc-
tion., Bit error correction, Cyclic Redundancy Check 
(CRC), and ACK/re-transmission. There are a number of 
parameters that are used to define and identify a Wireles-
sUSB N:1 network which will be shortly explained in what 
follows.  

Each WirelessUSB radio contains a 4-byte Manufactur-
ing ID (MID). During Bind Mode the Hub notifies the Sen-
sor of the current channel being used for Data Mode  
(Network Channel). All packets transmitted between bound 
devices use a single PN Code, which is determined by the 
Hub(Network PN Code). During the bind procedure the Hub 
assigns each Sensor an 8-bit or 16-bit device ID (Device 
ID), which is used to uniquely identify each Sensor. The 
Network Checksum Seed is XORed with each byte in the 
header and payload when determining the checksum value 
for all packets sent between bound devices (Data and ACK 
packets). The Network CRC Seed is used to seed the CRC 
calculation for all packets sent between bound devices 
(Data, ACK, and Network Ping packets) in order to reduce 
the possibility of packets from neighbouring systems being 
accidentally received as valid packets. The WirelessUSB 
N:1 Protocol operates in a series of specific modes. The 
Automatic Bind Mode allows the Sensor to retrieve the 
network parameters from the Hub. All Sensors must be 
bound before they can exchange data with the Hub. The 
Seeded Bind Mode will be described in more detail in what 
follows, for both Sensor and Hub operation. 

The Channel Selection Mode is used by the Hub to find 
an available channel; channels are unavailable if they are 
being used by another network with the same PN code, or if 
there is excessive noise on the channel.  

The Channel Search Mode is used by the Sensor to dis-
cover the current channel used by the Hub. Upon entering 
Channel Search Mode the Sensor selects a channel from the 
Network Channel Subset. The Sensor alternately transmits 
Data Packets containing its Device ID and listens for an 
ACK Packet from the Hub. If the Sensor does not receive an 
ACK, it selects the next channel in the Network Channel 
Subset and repeats the procedure. If an ACK is received the 
Sensor exits Channel Search Mode and enters Data Mode.  

The Data Mode allows application data to be transmitted 
between the Sensor and the Hub. When the Sensor applica-
tion has data to send to the Hub the Sensor creates a Data 
packet and listens for a response (either an ACK or Data 
packet). The Sensor may also send an empty Data packet to 
the Hub in order to poll the Hub for data. If no response is 
received, the Sensor retransmits the packet. If the received 
response is a Data packet, then the Sensor may respond 
immediately with an ACK or wait until the next transmitted 

Data packet to acknowledge the received Data packet from 
the Hub. In Data Mode the Hub listens for Data packets 
from the Sensors. When a valid Data packet is received the 
Hub responds with an ACK packet or a Data packet, if there 
is application data to be sent back to the Sensor. 

 

 

Fig. 9 Prototype hub device connected to USB port 

IV.   COMMENTS AND FURTHER DEVELOPMENTS  

A complex, yet low-cost, wireless system that can allow 
a patient to start a controlled rehabilitation treatment in 
hospital or at home is proposed. Visual and audible feed-
back  for the patient is provided by a sole integrated device.  

The guidelines of the proposed design are compactness, 
low power and usage of low cost electronic components for 
making the system affordable. Once the physician’s pre-
scribed acceptable loading levels (force thresholds) are 
loaded into the microcontroller unit, the appropriate signal-
ing is assured for the patient.  

When configured in continuous transmission mode, after 
reading sensor data, the embedded software sends the sam-
ples to the host PC for archiving (Figure 10). The physician 
can use this information to monitor the gait and the progress 
of the treatment. 
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Fig. 10 Sequence acquired in Matlab during walking 

 
A valuable feedback can be obtained this way, allowing 

the physicians to adjust the treatment in a way it will fit 
more closely to the specific evolution of each patient. 

It is hoped that such systems can be of real value for 
post-surgery patient rehabilitation, and further development 
efforts are made toward the implementation of a commer-
cial low cost in-sole device. 
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Abstract— Telemedicine and e-health solutions provide 
(chronic) patients and elderly people services that enhance 
their quality of life. Advances in wireless sensor network tech-
nology and the overall miniaturization of their associated 
hardware low-power integrated circuits have enabled the 
design of low-cost, miniature and precise physiological sensor 
modules. These modules are capable of measuring, processing, 
communicating one or more physiological parameters, and can 
be integrated into a wireless personal area network (WPAN). 
This paper is dedicated to the most complex Romanian tele-
medical pilot project, TELEMON, that implemented a system 
for automatic and complex telemonitoring, everywhere and 
every time, in real time, of the vital signs of persons with 
chronic illnesses, of elderly people, of those having high medi-
cal risk and of those living in isolated regions. The main objec-
tive of this pilot project is to enable personalized medical tele-
services delivery, and to act as a basis for a public service for 
telemedical procedures in Romania and abroad.  

Keywords— telemedicine, telemonitoring, wireless technol-
ogy, embedded systems, ambient assisted living. 

I.   INTRODUCTION  

The demographic change and ageing in Europe, seen as a 
major time aggravated thread to the European societies,  
implies not only challenges but also opportunities for the 
citizens, the social and healthcare systems as well as indus-
try and the European market.  

Emerging information and communications technologies 
have considerable potential for enhancing the lives of many 
older people and effectively approach the concept of per-
sons’ wellbeing, by using advances in biomedical wearable 
sensors, wireless sensor networks and technologies for re-
mote monitoring. In this respect, the paradigm of Ambient 
Assisted Living (AAL) fosters the provision of equipment 
and services for the independent or more autonomous living 
of elderly people, via the seamless integration of info-
communication technologies within homes and residences, 
thus increasing their quality of life and autonomy and re-
ducing the need for being institutionalized or aiding them 
when it happens [15]. 

In the UK, for example, health officials believe ICT en-
abled self-care could potentially reduce general practitioners 
visits by 30% and hospital admissions by 40%. Moreover, 
length of hospital stays and days off work could also be 
reduced by 40%. Successful aging means maintain physical, 
cognitive, and social activities, live an independent life and 
maintain a good quality of life. Senior citizens wish to re-
main living at home for as long as possible, despite the 
appearance of motor and/or cognitive impairment.  

Telemonitoring is one of the alternatives that provide us-
ers and their families with confidence and satisfaction, since 
it allows elderly patients with chronic diseases or very frail 
to live independently in their own home with direct contact 
to the professionals, relatives and friends [14]. 

Our project enables to design a secure multimedia trans-
mission system (medical records, digital images, video, and 
text) in order to enhance the telemedical consultancy ser-
vices. The main objective of this project is to enable per-
sonalized teleservices delivery and patient safety enhance-
ment based on an earlier diagnosis with medical telemetry 
using biosignals, images, text transmissions, and also apply-
ing the suitable treatment according to the remote medical 
experts’ recommendations [1], [8]. In this way the medical 
risks and accidents are diminished. The TELEMON system 
acts as a pilot project destined to the implementation of a 
public e-health service, “everywhere and every time”, in 
real time, for people being in different hospitals, at home, at 
work, during the holidays, on the street, etc. 

II.   MATERIALS AND METHODS 

A.   Medical Monitoring 
 
The main objective of this project is the achievement of 

an integrated system, mainly composed by the following 
components in a certain area: a personal network of wireless 
medical sensors on the ill person (Figure 1), a personal 
server on the same patient (a Personal Digital Assistant -
PDA), and a personal computer (PC). After local signal 
processing, according to the specific monitored feature, the 
salient data are transmitted via internet or GSM/GPRS to 
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the database server of the Regional Telemonitoring Centre. 
The personal network of sensors includes at least one medi-
cal device for vital signs acquisition (ECG, heart rate, arte-
rial pressure, oxygen saturation, body temperature, respira-
tion), or a fall detection module, all these components 
having radio micro-transmitters and allowing an autonomic 
movement of the subject.  

The project also approaches the situation of the mobile 
patient. The data processing is done by a PDA with GPS 
localization, and data transmission is obtained by using the 
GSM / 3G module of the PDA.  

Concerning the application programs, they act and corre-
late on two levels: a local data processing, near the patient, 
as well as another processing on database central server. So, 
the general software architecture is a client-server one, and 
the project develops a SOA – Service Oriented Architecture 
- which is a standards-based approach to manage services 
made available by different software packages for reuse and 
reconfiguration [2]. Services are written to protocols that 
are interchangeable, unlike many interfaces that are unique 
to each software application and typically vary by hardware 
platform, software language, and operating system.  

The results of data processing include different locally 
generated alarms, transmitted to the central server, to the 
family or specialist doctor, to the ambulance or to a hospi-
tal. Other results of on server data processing are different 
medical statistics, necessary for the evaluation of health 
status of the subject, for the therapeutic plan and for the 
healthcare entities. The TELEMON system is built around a 
database server that receives data from local subsystems and 
also from mobile subsystems. The transferred information 
to database server are represented by those data above the 
limits and by medical recordings. The database server stores 
the recordings and is capable to send alarms to the ambu-
lance service and patient’s doctor. Also, the database server 
can be connected to another database server, for example a 
hospital server, in order to send the patient’s medical data. 
The subsystems are connected to the database server 
through an Internet (if it is available) or a GSM connection.  

So, the Local Subsystem for telemonitoring of the patient 
(Figure 1) is built around a PDA, which wirelessly receives 
data from the patient, process them and send them to the 
central database. 

The following medical devices were built by us to allow 
a good monitoring of the vital parameters [7], [8], [9], [12], 
[13]: 

a) A 3-leads ECG module to record and transmit data 
through a radio transceiver interface. This system allows 
detection of various abnormalities of electric heart activity, 

focusing only on those that can be life threatening and thus 
a medical emergency [10][11]: 

- rhythm modifications: severe bradychardia (< 45/min) 
or tachycardia (> 140/min or even asystola – the heart rate 
equals 0 for at least 3 sec.); 

- recently installed AV blocks; 
- signs of myocardial ischemia: new, significant patho-

logical Q wave, elevation of the ST segment > 200 µV or 
depression of the ST segment < −150 µV, negative T wave; 

- enlargement of the QRS complex > 0, 13 sec; 
- prolonged QT interval > 0, 45 sec. 

The module is recommended to patients prone to heart 
complications or at risk for myocardial/vascular problems, 
which represents more than 80% of the elderly population. 

 

 

Fig. 1 The personal subsystem for telemonitoring 
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The 3-leads ECG amplifier is a custom device made by 
us by using instrumentation amplifiers [17]. It has for each 
channel a gain of 500, is AC coupled and has a band limited 
to 35 Hz. The high common mode rejection (>90 dB), high 
input impedance (>10 MΩ), the fully floating patient inputs 
are other features of the ECG amplifier. The sampling fre-
quency for the ECG signal was set at 200 Hz. 

b) The arterial pressure module, with serial interface. 
This module identifies significant variation of blood pres-
sure such as hypotension (BP < 90 mmHg) or hypertension 
(BP > 160 mmHg) and is extremely important for elderly 
persons, who are very prone to this kind of oscillations. 
Postural hypotension is one of the most frequent situations a 
senior person must deal with; its complications are severe, 
impairing the quality of life and becoming life threatening 
(e.g.: falls, syncope, and stroke). For the blood pressure 
measurement, a commercially available A&D UA-767PC 
BPM [18] was used. The blood pressure monitor measures 
simultaneous blood pressure and pulse rate. It includes a bi-
directional serial port interface used to transfer the meas-
urement results to the eZ430-RF2500 at 9600 bps. The 
measurements of BP and pulse were performed at each 30 
minutes. 

c) The oxygen saturation module (SpO2) and the respira-
tion module. Many elderly patients have respiratory insuffi-
ciency due to chronic pulmonary diseases, mostly induced 
by smoking and/or exposure to toxic agents and pollution. 
The evolution of their respiratory capacity is strongly influ-
enced by weather, exposure to allergens, humidity and 
compliance to treatment therefore detection of oxygen satu-
ration will allow the caregivers to decide between adjusting 
oxygen supplementation or seeking medical advice or even 
call an ambulance for emergency situations. A decrease of 
arterial blood oxygen < 90% triggers the alarm system. 

For the measurement of SpO2 a Micro Power Oximeter 
board from Smiths Medical [19] was used. The same board 
was used for SpO2 measurement and heart-rate detection. 
The probe is placed on a finger and includes two light emit-
ting diodes (LEDs), one in the visible red spectrum (660 
nm) and the other in the infrared spectrum (905 nm). The 
Oximeter computes the SpO2 by measuring the intensity 
from each frequency of light after it transmits through the 
body and then calculating the ratio between these two inten-
sities. The Oximeter communicates with the eZ430-RF2500 
module through asynchronous serial channel at CMOS low 
level voltages. Data provided includes % SpO2, pulse rate, 
signal strength, plethysmogram and status bits and is sent to 
the eZ430-RF2500 at a baud rate of 4800 bps. 

The sampling frequency for the SpO2 was set at 1 Hz. 
The respiration was detected by using a thoracic belt as a 

transducer. The belt is placed around the thorax and  
 

generates a high-level, linear signal in response to changes 
in thoracic circumference associated with respiration. The 
sampling frequency for the respiration signal was set at  
10 Hz. 

d) The body temperature module gives important infor-
mation about occurrence of fever, especially for persons 
with mild cognitive impairment who cannot sense tempera-
ture modifications (> 38 °C or < 35°C).  

For the body temperature measurement a TMP275 tem-
perature sensor was used [20]. The TMP275 is a 0.5°C 
accurate, two-wire, serial output temperature sensor. The 
TMP275 is capable of reading temperatures with a resolu-
tion of 0.06°C and is connected to the eZ430-RF2500 by 
using the I2C bus. The accuracy of the sensor for the 35-
45°C interval is below 0.2°C and the conversion time for 12 
data bits is 220 ms typically. The sampling frequency for 
the temperature was set at 1 Hz. 

e) The fall detection module should be recommended to 
all senior persons who live alone. Elderly are exposed to 
often falls due to several causes: postural hypotension (in-
duced by inadequate hydration, cervical spondilosys with 
vertebrobasilar circulatory problems or even inappropriate 
medication for hypertension); inappropriate house condi-
tions such as poor lighting conditions, narrow halls or stair-
cases, slippery surfaces which predispose losing balance 
and fall; sensory disturbances (visual, postural) that induce 
imbalance and fall; inappropriate shoeing and/or clothing. 

An elderly who falls is a medical emergency and recov-
ering his/her health and mental state is extremely important. 

The module for fall detection is based on tri-axial 
ADXL330 accelerometer [21]. Linear accelerations were 
measured to determine whether motion transitions were 
intentional. The sampling frequency for the acceleration 
was set at 25 Hz. 

These modules transmit data to a PDA through radio 
transceivers (eZ430-RF2500 boards), can operate in the 2.4 
GHz band, and have 5m /10m range indoors /outdoors. 

The eZ430-RF2500 is a complete MSP430 [19] wireless 
development tool providing all the hardware and software 
for the MSP430F2274 microcontroller and CC2500 2.4 
GHz wireless transceiver [4]. 

Operating on the 2.4 GHz unlicensed industrial, scientific 
and medical (ISM) bands, the CC2500 provides extensive 
hardware support for packet handling, data buffering, burst 
transmissions, authentication, clear channel assessment and 
link quality. The radio transceiver is also interfaced to the 
MSP430 microcontroller using the serial interface. 

The USB interface enables eZ430-RF2500 to remotely 
send and receive data through USB connection using the 
MSP430 Application UART.  
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B.   Patient Localization 
 
Mobile patients are localized on different maps by using 

the GPS module of the PDA device worn by those patients 
and a special application named TelemonMap. 

The link between the medical data base and the geo-
graphic data base is made by means of a specialized tool, 
the Project file TelemonMap.  

The geographic data base consists of vector maps (built 
from different layers) covering the area of possible dis-
placements of patients. We have used such a map for Iasi 
County, in which the details for Iasi city are at streets and 
buildings level and is composed by 16 layers. In vector 
maps the layers are visible or hidden, according to the detail 
level (map scale). 

TelemonMap is a MDI-type application developed in 
C++ language, by using the menu Microsoft Visual Studio 
2008 and displaying different windows. 

The synchronization between the medical and geographic 
data bases is made every 10 seconds by default. 

Every generated alarm for the medical status of the pa-
tient is automatically transmitted to the geographic data 
base, from where the position of the patient given by GPS 
coordinates is transpose on the corresponding vector map.   

 

 

Fig. 2 The patient localization and alarm generating  

III.   RESULTS 

Figure 3 shows the personal server, which was imple-
mented by means of a PDA (HTC X7500). The PDA has 
the following technical specifications: CPU Intel XScale 
PXA270 at 624MHz, 128MB RAM, 256MB ROM, 8GB 
HDD, a large TFT display with resolution 640 x 480 pixels, 
WiFi, GSM/GPRS and Bluetooth (client/host) interfaces 
and runs Windows Mobile 5 as operating system.  

This medical monitor provides transparent interfaces to 
the wireless medical sensors, to the patient, and to the cen-
tral server. 

Its USB interface is realized by using a serial-to-USB 
transceiver (FT232BL) from FTDI [9] and enables eZ430-
RF2500 radio module to remotely send and receive data 
through USB connection using the MSP430 Application 
UART. All data bytes transmitted are handled by the 
FT232BL chip.  

The software on the Personal Server receives real-time 
patient data from the sensors and processes them to detect 
anomalies. The software working on the Personal Server 
(Figure 4) was written by using C# from Visual Stu-
dio.NET, version 8. The software displays temporal wave-
forms, computes and displays the vital parameters and the 
status of each sensor (the battery voltage and distance from 
the Personal Server). The distance is represented in percent, 
based on RSSI (received signal strength indication), meas-
ured on the radio power present in a received radio signal).  
  

 
Fig. 3 The Personal server (block diagram) 

If the patient has a medical record that has been previ-
ously entered, information from the medical record (limits 
above the alarm) become active and is used in the alert 
detection algorithm. So, when an anomaly is detected in the 
measured patient vital signs, the Personal server software 
application generates an alert in the user interface and 
transmits the information to the TELEMON Server. 

For instance, the following physiological conditions 
cause important alerts: 

- low SpO2, if SpO2 < 90%; 
- bradycardia, if HR < 40 bpm; 
- tachycardia, if HR > 150bpm; 
- HR change, if ΔHR / 5 min > 20%; 
- HR stability, if max HR variability from past 4 readings   

> 10% ; 
- BP change if systolic or diastolic change is > ±10% . 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4 The Personal server interface: (a) 3 ECG traces, (b) one ECG 
trace, pulse waveform and SpO2, (c) 3 accelerometer traces, (d) sys-
tolic, diastolic pressure and pulse diagrams, measured each 30 minutes

 
The Personal server can be connected to the database 

server of the Regional Telemonitoring Centre by using WiFi 
(default, if available) or GSM/GPRS connections. In both 
cases the standard TCP/IP protocol is used to transfer data. 

The database server of the Regional Telemonitoring Cen-
tre is based on SQL Server 2008 platform running on a 
Windows platform.  

The programs are written in Visual Studio .NET 2008 
and SQL LITE (for data bases). Basically, the server is 
composed of a console application and a relational database. 
The database stores the following patient data: a list of pa-
tients and personal information, numerical values of vital 
signals and alarms, and other medical records related to the 
patient. The medical records summaries the medical history 
diagnostics including medications. 

The client module comprises the software working on the 
patient, physician or medical expert computer. The software 
was written in C# with Microsoft Visual .NET running on a 
Windows platform and uses the standard TCP/IP protocol to 
download data from server. 

The client module has the following facilities: GUI 
(Graphic User Interface) for vital signs waveforms, displays 
the patient’s parameters and alarms received from each  
 

sensor, management of the patient information and view of 
clinical records. 

While the server is running, the client can start a session 
from anywhere in the Internet by accessing the server’s 
connection port and providing a proper login and password. 

IV.   CONCLUSIONS  

In this paper it is presented a project that is the base for 
developing a secure multimedia, scalable system, designed 
for medical teleconsultation and telemonitoring services. 
The main goal is to build a complete pilot system that will 
connect several local telecenters into a regional telemedi-
cine network. This network enables the implementation of 
teleconsultation, telemonitoring, homecare, urgency medi-
cine, etc., for a broader range of patients and medical pro-
fessionals, including elderly people and those people living 
in rural or isolated regions [1][3][6].  

The Regional Telecenter in Iasi/Romania, situated within 
the Faculty of Medical Bioengineering, allows local connec-
tion of hospitals, diagnostic and treatment centers, as well 
as a local network of family doctors, patients, paramedics 
and even educational entities. As communications infra-
structure, we have developed a combined mobile-internet 
(broadband) links.  

The proposed system is also used as a warning tool for 
monitoring during normal activity or physical exercise. 

Such a regional telecenter acts as a support for the devel-
oping of a regional medical database, which should serve 
for a complex range of teleservices such as teleradiology, 
telepathology, telediagnosis, and telemonitoring of different 
medical parameters. It should also be a center for continu-
ous training and e-learning tasks, both for medical personal 
and for patients. 

In this context, the telemonitoring of elderly people who 
want to preserve as long as possible their independence but 
are of medical risk (cardiovascular, respiratory, proneness 
to falls) represents one of the most important solutions to an 
ageing Europe. 

Besides the medical and technical objectives, 
TELEMON project also proposes important economic  
objectives: 

 
- the decrease of budgetary and personal expenses dealing 
with the unjustified transport of patients to the hospital;  
- „zero costs” for the hospitalization in the case of patients 
who may be treated at home. 

Overall, the low cost of the entire system, including its 
maintenance and operating costs, is entirely justified by the 
great benefits for health monitoring and care. 
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Abstract— The current paper presents a patient-centric ap-
proach that implements a unified healthcare logical space 
model for medical information environment. We focused our 
work on interoperability features with extensive usage of stan-
dards in order to develop a distributed information frame-
work: a pilot system called CardioNET. This eHealth system 
was designed to integrate medical services from various 
healthcare providers and improve the quality of services, 
through some of latest medical and IT&C technologies. Mod-
ern healthcare activities require a patient-centric vision, where 
patients must receive medical attention or treatment anytime, 
regardless of their physical location. CardioNET embodies this 
approach where hardware, software and medical activities 
become “services” of a “logical cardio-health care domain-
space”.  This distributed environment also offers tools for 
remote interactions between patients, doctors, medical entities 
(e.g. hospitals, labs) and authorities. Based on international 
domain standards (IDC10, LOINC, HL7), the system creates 
an infrastructure for interoperability and data exchange using 
widely accepted formats (HL7 messages, or  XML records). 
High level protocols (UDDI, SOAP/HL7 and HTTP) provide 
the presented framework the means to exchange of HL7 or 
XML compliant messages between the systems’ main health-
care actors. CardioNet subsystems have specialized metadata 
registries and shared data repositories, which altogether create 
a distributed healthcare pilot environment for medical deci-
sions support, research and educational activities. 

Keywords—  e-health, interoperability, tele-medicine. 

I.   INTRODUCTION  

Healthcare data flows and associated data structures are 
very complex and are formalized with a lot of methods, by 
different institutions.  Joined-up, these „objects” are more  
difficult to handle when patients with multiple problems are 
treated by several specialists in jurisdictionally different 
locations. Solutions? Domain standards utilization to 
achieve the full health systems interoperability. All aspects 
of the medical processes: data flows, the practice of Evi-
dence-Based Medicine (EBM - one of the most important 
developments in the clinical practices over the last  years ) 
require the integration of clinical expertise with the external 
facts and with patient’s  life parameters  and circumstances, 

to create a realist Electronic Health Record (EHR) as sup-
port for medical decisions. Recent developments in health-
care data standardization processes create large interopera-
bility opportunities between different healthcare 
information systems. Nowadays IT&C, offers  the possibil-
ity to quickly develop, access, change and share meaningful 
information, about patients and their health, beyond organi-
zation boundaries. 

The domain’s standards utilization must be extended be-
yond their primary definitions, in order to achieve interop-
erability and bring together disparate systems. For health-
care entities the goal is cross-borders access to observations, 
reports and results of medical procedures (trials, claims, 
infectious disease reports, patient summaries), access that 
will eventually extend across jurisdictional (national or 
regional) borders. Interoperability is a prerequisite for the 
process  of  the old Health Information Systems reengineer-
ing, that will reduce the costs, errors, delays, and develop-
ment repetition efforts. 

The transformation of healthcare services depends criti-
cally on interoperability, enabling computers to share data 
and deliver information from where it originates to where 
they are needed. When interoperability will be a common-
place, patients, clinicians, managers, and researchers will 
enjoy secure access to the right information at the right time 
and at the right place, leading to better patient outcomes and 
fewer mistakes. 

The current paper presents the results of an interdiscipli-
nary research effort to develop a framework for medical 
data exchange. We present here, an enterprises-cross border 
service-oriented approach, CardioNet distributed informa-
tion system, HL7&IHE  based.  

II.   BACKGROUND: STANDARDS, ORGANISATIONS, TRENDS 

Worldwide the HIS (Healthcare Information Systems) in-
teroperability is one of the core themes. The US Federal 
Health Information Technology Strategic Plan, states: “to 
effectively exchange health information, health IT systems 
and products must use consistent, specific data and techni-
cal standards”, [1]. The main goal of NESSI(Networked 
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European Software and Services Initiative) is to develop a 
visionary unified European Strategy for Software and Ser-
vices[2]. The National Health System (NHS) Informatics 
Review 2008, set out a vision to support patient-centered 
care in a way that empowers patients to be more involved in 
their care and staff to improve Great Britain’s NHS per-
formance [3]. 

For the lack of space we present only a small number of 
examples, still there are a lot of other countries who make 
large efforts towards this coming  globalized market, not 
only in the healthcare field. 

Besides international organizations for standards devel-
opment: ISO, CEN, BSI, ANSI, IEEE, we remind here 
several specialized standards and organizations in health-
care area: SNOMED, IHE, HL7, ICD10, DICOM, LOINC, 
and some IT&C standards: SOA, SOAP, ISO/OSI, SaaS, 
Web Services and UDDI. All of them are deeply implied in 
the interoperability implementation processes between 
healthcare information systems. 

SNOMED CT - Systematized Nomenclature of Medicine 
Clinical Terms, provides a comprehensive clinical termi-
nology, analogous to a dictionary [4].   

ICD-10 - International Classification of Diseases (ICD), 
was endorsed by the World Health Assembly in May 1990 
and came into use in WHO Member States as from 1994[5].  

LOINC - Laboratory Object Identifier and Numerical 
Code, LOINC® and RELMA® are trademarks of U.S. 
Regenstrief Institute, Inc.  Codes and other information 
from the LOINC are used in electronic messages building 
for labs test results and clinical observations [6].  

DICOM - Digital Imaging and Communications in Medi-
cine standard is required by all EHR systems that include 
images’ information, as a part of the patient records [7]. 

HL7 - Health Level 7, a non-profit organization, develop-
ing standards for the exchange of clinical and administrative 
data. HL7 provides a grammar as standardized structures for 
healthcare communications using messages [8].  

IHE - Integrating the Healthcare Enterprise was estab-
lished in 1999 by the Healthcare Information Systems and 
Management Society (HIMSS) and the radiological Society 
of North America (RSNA) to improve the way healthcare 
computer systems share information. IHE has defined an 
integration profile called Cross-enterprise Document Shar-
ing (XDS) [9]. IHE – XDS allows healthcare documents to 
be shared over a wide area network, between hospitals, 
primary care providers, and social services. Documents are 
discovered using UDDI-Universal Description Discovery 
and Integration and exchanged using SOAP and HTTP 
protocols, largely based on HL7 messages standard, while 
SQL is used for information retrieval.  The model develop-
ing within the U. S. suggests that medical data sharing will 
happen first at a local level, as part of Regional Health In-
formation Organizations (RHIO) and then between RHIOs. 

Usually healthcare information systems have been organ-
ized hierarchically, with the government at the top, then 
healthcare-provider organizations (hospitals), followed by 
departments, clinicians, and eventually the patient, at the 
end of chain. This hierarchy reflects the flow of power, 
authority and money, but has little in common with the 
natural flow of healthcare data, resulted from the actual care 
of patients. In reality „patient care looks like a social net-
work, where each individual patient is in the centre of a 
healthcare net”[10]. Nowadays, the interoperability between 
healthcare systems is a challenge and a corner-stone. The 
documentation for all the previously presented aspects runs 
to thousands of pages and creates a steep learning curve and 
barrier for starting point. 

III.   UNIFIED HEALTHCARE LOGICAL SPACE - CARDIONET 
PROJECT 

The new patient-centric vision is quite different:  the cen-
ter of systems is the patient with his data and episodic or 
long term problems, and not the healthcare organizations.  
This model is based on continuous healing relationships, 
customized according to individual patient needs and val-
ues, with the patient as the ultimate source of control. 
Knowledge is shared, information flows freely, and deci-
sion-making is evidence-based.  Transparency and collabo-
ration are common behaviors, patient needs are anticipated, 
and effort is devoted toward reducing any activity that de-
livers no benefit to the patient. An electronic health record 
(EHR) is not necessarily stored as a single physical entity in 
a centralized system. 

The idea is to build patient records on the fly from a vari-
ety of clinical documents created by different healthcare 
organizations. The record required (EHR-Electronic Health 
Record) can be aggregated into a single coherent record, at 
request, from data stored at various geographical locations. 
We take all these new ideas to design and implement a 
„Unified Healthcare Logical Space”- UHLS pilot for our 
healthcare information distributed system. 

The CardioNet project is an interdisciplinary applicative 
research project in concordance with the Romanian Minis-
try of Health public health program. It was designed to 
comply with national and international standards and trends 
in cardiology. The UHLS distributed environment includes 
several local (Cluj-Napoca) healthcare organizations  and 
aimed: 

• to create a surveillance and medical data acquisition  
unified infrastructure; 

• to create a set of medical applications  deployed at 
different medical entities and institutions; 

• to create a distributed medical data repository built 
upon a domain ontology (cardiology); 
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• to share a set of software services necessary for real-
time medical data acquisition, classification, decision 
support, statistical analysis, long term storage and con-
trolled access. 

The system was designed as SOA model where hardware, 
software and medical activities become services. CardioNet 
connects a group of healthcare entities that have agreed to 
work together using a common set of policies and to share a 
common infrastructure. Figure 1 shows an overview of the 
CardioNET’s „medical logical space”, emphasizing the 
actors of the system, their roles and interactions. During the 
implementation stages of the CardioNet distributed envi-
ronment the following main integrated subsystems were 
identified: 

 

 
Fig. 1 UHLS – CardioNET Overview 

• Host systems, as local production systems (with local 
operational databases, h-DB)  [11]: 

 

a. General Practitioner systems [Figure 2]; 
b. Analysis Laboratory systems [Figure 3]; 
c. Hospital systems [Figure 4]. 

• Portal services: education, resources registries and re-
positories, data exchanges [11] [Figure 5]; 

• Smart Self Care Units - SSCU as home systems with 
personal databases, p-DB [12]. 

At the portal level, “patient-centric” medical services are 
discovered using specialized registries that among other 
functions, allow controlled access to data stored in the 
shared repositories. 

In this boundary-less environment, the proper identifica-
tion (patients, practitioners, and healthcare facilities) is a 
key feature for the platform subsystems.  Currently four 
types of centralized registries were defined: Persons, Pro-
viders, Facilities and Locations. For each registry a master 

index was built – set of software tools that assure better 
identification and access to the resource. EHR-Electronic 
Health Record will be dynamically built at run-time, as 
Virtual Patient Records,  from a variety of clinical events 
and documents managed by different healthcare organiza-
tions and providers, who agreed to operate in this way. 

 

Fig. 2 UHLS- General Practitioner – Observations UI 

The innovation is the logical and physical separation of 
the indexed metadata built from current information regis-
trations, used then to retrieve documents through this uni-
fied virtual space. CardioNet distributed subsystems can 
operate in two modes: 

Local Mode as an enterprise-internal mode. 
Network Mode as integrated components of a logical uni-

fied virtual space. 
In the local mode CardioNet enables actors to operate 

intranet (enterprise-internal mode), with local administrative 
and clinical data. In the network operating mode, CardioNet 
system provides secured access to local databases and offers 
a range of services for: health insurers, clinical decision-
making entities, management authorities or other health 
services providers/consumers (depersonalized databases 
analysis, resources monitoring, etc.). 

A.   Local Hub Centers (L-HC) or Portals 

L-HCs’ repositories and services assure controlled access 
to electronic medical record containing patients’ medication 

Users/Patients Healthcare providers

Healthcare Portal Services 

Depersonalized Data 
Repositories 

Host systems 
Local production systems 

Smart SelfCare Units 

Meta-data repositories, 
Registries 
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histories, lab results, allergies and other vital health infor-
mation. The access is available, not only to the doctors, but 
to pharmacists too, as well as other members of the patients’ 
team of care providers. The CardioNet portal (located at SC 
CIA SA project partner) enables users (consumers) to re-
trieve different types of   documents (letters, results, im-
ages) contained in one or more repositories in a quick and 
reliable manner. We also created the way to integrate „in 
house – standalone” systems: for instance we integrated in 
our system a Radiotherapy Information System [Figure 3], 
running Filemaker 9 server located at Cancer Institute “Ion 
Chiricuţa”  [13]. 

 

Fig. 3 Radiotherapy system – Observations UI, [13] 

B.   Host Systems 

 

Fig. 4 Clinical host system – Observations UI 

Host Systems are built of information systems and data-
base servers [Figure 4], access points and fixed/mobile 
interconnected medical devices. The clinical information 
system was tested at clinical hospital UMF Medicala V 
(project partner). The CardioNet portal provides the infra-
structure required to collect information from the mentioned 
local systems into shared repositories. At the portal level, 
“patient-centric” services [Figure 5] was tested and  will be 
assured using data stored into the local repositories. 

C.   UHLS through Registries, Web Services,  
Master Indexes and  HL7 Messages 

UHLS critical functions are provided through portal reg-
istries and web services collections. [Figure 5] presents the 
UHLS portal – unifying B2B&B2C services, grouped for: 
User authentication, Demographic matching and Patient 
registration, Resources for unique identification, Identifiers 
mapping, Records and documents discovering services, 
Records and documents exchange services, etc. 

 

 

Fig. 5 UHLS CardioNet portal – Educational section 

 

Fig. 6 UHLS-Portal providers’ master index tables 
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Portal resources: master indexes, registries and web ser-
vices. CardioNet portal implements master indexes and 
registries for: Persons, Providers [Figure 6], Facilities and 
Locations. Master indexes by GUIDs (global unique identi-
fiers) and dedicated methods provide the means to uniquely 
identify any networked and shared resource. Using UDDI 
services(Universal Description Discovery and Integration) 
on the CardioNet portal the resources are discovered, identi-
fied and eventually used to call web services and collect 
data from production systems (using HL7 messages). All 
the methods of the web services [Figure 7] use SOAP mes-
sages in order to expose functionality: both the requests and 
the replies are embedded in soap envelopes that respect the 
format of each particular web method. Invocation of the 
web methods returns data objects available in the system’s 
metadata repository. Cross platform interoperability is ob-
tained by serializing data objects in widely accepted stan-
dards (such as HL7 and XML). 

 

 

Fig. 7 UHLS – Portal web service example: PatientByID 

HL7 Messages. Cardionet-IUI is a pilot project that pro-
vides interoperability through HL7 User Interface. The 
system was designed based on HL7&IHE and LOINC stan-
dards. This approach proposes standardized HL7 messages 
formats and codes for automatic data exchanges between 
clinical, hospital and commercial laboratories to complete 
Electronic Health Records of production systems.  A 
sample HL7 message instance shown in the following: 
MSH|^~\&||^IOCN^Labs|||200808141530||ORU
^R01|123456789|P|2.4 

PID|||123456^^^SMH^PI||POPESCU^VASILE||1
9620114|M|||4 
Republicii^ClujNapoca^^^MM1 9DL 
PV1|||5N|||||G123456^DR POPESCU ION 
OBR|||54321|666777^CULTURE^LN|||20080802|
|||||||SW^^^FOOT^RT|C987654 
OBX||CE|500152^AMP|01||||R|||F 
OBX||CE|500155^SXT|01||||S|||F 
OBX||CE|500162^CIP|01||||S|||F 

Note : The OBX segment repeats information about the 
susceptibilities of detected organism (linked by using the  
Observation Sub-ID field). 

HL7 V2 Segments

Commonly used
segments

4 – Sender ID
7 – Message date and time
9 – message type

2 – Record date and time
6 – Record occured

5 – Pacient name
7 – Date of birth
8 – Sex code
10 – Race
11 – Pacient address

3 – Assigned patient location
7 – Attending doctor
8 – Referring doctor
19 – Visit number
44 – Admission date/time
45 – Discharge date/time

2 – Value type
3 – Observation identifier
6 – Units
11 – Observation results status

2 – Placer order number
3 – Filler order number
13 – Relevant clinical information
15 – Specimen source
16 – Ordering provider
29 – Parent order

MSH – Message
header

1 – Acknowledgement code
2 – Message control ID
3 – Text message
6 – Error condition

EVN – Event
information

PID – Patient
Identification

PV1 – Patient
visit

OBX -
Observation

OBR –
Observation

request

MSA – Message
Acknowlegement

 

Fig. 8 List of the main HL7 v2.x used segments 

This approach has selected a subset of HL7 v2.x [Figure 
8] messages for observations and patient registration activi-
ties. [Figure 9] - UI sample to present data exchanging be-
tween Clinical and Labs information systems [14].  

 
SSCU – Smart Self Care Units. A typical SSCU’s is com-
posed of several medical sensors for patients’ vital sign 
monitoring. The data acquisition layer in the SSCUs has 
two versions: medical sensors are integrated in custom 
hardware platforms or the sensors are embedded in com-
mercial solutions available at different vendors [15][16]. 
Data collected at the SSCU is stored locally on the patient’s 
PDA and computer and eventually transferred in the Car-
dioNET system for persistent long-term storage. 
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Fig. 9  Cardionet – HL7 exchanging message UI sample 

IV.   CONCLUSIONS AND FUTURE WORK 

The implementation of a distributed eHealth system is a 
complex task that involves: remote data acquisition and 
monitoring, data logging and information exchange between 
medical entities, applications and users. This paper presents 
a model for an eHealth system providing solutions to both 
medical and IT related problems including the remote moni-
toring of patients’ medical status. The information gathered 
through web-services is preserved into specialized databases 
built as a domain metadata repository. This approach reviles 
complex relations between different concepts involved in a 
medical act and assures both interoperability and transpar-
ent exchange of data between different medical applications 
while providing support for better medical diagnoses and 
treatment. The proposed pilot solution was implemented for 
monitoring and treating patients with cardio-vascular dis-
eases. This approach reduces significantly the time spent by 
patients in hospitals, allows remote monitoring of patients 
with chronic diseases and facilitates a flexible patient-
doctor interaction over the Internet. The project partners 
interoperability tests show that HL7 standard is a reliable 
solution and can be applied for intercomunication at appli-
cation level. 

As future work, the authors intend to add more elements 
of intelligence to the system, such as: data-mining  
 

 
 

 
 
 
 

procedures for specialized clinical trials, statistical  
evaluation facilities and alternative decision support  
services. 
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Abstract— This paper proposes a method to compose and 
optimize medical services as business workflows. Such a work-
flow consists in a set of abstract services, and for each abstract 
service there are several concrete services. Since each medical 
service has different QoS (Quality of Service) parameters such 
as response time, rating, distance and cost, determining the 
optimal combination of concrete services that realize the ab-
stract services of the business workflow is an NP hard prob-
lem. Recent proposals for solving NP optimization problems 
indicate the Genetic Algorithms (GA) as the best approach for 
complex workflows. But this problem usually needs to be 
solved at runtime, a task for which GA may be too slow. We 
propose a new approach, based on Differential Evolution (DE), 
that converges faster and it is more scalable and robust than 
the existing solutions based on Genetic Algorithms. 

Keywords—  Services, Composition, QoS, Optimization, Se-
lection, Genetic Algorithms, Differential Evolution. 

I.   INTRODUCTION  

A.   Background 

The Service Oriented Architecture (SOA) model has be-
come very popular in enterprise environments, where the 
complicated business logic is implemented by combining 
the functionality of various services. First, the business 
functions are defined. These functions represent the set of 
activities used to manage the assets of the organization in 
their various states. Then, the business functions are further 
decomposed into services, which implement the logic re-
quired to realize defined functions. 

In software engineering, SOA defines how to discover 
and integrate disparate applications from different platforms 
into web-based applications. For example, one image proc-
essing application can be composed of several independent 
software components, each of them realizing a different 
function: enhancements, rotation, segmentation etc. and 
each of these components can be offered by a different 
service provider. Such a process that combines the func-
tionality of multiple services is called service composition, 
and the resulted application is called a composite service.  

In medicine, a service provider could be, for instance, a 
dental office, which offers various dental treatment services. 
A composite medical service can then be defined as any 

medical activity that requires the patient to benefit from two 
or more different medical services. 

The patient (or the user of a service) is called a service 
consumer. A contract (formal or informal) is defined be-
tween the service provider and the service consumer to 
specify the level of service. This contract is called the Ser-
vice Level Agreement (SLA). For example, the SLA be-
tween the dentist and the patient for a dental implant service 
may include the amount of time the implant is guaranteed to 
last, the cost of the medical procedure or the average rate of 
success. Such attributes represent the Quality of Service 
(QoS) properties of a service. 

Two services that provide the same functionality often 
have different QoS properties. For example, many clinics 
offer a similar range of medical tests, but promote different 
prices and require different amounts of time to deliver the 
results. One may be cheaper, but require longer time to 
provide the results than a more expensive service. 

 
B.   Motivating Example 

A composite service can be described as a process that 
involves the execution of several activities according to a 
workflow. An example workflow for a series of clinical 
tests is depicted in Fig. 1. This workflow consists of the 
following activities:  

S1.  Assisted General Diagnosis for reading the pa-
tient’s symptoms and classifying them in one of the 
3 (example) categories: Heart Disease Symptoms, 
Digestive System Symptoms or Other Symptoms. 
According to the assigned category, the patient is 
then scheduled for specific medical tests. 

S2.  Cholesterol Test for measuring the cholesterol 
level, 

S3.  Cardiac Exam for investigating signs of any car-
diovascular pathology, 

S4.  Endoscopy, where the digestive tract is investi-
gated, 

S5.  Physician Consultation for having a physician  
examine the patient’s symptoms and the results of 
the scheduled investigations, 

S6.  Send Test Results that ensures the delivery of the 
patient’s investigations result to his home and/or 
the location of his medical records. 
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Fig. 1 An abstract process containing several clinical tests 

Executing an activity means invoking a service. For each 
activity, which is assimilated to an abstract service (S1, S2, 
... in Fig. 1), several concrete services exist. Each concrete 
service has different QoS properties. For describing the QoS 
we use the following parameters: response time (t), rating 
(r), distance (d) and cost (c). 

In software engineering, the response time (t) is a meas-
ure for the performance of a service. It represents the round-
trip time between sending a request and receiving the re-
sponse. In the medical world, the response time represents 
the duration for which a patient benefits from a medical 
service. The user rating (r) represents the score the patient 
uses to reward a medical service after accessing it. The 
distance (d) is a numerical description of how far apart are 
the patient and the medical service. The cost (c) is the price 
to pay for using each service. 

The QoS of the composite service is obtained by aggre-
gating the QoS of the component services. The aggregation 
rules are described in the section Proposed approach. 

Given m abstract services and n concrete services for 
each abstract service, there are nm possibilities. The search 
space is a discrete one since for each abstract service we 
need to choose one concrete service and any combination is 
possible. We have a combinatorial optimization problem 
here. An exhaustive search algorithm is very inadequate 
because the solution should be found at runtime. Finding the 
solution with the optimal QoS is an NP-hard problem. 

Numerous existing proposals for NP optimization prob-
lems indicate Genetic Algorithms (GA) as the preferred 
approach. The particularity of QoS optimization is that it’s 
usually done at runtime, where a fast algorithm is preferred. 
This fact and also the need to improve the accuracy and the 

exploration of the solutions space motivated us to propose a 
new approach, based on Differential Evolution (DE). Ac-
cording to the experimental results this method proved to 
outperform the GA in terms of convergence time and scal-
ability. 

 
C.   Outline 

The next section presents some of the existing NP opti-
mization solutions. Section three contains some introduc-
tory aspects about Differential Evolution. Section four pre-
sents the proposed approach based on DE. In section five 
we show some numerical experiments and we compare the 
proposed method with the existing approaches. The last 
section contains the conclusions and future work. 

II.   RELATED WORK 

The NP optimization problem stated previously is well 
known in domains like Service Oriented Computing (SOC) 
and Search-based Software Engineering (SBSE). We found 
it discussed in [2, 3, 7, 14, 18] and other papers. In the lit-
erature, various solutions are proposed based on different 
approaches such as: integer programming (greedy algo-
rithms), genetic algorithms and hill climbing algorithms. In 
this section we present what we considered the most rele-
vant of these proposals.  

Genetic algorithms versus linear programming. G. Canfora 
et al. [2] have compared a linear integer programming [16] 
based algorithm with a genetic algorithm. As a case study, 
they considered a workflow containing 8 distinct abstract 
services. The number of available concrete services per 
abstract service was set to: 5, 10, 15, 20 and 25. The com-
parison was based on the convergence time that was consid-
ered proportional to the CPU user time. The authors used an 
elitist GA where only the best 2 individuals are copied to 
next generations, a crossover probability of 0.7, a mutation 
probability of 0.01 and a population of 100 individuals. The 
selection mechanism adopted was the roulette wheel selec-
tion. Their conclusion was that, in contrast with linear inte-
ger programming (the widely adopted approach at the mo-
ment), GA is able to deal with QoS attributes having non-
linear aggregation functions. Also, GA can scale-up when 
the number of concrete services per abstract service in-
creases. When the workflow size and the number of con-
crete services per abstract service are limited and there is no 
need to use non-linear aggregation functions, integer pro-
gramming is however preferable. 

A genetic algorithm for services deployment optimization. 
Yves Vanrompay et al. [14] also propose to use genetic 
algorithms for mobile service composition and deployment. 
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In this case, the problem is formulated slightly different: 
there is a system consisting of several nodes on which a 
composite service can be deployed in a distributed manner. 
The goal is to deploy the composite service onto a set of 
connected nodes in a way that the allocation meets the given 
QoS constraints and minimizes the communication cost 
between the nodes. A set of constraints are added to the 
problem model for specifying if a certain component can be 
deployed on a specific node. The authors prove that GAs 
provide a scalable mechanism which offers improvements 
over relevant solutions. 

Genetic algorithms versus greedy algorithms. Liu Xiangwei 
et al. [7] also suggest that genetic algorithms are a good 
approach for semi-automatic service composition. The pa-
per presents an independent global constrains-aware Web 
service composition method based on extended Color Petri 
net (eCPN) and a genetic algorithm (GA). The authors 
compared the genetic algorithm with a greedy algorithm and 
the conclusion was that GA has higher execution efficiency 
and success rate.  

Weise et al. [15] also compare genetic algorithms with 
greedy algorithms and conclude that GAs offers a good 
exploration of the solutions space but they are slower than 
the greedy algorithm. Other advantages of the genetic algo-
rithms approach are the generality and the extensibility. 

The large majority of existing proposals indicate genetic 
algorithms as the best approach for large search spaces: 
complex composite services with numerous abstract ser-
vices and numerous concrete services. One of the main 
advantages of the GA is scalability. 

Some existing research, as for instance Tusar and Filipic 
[13], show that for some general optimization problems, the 
algorithms based on Differential Evolution (DE) [11] per-
formed significantly better than the corresponding genetic 
algorithms. This fact motivated us to choose a DE-based 
approach. 

III.   DIFFERENTIAL EVOLUTION 

The DE algorithm was introduced by Storn and Price 
[11]. DE is a population based, stochastic, and continuous 
function optimizer [12] where distance and direction infor-
mation from the current population is used to guide the 
search process [4]. DE is known to be able to handle non-
differentiable, nonlinear, and multimodal objective func-
tions, to be easy to use, and to converge consistently to the 
global optimum in consecutive, independent trials.  

Essentially, for each individual of the population (target 
vector xi(t)), a mutant vector mi(t) is first generated by add-
ing the weighted difference (difference vector) between two 
randomly chosen vectors (parameter vectors pi1(t) and pi2(t)) 
to a third chosen vector (base vector bi3(t)) as follows: 

mi(t) = bi3(t) + F ·(pi1(t) − pi2(t))   (1) 

where i ≠ i1 ≠ i2 ≠ i3; i1, i2 are randomly and uniformly cho-
sen between 1 and the population size and F ∈ ℜ+ is the 
scaling factor, controlling the amplification of the differen-
tial variation. 

Secondly, one child, called trial vector, is obtained by 
crossover of the mutant vector and the target vector. Finally, 
the target vector is replaced by the best of either the trial or 
target vector.  

One issue in using Differential Evolution derives from 
the fact that DE was originally proposed to solve problems 
defined in a continuous domain and the problem we want to 
solve is discrete. Since the objective functions we want to 
optimize are of the form f : D → ℜ, where D is a discrete 
domain, DE can't be used in its canonical form.  

Several methods to apply differential evolution for dis-
crete variables were discussed in the literature [1, 6, 9, 17], 
two of which are discussed below: TruncDE and XueDE. 

TruncDE was proposed by Lampinen and Zelinka [6] for 
applying DE to integer-valued problems. They maintain 
floating-point variables for internal DE computations, and 
truncate the values when evaluating the fitness function 
f(yi), where 

for continuous variables 
yi =

xi

INT (x i )

⎧
⎨
⎪

⎩⎪
 

for discrete variables 
(2) 

xi ∈ D and INT is a function that converts a floating-point 
number to an integer by truncation. 

For finite discrete domains, the authors propose that in-
stead of attributing the actual discrete values to xi, this 
should store the index of the discrete value in the corre-
sponding subset of values. Then, this problem can be han-
dled as an integer problem. 

Xue et al. [17] replace the mutation operator of DE with 
a conditional operator based on three probabilities: greedy 
probability pg, mutation probability pm and crossover prob-
ability pc. A new individual is generated with the following 
rule: 

r ≤ pg 

pg < r ≤ pg + pm 

pg + pm < r ≤ pg + pm + pc 
yi =

xbest j

rand(Ω j )

xaj

x j

⎧

⎨

⎪
⎪⎪

⎩

⎪
⎪
⎪

 

otherwise 

(3) 

where r is a random number, xbestj is the individual with the 
highest fitness value from the population, Ωj contains all the 
possible values for allele j, xa j

 is a randomly selected indi-

vidual from parent population that is distinct with xj. 
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IV.   PROPOSED APPROACH 

A.   Services Technologies 

Several technologies for creating and executing business 
workflows (such as the one depicted in Fig. 1.) exist: WS-
BPEL (Web Services Business Process Execution Lan-
guage) [10], WSCI (Web Service Choreography Interface), 
and others.  

The most widely used standard for composing services, 
WS-BPEL, was chosen as service model. In WS-BPEL, a 
business process (workflow) consists in a set of activities 
that are executed according to some control structures. Such 
control structures include: flow, sequence, switch and while.  

Flow is used to define concurrent activities. A flow com-
pletes when all its activities did complete. A sequence is a 
set of activities that are executed one after the other. Switch 
selects between any number of case branches based on a 
condition. While is used to create conditional loops. 

 
B.   Genotype 

Let SA={SA1, SA2, .., SAm} be the set of abstract services 
from a business workflow and SCi={SCi,1, SCi,2, .., SCi,n} the 
set of concrete services that can realize the abstract service 
SAi and Qi,j=(t, r, a, c) the vector of QoS properties (re-
sponse time - t, rating - r, distance - d and cost - c) for SCi,j. 

For the problem of services QoS optimization, the ge-
nome is usually encoded as a vector of integers: the ordinal 
value represents the identity of the abstract service and the 
cardinal value corresponds to the concrete service or to the 
execution node.  

The genome encoding is depicted in Fig. 2 and was ini-
tially proposed in [2]. It consists in an array of integer val-
ues and has the length equal to the number of abstract ser-
vices in SA. Each gene stores the index of the concrete 
service that realizes the corresponding abstract service. 

 
C.   Fitness Assignment 

The fitness is assigned to a composite service function of 
its QoS attributes. But the composite service QoS is not 
given. Thus, it is necessary to compute the QoS of a com-
posite service starting from the QoS of the concrete services 
called by that composite service. This operation is called 
QoS aggregation. 

The aggregation operations depend on the composite ser-
vice architecture. Table 1 shows how the aggregate QoS is 
computed for each control structure. For flow and sequence 
the QoS vector for individual services is sufficient to evalu-
ate the aggregate QoS. For example, since flow executes 
several activities in parallel, the total response time is given 
by the maximum response time of all executed activities. 

 

Fig. 2 Genome encoding [2] 

Table 1 QoS Aggregation 

Control struct. 
 

QoS Property 

Flow Sequence Switch While 

Response Time (T) 
 

i∈1..m
max(ti ) ti

i=1

m

∑  pi ⋅ ti

i=1

m

∑  k ⋅ t  

Rating (R) ri

i=1

m

∏  ri

i=1

m

∏  pi ⋅ ri

i=1

m

∑  
rk

 

Distance (D) di

i=1

m−1

∑  di

i=1

m−1

∑  pi ⋅ di

i=1

m−1

∑  k ⋅ d  

Cost (C) ci

i=1

m

∑  ci

i=1

m

∑  pi ⋅ ci

i=1

m

∑  k ⋅ c  

 
In case of the switch construct, the BPEL process needs 

to be monitored at runtime during multiple executions, to 
determine the probabilities pi associated to each case 

branch, pi =1
i=1

m∑ .  

pi represents the probability to select case branch i. In 
case of the while loop, the average number of iterations k is 
also determined during monitoring. 

To evaluate the quality of each potential solution, we 
consider an aggregate objective function (AOF) similar to 
the one proposed by Canfora et al. [2]: 

F(y) = w1 ⋅ R

w2 ⋅T + w3 ⋅ D + w4 ⋅C
           (4) 

where wi are the weights that correspond to the importance 
of each QoS property to the user and R, T, D, C are the 
aggregate QoS values for the business workflow. 
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V.   NUMERICAL EXPERIMENTS AND EVALUATION 

In order to test our solution, we implemented the follow-
ing algorithms:  

1. TruncDE - the DE algorithm based on Lampinen 
and Zelinka's proposal [6] with the parameters: scaling 
factor F = 0.95, jitter F_NOISE = 0.001 and crossover 
constant Cr = 0.95. The strategy used for Differential Evo-
lution is DE/best/1/bin. This means that the base vector is 
the best vector from the population, one difference vector is 
considered for generating the new vector and uniform 
crossover is used, based on a binomial distribution.  

2. XueDE - the DE algorithm proposed by Xue et al. 
[17] with the following parameters: DE/best/1/bin strategy, 
scaling factor F = 0.9, jitter F_NOISE = 0.25 and crossover 
constant Cr = 0.95. The probabilities for the conditional 
operator in equation (3) are: greedy probability pg = 0.1, 
mutation probability pm = 0.65 and crossover probability 
pc= 0.2.  

3. IntGA - the GA algorithm proposed by Canfora et 
al. [2] with the parameters: uniform crossover where one 
parent is selected using tournament selection and the second 
parent is selected using roulette-wheel selection, the tour-
nament size is 5. The mutation probability suggested in [2] 
is pm = 0.01. 

For all these algorithms, the population was limited to 
100 individuals, which were evolved for 1000 generations. 
We conducted experiments for 25 scenarios that include all 
combinations of m ∈ {10, 20, 30, 40, 50} abstract services 
and n ∈ {10, 20, 30, 40, 50} concrete services. Each sce-
nario ran 100 times and the results were averaged. All algo-
rithms were implemented using ECJ version 20 [8]. 

Figures 3 – 7 show most significant numerical results for 
two of the considered test scenarios. 

A case with a business workflow consisting in m=10 ab-
stract services, each of them having n=10 concrete alterna-
tive services was evaluated. The results are depicted in Fig. 
3. Within the first 80 generations all algorithms find a very 
good individual. Then, the best fitness of the population 
increases at a very slow rate. The fastest algorithm for this 
scenario is TruncDE. 

A more complex scenario, involving a business work-
flow consisting in m=20 abstract services, each of them 
having n=40 alternatives is presented in Fig. 4. We notice 
that when increasing the complexity of the problem, XueDE 
becomes the fastest algorithm to converge, while TruncDE 
is the slowest. IntGA’s performance is above average, being 
comparable to the best DE in every scenario. 

Since our aggregate fitness function (4) is composed of 
several objectives, some requiring to be maximized, others 
requiring to be minimized, we present the evolution of the 

objectives represented by the distance, cost and rating for 
the second scenario in Fig. 5 – 7. 

These results show that the proposed DE approach 
(TruncDE and XueDE) outperforms the genetic algorithm 
proposed by Canfora et al. IntGA [2]) for solving the NP-
hard problem of QoS-based service optimization. 

 

 

Fig. 3 The evolution of the best fitness over 90 generations for m=10 
abstract services and n=10 concrete services 

 

Fig. 4 The evolution of the best fitness over 200 generations for m=20 
abstract services and n=40 concrete services  

 

Fig. 5 Distance minimization during 200 generations for m=20 ab-
stract services and n=40 concrete services 
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Fig. 6 Cost minimization during 200 generations for m=20 abstract 
services and n=40 concrete services 

 

Fig. 7 Rating maximization during 200 generations for m=20 abstract 
services and n=40 concrete services 

VI.   CONCLUSION 

This paper proposes a method to compose and optimize 
medical services as business workflows. Such a workflow 
consists in a set of abstract services, and for each abstract 
service there are several concrete services. Since each medi-
cal service has different QoS parameters such as response 
time, rating, distance and cost, determining the optimal 
combination of concrete services that realize the abstract 
services of the business workflow is an NP hard problem.  

To solve this problem, we propose a new solution, based 
on Differential Evolution. We implemented two Discrete 
DE algorithms from the literature TruncDE [6] and  XueDE 
[17] which we adapted to solve the services QoS optimiza-
tion problem. We compare these algorithms with the genetic 
algorithm proposed by Canfora et al. in [2] – IntGA. 

The results show that the approach based on DE outper-
forms the genetic algorithms. TruncDE proved to be suited 
for scenarios of low complexity (up to 15 abstract services, 
each of them having up to 40 alternatives), while XueDE 
was superior for scenarios of medium and high complexity. 
The performance of IntGA was average, but it was not the 
slowest to converge in any of the test scenarios.   

As future work, we intend do some more comparative 
experiments with other meta-heuristics such as: hill-
climbing, simulated annealing and others. Another future 
direction is to develop a solution based on multi-objective 
optimization algorithms. 
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Abstract—  Romanian dental industry is in its initial stage of 
development, while the market has a huge potential for future 
growth. Hence, the advertiser from this field should integrate 
direct response with image based advertising for reaching 
more efficiency and effectiveness. The paper aims at identify-
ing the degree of direct response advertising vs. image adver-
tising, as a marketing tool for dental services and products.  
The assessment will be distinctly processed by different types 
of products. Moreover, the study tries to draw some correla-
tion between dental market development and the above men-
tioned rate, during the latest five years.  

The performed research is a qualitative one, based on con-
tent analysis of 748 advertisements, published in professionals’ 
magazines, between 2006 and 2010.  

The research outcomes reflect a balanced advertising for 
materials, equipments, services and reveal strong image adver-
tising for the dental products end-users. The economic crisis 
has changed the pattern in dental advertising, mainly by em-
phasizing rather on emotion than on rational reason. 

 
Keywords—  direct response advertising, imagery advertis-

ing, content analysis, small and medium enterprises, dental 
industry. 

I.   INTRODUCTION  

The marketing challenge facing dentistry today is how 
dental community continues to build image while creating 
demand. Direct marketing advertising spending by health 
care providers has raised from 200 million in 1990 to 800 
million in 1998 and 1.2 billion in 2008 USD [1]. Advertis-
ing by dentist is relatively a recent phenomenon. The re-
search in this field reveals that advertising and marketing 
clearly have an important place in the future of dental care 
services [2]. 

The increased “mass market” appeal of dental services 
alongside of growing competition in the market (at a prod-
uct/manufacturer and service delivery level) and an increase 
in brand level awareness creates a greater need for market-
ers to use effectively the direct response advertising.  

The present study performs the first assessment of Ro-
manian direct response and image advertising among den-
tal products and services, using an adapted methodology. 
We are going to analyze the differences between direct 
responses advertising and image advertising (taking into 

consideration their practical advantages) and, also, the inte-
grative manner to use them, in order to maximize their effi-
ciency in today’s dental field.  

Findings will aid marketers in planning their strategies 
and tactics, to promptly react to changes in Romanian den-
tal market. 

In the following, we shortly present the main evidence 
from global dental industry and its advertising, emphasizing 
on the Romanian market particularities, in order to create 
connection with direct response- image advertising degree.  

II.   DENTAL INDUSTRY TODAY 

The dental industry is one of the most attractive segments 
of the healthcare industry, with an estimated size of about 
18.8 billion USD in 2008. Latest, the market growth 
reached 4.6% percent annually [3], [4]. The UE markets 
have experienced also constant growth, in recent years. 
Some factors that explain the constant expanded demand for 
dental services are the following [5]: 

• Growing acceptance and reduced stigma towards cos-
metic dental surgery,  

• The strong competition in materials and equipments 
production catalyzed  technical progress in the field, 

• Price reduction of cosmetic treatments allows a wider 
variety of individuals to benefit, 

• Media coverage has created a high level of consumer 
interest in such procedures and services.  

The National Institute of Statistics [6] states that in Roma-
nian dental market are acting 8071 private centers (clinics, 
medical dentist and other societies). The growing rate per 
year is around 11%. The Romanian dental equipment is 
imported mainly from Germany, Italy, Czech Republic, 
Hungary, United Kingdom and recorded a significant 
growth. All the distributors and manufacturers are small and 
medium enterprises.  

According to recent research reports [7], [8], [9] Roma-
nian dental industry is undeveloped. During the last years, 
the rapid expansion and growth of the dental care industry, 
due to globalization and increasing awareness of consumers 
for treatment alternatives, will contribute to the development 
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of both dental services and equipments market in Romania. 
On the other hand, the Romanian dental market reaches 300 
million Euros [10] and has a huge potential for future 
growth.  

Various factors such as low costs, highly trained surgeon, 
dentists and specialist, short treatment period, developing 
the dental tourism in the country and investments in the 
latest technologies will catalyze the Romanian dental indus-
try in coming years.  

III.   DIRECT ADVERTISING AND IMAGE  
ADVERTISING – LITERATURE REVIEW 

Direct response advertising aims at closing a sale or a 
transaction in short time. Image advertising means building 
brand equity, which establishing a brand’s value proposition 
in the minds of consumers.  

In the past, image advertising and direct response adver-
tising have been analyzed relatively isolated from one an-
other [11]. Recent research finds multiple way of increasing 
communication efficiency by integrating features belonging 
to both mentioned orientation. 

Image marketing is about building an image in the mar-
ketplace, while direct response (or direct marketing) is all 
about producing calls, driving customer traffic and getting 
immediate revenue. On image marketing side, the return of 
investment is not going to occur immediately.  

On the other hand, direct-response advertising is exclu-
sively designed to solicit a direct response which can be 
tracked and measured. It supposes direct communication 
between the viewer and the advertiser. Furthermore, direct-
response campaigns perform best if the underlying strate-
gies and tactics are highly competitive. 

Direct-response advertising is characterized by four pri-
mary elements [12]:  

• An offer 
• Sufficient information for the consumer to make a deci-

sion whether to act  
• An explicit "call to action"  
• Means of response (typically multiple options such as a 

toll free number, web page, and email)  

Referring to the print advertising, we will present some 
findings from psychological visual imagery research, rele-
vant for our study. The outcomes focus on using image 
advertising benefits for long term instead of direct advertis-
ing. We mention the most important ones [13], [14]: 

1. The larger visual images produce better learning or 
determine positive brand attitude. The picture-then–
word superiority held (regardless of whether the target 
response was to recognize the picture or to recall the 
word). 

2. Attention holding is important for evaluative response 
(the longer the stimulus is attended to beyond two sec-
onds, the better). Learning is facilitated if the order is 
picture-word rather word-picture. 

3. Greater use of variation on a theme for print advertising 
enhances more attention. Varied but related illustrations 
are consistent with novel-but – familiar principle.  

The studies reveal that is only one situation where illustra-
tion size is not important: direct response adverting of the 
informative “long to” variety. Also, the typical technique in 
direct response advertising is to provide the reader with as 
much information as possible in order to achieve a “stimu-
lus sufficient” decision.  

From a different point of view, recent interest has been 
directed toward integrating the two disciplines [15], [16]. 
The investigation of the effective way of melding the two 
techniques conducted to several benefits of both traditional 
and direct marketers. The factors that distinguish direct 
response advertising from image advertising are examined 
form multiple points of view: percentage of advertise im-
age, main purpose, emphasizing on product or brand, listing 
several contact possibilities, frequency, segmentation or the 
quality of advertise image[17].  

A very important presumption for this study is the fol-
lowing: for efficient direct response advertising, it’s impor-
tant that a brand’s equity have been communicated in  
advance of the consumer’s purchase decision. It requires 
long-term perspective and understanding of the many ways 
in which advertising works. In this regard, it is vital to take 
into account all of the marketing stimuli that affect con-
sumer purchase behavior, not just that which occurred just 
prior to purchase. 

Narrowing the perspective, a study [18] concerning the 
attitude toward dental advertisement, conducted in USA, 
reveals that more than half of the consumers feel that news-
paper and professional magazines are appropriate media for 
dentist to use in advertising. Another research find that [2] 
the great majority of persons interested in dental services 
and products watch dental advertisement in weekly maga-
zines, health or beauty magazines or professionals maga-
zines. We have also to take into consideration another as-
pect too: the adoption of cosmetic dental procedures in an 
extended level by mainstream consumer created a shift from 
“type of procedure” to advertising at brand level. Finally, an 
important particularity of advertising in dental field (and in 
healthcare, in general) is the mass-media low influence for 
the end-users. It is more important the opinion of leaders, 
prescribers and reference groups [19] in choosing such a 
product. Hence, advertiser acting in dental care should 
emphasize on leaders first, after that on final consumers. 
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IV.   METHODOLOGY 

A.   Research Objectives 

The main goal of this research is to investigate the degree 
of direct response advertising in Romanian dental maga-
zines.  The main objectives derived from the mentioned 
goal are:  

• Assessing the penetration of direct response advertising 
as a marketing tool for dental services and products 
(materials, equipments, laboratory services, educational 
services); 

• Evaluating the degree of image vs. direct response ori-
entation of different types of products/services in dental 
care advertisements;  

• Revealing the evolution of this examined rate in the 
latest five years  

B.   Research Methodology 

The performed research is a qualitative one, based on 
content analysis of 748 advertisements published in the last 
5 years (from 2006 to 2010). 

The data was collected from Dental Target magazine. It 
is a Romanian publication which has national coverage and 
appears four times per year. We chose this print magazine 
due to its audience (600000/magazine) and its targets: the 
medical dentist, the dental technician, the nurse and also the 
patients. Manufacturers, importers and distributors of dental 
materials and equipments, dental cabinets and laboratories 
post information in this magazine. 

Content analysis of print advertising is mainly used for 
examine and measuring the visual and verbal elements of 
advertisements or to analyze the feelings, beliefs or attitudes 
of a culture in their environment.  

In order to reach our objective, we adapted an existing 
method propose by Peltier  et all [11] and those modified by 
Seiz [17], fitted for cosmetic products. In this study, the 
mentioned method was adjusted by adding suited criteria to 
the dental field. From the beginning, we added more con-
straints in operational direct response advertising in maga-
zines to the mentioned studies determination, like dimen-
sion advertising specific web address to purchase the 
product. In the original methodology there are present: 
advertisements with the specific address, local phone num-
ber, a toll free number, a fax number of where to purchase 
the brand, a mail in coupon. 

To assess the degree of direct response versus image 
based in each advertisement, we uses the key dimensions 
proposed by Peltier et al. and some other new, specific to 
dental industry. 

The scoring system was designed in a way to reflect dif-
ferences for the following eight dimensions:  

• no response device/strong response device,  
• awareness attitudes/response,  
• uses imagery/ does not use imagery,  
• uses emotion/uses reason,  
• uses little information/much information,  
• attitudes toward brand/attitudes toward product,  
• high message frequency/low message frequency and  
• high production values/low production values. 

As we already underline before, in Romanian dental market 
are acting mainly the importers and distributors. This is the 
reason why in the present research, we have added another 
dimension (criteria) for the study: printed mes-
sage/advertisement is promoting the manufacturer or the 
distributor. In our previous assessment we observed in a lot 
of cases when the distributor emphasize both on the produc-
ers brand and on the product. Our presumption was the 
following: when the advertisements focus only on distribu-
tor, direct response orientation prevails. In the same time, 
when the producer is most advertised, the image orientation 
is present.  

For our purpose, an Osgood scale (semantic differential 
scale) was designed for evaluating the changes taking place 
in Romanian dental advertising in recent years. 

Every dimension was assessed by five intervals where 1 
means image-majority, 3 - balanced and 5 direct response-
majority). Peltier et al. researches state that an image major-
ity advertisement focuses on the image of the brand and the 
response devices are not compulsory. It can imply attitudes 
or emotion (happiness, love, sadness etc.). Also, an image 
advertisement has little (technical/specific) information, 
high production value (the highest quality materials, very 
good resolution, vivid colors, quality paper etc.). In an ef-
fort to build the image of the brand, the frequency of the 
message will be increased ( more than one advertisement 
per edition and one per each semester’s edition of the maga-
zine).  

 

Fig. 1 The study’s advertisements by type of products/services 
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In a direct response majority advertisement, the message 
can be communicated through different other devices than 
magazines, and the frequency in a year can be lower. The 
product is more important as opposed to the image of the 
brand. Moreover, in a direct response-majority advertise-
ment, the focus is toward reasons to buy the product and not 
to create emotion. The direct response ad can include one or 
several response devices such as a reply card as well as a 
free phone number. The quality of production will not be as 
high as in an image-majority advertisement.  

V.   FINDINGS AND DISCUTION 

The data processed in SPSS 16 are synthesized in table 1, 
2 and figure 2.  Figure 1 display the analyzed advertise-
ments by type of dental categories of products and services. 
A total of 748 dental related ads were examined, 93 for 
dental laboratory services, 329 for equipments, 21 for mate-
rials and supplies offered to the final consumer, 231 for 
materials and supplies offered to the practitioners, 32 for 
educational trainings, courses and 42 for other related  
services. 

A.   Direct Response Advertising as a Marketing Tool for 
Dental Field 

The most common direct response vehicle was postal ad-
dresses, web-page addresses and phone numbers.  In 32% of 
the cases were also included the toll free number, the major-
ity of them in 2010 editions. Only a few ads included a fax 
number in the ad. The average values were computed for 
each advertisement from the sample, displayed in table 1. If 
the mean score is between 1-2 points, we have considered 
that is image majority advertising A balanced one has the 
score is between 2.01-3.99 points, and direct response ad-
vertising with a score between 4 and 5 points.  

Surprisingly, after clustering all the advertisements based 
upon the mentioned 9 criteria, we can observe strong re-
sponse devices (4.47 points). This means that almost every 
ad publishes at least three ways for contacting the provider. 

Regarding image vs. direct response majority, although 
the evaluated ads had some sort of direct response device, 
with the exception of materials for end-users, overall, ad-
vertisements was primarily balanced. This evidence was 
expected given the early stage of development of both Ro-
manian dental market and industry. Many dental equipment 
producers companies are multinationals and are focusing 
rather on brand’s image, targeting sophisticated market 
segments. But, as opposed to materials and consumables, 
the products may differ, delivering a wide range of product 
benefits. Although image is important in delivering the 

message to the target audience, reason comes more into play 
in the description of the product benefits. 

Furthermore, the materials for patients are based on im-
age advertising, which is often employed when there is little 
difference in the brands or prevails on products where the 
focus is on the personality associated with the brand name 
as opposed to product benefits (cosmetic dental prod-
ucts/services). 

Table 1 Scores by each measured dimensions 

Research dimensions Mean Std. Dev 

response device 4.47 1.082 

Awareness attitude/response 2.58 1.390 

uses imagery/ do not uses imagery 2.75 1.047 

uses emotion/reason 3.93 .996 

uses information/ do not uses 2.89 1.194 

attitudes toward brands/products 2.66 1.147 

message frequency 3.54 1.275 

production values high / low 2.09 1.334 

Producer/Distributor 3.98 1.187 

Valid N (list wise)   

 
In dental ads from the sample, the distributors prevail 

(mean score 3.98 points) and the main argument is rational, 
not emotional (3.93 points). This result was expected, dental 
equipments being more technical and high technology 
products. Ads highlight both the brand and the product and 
have a very good visual quality. Frequency of the messages 
is rather low in the same edition of the magazine but, during 
a year, it reaches a medium rate.  

B.   Direct Response Advertising by  Specific Category of 
Dental Products/Services 

Analyzing in depth the degree of image vs. direct re-
sponse orientation and grouping the different types of prod-
ucts/ services, we obtained mean scores depicted in table 2. 

We find interesting the materials for end-users (patients) 
score 1.86 points, indicating that the ads is image majority. 
For the other category of equipments, scores range between 
2.93 and 3.49, pointing a balance ad. 

Educational services (trainings for practitioners, medical 
doctors and students or long term courses for learning the 
newest technologies), services provided by dental labora-
tory and other dental services (like cosmetic procedures) 
followed the same advertising pattern: at least four possi-
bilities of response, balance between image and informa-
tion, focus on services benefits and not on brand, very high 
production value. 
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Table 2 Direct response advertising scores by specific categories of dental 
products/services 

Types of product/services  
advertisements 

Mean Std. Dev 

dental laboratories 3.49 .822 

apparels/equipments 3.39 1.120 

materials for patients 1.86 1.047 

materials/consumable 3.32 .934 

services 3.02 1.043 

educational services 2.93 1.211 

Valid N (list wise) 748  

   

On the other hand, ads for equipments and materials 
seem to be similar too, with two exceptions: equipments 
account the highest response devices (mean score 4.79 
points) and material ads are mainly based on reasons than 
emotions (4.19 points - the highest mean score from all 
categories). 

The surprise comes from materials for patients (for ex-
ample Lacalut Active). Those ads emphasize exclusively on 
image (1.24 points), the attitude is toward the brand only 
(1.98 points), an average of two prints per edition and the 
best quality from all sample (1 point!). All the request for an 
image majority are accomplished, even the poor response 
devices (1.52 points). 

According to previous studies [17], cosmetics ads in Eu-
rope are fairly balanced. For dental cosmetics we have 
found an image orientation. This gap may come from the 
early stage of Romanian hygiene market development, 
mainly due to the very low level of consumer education in 
dental prevention and care, in comparison with the same 
indicator in more developed countries (West European 
markets) [20].  This means that brand consolidation strategy 
is recommended to the entry stage on  the market. 

C.   Direct Response Advertising Evolution in Time 

In order to assessing the changes taking place in Roma-
nian dental market, the research is covering a five years 
period (between 2006 and 2010). Over the five years period, 
the frequency of direct response advertisements doesn’t 
show a significant seasonal pattern and a steady decrease in 
use over time. Most of the direct response advertisements 
are in the second semester of 2008, probably as a result of 
the dramatic increase of dental market in analyzed period. 
Direct response equipments ads were predominant during 
the last semester of every year. The reason could be the 
implementation of the predicted annually plan through 
budget validation. The most investments in equipments are 
made by the end of the year [6], when the company knows 

the certain sales indicators.  No pattern was apparent for 
direct response dental laboratory or services ads. We can 
observe that direct response ads for educational services are 
more frequent since 2008. Figure 2 depict direct response 
advertisements average score, during the mentioned period. 

 

Fig. 2 The study’s advertisements mean by years 

The findings reveal a constant decrease in direct re-
sponse ads dimensions every year (from a mean score of 
3.89 points in 2006 to 2.03 points in 2010). Evaluating the 
average values for each analyzed criteria, we observe a 
disruptive evolution in dental message frequency and in 
persuasive ads messages (by using emotion or reason). If 
during the years 2006 and 2007 clearly prevails the rational 
reasons for argumentation (mean score 4.24 points, respec-
tively 4.2 points), since 2009, the average value sharply 
decreases (to 2.58 points in 2010), meaning the emotions 
are use in a large extent. 

Moreover, the same situation occurs in ads frequency by 
lowering the prints number in 2009 and 2010 (from a score 
mean 4.18 points in 2006, to 3.14 points in 2010).  

The economic crisis could be the explanation for this 
phenomenon. In 2009, the dental market growth has dimin-
ished and the actors in the field have not invested in addi-
tional technologies in the same manner as in previous pe-
riod. In the last two years, direct response advertising and 
image advertising become balanced. The providers are fo-
cusing more and more on brands consolidation. 

This situation is atypical taking into consideration the 
best practice in advertising.  As we have mentioned already, 
the existing research demonstrate that efficiency for indus-
trial product/services consist in two steps: building the 
brand first, and after that developing direct-response adver-
tising. Although, the advertising strategies implemented by 
Romanian dental actors followed the opposite trends.  Dur-
ing the expansion period of the entire economy, the produc-
ers/distributors obtained unexpected results in terms of sales 
with no (or little) additional efforts.  
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But, in 2009, when the crisis effects have affected Ro-
manian markets, their sales begun to stagnate. The crisis 
sharps the competition battle and the dental providers were 
constraint to adapt rapidly their strategies. We think this is 
the reason why they have begun just recently to plan and 
implement advertising strategies, based on brand image. 

VI.   CONCLUSIONS  

The general conclusion of the study is the following: 
dental materials, equipments and services use balanced 
advertising, while image prevails in materials for patients 
advertisements. Through this integrative approach, employ-
ing direct response along with image based strategies, ad-
vertisers can achieve a positive brand image as well as in-
crease sales. Lately, the most prevalent direct response 
vehicles included local phone numbers and web addresses 
of where to purchase the brand. In the effort of integrating 
direct response vehicles, dental companies should include 
customer service strategies to handle the influx of product 
inquiry calls. For being more effective, dental providers 
should emphasize first on brad and after that on direct re-
sponse advertising. The economic crisis has changed the 
pattern in dental advertising, mainly by focusing rather on 
emotion than on rational reason and by lowering the fre-
quency rate. 

FUTURE RESEARCH 

The author future actions will be: 1) to check through 
specific marketing research means in what degree the dis-
tributers and producers from dental field have achieved their 
objectives through the implemented image/response adver-
tising campaign. 2) Future research might look at the other 
European Countries and find correlations between the rate 
of image/response orientation in dental field.  
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Abstract— Concerning the inpatient care the present situa-
tion is characterized by intense charges of medical technology 
into the clinical daily routine and an ever stronger integration 
of special techniques into the clinical workflow. Medical tech-
nology is by now an integral part of health care according to 
consisting general accepted standards. Purchase and operation 
thereby represent an important economic position and both 
are subject of everyday optimization attempts. For this pur-
pose by now exists a huge number of tools which conduce more 
likely to a complexness of the problem by a comprehensive 
implementation. In this paper the advantages of maintenance 
system architecture on the medical device management are 
shown and we are presenting original software that can be 
implemented in any hospital without being necessary the exis-
tence of a clinical engineering department. 

Keywords—  Medical device, maintenance, health technol-
ogy management, maintenance protocols. 

I.   INTRODUCTION  

This article deals with the present situation of service 
management as well as facility management of medical 
technology and demonstrates a new integrative approach to 
optimize the medical device management using a software 
system. The concept appeared against the backdrop of fore-
seeable social and technical developments. As a result of 
social change acting, hospitals and medical technology 
(equipment and services) providers have to rise to new chal-
lenges at the healthcare market. Exemplary to mention are: 

- a change in the demographic structure towards an older 
society [1], 
- a hair-trigger financial situation of hospitals which is de-
termined through a severe regimented service rebate and a 
perspicuous slowdown in investment [1], 
- high expectations within the society regarding the quality 
offer of  health care, 
- the problem of the acquisition of specialized professionals, 
in the regarded case especially in the region of medical 
technology services [2] 
-the consisting obligations of an incessant quality assurance 
and also the documentation of services rendered [1]. 
 

In modern and forward thinking Hospitals, it has been real-
ized that prevention is better than cure, and that proactive, 
rather than reactive management brings the best results.  

This is true for managing human resources, to change 
policies and (just as importantly) for managing the medical 
devices that all Hospitals use for diagnostic and clinical care 
[2]. 

II.   METHODOLOGY 

Many devices require regular and effective maintenance 
to operate correctly and meet their design specifications. 
The consequences of ineffective maintenance can be huge 
in terms of patient care, personnel morale and management 
time [2]. 

Such consequences are often overlooked or miscalculated 
because device breakdowns are not just a cause of lost time 
but have a direct effect on patient throughput, efficiency and 
thus waiting lists. Therefore, the importance of effective 
maintenance to reduce the occurrence of such incidents 
cannot be overstated [3]. 

The management of this maintenance for single or few 
devices is relatively simple.  

However, most Hospitals have thousands of medical de-
vices and to correctly maintain these devices can be difficult 
or impossible without a formalized computerized schedul-
ing system (database). Medical Physics departments should 
have a structured approach to planned preventive mainte-
nance projects and should implement a computerized sys-
tem, or audit, refine and improve the effectiveness of the 
existing implemented system [4]. 

Maintenance Planning constitutes a sustainable level of 
activity (dependent upon adequate resources) commencing 
with the development of the maintenance plan, implementa-
tion and performance review [5]. 

The difference between planning and scheduling needs to 
be clear. These are differing areas worthy of differing 
measurement and improvement initiatives.  

Planning can occur at any stage during the life of a works 
order. An electronic indicator in the work-order system 
needs to be able to identify the work-order by 'status' i.e. 
planned, ad-hoc, remedial, etc. 

In this manner work orders requiring parts, procedures, 
documents, skills or specialist test equipment can easily be 
focused [3]. 
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A work order cannot be considered planned until all of 
these have been properly considered and made available. 
The analysis of workflows for medical equipment mainte-
nance can be done on the basis of analyzing the actors, the 
working steps and the triggering events for maintenance 
interventions [4]. 

First, an actor is the person involved in the maintenance 
service. The main kinds of actors are the following: 

− Clinical staff, medical qualified personnel (e. g. doctors, 
nurses, medical technical assistants, laboratory person-
nel, etc.). They are the users of the equipment.[6] 

− In-house (maintenance) technicians in charge of medi-
cal equipment and other employees of in-house mainte-
nance areas (e. g. building services) 

− Technicians from external maintenance service provid-
ers (medical technology manufacturer, service provider, 
etc.) 

Second, a working step is any task required for maintenance 
purposes. Some of them can be the following: 

− Alarm generation (fault detection), i.e. the action that 
fires the maintenance procedure because the occurrence 
of a possible misbehavior has been detected. 

− Fault diagnosis, i.e. the identification, isolation and 
location of the fault and possible causes. All the actors 
could be involved in this task. 

− Service intervention: this is cut normally into the so-
called first line service which is often ensued by captive 
medical technician and if necessary by the following 
service of an external service technician (medical tech-
nology manufacturers, other service providers or the 
like) [7]. 

− Documentation: services rendered and expenditures 
(time, spare parts, etc.) will be documented in conclu-
sion and future tasks will be specified (e.g. a short-term 
inspection of the result of maintenance). 

And third, a trigger event is a condition that fires some of 
the working steps of the maintenance workflow. The main 
triggers are the following: 

− scheduled service intervention: via an a priori agreed 
appointment (e. g. for a scheduled maintenance, safety-
related inspection or medical engineering inspection), 

− spontaneous service intervention: through the occur-
rence of a device error.[7] 

The single components (actors, events and working steps) 
interact in the course of the service workflow according to 
the particular device classes in different manner. Thereby, 
different device classes (Magnetic Resonance Imaging 
(MRI) vs. syringe pump) make very different demands on a 
service management. Several criteria can be used to classify 
medical equipment, as for example: 

− Location: 
 stationary medical technology (e.g. MRI) 
 mobile medical technology (e.g. syringe pump) 

− Cost: 
 high investment volume (e.g. MRI) 
 low investment volume (e.g. syringe pump) 

− Amount: 
 high quantity (e. g. syringe pumps) 
 low quantity (e.g. MRI) 

− Diagnosis capabilities: 
 Small: devices without diagnosis capabilities and 

non repairable equipment. 
 Medium: devices with the ability for auto diagnosis 
 Large: devices without prerequisites for auto diag-

nosis [3]. 

As a function of the device class there are different ap-
proaches with regard to the operational costs and the tech-
nologic effort concerning the service management mainte-
nance. 

Risk Based Inspection Planning reduces maintenance 
costs and improving efficiency. 

 
Fig. 1 Risk Based Inspection Planning 

It is becoming ever more important for medical devices 
and their component parts to work longer at a minimal in-
crease to costs, improving patient care with higher levels 
expected in terms of reliability and quality. Risk-based 
inspection (RBI) can provide an auditable response to by 
reducing medical device downtime through optimizing 
inspection and testing strategies, and carrying out those 
inspections where the devices are normally located.  

The major benefits this offers the operator are:  
 

 Reduction in downtime  
 Reduction in the total inspection needed to jus-

tify safe operations  
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 Provision of intelligent 'common sense' inspec-
tion and testing regimes  

 Quantification of real risk. 
 

Too often, the maintenance of equipment and its associated 
inspections is regarded by budget holders as an "add-on" 
cost. Risk Based Inspections enable budget holders not only 
meet their bottom line targets but also their statutory re-
quirements through schemes based on due diligence.[3] 

III.   RESULTS 

Medical devices are complex repairable systems consist-
ing of a large number of interacting components which 
perform a system’s required functions. A repairable system, 
upon failure, can be restored to satisfactory performance by 
any method except replacement of the entire system. Medi-
cal devices usually undergo several types of 
tests/inspections during their life cycles as described here:  

• Acceptance Test  
A series of qualitative and quantitative tasks designed to 
verify the safety and performance of newly received equip-
ment, as well as conformity to applicable codes, regulations 
and standards.  

• Operational Check  
Visual and operational check of the equipment’s safety and 
functionality typically performed at the beginning of the day 
or work period, or just before using equipment on a patient.  

• Safety and Performance Inspection (SPI)  
A set of qualitative and quantitative tasks designed to verify 
the safety and performance of each piece of equipment by 
detecting potential and hidden failures and taking appropri-
ate actions.  

These tests/inspections are scheduled and it is very impor-
tant that we remember the periodicity of them. This is why 
this software system that we developed it is very important 
for medical devices proper functioning. 

After accomplishing the acceptance test for a newly re-
ceived device, SPIs are scheduled to be performed periodi-
cally. The software system can help the biomedical engineer 
to program the safety and performance inspection. If any 
problem is found at inspection, corrective actions are taken 
to restore the device or its defective parts to an acceptable 
level. This operation it is also written in the maintenance 
part of the program. By having all the problems that oc-
curred with that medical device a set of failure preventive 
actions may be taken to prevent future failures and/or re-
store device function; these include part replacement, cali-
bration, lubrication, etc. to address age or usage related 
deterioration.  

When a device fails while it is in use, the problem is re-
ported by the operator, and again appropriate actions (cor-
rective maintenance) are taken. When the repair of a device 
is no longer technically feasible or cost effective, replace-
ment becomes the best or the only option. With the help of 
this software we can calculate the costs in case of repair, 
because he has a data base with the prices of all spare parts 
and consumable for each medical device that it is in the 
hospital. The user has the possibility to update the prices 
every ear, at the signature of a new contract with the service 
or supplies company. Figure 2 describes major tests and 
actions performed during a device’s life cycle. 

 

 
 

Fig. 2 Major tests and actions performed during a device’s life cycle  

Currently, most hospitals merely follow manufacturers 
recommended intervals for periodic SPI of devices. SPI 
intervals differ from 6 to 12 months depending on the de-
vice type and risk level. Class III (high risk) devices such as 
defibrillators should be inspected every 6 months, and class 
II (medium risk) devices like ECGs should be inspected 
annually. However, the optimality and even the necessity of 
these recommended intervals are questionable. It is essential 
to establish an evidence-based inspection or maintenance 
regimen derived from analysis of field data. 

Medical Device Management and Maintenance System 
Architecture 

Currently in Romanian hospitals doesn’t exist a software 
tool for medical device management besides accounting 
software although the preventive maintenance it is very 
important for the medical device proper functioning. This 
software: 

− will provide a pool of medical devices, all required 
information about these devices, and the maintenance 
protocols for the devices.  

− will also contain complete repair and maintenance his-
tory of a specific device.  

− will create optimal maintenance schedule for devices.  
− will enable the service technician to carry out and report 

maintenance/repair processes .  
− thus will prevent/minimize possible future failures. 
− will provide an inventory of medical devices, spare 

parts and consumables for each device. 

The software system that we developed it is original be-
cause we used Visual FoxPro program, not Access or Excel 
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that are simply inventory programs. With this software the 
user can build his own medical device database, spare parts 
and consumable database or he can generate the mainte-
nance monthly report. He can also generate a report for 
spare part or consumables annual requirements or cost of 
individual devices in terms of maintenance. 

The application will have a powerful evaluating facility.  
Evaluation of the medical devices, the technicians and 

the maintenance processes will be made automatically using 
scoring databases. These databases will contain grading of 
processes/properties which will be added up to make 
evaluations. Keeping information of and evaluating the 
technical staff is especially important as a significantly large 
proportion of total human errors occur during the mainte-
nance phase. 

While planning maintenance scheduling, the number and 
the availability status of maintenance equipment should be 
taken into consideration. Similarly, the number, status, and 
expertise of technicians should be an input data. Availabil-
ity of medical device to be maintained and its maintenance 
history are also required. 

Maintenance frequency is affected by medical device re-
lated factors like: 

 

 
 
 
 
 
 

 recommendations of the manufacturer and advi-
sory bodies,  

 age of the device,  
 past history of the device,  
 experience and knowledge of the user, and fre-

quency, environment and nature of use. 
 
In case of failure, the action to be taken is to adjust a new 
maintenance schedule after approximating repair period; 
meanwhile the technician/user will be directed to a repair 
request form for the medical device.  

These operations will not be done manually; underlying 
software will run after each newly entered/updated mainte-
nance document and will make maintenance scheduling. 

Qualitative tests mainly consist of visual inspection of 
the main parts/components of a device. For a general infu-
sion pump, these include testing its chassis/housing, line 
cord, battery/charger, etc. Quantitative tests include measur-
ing parameters of a device to check whether or not the pa-
rameters are in control. Grounding resistance and maximum 
leakage currents are among the quantitative tests for a gen-
eral infusion pump.  

 
 

 
 
 
 

 

Fig. 3 Database with medical device 
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A work order presents all PM checks and actions, such as 
cleaning, lubricating or replacement of a device or its parts. 
A work order is also created for an acceptance test of a 
newly received device.  

 

 
 

Fig. 4 A typical work order 

 
The access is limited with technician’s authorities. The 

technician is supplied with the maintenance protocol and the 
maintenance history of the device. Besides, he is informed 
about the jobs ahead he is responsible for and is alerted for 
incomplete jobs.  

Operation Modes can be further divided into three. 
The first process is forming databases of all devices, 

maintenance protocols, technicians, trainings, maintenance 
equipment, maintenance calendar, etc. Recording, update 
and deletion are main processes in terms of data  
management.  
 

 

Fig. 5 Examples of principal fields in databases 

The second process is the display of the database; it in-
cludes construction of many reports.  

 Preparing proper reports, it will be able to track 
the devices in the hospital, the status of devices, 
the most problematic devices, the problems ex-
perienced (frequency and reasons either), the 
cost of individual devices in terms of mainte-
nance, etc.  

 The reporting process will help the directors in:  
• following the medical equipment,  
• finding out which devices are most prob-

lematic, 
• which are most expensive to maintain,  
• finding out the most experienced problems 

and the reasons of problems etc.  

The third process is designing and implementing an opti-
mal maintenance schedule.  

 An underlying program will be run in cases of 
maintenance entry or update (like case of fail-
ure).  

 A change in technician record or maintenance 
accessory record (i.e. ammeter is impaired) will 
also cause the program to run.  

 The program will make a new schedule, opti-
mizing many parameters like technician, main-
tenance device, medical device availability, rec-
ommended device maintenance period, 
approximate repair duration, historical data 
about maintenance activity of the medical de-
vice, etc.  

 

 

Fig. 6 Example of report designer 

 The beginning to manage this is creating and 
maintaining of database files required for  
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optimization. The rest is to implement a well 
built algorithm for optimizing maintenance 
schedule.  

A new test record / maintenance form will be created for 
each maintenance process, which will contain: 

 instructions,  
 a to do list which will be checked out by the 

technician as the process goes on,  
 and some information space to be filled by the 

technician, like the nature of the problem, the 
work carried out, the measurement values, the 
results of the work done i.e. succeeded or not, 
etc.  

These maintenance records will be associated with the de-
vice being processed, and will totally constitute the repair 
and maintenance history of the device.  

IV.   CONCLUSIONS  

Hospitals have thousands of medical devices and to cor-
rectly maintain these devices can be difficult or impossible 
without a formalized computerized scheduling system (da-
tabase). The maintaining process it is a very important part 
for any medical device. If a preventive maintenance it is 
correctly done and at time the costs with the medical device 
will be cheaper. 

This Software System for Medical Device Management 
and Maintenance provide a database of medical devices, all 
required information about these devices, and the  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

maintenance protocols for the devices. With this software the 
user can build its own medical device database, spare parts 
and consumable database or can generate the maintenance  
monthly report. The user can also generate a report for spare 
part or consumables annual requirements or cost of individ-
ual devices in terms of maintenance. 

Because the application software contain complete repair 
and maintenance history of a specific device, will pre-
vent/minimize possible future failures. 
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Abstract— The aim of this paper is to investigate and de-

velop a novel refreshable Braille device actuated by thermal 
actuators based of phase change transformation material. The 
paper starts with a short introduction about some representa-
tive tactile devices, the importance of those devices into society, 
and highlighting the author’s previous work in the field. Sec-
ond paragraph presents the proposed design of a Braille cell, 
third paragraph discuss aspects regarding the thermal analysis 
of the proposed model along with numerical results. Forth 
paragraph deals with the presentation of the developed  
prototype along with results from the conducted test of its 
performances. 

Keywords— Braille device, paraffin, actuator, Assistive 
Technology, design. 

I.   INTRODUCTION  

The recent developments in industry and technology 
have enhanced people’s requirements for information avail-
ability. One of the challenges is to satisfy the need of infor-
mation for the blind and visually impaired people in order to 
integrate them into society. Tactile devices are used for this 
purpose [1].  

Numerous studies have been performed on tactile sensa-
tion of human beings and tactile information transmission 
methods, and a lot of devices have been proposed. A Braille 
display is an electronic device, that allows the visually im-
paired to read the contents of a display one text line at a 
time in the form of a line of Braille characters. Solutions 
based on mechanical needles actuated by electromagnetic 
technologies, piezoelectric crystals, shape memory alloys, 
pneumatic systems, and others have been proposed. Other 
methods, such phase change materials, and in particularly 
wax paraffin are under investigation [2-4]. Additionally, 
thermally driven actuators (including thermo-mechanical, 
phase change and shape memory methods) require cooling 
to reverse their action. This can occur through passive ther-
mal radiation, or via active cooling systems, both electrical 
and mechanical. In [4], a refreshable Braille cell actuated 
using paraffin wax micro-actuators has been developed for 
Braille displays. In addition, this actuator has also been 
applied to micro-fluidic bulk-micro-machined micro-valves, 
micropipettes and micro-grippers. 

Our previous works were focused on the design and de-
velopment of an interface for a Braille device [7]. 

II.   DESIGN MODEL OF A CELL 

For the development of active Braille dots, the standard 
dimensions for an actuator are taken into consideration. 
This prototype has the overall dimensions doubled and all 
further results will be reported to this. The design of the 
developed Braille cell prototype and the corresponding 
dimensions elements are presented in figure 1 and described 
as follows. 

 

 

Fig. 1 Section through the Braille cell 

On the support plate 8 made of aluminum, plate 5 which 
has 6 holes Ø3 [mm] in form of the 2x3 matrix is mounted. 
Thermal insulation between the Braille dots is assured be-
cause Plexiglas thermal conductivity is 0.19 [Wm-1K-1]. 
Inside each hole a copper bush 4 is inserted to obtain a good 
thermal conductivity and improving the actuation result. In 
this case, generated heat at the resistive mini heater can 
produce thermal disturbance to the other neighbor actuators. 
For this reason, the important roles of added case for insu-
late against the generated heat and to allow interoperability 
with other modules is fully justified. The wax paraffin 6 is 
melted by mini heater 5 in form of a spring made from NiCr 
alloy and mounted in the center of the recipient. The flexi-
ble membrane 3 is maintained on the plate with a 0.1 mm 
thick aluminum plate 1. All this plates are put together and 
fixed with four M3 screws 2 and nuts 9, to perform sealing 
to the entire device. The distance between Braille dots is 2.8 
[mm] and a pin diameter has Ø2 [mm]. The prototype 
Braille cell measures 30mm×30mm×8 mm. 

The reason for the huge volume expansion in paraffin 
when melted is that paraffin is crystal in its solid form, i.e. 
the molecules are packed close together. The more crystal in 
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solid phase the larger volume expansion is to be expected at 
transition.  

III.   THERMAL ANALYSIS 

In this case, generated heat from the resistive mini-heater 
was imposed to rise above 64 [OC]. Resistive heating wire 
(mini-heater) is made from a NiCr alloy. Thermal conduc-
tion problem take into consideration details regarding prop-
erties of the materials.  

The actuation response time of the mini actuator is de-
termined by the melting rate of the paraffin wax. Given the 
thermal properties and the measured melting time of the 
paraffin wax, the melting process within the actuator can be 
analyzed. The phase changing process is dependent on the 
thermal conduction, convection, diffusion and thermal 
properties of the material. 

Thermo physical properties of the wax paraffin [8] are: 
latent heat capacity 206 [J g-1]; specific heat 2.4 [J /g °C]; 
density 750 [kg m-3]; thermal conductivity 0.19 [Wm-1K-1]. 
In accordance with the presented data, temperature and 
expansion behavior properties will be examined for optimi-
zation and improvement.  

A.   Thermal Actuator Conduction Problem 

Conduction refers to that mode of heat transfer ΔQ that 
occurs when exists a temperature gradient in a medium. The 
energy is transported from the high-temperature region to 
the low-temperature region by molecular activities. The 
steady-state thermal behavior of the element can be mod-
eled using Fourier’s law. Heat changed by a system (a 
body) with the environment, in a basic thermodynamic 
process, during which the temperature of the system suffers 
an infinitely small variation is expressed according [9, 10] 
as follows: 

TmcQ Δ⋅⋅=Δ                              (1) 

In accordance with it, specific heat c = 2.4 [J /g °C] depends 
on the nature of the body, and its thermodynamic state. 
Numerical determination was made to increase the tempera-
ture of a 5 grams paraffin rod which is inside the Braille dot 
container from figure 3 with presented dimensions. The 
working process is done between ambient (initial) Ta=20 
[oC] and melted (final) Tf=68 [oC]. 

)( af TTT −=Δ
                             

(2) 

The amount of heat needed to raise the temperature is: 

][696 JQ =Δ                                 (3) 

B.   Melting Process 

Based on presented thermal properties of paraffin wax, 
the thermal diffusivity k [m2/s] represents the heat conduc-
tivity of the material λ = 0.19 [Wm-1K-1] reported at specific 
heat capacity c = 2.4 [J/g oC] and paraffin density depend of 
its phase. The density values of material in solid and liquid 
phase are tacking from “Densities of a microcrystalline 
paraffin wax in the solid and liquid phase” table presented 
in [11].  

At temperature of 26.9 [oC] the material is in solid phase 
whit density ρsolid = 923600 [g m-3] and at temperature of 
93.3 [oC] the material is in liquid phase whit density ρliquid = 
793500 [g m-3]. In [10] the equation for the calculus of the 
thermal diffusivities is mentioned as follows: 

ρ
λ
c

k =
                                       

(4) 

After the equation was applied for the proposed Braille cell 
model, the thermal diffusivities for the phase change mate-
rial are ksolid = 9.97e-8 and kliquid = 1.05e-7. The melting 
interface moves from the centre to the surface by means of 
heating (Fig. 2). 

 

Fig. 2 Melting process of the paraffin rod 

For the wax paraffin rod in 1 second, mini heater sizing 
calculation was made using equation (1) and phase change 
material data presented in previous paragraph. The power 
applied for mini heater to be able to melt 5 grams of wax 
paraffin in 1 second need to be at 580 [W]. 

C.   Steady-State Thermal Analysis Inside of Paraffin Rod 

A steady-state thermal analysis calculates the effects of 
steady thermal loads on a system or component. Engi-
neer/analysts often perform a steady-state analysis before 
doing a transient thermal analysis, to help establish initial 
conditions. A steady-state analysis also can be the last step 
of a transient thermal analysis; performed after all transient 
effects have diminished. 

We use this analysis system to determinate temperature 
variation and heat flux inside of the paraffin rod. The model 
was developed in Solid Works software and imported in 
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ANSYS Workbench module for performing the thermal 
analysis.  

 

 

Fig. 3 Steady-State Thermal analysis of the paraffin rod 

Figure 3 provide us data about the heat dispersion in the 
paraffin wax from the interior of the recipe. In 1 second, at 
an applied heat from the mini-heater of 580 [W] the paraffin 
wax from the recipe reaches the liquid phase; therefore the 
pin reaches the height of 1.04 [mm]. 

 

 
a 

 
b 

Fig. 4 a) Internal heat generation; b) Temperature distribution and radia-
tion from environment 

On the graphs from figure 4 the rising magnitude and 
heating temperature are presented. At 1 second the magni-
tude reached a value of 580 [W] and the minimum tempera-
ture reached a value of 64 [oC]. 

IV.   EXPERIMENTAL RESULTS 

For testing of the proposed actuator performances an ex-
perimental setup was developed. The proposed actuator 
prototype was designed, and based on the assembly draw-
ings the prototype was obtained as presented in figure 5. 
 

 
a b 

Fig. 5 Picture of the developed actuator: a) actuator in position 0; b) actua-
tor in position 1 

Based on the model, the response time of the actuator for 
the necessary imposed displacement was measured using 
dial indicator and the time using a chronometer. The meas-
urements of the response time were conducted for the dis-
placement of the actuator from 0 - 0.5 [mm]. In figure 6 the 
experimental setup for the conducted measurements is  
presented. 

At a supply voltage of 2 [V] applied to the mini-heater 
and a variation of the current between 1.3 ÷ 2 [A], the time 
of the actuator's displacement between 0 ÷ 0.5 [mm] was 
measured along with the time of the free cooling process. 

 

 

Fig. 6 The experimental stand 

The obtained results from the measurements are pre-
sented on the graphs in figure 7. 
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a 

 
b 

Fig. 7 Actuation and return to initial position process depending of some 
parameters: a) Melting process; b) Free cooling process 

The obtained experimental results show that the devel-
oped actuator prototype can provide a sufficient displace-
ment caused by the thermal expansion of the active mate-
rial, in a short time and at good performances, and also 
proves that the presented theoretical analysis is correct. 

V.   CONCLUSIONS  

The results of this paper are included in the steps for de-
velopment of future Assistive Technologies applications 
and represent the development and test of thermal actuators 
integrated in such systems. One of the most relevant appli-
cations of thermal actuators in the field of Assistive Tech-
nologies is represented by the Braille devices. 

This paper represents proof-of-concept demonstration of 
a novel active based phase-change Braille dots, which ex-
ploits changes in volume, pressure, temperature and the 
different chemical properties of paraffin during its solid-
liquid-solid phase transitions, and does not require a large 
consumption of power. 

The experimental prototype was made and tested so far 
with a single recipient who represents a Braille dot. Overall, 
the materials and methods used in this work allow for cost-
effective and rapid fabrication of the future prototypes. For 
the developed experimental setup the authors focused on a 
simple design.  

In our future work we intend to optimize de actuator and 
incorporate him in a miniaturized Braille module attachable 
to a large variety of visually impaired aid devices. Further-
more, the cooling improvement process will be investigated 
with a cooler and a Peltier module. 
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Abstract— The paper deals with the electromagnetic com-
patible design of medical products, starting from the early 
stage of the design process (the prototype stage). This way of 
thinking is presented for the case of one kinetic therapy 
equipment. In the functional block diagram of the equipment 
are pointed out the main electromagnetic interference paths. 
The specific test setup and measurements in accordance with 
the European conducted immunity standards for electromag-
netic compatibility are presented. Two kinds of measurement 
were performed: inter-system measurements (to the mains 
supply port) and intra-system measurements (to the printed 
circuit board and the internal cables). Several solutions for 
mitigating electromagnetic interference problems which 
greatly improved the electromagnetic immunity of the equip-
ment are also depicted. The main conclusion which must be 
drawn from the present paper is that designing for electro-
magnetic compatibility is the most energy saving and cost ef-
fective policy.  

Keywords—  EMC, EMI, PCB, electromagnetic immunity, 
EFTs, surge. 

I.   INTRODUCTION 

Improper operation of ECG and EEG monitors, apnea 
monitors, anesthetic gas monitors, and other medical de-
vices due to electromagnetic interference, determined the 
regulation bodies to look carefully at these occurrences and 
establish regulations by which medical equipments must 
possess sufficient immunity to operate as intended in the 
presence of interference.  

The development of eHealth services and of electronic 
health records (EHRs) which include computers and com-
puter networks impose low-noise design principles. Consid-
ering actual web-based EHR systems, patient-centric and 
patient moderated approaches will be widely deployed. Be-
sides, there is an emerging market of so called personal 
health record platforms [1].  

All these considerations are not conceivable without a 
minimum knowledge of electromagnetic compatibility 
(EMC) techniques on medical devices.  

Technical literature is abounding in EMC definitions. 
The most well-known (which almost became classic) con-

sider EMC as “the ability of an electronic system to function 
properly in its intended electromagnetic environment and not 

be a source of pollution to that electromagnetic environ-
ment”, but probably the most synthetic and comprehensive 
one, simply considers EMC “the absence of effects due to 
electromagnetic interference” [2]. This last definition in-
cludes both sides of the term, i.e. electromagnetic emissions 
and electromagnetic immunity (susceptibility). 

The European regulations consist of directives and stan-
dards. The directives are very general and define the essen-
tial requirements for a product to be marketed in the EU [3]. 
The standards provide one way (but not the only one) to 
comply with the directive. Currently, over 50 different stan-
dards (product-specific standards, as well as four generic 
standards) are associated with the EMC directive. 

Speaking about medical devices, it must be said that the 
European Community regulates electromagnetic emissions 
and immunity through the EN-60601-1-2 standard (Medical 
Electrical Equipment—Part 1: General Requirements for 
Safety; Section 2: Collateral Standard: Electromagnetic 
Compatibility—Requirements and Tests) as well as through 
the EN-55011 standard (Limits and Methods of Measure-
ment of Radio Disturbance Characteristics of Industrial, 
Scientific and Medical Radio Frequency Equipment).  

Recall that in most situations, assuring compliance with 
EMC standard prescriptions involves an extensive series of 
tests.  

A system designed with complete disregard for EMC 
will almost always have problems when testing begins. On a 
contrary, when EMC regulations are mastered and handled 
correctly, the designer should be able to produce equip-
ments with most of the potential problems eliminated prior 
to initial testing.   

Probably the most important aspect of becoming effec-
tive in EMC design is to begin thinking about the nonideal 
behavior of electrical components in addition to the ideal 
behavior that everyone has been taught to keep in mind.  

If someone thinks only in terms of ideal behavior of elec-
trical and electronic components, he will not be able to see 
or anticipate the nonideal electrical paths and hence will not 
be able to look after other possible causes of conducted or 
radiated interferences. Therefore he will have inadvertently 
reduced our possibilities for correcting EMC problems and 
will not have the ability to see a schematic beyond its ap-
pearance, the so called hidden schematic.  
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Solutions at the latest stage of design usually involve the 
addition of extra components that are not integral parts of 
the circuit. Penalties paid include the added engineering and 
testing costs, as well as the cost of the mitigation compo-
nents and their installation [4].  

The transfer of electromagnetic energy (with regard to 
the prevention of interference) is broken into four sub-
groups: radiated emissions, radiated susceptibility, con-
ducted emissions, and conducted susceptibility. 

For ease of measurement and analysis, radiated emissions 
are assumed to predominate above 30 MHz, while con-
ducted emissions are assumed predominant below 30 MHz.  

There is of course no magic changeover at 30 MHz, but 
typical cable lengths tend to resonate above 30 MHz, lead-
ing to anomalous conducted measurements, while meas-
urements radiated fields below 30 MHz will of necessity be 
made in the near field closer to the source, giving results 
that do not necessarily correlate with real situations.  

At higher frequencies, mains wiring becomes less effi-
cient as a propagation medium, and the dominant propaga-
tion mode becomes radiation from the equipment or wiring 
in its immediate vicinity. 

II.   CONDUCTED IMMUNITY OF A MEDICAL EQUIPMENT 

As mentioned earlier, the electromagnetic compatibility 
problem should be solved at the prototype design stage, 
where the solutions adopted to control interference are eas-
ier to implement, less expensive, and above all, more  
efficient.  

In this respect the authors have tried to achieve electro-
magnetic conducted immunity for a prototype of a medical 
device, namely a kinetic therapy equipment (actually a 
treadmill).  

The prototype’s component parts are: (i) a single phase 
power converter, SYSDRIVE 3G3EV - AB015M - CUE, 
1.5kW (OMRON), pulse width modulation (PWM) con-
trolled, in the range from 0 VDC until 10 VDC, which is 
driving a 460 W three phase squirrel cage induction motor; 
(ii) associated transducers which sense the speed of the 
treadmill’s band and the patient’s heart rate; (iii) an associ-
ated computer using a serial through interface USB  which 
controls the equipment’s operation and the medical proce-
dures; (iv) a data acquisition and control board which is 
provided with an ATmega16 microcontroller (16K Bytes 
In-System Programmable Flash); (v) a firmware package. 
The functional blocks of the treadmill equipment are de-
picted in figure1, along with the main conducted EMI inter-
system (1, 2, 4) and intra-system (3, 5) paths.  

 
Fig. 1 Block diagram of the treadmill 

Obviously there are also secondary conducted and radi-
ated EMI paths, but this approach focus mainly on con-
ducted electromagnetic immunity at the data acquisition and 
control board level and on the physical link between the 
board and the frequency converter (interference path 3), 
suspected to be the essential sources of corruption for the 
firmware package.  

The frequent firmware’s corruption was the main prob-
lem to be solved, because the medical recovery procedures 
and the information regarding the patients’ evolution were 
often lost. It was also obvious that the product could not be 
put on the market in this situation.   

Another path of high interest was the interference path 1, 
namely the product’s AC power cord; consequently the at-
tention was also focused on it, because noise currents gen-
erally may determine a very damaging effect.   

A.   Specific Immunity Design for Medical Devices 

In literature, a non-exhaustive list of rules is proposed to 
be considered during the circuit design and/or prototyping 
step, starting from the partition of the circuit into critical 
and non-critical sections, to the selected circuit topology 
that minimizes interference, intrinsic noise and PCB layout. 
In the same time, at the PCB level, the following steps must 
be taken into account: proper grounding, then eventually 
local shielding and finally extra-filtering if necessary [5]. 

Medical equipments must meet also the requirements in-
cluded in the generic standard EN 60601-1: 2006, according 
to a possible risk for electrical shock, which could occur 
whenever an operator can be exposed to a part at a voltage 
exceeding 25 VRMS or 60 VDC, while an energy risk is pre-
sent for circuits with residual voltages above 60 V or resid-
ual energy in excess of 2 mJ.  

Obviously, the enclosure of the device is the first barrier 
of protection that can protect the operator or patient from 
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intentional or unintentional contact with these hazards. Be-
yond the electrical protection supplied by the enclosure, 
however, the circuitry of the medical instrument must be 
designed with other safety barriers to maintain leakage cur-
rents within the limits allowed by the safety standards.  

Since patient and operator safety must be ensured under 
both normal and single-fault conditions, regulatory agencies 
have classified the risks posed by various parts of a medical 
instrument and have imposed specifications on the isolation 
barriers to be used between different parts [6].  

••  The first type of part is the accessible part, a part that 
can be touched even accidentally. 

••  The second type of part is the live part, a part that when 
contacted can cause the leakage current to ground or to 
an accessible part of the equipment to exceed the limits 
established by the standard.  

••  The third type of part comprises signal-input and sig-
nal-output parts, referring to circuits used to interface a 
medical instrument to other instruments.  

••  The fourth and most critical part of a medical instru-
ment is that which deliberately comes into physical 
contact with the patient. Such a part, called an applied 
part, may include a number of patient connections 
which provide an electrical pathway between it and the 
patient. 

The level of electrical shock protection provided to patients 
by the isolation of applied parts classifies them as follows: 

••  Type B: applied parts that provide a direct ground con-
nection to a patient. 

••  Type BF (the F stands for “floating”): indicates that the 
applied part is isolated from all other parts of the 
equipment to such a degree that the leakage current 
flowing through a patient to ground does not exceed the 
allowable level even when a voltage equal to 110% of 
the rated power line voltage is applied directly between 
the applied part and ground. 

••  Type CF: similar to type BF, but refers to applied parts 
providing a higher degree of protection, to allow direct 
connection to the heart.  

••  The use of F-type applied parts is preferable in all cases 
to type B applied parts. This is because patient envi-
ronments often involve simultaneous use of multiple 
electronic instruments connected to the patient. 

In any case, type B applied parts are prohibited whenever 
patient connections provide either low-impedance or direct 
connections to the patient. In the specific case of the tread-
mill, the equipment must satisfy to the BF class prescrip-
tions for EMC. 

When properly used, grounding is a powerful technique 
to increase the electromagnetic immunity of a system. In 

many practical situations, two grounds are not expected to 
have the same potential, no current is allowed to flow 
through the interface. This problem is particularly critical in 
medical equipment, where it may happen that an electrode 
applied to the human body must be connected to a particular 
ground whose potential might differ from the earth potential 
by as much as several hundreds volts! 

Evidently, the purpose of the various isolation barriers is 
to ensure that leakage currents are maintained within safe 
values even when a single-fault condition occurs. Three 
types of leakage currents are defined within the standards: 

••  Ground leakage current: current flowing from all mains 
parts through or across the insulation into the protective 
ground conductor of the grounded power cord 

••  Enclosure leakage current: total current flowing from 
the enclosure and all accessible parts (but excluding ap-
plied parts) through an external conductive connection 
other than the protective ground conductor to ground or 
another part of the enclosure 

••  Patient leakage current: current flowing from the ap-
plied part by way of the patient to ground or flowing 
from the patient via an F-type applied part to ground;  

B.   PCB Electromagnetic Immunity   

Figure 2 depicts the multilayer PCB of the prototype, 
containing the data acquisition block (in the center of the 
board), the control (in the left side) and the linear power 
supply (in the right side).  

One can observe that the partition of the circuit into criti-
cal and non-critical sections that minimizes both interfer-
ence and intrinsic noise is respected. 

In order to isolate the patient connected transducers from 
the PCB we have adopted quad channel low input current 
hermetically sealed ceramic optocouplers (red rectangle in 
figure 2).  

This double conversion of energy is the key to near-
perfect isolation between circuits and as a result, electro-
magnetic susceptibility is greatly improved.  

 

 

Fig. 2 The main PCB 
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Typical performance parameters of an optocoupler are: 
maximum isolation voltage 1.5 kV, isolation resistance      
1-TΩ at 500 VDC and residual coupling capacitance of or-
der 1.5 pF at1 MHz (single channel high speed optocouplers 
6N136 were used [7]).  

In the same time, I/O signal cable was protected with the 
addition of transient voltage suppression bidirectional di-
odes (TVS - SR12: working voltage 24 V, capacitance 10 
pF and leakage current 2 μA [8]) where the cables enter the 
product, which provide a simple solution to increase the 
EMI and ESD immunity level of the circuit, especially for 
common mode problems (brown rectangle in figure 2).  

III.   IMMUNITY TESTS  

In this prototype stage of the equipment, according to 
EN-60601-1-2 generic standard, we referred to the immu-
nity standard EN 61000-4 [9] therefore the treadmill was 
tested for:  

••  electrical fast transients (EFTs), at 1 kV at power line 
for plug-connected equipment and at 0.5 kV for signal 
lines (EN-61000-4-4) 

••  surge, at 1kV differential mode at power line, 2 kV 
common mode at power line; signal lines are not tested 
(EN-61000-4-5) 

The electrostatic discharge (ESD) test (EN-61000-4-2) is 
irrelevant in the prototype stage because it is applied to the 
enclosure, while most high-voltage transient disturbances 
are applied to the cables.  

The tests were performed using the BESTemc (Schaffner 
Instruments) immunity test equipment [10] and the Win-
BEST firmware [11].   

Deenergizing inductive loads such as relays or contactors 
will produce short bursts of high-frequency impulses.  

Figure 3 shows the wave shape of the European Union’s 
EFT/burst test impulse, which consists of a burst of 75 
pulses, repeated every 300 ms for a duration of not less than 
1 min. Each individual pulse has a 5 ns rise time and a 50 ns 
pulse width with a repetition frequency of 5 kHz (see figure 
3). The amplitude of the individual pulses is 71 kV on ac 
power lines and 70.5 kV on dc power as well as signal and 
control lines and is applied as a common-mode voltage. The 
test generator has a source impedance of 50 Ω. 

The EU’s surge requirements are not intended to simulate 
a direct lightning strike to the ac power line. Rather, they 
are intended to simulate voltage surges on the power line 
caused by a nearby lightning strike or the downing of a util-
ity pole resulting from an accident or storm. Voltage surges 
can also be caused by the inductance of the power line when 
high current loads are suddenly switched OFF. 

The test setup for EMFs is depicted in figure 4.  
The surge test generator is designed to produce a 1.25 μs 

rise time and a 50 μs pulse width (between 50% amplitude 
points) voltage surge into an open circuit (figure 5), as well 
as a 8 ms rise, 50 ms pulse width (50% amplitude points) 
current surge into a short circuit. The effective source im-
pedance of the test generator is 2 Ω.  

The voltage surge only has to be applied to ac and dc 
power lines, both common-and differential-mode, not the 
signal lines. On the ac power line, the voltage level is 72 kV 
line to ground and 71 kV line to line. On the dc power line, 
the voltage level is 70.5 kV line to ground and line to line. 
A 70.5 kV pulse must also be applied to any and all ground 
conductors. 

The test setup for surge is depicted in figure 6. 
 

 

Fig. 3 EFTs test waveform 

 

Fig. 4 EFTs test setup 

 

Fig. 5 Surge test waveform 
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Fig. 6 Surge test setup 

 

Fig. 7 EFTs test 

 

Fig. 8 Surge test 

Figures 7 and 8 depict the two tests performed with the 
BESTemc immunity test equipment, using WinBEST soft-
ware, namely for EMFs and surge. 

The prototype passed all the tests at the mains port both 
for EFTs and surge (performed in common and differential 
mode) because of the EMI filter fitted on the input, but it 
failed the EFTs test on the cable linking the PCB and the 
frequency power converter (interference path 3 in figure1). 
Consequently, several countermeasures in order to mitigate 
the EFTs effect became compulsory. 

IV.   SUSCEPTIBILITY COUNTERMEASURES 

Ferrites are low-density ceramic materials with composi-
tion Fe2O3XO, where X is a different metal (cobalt, nickel, 

zinc, manganese, etc.) which has reduced electrical conduc-
tivity and therefore very low eddy currents. Ferrites are very 
useful for high-frequencies. 

There are several types of ferrite cores or beads: single or 
multihole beads, tubular or split, spherical, etc. Beads can 
be slipped over wires or cables and component leads can be 
passed through.   

The concept of complex magnetic permeability permits 
the formal separation of the cores into two components: 

j′ ′′μ = μ − ⋅μ . Its real part, denoted by ′μ , is related to the 

ability of the material to concentrate magnetic flux, an ideal 
inductive component (without  losses) 0X L ′= ω⋅ ⋅μ , where 

0L  represents the air coil inductance (without magnetic 

core). The imaginary part, ′′μ , is related to the dissipation 

of magnetic energy, as it flows through the material, a resis-
tive component, frequency dependent, which quantifies the 
losses in the material of the magnetic core 0R L ′′= ω⋅ ⋅μ . 

The impedance 2 2Z R X= +  and the loss tangent angle 

( )tan /′′ ′δ = μ μ  are both function of frequency.  

This formal approach may represent a basic characteristic 
that allows discriminating efficiently between inductors and 
ferrites [12]. 

Figures 9 and 10 depict the reactive, respectively the re-
sistive part of the impedance of ferrites, which show beyond 
any doubt that only the NiZn material is effective for fre-
quencies higher than 100 MHz, where the common mode 
cores become dissipative.  The other ferrite materials pre-
sent almost zero impedance beyond 100 MHz. 

As a general rule, ferrites intended for use in interference 
control exhibit large loss tangent at high frequencies. This 
means that a large amount of the magnetic energy is trans-
formed into heat inside the ferrite bead. Consequently, fer-
rite beads are among the very few devices able to transform 
noise energy into heat. 

On each extremity of the cable was placed a snap ferrite 
sleeve with plastic case (catalog code 7427122 [13]), in-
tended to reduce interference problems on data lines and 
electronic devices, easy to mount on already installed  
cables.  

The plastic case puts high pressure on the ferrite for im-
proved attenuation properties and reduces the risk of ferrite 
breaking due to impact or vibrations. 

Typical impedance of the snap ferrite sleeve for one turn 
is 1 155Z = Ω  at 25 MHz and 2 273Z = Ω  at 100 MHz, 

while for two turns is 1 650Z = Ω  at 25 MHz and 

2 744Z = Ω  at 100 MHz; Curie temperature is 150 C and 

the NiZn material is 4W620 according to the manufacture’s 
catalog. 
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Fig. 9 Reactive component of the ferrite impedance 

 

Fig. 10 Resistive component of the ferrite impedance 

Two turns from the cable were wound in common mode 
around the snap ferrite sleeve on each side of the linking 
cable, the EFTs tests being repeated after. This time, the 
prototype passed the tests.   

V.   CONCLUSIONS 

In conclusion it can be said that everyone involved in the 
design of an electric supplied product, should not only think 
about its functionality, but in the same time about its elec-
tromagnetic compatibility. This way of thinking about de-
sign could save his energy and at least money.  

A true designer anticipates EMC problems at the begin-
ning of the design process, finds the remaining problems in 
prototypes stage and tests the final prototype for EMC as 
thoroughly as possible. This way, EMC becomes an integral 
part of the electrical, mechanical, and in some cases, soft-
ware/firmware design of the product.  

In the present case, the analyzed product was in a proto-
type stage. Consequently, only the appropriate EMC rules 
intended for this stage of design, along with the specific 
standardized tests and a few possible actions to take for 
achieving preliminary electromagnetic compatibility com-
pliance were depicted.   

Keep in mind that each stage of the design implies differ-
ent tests as will be pointed out further.  

In the early stage of the breadboard, starting from the 
block diagram, the designer should focus on PCBs and ca-
bles linking several blocks. Simultaneously he must apply 
proper grounding to every part of the system, separating 
grounds, if necessary.  

Once these precaution measures are taken into account, 
the prototype should be tested for conducted immunity at 
the mains ports and on internal cables (intra-system). 

In a next stage of design, after carefully considering en-
closures (according to EMC shielding prescriptions) and 
general grounding of the system, a new set of tests must be 
completed, this time exhaustive, including conducted im-
munity at the mains ports, radiation immunity, electrostatic 
discharge and also conducted and radiated emissions.  

If the product is powered by the low voltage network we 
must also verify its compliance with power quality stan-
dards (EN 50160:2000 [14]), i.e. slow voltage changes, 
voltage sags or dips (≤ 1 min), short interruptions (≤ 3 min), 
temporary and transient over-voltages and harmonic volt-
ages (THD < 8%). 

Immunity to magnetic fields (standard EN-61000-4-8) 
could also be tested (optional). 

Finally, if the product still presents EMC compliance 
problems, shielding reinforcement methods or extra EMI 
filtering should be taken into consideration.  
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Abstract— Kistler Force Plate (FP) (model 9286AA) with 

the corresponding software Bioware (2812A1-3, Version: 
3.2.6.104) were used for the research described in the present 
paper. The software contains a number of equations for the 
calculation of all the variables obtained in the form of ampli-
fied electrical signals from the piezoelectric sensors incorpo-
rated in the FP. After a few measurements taken on the plate 
with the purpose of analyzing the influence of environment on 
the equilibrium of the human body we’ve obtained the set of 
values and graphs that the software offers. Knowing the equa-
tions, that the software uses to determine the forces and mo-
ments, we made a calculation using both the equations and the 
values obtained to get a closer look at the errors that can ap-
pear. As a result we observed a variance of the constant pa-
rameters representing the distance from the center of the plate 
to the center of each sensor. This article exposes the graphs 
obtained, the variance of the parameters that should normally 
be constant. The study was taken at Transilvania University of 
Brasov.  

Keywords— Kistler, Bioware, Offset, Center of Pressure,  
fidelity.  

I.   INTRODUCTION  

Although the scientific literature for kinematic data has 
established and consistently reported the estimation and 
propagation of errors [1], FP data are often taken as error-
free. Assuming FP data to an unjustifiably high precision 
and acceptably accurate is potentially problematic. This is 
obvious in case the data is used further in other equations to 
calculate other parameters. In this case the error will propa-
gate affecting the final result. 

According to other authors there are some investigators, 
however, who have tried to assess the accuracy [2,3,4,5] 
and reliability of their measurements, finding inaccuracies 
in estimates of the center of pressure position, especially 
toward the platform edges, and identified poor calibration 
and differences in the individual characteristics among the 
load cell amplifiers as possible causes.  

The FP contains calibration data that is usually available 
from manufacturers; researchers should not rely that this 
values are retained following installation and over time. [1]  

According to the software’s information some eight-
channel plates have Center of Pressure enhancement vari-
able that, when activated, implement an algorithm based on 

these variables to more accurately calculate the center of 
pressure of the force plate. The Center of Pressure (COP) 
Improvement algorithm is valid for plates with integrated 
amplifiers only. This is not available for the model of plate 
used in this experiment as it uses an external amplifier. 

Accepting that, generally, the true origin of the strain 
gauge force-plate is not at the geometric center of the plate 
surface, considering the problems in the manufacturing 
process. The manufacturers usually go through a series of 
calibrations and estimate the position of the true origin. [7]  

Fidelity (Repeatability) is a metrological characteristic 
that reflects the quality of getting the same result for a set of 
different measurements, in the same environmental condi-
tions, using the same method, the same equipment and the 
same operator.  The fidelity and accuracy, together, provide 
the precision. [8]  

According to these references there is necessary to de-
termine more exactly the center of pressure location in order 
to eliminate the errors that can appear further in the calcula-
tion of the other parameters. [10, 11,12] 

This article highlights the need to calculate more accurate 
the center of pressure and the need to evaluate the influence 
of the environment on sensors during measurement and the 
way the software uses the algorithm to counteract the errors.  

In order to eliminate impedance from such factors as ca-
ble interference, electrical inductance, and temperature and 
humidity variations, the FP should be kept in a controlled 
environment and tested frequently, as suggested by Dainty 
and Norman (1987) and Bartlett et al. (1997) [1]. This was 
not possible because the laboratory is not yet fully equipped 
to register the modifications from the environment’s pa-
rameters, but it is envisaged such an equipment.   

All the subjects provided informed consent prior to the 
test.  They have been informed about the protocol of the 
experiment and the devices that were used. 

II.   EXPERIMENTAL INSTALLATION  

A 600 mm x 400 mm piezoelectric platform (Type 
9286AA; Kistler Instrumente AG, Winterthur, Switzerland), 
mounted to the ground floor according to manufacturer's 
instructions, was used in this experiment. The platform was 
interfaced to a laptop via an 8-channel charge amplifier 
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(Type 5606A; Kistler Instrumente AG) and a 16-bit analog-
to-digital converter (ADC). To show how the values vary, 
determining the center of the plate, there has been made a 
couple of experiments. Two of them took into consideration 
the values obtained from two subjects (gender: male and 
female; mean age: 26 years; mean height 180 cm; male 
body mass: 77 kg; female body mass: 97 kg) in static equi-
librium, anatomical position with eyes open; while five 
experiments used a rigid body (metrological load of 10kg). 
The two subjects, with no pathologies, were placed in ana-
tomical position with eyes opened so that their center of 
pressure would have slight variations. The rigid body was 
placed in different positions according to a fix pattern made 
out of paper with the two dimensional geometrical center of 
the plate drawn on it. The participants provided informed 
consent before the test. For each measurement the sampling 
frequency was 100 Hz and the period was of 15 sec result-
ing 1500 samples. 

The Kistler platform used in this experiment is consti-
tuted, as shown in figure 1, from four piezoelectric sensors. 
Their center is equally spaced, depending on the axis of 
symmetry, from the center of the FP.  

Following the action of forces on quartz crystals, 
piezoelectric crystals that formed sensor gives a very small 
electric charge value and a high output resistance. For this 
reason it is necessary to use a signal amplifier. The amplifier 
is connected further through two acquisition boards (analogue 
and digital). The main purpose of the amplifier is to transform 
the outputs of the piezoelectric sensors in standard signals 
(tension between ±1V and 10V with low impedance), to 
make compensation or linearization and to limit the fre-
quency in the required interval.  Acquisition boards are 
designed to perform specified sampling and converting of the 
signal analog / digital. 

 
Fig. 1 Kistler platform 

The technical data made available by the manufacturer is 
presented in table 1. 

According to figure 1 and to the manual, there are three pa-
rameters (a, b, and az0) that should be constant, representing 

the distances (coordinates), on the three axes, corresponding to 
the center of the force plate, as shown in figure 1. 

Table 1 Datasheet for Kistler FP model 9286AA [6,9] 

Technical data Symbol/ Measuring 
unit 

Value 

Linearity %FSO <±0,5 
Hysteresis  %FSO <0,5 
Length mm 600 
Width mm 400 
Height mm 35 
Weight kg 17.5 
Measuring range Fx, Fy/ kN 

Fz/ kN 
-2,5…2,5 
0…10 

Operating temperature t/ 0C 0…60 
Threshold Fx, Fy, Fz/ mN <10 
Natural frequency f0(x,y)/ Hz 

f0(z)/ Hz 
≅350 
≅200 

Table 2  Equations that contain the constants marked in red 

Parameter Calculation Description 

Fx =fx12+fx34 Medio- lateral force 
Fy =fy14+fy23 Anterior-posterior 

force 
Fz =fz1+fz2+fz3+fz4 Vertical force 
│Ft│ =sqrt(Fx*Fx+Fy*Fy+F

z*Fz) 
Resultant force 

Mx =b*(fz1+fz2-fz3-fz4) Plate moment about x-
axis 

My =a*(-fz1+fz2+fz3-fz4) Plate moment about y-
axis 

Mx1 =b*(fz1+fz2-fz3-
fz4)+Fy*az0 

Plate moment about 
top plate surface 

My1 =a*(-fz1+fz2+fz3-
fz4)-Fx*az0 

Plate moment about 
top plate surface 

Mz =b*(-fx12+fx34) 
+a*(fy14-fy23) 

Plate moment about z-
axis 

Tz =Mz-Fy*az+Fx*ay Free moment, Vertical 
torque 

COFx =Fx/Fz Coefficient of Friction 
in x direction 

COFy =Fy/Fz Coefficient of Friction 
in y direction 

│COFxy│ =Sqrt(COFx*COFx+C
OFy*COFy) 

Coefficient of Friction 
resultant 

ax =(Fx*az0-My)/Fz 
=-My1/Fz 

x-Coordinate of force 
application point 
(COP) 

ay =(Fy*az0-Mx)/Fz 
=-Mx1/Fz 

y-Coordinate of force 
application point 
(COP) 

 
Table 2 contains the force plate output signals equations, 

mentioned in the Bioware software manual. All of them 
depend on the values of the three parameters (a, b, and az0) 
and on the values of the vertical forces (fz1, fz2, fz3, fz4) 
and horizontal forces (fx12, fx34, fy14, fy23). 
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III.   RESULTS 

Considering the equations presented in table 2 and the 
values of the forces (fz1, fz2, fz3, fz4) and plate moment 
about x-axis and respectively y-axis (Mx, respectively My), 
obtained using the Kistler FP, we calculated the values of 
the parameters that determine the center of the FP. The 
graphics obtained from this experiment are shown below 
(figure 3, figure 4, figure 5, figure 6, figure 7) as a function 
of the parameters value depending on time.   

The parameters that determine the center of the force 
plate are, as mentioned in table 2 and figure 1, distance (a) 
between the center of the plate and the center of the sensor 
along x axis, distance (b) between the center of the plate and 
the center of the sensor along y axis, and distance (az0) 
between the center of the plate and the surface of the plate 
along z axis.  

We will take into consideration only the first two pa-
rameters. 

 

Fig. 2 The pattern, used on the FP, with four quadrants and orientation 

In order to know the exact position of the feet for further 
measurements, there has been established a pattern (figure 
2), for each subject and one for the metrological load, that 
fits the force plate and is divided into four quadrants with a 
marker, for orientation, towards the cable that communi-
cates with the amplifier of the force plate.  

The experiments were taken during a period of 15 sec-
onds at an acquiring rate of 100Hz resulting in a number of 
1500 values. 

The measurements taken from the two subjects reveal a 
great variance of the parameters that should normally be 
constant.  

Both of the subjects were asked to maintain their equilib-
rium as stable as possible in an orthostatic posture with their 
feet in a normal base of support with a width between 5- 10 
cm. [13] 

The results from the Bioware software have been saved 
in a txt file so that the values could be evaluated further on 
in another software. We used Microsoft Office Excel 2007 
to calculate and extract the parameters of the center of the 
force plate from the equations mentioned in table 2. 

 

Fig. 3 Variation of the parameters- male case 

Figure 3 represents the variation, obtained through calcu-
lation, of the two parameters (a and b) in the case of the 
male while figure 4 is a representation of the same parame-
ters calculated in the case of the female.  

Both of them illustrate a great variance during the meas-
urement, especially for the b parameter in the male case, as 
shown in table 3 (the ranges of the values according to the 
gender).  

Considering this we have made some further experiments 
with a metrological load placed in six positions, three of 
them are illustrated (random- figure 5, middle- figure 6, 
quadrant 1- figure 7), while three of them (quadrant 2, quad-
rant 3, quadrant 4) are shown as calculated ranges in table 4. 



Environmental Effects on the Center’s Offset of the Kistler Force Plate 103
 

  
 IFMBE Proceedings Vol. 36  

 

 

Fig. 4 Variation of the parameters- female case 

 

Fig. 5 Variation of the parameters- metrological load placed random 

 

Fig. 6 Variation of the parameters- metrological load placed middle 

 

Fig. 7 Variation of the parameters- metrological load placed quadrant 1 
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Only the first two positions (random and middle) of the 
load indicate a great range of a and b parameters. 

Figure 7 is introduced only as a sample as it is similar to 
the other placements of the metrological load in the middle 
of the quadrants 2, 3 and 4.  

All of the measurements exhibit a great range in a sto-
chastic manner. 

The most considerable range of the samples, calculated 
according to equation 1, was obtained in the cases of the 
metrological load for the random position and middle posi-
tion. Due to limitation of space, in the article, and the fact 
that the rest of the experiment’s range wasn’t as significant 
as the one’s in the figures above (figure 3, figure 4, figure 5, 
figure 6, figure 7), their values were presented in table 3 and 
table 4, instead of using figures. 

The range of a sample, in statistics, is an indication of the 
statistical dispersion of a population, being greater than or 
equal to twice the standard deviation.  

)()( iix xMINxMAX −=Δ
                       

(1) 

where: x- parameters a respectively b; and i- sample of the 
parameter a respectively b, i takes values in the interval 
from 1 to 1500. 

Table 3  Range of the samples according to gender 

Gender Symbol  Range Value 
[m] 

Male Δa 
Δb 

0.005973 
1.617733 

Female Δa 
Δb 

0.001167 
0.002189 
 

Table 4  Range of the samples according to the position 

Position Symbol  Range Value 
[m] 

Random Δa 
Δb 

8.397912 
148.835317 

Middle Δa 
Δb 

2.680757 
26.948181 

Quadrant 1 Δa 
Δb 

0.002428 
0.002765 

Quadrant 2 Δa 
Δb 

0.002302 
0.002789 

Quadrant 3 Δa 
Δb 

0.001894 
0.001774 

Quadrant 4 Δa 
Δb 

0.002374 
0.002112 

 
Range, as it is approximately equal to twice the standard 

deviation, is the most illustrative tool to reveal the ampli-

tude of the parameters that should represent the center of the 
force plate.  

Other statistical tools (mean, standard deviation, vari-
ance, and covariance) can be used to evaluate the variance 
of the values further on. 

IV.   CONCLUSIONS  

According to this article and to the all the references, in-
cluded in it, there is an abstract variation of the considered 
constants from the equations of the Bioware software. 

As it can be seen in the figures and tables above, there is 
an obvious stochastic variation of the parameters that decide 
the center of the FP. The most important three ranges, 
downward, are in the cases of the metrological load posi-
tioned randomly, positioned in the middle and of the male. 
The reason could be the small vibrations that occur from the 
vibrations induced by the traffic from the outside of the 
building. The building is situated in a circulated area on a 
street with high traffic. The experiments were taken during 
daytime at rush hour at the third level of the building.    

In the near future there will be made a more closely in-
vestigation determining the factors affecting the center’s 
values of the FP, in a controlled environment, looking for a 
solution to the stochastic variation of those parameters. 
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Abstract— „Transformation design“ is the generic name of 
a new scientific method, appeared at the beginning of the 21st 
century [1], that is about to become a new independent scien-
tific discipline [2]. The new method gains more importance in 
today’s conditions, when the effects of the world economic 
crisis are not completely eliminated. 

Simplifying things, it can be said that transformation design 
is a process through which new, but obsolete, systems are 
brought to the requirements of the current quality standards [2].  

Periodic mandatory consultations (chest X-ray) for certain 
occupational categories were made in Romania up till the EU 
pre-accession phase (2004 – 2006). For this were used the Mi-
cro-Radio-Photography systems (MRF), which were based on 
the Roentgen rays scanning principle. These systems weren’t 
compliant with new regulations in force and, due to the specific 
legal and economic situation of Romania, extremely strict 
conditions were imposed to be satisfied until the accession, 
respectively till January 2007. Thus, the Romanian govern-
ment had to regulate and plan the decommissioning of all 
MRF systems. In this situation were 21 MRF systems, new 
versions, which were installed just a few years earlier and 
recently put into operation in various clinics in Romania. 
These 21 MRF systems were technically new, but their princi-
ple of operation, Roentgen ray chest scanning, was no longer 
compliant with valid legal regulations in July 2006. The article 
describes the finding of a technical solution to solve the situa-
tion of the 21 MRF systems removed from service. This is 
possible by means of transformation design, which offers the 
possibility to transform these systems, whose principle of op-
eration is contrary to legal norms in force, into X-ray systems 
with a new operating principle, compliant to these rules.  

Keywords— transformation design, Roentgen standard, in-
terdisciplinary process, standards, extended SID. 

I.   INTRODUCTION  

Through the application of the transformation design 
method was intended that these systems will not be com-
pletely removed from service, but as many components and 
their functions to be integrated into the new systems, com-
pliant with current legal provisions. On the other hand was 
aimed that, by conversion, the new systems will be able to 
be installed and used in existing medical spaces. The mate-
rialization of these objectives ultimately led to a reduction 
in the economic losses arising from compulsory process to 
align Romania with EU legislation.  

II.   TRANSFORMATION DESIGN 

Transformation design is an interdisciplinary scientific 
method that has as purpose the alteration of existing systems 
(socio-political or technical) in order to keep them updated in 
the accordance to the social or legal changes that take place in 
the medium that they are used. The arguments for which the 
transformation design method proves to be the only realistic 
solution to achieve the objectives set forth in this article, in 
comparison with other known methods, are as follows: 

The Standard Design method [3, 4] is applicable for sys-
tems or products, already on the market, at which are neces-
sary modifications, either for the creation of new versions or 
for the elimination of any reliability risks, identified due to 
users’ complaints [5]. 

The designing of a new system version is an extremely 
laborious and complex task, which does not change the 
basic product, which remains on the market. The new ver-
sion of the system is usually intended for a new category of 
beneficiaries, without changing the principle of operation. 

Standard engineering method [6] is applicable when a 
product on the market is replaced by a new one. The re-
placement process unfolds over time and involves a start 
phase and a finishing one. This means that, till the end of 
the process of replacement, on the market will exist, at the 
same time, both new and old products. 

It is obvious that none of the methods described above is 
applicable for a system that is still on the market, although it 
is out of order, due to the principle of operation that is not 
meeting yet the new requirements for approval, and should 
be therefore transformed into a system based on an approv-
able principle of operation. 

Thus, compared to those above, transformation design is 
the only method that offers concrete ways to perform and 
finish a process of such complexity with manageable costs. 

III.   THE IMPORTANCE OF TRANSFORMATION DESIGN 

Transformation design broadly defines an interdisciplinary 
process oriented toward meeting the human needs. Through 
transformation design is also aimed the achievement of last-
ing changes in individual behaviour, in form and functioning 
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of the systems and of the private or public organizations, in 
order to accelerate social progress [7]. 

Transformation design is presented as a phased, iterative 
process, applied to big and complex problems and many 
times without being limited only at the social aspects of 
these. In the application of this method problems are ana-
lyzed, chronologically and unitary, in interdependency, the 
components being grouped according to new criteria. The 
practice of transformation design method involves the 
analysis of the problems in a holistic way and to a lesser 
extent reductive, as single elements, in order to understand 
both the interdependence and mutual influence [8]. Trans-
formation design involves, among others, applying tech-
niques and methods of conception and design, already  
established, in new non-traditional areas, which leads to 
unprecedented solution and results. Transformation design, 
as emerging field, uses classic design disciplines such as:  

• Service design 
• User centred design 
• Conception design 
• Informational design 
• Industrial design 
• Graphic design 
• Systems design 
• Interactive design  

Although much has been written and extensively discussed 
in recent years in scientific circles about the economic value 
and the necessity of introducing transformation design [2], 
the implementation of these innovative ideas took place 
barely in 2004, when “The Design Council”, the strategic 
body for design in Great Britain, decided the forming of the 
RED group, which self-defined as objectives not only the 
development of new solutions and concepts (think-tank), 
but also an "active" action mode (do-tank) in order to 
"transform" the public services [7]. This action was a re-
sponse to the request of the Prime Minister Tony Blair to 
create "redesigned" public services, "transformed", centred 
on the needs of the user (patient, passenger, victim of a 
crime, etc.) [13]. 

IV.   TRANSFORMATION DESIGN PROCESS 

Because of the novelty, the stages and processes embed-
ded in transformation design are still not covered by rules or 
standards. Based on the gathered experience from the pro-
jects where transformation design was already applied and 
on published scientific papers on this topic [15], the follow-
ing methodology (order) for process flow was crystallized, 
methodology presented in the present paper for the applica-
tion of this method in industrial projects:  

• End user’s (beneficiary) point of view analysis. 
• Market and product scope analysis for the out of use 

product and for the transformed product. For medical 
products the analysis will address both the international 
health sector and the national health sector, as a desti-
nation and use domain of these. 

• Analysis of political influence and legal regulations for 
the application domain of the "transformation" process. 
The analysis will cover both the legal base and medical 
aspects related to the use of two systems – the one out 
of use and the "transformed" one. 

• The analysis of the economic situation will focus ini-
tially on MRF systems with international research on 
the areas of use and also on justification of use up till 
the stopping of use.  

• Basic "know-how" resources. The analysis will have as 
objective the basic operating principles for both sys-
tems out of operation and for the "transformed" system     
Development phase, the basic concept. 

• Transformation design: Basic concept development 
phase.  

• Transformation design: The design-development phase 
of the product and the improvement of its quality. The 
main activities of this phase will be: 

 Specifying of the usage conditions of the sys-
tem. The design (development) of the product 
in Engineering. 

 Checking product safety 
 Simulation in meeting the imposed requirements 

and risk analysis. 
• EU Directives and Regulations requirements for prod-

uct design-development domain. 
• EU requirements concerning the approval of trans-

formed medical products.  

In conclusion, the processes set out above will be the struc-
ture and the approaching way in carrying out the activities 
for the conversion of those 21 MRF systems through the 
application of the transformation design method from this 
paper. 

V.   ANALYSIS OF MARKET SITUATION 

In accordance with the terms from the point above, in 
this paragraph, the world wide prevalence of different types 
of X-ray systems will be analyzed in order to make a rank-
ing in descending order, starting with the most used, and to 
identify the development trends of this economic sector in 
the future. This analysis is an important criterion for evalu-
ating the economic gain from the usage of MRF systems 
converted (transformed) in standard X-ray systems, in the 
terms of discontinuing the regular preventive radiological 
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controls. For the reasons stated above will be addressed, in 
developing the analysis, the same strategy applied by a 
company that produces medical equipment, namely the 
gathering and the selection of data and information at the 
international speciality trade shows (exhibitions). Thus is 
presented the situation at the two big international medical 
exhibitions specialized on Roentgen equipment, were the 
attending of the companies from this area is substantial. It is 
about the Radiological Society of North America (RSNA) 
in Chicago and the European Congress of Radiology (ECR) 
in Vienna [9, 10]. RSNA, as a scientific organization, was 
founded in 1915 with the purpose of setting up and impos-
ing high standards both in the field of radiological analysis 
and other related scientific domains and also in order to 
support the study and research related to these areas. In 
close connection with these occupations, the society pub-
lishes two specialized publications, the magazines: Radiol-
ogy [11] and RadioGrafics [12] and awards three gold med-
als annually to scientific personalities with outstanding 
merits in the field of radiology. Participating companies 
exhibit here their most representative products for the radio-
logical equipment market sector. Thus it is observed that the 
companies participating in this event expose both the basic 
versions of both systems and derived variants from the first 
ones, which allows detailed information necessary for a 
correct analysis of the radiological equipment market sector. 

When asked why it is necessary to analyze the market in 
the content of this paper, the answer is that the transforma-
tion of the 21 MRF systems should be looked at and devel-
oped in close touch with current trends on the Roentgen 
devices market sector. Before their removal from service, 
the 21 MRF type systems were used mainly for radiological 
consultation in mandatory preventive check for certain 
groups of population – especially in public services – in 
accordance with the law at that time in Romania. For this 
reason, the load of these systems could be determined, re-
spectively planned, with sufficient accuracy, the number of 
patients that were to be consulted being usually known. For 
systems that will be converted by transformation design, the 
situation is completely changed and the process of trans-
formation must take firstly into account the concrete condi-
tions of the new Roentgen equipment on the market, and 
also of the new EU regulations, valid from the end of 2006 
in Romania, which have eliminated the preventive, manda-
tory radiological controls for certain groups of population. 
The analysis of Roentgen devices and systems presented in 
the 2007 edition of RSNA (Table 1) is important for the 
transformation of the 21 systems and by competitive rea-
sons, because it provides information on the prevalence 
(ranking) for different products, and also about the trends 
for future development in this economic sector. Further, 
samples from this analysis will be presented with explana-
tions and arguments for the placement on a particular rank 

of the different types of X-ray systems in a ranking type 
classification list (Table 1). 

Table 1 Ranking type classification list 

 
 
Thus is crystallized the idea that between the systems 

currently on the market, the most interesting for the trans-
formation of the 21 MRF systems, are those for chest X-ray 
analysis with the patient upright or sitting position. From 
this point of view the vertical (wall) stand systems for chest 
consults, with the patient upright or in sitting position, 
shows the greatest similarity with the 21 MRF systems to be 
transformed. The market analysis based on the attendance 
degree at the largest international exhibition specialized on 
radiological equipment - RSNA 2007 in Chicago - showed 
that 48 systems, respectively 17.2% of total, are intended 
for thoracic consultations (Thorax). This category of radio-
logical consultations (Thorax) can and should be integrated 
in the new transformed system. The analysis results confirm 
the validity of the premise that the 21 MRF systems in Ro-
mania that will be converted by transformation design, will 
end up with a high degree of use (patient charge).  Regard-
ing the theme, the main objective of transformation design 
method, for converting the 21 MRF systems in standard X-
ray systems, is the compliance with EU standards relating to 
medical products (systems) of this type. Along with this 
main objective, in the technical specification of the trans-
formation of the 21 MRF systems is included the following 
increase in quality (Fig. 1). 

 

 

Fig. 1 Transformation design realisation 
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Fig. 2 Extended SID to 150 cm 

Extending the source-image-distance (SID) - Distance 
between the outbreak of the Roentgen tube and film - from 
120 cm to 150 cm (Fig. 2). 

This extension is necessary to meet the requirements im-
posed by Thorax examinations of anterior-posterior and 
lateral type [14]. Thus the following types of radiological 
examinations on the transformed systems will ensure a high 
degree of charging patients, with positive consequences for 
the damping of the costs caused by conversion: General 
posterior-anterior pulmonary examination (back to front) 
(Fig. 3a), Lateral pulmonary examination (Fig. 3b). 

 

  
a) b) 

Fig. 3  Type of examination: a) general posterior-anterior pulmonary 
examination, b) lateral pulmonary examination 

Abdominal examination from the left side position (with 
the patient on the mobile table); posterior-anterior abdomi-
nal examination (back to front with to the patient standing); 
Trans-thoracic examination of the shoulder; Side examina-
tion of the scapula (with the patient in standing position); 
Side neck examination; Cervical inclined examination, 
Thoracic spine area examination (with the patient supine on 
the mobile table); Side hip joint examination after Sven 
Johansson (with the patient placed on the table); Axial 
kneecap examination (with the patient placed on the mobile 
table); Ankle joint examination (with the patient standing). 

VI.   CONCLUSIONS  

Was investigated and found that the only efficient 
method, both technically and economical, through which  
 

the change of the operating principle of those 21 MRF sys-
tems removed from service is achievable, is transformation 
design [15]. Applying transformation design is recom-
mended and justified in situations arising from decisions of 
authorities (higher courts) with a regulatory role in the re-
spective field, or right in this situation were the MRF sys-
tems from Romania, to which, following the decision of the 
Ministry of Health, the exploitation was prohibited and 
were removed from service, although they were in perfect 
technical condition for operation. Following the phases and 
making the economic and technical analyses imposed by the 
application of transformation design method finally led to 
the development of the solution for systems conversion, 
solution accepted by the Ministry of Health of Romania. In 
this paper was also analyzed the solution to convert the 
MRF systems in standard digital X-ray systems, showing 
that, at first, this solution is not the best, due to economic 
and time related reasons. The chosen solution does not ex-
clude, however, a later conversion of the transformed MRF 
systems into digital X-ray systems.  

REFERENCES  

1. Zuboff, S., Maxim, J. The Support Economy, Viking Penguin, New 
York, 2002 – ISBN 0-670-88736-6 

2. Pine B. Joseph, Gilmore James H., The Experience Economy. Har-
vard Business School Press, Boston, 1999. 

3. Roloff Matek, Maschinenelemente, Normung, Friedr. Vieweg & 
Sohn, Braunschweig / Wiesbaden,  2003 

4. Engelken  Gerhard, Konstruktionsmanagement, Wiesbaden 2001 
5. *** EN ISO 13485, Medizinprodukte - Beuth Verlag 
6. Wagner W., Konstruktionsverfahren, Wiesbaden 2002 
7. *** RED PAPER 02 Transformation Design  

http://www.designcouncil.info/mt/RED/transformationdesign 
/TransformationDesignFinalDraft.pdf 

8. Goodare, H. and Lockwood, S., Involving patients in  clinical re-
search, British Medical Journal, Sep 1999, 319: 724-725 

9. *** European Radiology, The official journal of the  ESR, Springer 
Verlag, Vienna 2007 

10. *** ECR 2008, The Anual Meeting of the European Society of Radi-
ology, ROBIDRUCK, AT-1200 Vienna, 2008 

11. *** Radiological Society of North America, Radiology November 
2010 257:586-587 

12. *** RadioGraphics, The Journal of continuing medical education in 
radiology, October 2010 30:1441-1443*** Liaison Committee, Oral 
Evidence given by the Tony Blair MP, HC (2003–04) 310-ii, Q 17 

13. Hoxter Von Erwin A., Röntgenaufnahmetechnik, AG Siemens.  Ber-
lin: 1991. - ISBN 3-8009-1566-9  

14. Waedt Horst, Popa Marcel und Manea Pompiliu, Quality Manage-
ment and Regulatory Affairs for Medical Products. 2010 IEEE AQTR 
2010 THETA 17, May 28-30 2010, Cluj-Napoca, Romania 

15. *** RED PAPER 02 Transformation Design 
http://www.designcouncil.info 

 



 

S. Vlad and R.V. Ciupa (Eds.): MEDITECH 2011, IFMBE Proceedings 36, pp. 110–113, 2011. 
www.springerlink.com 

The Effects of Exposure of the Human Body to RADON. Integrated Measurements 
Performed in Alba County, Romania 

L.E. Muntean1, D.L. Manea1, and C. Cosma2 

1 Faculty of Civil Engineering, Technical University of Cluj-Napoca, Romania   
2 Faculty of Environmental Science, Babes-Bolyai University, Cluj-Napoca, Romania  

Abstract— In many countries, radon is the second most 
important cause of lung cancer after smoking. The proportion 
of lung cancers attributable to radon is estimated to range 
from 3 to 14% . The hygiene requirements, the people’s health 
and environment protection should be observed according to 
the regulations in force. In such a context, is included the 
protection against radioactive emissions that appear inside 
buildings, if one takes into account the consequences they can 
have for human health, as radon is the main radiation source 
for the population; it contributes with about 57% to the 
annual effective dose in general to radiation, though in some 
areas this percentage can increase to over 95%. 

Keywords— Radon, lung cancer, exposure dose, CR-39 
trace detectors, Alba County. 

I.   INTRODUCTION  

Radon is a noble gas, having three natural isotopes: 219Rn 

(actinon), 220Rn (thorium) and 222Rn (radon), descendents of 
223Ra, 

224Ra, 
226Ra, formed in the radioactive series of 235U, 

232Th, respectively 238U, 219Rn.  
Radon and thorium are produced in the radioactive 

disintegration of radium (226Ra and 224Ra) which is to be 
found in the soil and in building materials. After radium 
disintegration, the radon atoms formed migrate in the air in 
the rock capillary vessels and, by diffusion or due to pressure 
differences, they are transported in the atmosphere[1].  

In the dwelling buildings, radon is accumulated and 
inhaled during breathing, but it can be exhaled in a relatively 
short period of time, as it does not form chemical bonds. 

Radon descendents are solid radioactive isotopes 
adherent to any particle with which they interact or are 
deposited on surfaces, leading to the radiation of living 
bodies.  Radon (218Po, 

214Pb, 
214Bi) and thorium (212Pb, 

212Bi) 
descendents penetrate human body by inhaling, ingestion, 
or though the skin, by contact with contaminated water.  

After inhaling, radionuclides deposit on the bronchial 
mucosa, irradiate the bronchial epithelium transferring to 
the target cells important amounts of energy.  

If inhaled, radon can enter the bronchial epithelium and 
can expose the sensitive cells to radiation (figure 1).   

 

Fig. 1 Inhalation of radon decay products [2] 

At international levels, recent epidemiological surveys 
(USA, Canada, U.K., Sweden, China, Japan, The Czech 
Republic etc.) as well as a Common European Project based 
on the joint analysis of 13 studies in epidemiology 
performed in European countries (France, Belgium, 
Germany, Luxembourg) have highlighted the connection 
between the risk of lung cancer and radon concentration, 
even if the levels of radon concentrations are normal, that is 
of 40-300 Bq/m³ [3]. 

It was estimated the risk of lung cancer increases by 
8.4% if the radon concentration grows with 100 Bq/m3, 
compared to the data found in the North American study 
which estimated the risk increase of 11% in the same 
conditions. The relationship between dose and response was 
linear, no threshold being marked [4]. It was estimated that 
the risk of lung cancer increases proportionally to the 
expose to radon. In the absence of other death causes, the 
absolute risk of contracting lung cancer before age 75 at 
radon concentrations of  0; 100; 200 and 400 Bq/m3 for both 
smoking people and non-smoking people is given in Table1. 

Table 1 The risk of contracting lung cancer before age 75 

 
The risk of cancer (%) at radon concentration of: 0; 100; 

200; 400 Bq/m3 

Non-smoking 0,41% 0,47% 0,55% 0,67% 
Smoking 10% 12 13% 16% 
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It was found out that the risk for lung cancer in the case 
of smokers is approximately 25 times greater than the risk 
to lifelong non-smokers [5, 6]. 

The World Health Organisation (WHO) has reduced ten 
times the value of the tolerable level of radon, to 100 Bq/m3, 
with the main aim of diminishing the danger for health in 
dwelling buildings. According to the Ministry of Health 
Order no. 381/05.04.2004, in Romania, inside a building the 
design level of radon should be maximum 200 Bq/m3, for 
buildings erected after 2005 and 400 Bq/m3 for buildings 
built before 2005. 

The total exposure dose is distributed according to Figure 
2 thus: 80.9% of exposure to natural radiation and 19.1% of 
exposure to artificial sources. The percentage of 80.9% 
represents the sum of radiations of radon, thoron and their 
descendents 46.3%; the terrestrial gamma radiation from the 
natural nuclides 16.4%; cosmic radiation 10.0%; internal 
potassium40, radium226 and other radionuclides radiation 
8.20%. The percentage of 19.1% is given by the sum of the 
radiations originating in medicine 17.8%; radiation from 
atmospheric deposits of nuclear tests 0.35%; radioactive 
discharges of nuclear industry 0.04%; professional 
exposure0.04%; radiations from other radioactive sources 
0.35%; post Chernobyl radiation 0.52%. Figure 1 presents 
the contribution of the natural irradiation sources for the 
Romanian population.  

 

Fig. 2 Distribution of the total exposure dose 

II.   THE RADON’S EFFECTS TO THE HUMAN BODY 

It was found that, if in dwellings, the radon level is over 
4 pCi/L (~150kBq/m3), the body is exposed to a radiation 
level that is 35 times higher than the level admitted by 
nuclear medicine.  

A pupil or an undergraduate spending 8 hours/day, 180 
days of a year in a classroom of level 4 pCi/L is subjected to 
a radioactivity level that exceeds over 10 times the admitted 
level for a population living in the vicinity of a nuclear 
power station. At present, at world level, it is appreciated 
that at 4 pCi/L (~150kBq/m3), the death risk is of 1%/year, 
1000 times higher than in the case of the majority of 
carcinogenic products. 

The radon-related death causes in USA during an interval 
of one year compared to other death cases are given in 
Figure 3. 

 

Fig. 3 The Radon Health Risk [7, 8] 

The main disease due to extended exposure to radon is 
lung cancer (lung carcinoma). The effect of the exposure to 
radon can be expressed in four great syndromes that are 
typical of nuclear radiation exposures: the cerebral 
syndrome, the gastro-intestinal syndrome, the 
cardiovascular syndrome, the haematopoietic syndrome. 

Everywhere in the world, lung cancer is the most 
frequently met form of cancer with males. In the European 
Union, 21 % of the male cancer of this origin is present; the 
neoplasm death rate is 29 %. Epidemiological data for 
females in the European Union present considerably smaller 
figures, with 5 % less for incidence and 9 % less deaths due 
to lung cancer.  

The risk factors for lung cancer are mainly given by: 

-   exposure to cigarette smoke; 
-  occupational and environmental carcinogenic agents, 

such as the professional exposure to asbestos, 
exposure to radon, arsenic, hallogenous ethers, 
aromatic hydrocarbons, nickel; 

-    previous lung diseases: chronic obstructive 
bronchopneumopathy, diffuse interstitial fibrosis, 
benign asbestosis. 

Lung cancer is the main ”killing” cancer in America, both 
in males and females, accounting 160,000 deaths per year, a 



112 L.E. Muntean, D.L. Manea, and C. Cosma
 

  
 IFMBE Proceedings Vol. 36  

 

figure that is larger than in the case of breast cancer, 
prostates cancer and colon-rectum cancer. While in other 
cancers the death rate has decreased during the last 60 years, 
the incidence and mortality related to age in lung cancer 
have increased.  

In Romania, approximately 13,000 new cases are 
diagnosed every year only 5% having some chance of 
healing. The continuous increase of the incidence of lung 
cancer in both sexes is evident as a phenomenon typical of 
the second half of the last century [9].  

Recent research shows that at least 10% of the total 
number of lung cancer, representing about 0.8% of the 
deaths, find their origin in the exposure to residential radon. 
In Romania, annually, there are registered between 1,000 
and 2,000 deaths caused by lung cancer with the origin in 
radon exposure [5].   

III.   EXPERIMENTAL RESEARCH 

A.   Materials and Methods 

The method of type CR-39 trace detectors represents a 
solution that allows for the long-term monitoring of radon 
found in dwelling places. The detectors of CR-39 traces are 
manufactured from plastics, are sensitive to alpha rays, have 
a small size, reduced costs, can be easily used in the filed 
and lab as well to detect the radon found inside homes.  

The technique used consists of fixing the CR-39 track 
detector, made of plastic, in a small box called radapot 
(cylindrical Ø23x40mm), provided with holes that allow 
radon to enter the box. The top of the box is covered with a 
polyethylene film, that does not allow radon descendents in 
the air to get in the box, but it will enter by diffusion, in a 
percentage of 95%.  

To highlight the traces in the CR-39 detector, it should be 
treated with a solution of NaOH of 6.25 moles, in a 
thermostat fixed at 90°C temperature. The optimal time of 
treatment is found in the range of 5 to 6 hours. The number 
of the traces in the detector shall be proportional to the  
 

 

Fig. 4 The RadoSys2000 set of tools [10] 

radon concentration in the location of measurement [3]. The 
reading of the traces detected by detectors is made with 
RadoSys-2000 (Figure 4), in fact a set of tools for the 
integrated measurement of radon activity. 

B.   Results and Discusion   

The CR-39 trace detectors were placed in eight homes in 
the Alba County as follows: six in the city of Alba Iulia, six 
in the village called Cetea, two in the commune Vintu de 
Jos and two in the village Pianu de Sus. The detectors were 
left inside the homes (living rooms and bedrooms) for 90 
days, in the autumn-winter season.  

The house in Alba Iulia, 7 Basarabiei str. is formed of a 
partial basement and ground floor, with a natural rock 
foundation, concrete floor and masonry (bearing walls) for 
structure. The detectors were placed at the ground floor in 
the dwelt vicinity of the area without basement; the values 
found there are quite high: 326 and 292 Bq/m3, though 
smaller that the maximum admitted values. 

The home in Alba Iulia, 12 Basarabiei str. contains a 
basement, a ground floor, the first floor, having concrete 
foundation, concrete flooring and the strength structure 
(bearing walls) made of masonry. The detectors were placed 
at the ground floor in the bedroom and living room which 
were two neighbouring rooms. The recorded values were 74 
and 63 Bq/m3, the explanation resides in a smaller influence 
of the soil, the values obtained coming only from the 
emissions of the building materials.  

The home in the Cetea village, 37 Principală str. presents 
extremely high radon concentrations compared to other 
neighbouring houses. Dissimilar from the homes at no. 34 
and no.57, the house at no. 37 does not include a cellar (and 
this is the cause of the radiation differences found with the 
detectors under analysis).  

In Pianu de Sus, the detectors were situated at the ground 
floor and first floor. The concentration at ground floor was 
found to be double as compared to the concentration at the 
first floor.   

The detectors placed in Vintu de Jos recorded values 
over the admitted value of 400 Bq/m3, the two detectors 
placed in this home in two neighbouring rooms showing 
similar values. The home is not permanently dwelt, and an 
excessive amount of radon is collected in this house as it is 
not ventilated.  

The values obtained in this experimental study are given 
in Table 2.  

As all the houses where detectors were placed were built 
before 2005, we used as a comparative standard the value of 
400 Bq/m3. It is found that only in the case of detectors used in 
the commune of Vintu de Jos the mentioned limit value is 
exceeded. The detectors placed in one of the houses in the 
Cetea village (no.37) showed values a little below 400 Bq/m3. 
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Table 2 The radon concentration in Alba County 

Radon concetration (Bq/m3) Crt. 
no. 

Place/street No. 
0-100 100-200 >200 

1 7 - - 
326 
292 

2 10 96 101 - 

3 

Alba Iulia 
(Basarabiei St.) 

12 
74 
63 

- - 

4 37 - - 
368 
389 

5 132 - 
123 
104 

- 

6 

Cetea 
( Principală 

St.) 
211 61 - 222 

7 
Pianu de Sus 

(Principală St.) 
172 

49 
80 

- - 

8 
Vintu de Jos 
(Telman St.) 

19 - - 
514 
581 

IV.   CONCLUSIONS 

The originality of this study consists in identifying some 
of the areas from Alba County whose radon concentration 
levels exceed the maximum admitted limit, regulated by the 
Ministry of Health Order no. 381/05.04.2004 which 
specifies 400 Bq/m3 as the admitted value for the buildings 
erected before 2005. In this cases, methods for reducing the 
concentration of radon are provided, based on pressure 
modifications together with the application of an extraction 
fan or the implementation of a radon-resistant membrane. 

Similar studys were made by other research teams from 
Romania in Bihor and Cluj Countys, but also in Unirea 
from Alba County, from which it has resulted a mean value 
of 87 Bq/m3 much smaller than the mean value of 215 
Bq/m3, obtained in this study. 

It is estimated that about a third of the lung cancers 
caused by radon could be avoided if the radon concentration 
were reduced in houses where the concentration of radon 
usually exceeds 200 Bq/m³. 
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Abstract— The methodology is based upon the research con-
ducted by help of two subjects' samples, whose upper limbs 
skills will be tested and studied using the dedicated equipment 
in our laboratory. One sample consists of implant users and 
the other one of non-implant users, in order to be able to set 
the normal limits and compare them to the performances 
reached before and after the skills reeducation. Performance is 
usually expected from people involved in all kinds of activities 
without taking into consideration the possibility that some of 
them might be subjected to accidents or diseases, affecting 
their working capacity. Our goal is not only to improve the 
skills of healthy persons but also to offer a chance to a normal 
and productive life to those slightly disabled persons that pos-
ses the will and the motivation to pursue it. 

Keywords—  biomechanics, arm, sensorial gloves, range of 
motion. 

I.   INTRODUCTION  

A various series of applicative researches highlighted 
the necessity of conscious and repetitive learning of func-
tional handling during different work stages in order to 
obtain correct and efficient actions of the superior system 
(arm-hand-fingers) even if the workers are in a good shape 
or have implants or other disabilities at the arm level. [1] 

The concept of training is related most of the time to the 
conscious actions that aim at assimilating a skills’ system, 
developing competencies and knowledge interests, concep-
tion forming, unlike education, which includes all the con-
scious actions of the individual with the purpose of trans-
forming the entire personality of the person subjected to the 
educative action and also to develop and to re-find the lost 
abilities due the implant action. 

Because training deals with the revealing of learning 
processes in all domains, it has a general character and 
represents the starting point in the analysis of investigation, 
understanding and correlation methodologies. [7, 8, 9] 

Every human subject acting into a training program 
meant to establish the handling abilities has to participate 
with an open mind, with good attention and wishes to col-
laborate with the trainer.  The information perception or 
processing represents an important part of the complex 
called cognitive learning environment because it involves 
the use of senses, in a simple or combined way, signals 

transmission to the central unit, response understanding, 
correlation with the adjacent information and finally the 
reactive response, accomplishing a structural methodical 
assembly (SMA).  

The assembly is an interactive process involving an op-
erator (user) and the handled objects, and hence simulation 
environments must be able to react according to the user’s 
actions in real time and according with their physical prob-
lems. Furthermore, the action of the user and the reaction of 
the environment must be presented in an intuitively and 
comprehensible way.[2] 

The human factor which is the investigated subject repre-
sents in this structure the central platform that collects and 
directs the information, correlates their structure with the 
“system requirements” and coordinates the activities in an 
organizational or cooperative way inside the cognitive 
learning environment to accomplish the training program. 

A cognitive learning environment assumes the considera-
tion of several acting dimensions such as: operational di-
mension, the normal one, innovative level and not last, the 
psycho-social and ergonomic dimensions. [4] 

By the development of these dimensions, the cognitive 
learning can develop a series of skills and competencies and 
allows the passing to an adjacent level of communication 
and rehabilitation of some temporarily diminished functions 
like hands movements before or after implant, or in differ-
ent effort conditions.[12]  

In order to accomplish a standardized methodology for 
analyzing the cognitive learning way and the adaptability of 
the human factor in case of handling abilities we studied the 
possibility of using a flexible and ergonomic system based 
on sensorial gloves and also different sort of training com-
puter games specially designed for this sort of movements. 

II.   EXPERIMENTAL SETUP 

The experimental equipment consists of a set of sensory 
gloves, an assembly of devices for anthropometric meas-
urements, physiological parameters and a computer system 
to record and process the information obtained from the 
gloves sensors.  

At this integrated system it can be possible to add dedi-
cated computer games – with different difficulties levels 
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allowing the human subjects to develop and to maintain the 
handling abilities.  

At the same time we used a video surveillance system for 
the subjects’ reactions and attitudes during the experiment 
to correlate all data at the final moment; these video investi-
gations being necessary to analyze other aspects of the hu-
man behaviour and to take correct decisions. 

 
 

 
Computer 

Physiological parameters 

Human 
subject 

Oz 

Ox 

Oy 
Biomechanical and 

anthropometric 
parameters 

Sensory gloves 
(left and right hand) 

Force Plate Kistler 

 

Fig. 1 Experimental setup 

The cognitive environment was monitored during an ex-
periment performed upon, first on a human subject without 
upper implant and after that on a sample of 1subject having 
an implant in the right hand, aimed at knowing, assessing, 
determining, modifying and finally improving the handling 
skills in long term actions. [3]  

The first stage of the experiment consisted of completing 
a uniform physical environment evaluation along the entire 
duration of the investigations, as far as temperature (tem-
perature in laboratory was 210C); humidity (air humidity 
80%), vibrations, noises and light stimuli are concerned and 
also atmospheric pressure (755 mmHg). 

There also was necessary to acquire anthropometric data 
(for squeezing, grasping, twisting motions, etc.) for the 
subject and further adjusting the sensory gloves to these 
values.  

All these parameters are necessary to establish a common 
modelling base to measure and to evaluate the human body 
behaviour in cognitive learning process.  

In the second stage we measured the physiological pa-
rameters of the human subject (weight, height, age, pulse, 
blood pressure) in relaxed stance, without any other general 
health problems and with a good metabolism (example: 
blood pressure 155/82 mmHg, pulse 78, face temperature 
36,70C, height 170 cm, weight  62 kg). 

III.   RESULTS AND CONCLUSIONS  

The used sensory glove (Meditutor type no.4 with dedi-
cated software) allows the subject to learn in “a virtual way” 
how to accomplish anatomic motions (at the motion limit of 
joints by flexion/extension both for fingers and hand joint) 
and also to understand and perform the hand normal physio-
logical motions.  

We noticed that when the experiment starts and the sub-
ject is suitably trained, the response materialized in “motion 
range” with the characteristic quantities: motions speed, 
cycles/sec and active/passive deficits, accurately express the 
subject behavior along the entire duration of the recording, 
established for 13 seconds each stage of recording.  

 

     
 

    
 

   

Fig. 2 Recording equipment 

The data recording by help of the sensory gloves is pre-
ceded also by a calibration for subject measurements and 
the recordings sequence was established according to the 
importance of the anatomical elements namely: first we 
analyze the fingers, then the joint and finally the entire 
motion of the arm (right and left arms for comparing the 
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movements). Initially we started with the analysis of the 
data obtained by recording the rhythmic movements of the 
fingers, with the arm supported by the elbow on the table 
and respectively the arm in a vertical downward position, no 
support. The fingers movements were in the same sense, 
velocity and rhythm and the subjects in a normal effort state 
(e.g. recording the dynamic response of the fingers move-
ments for a subject, with the hand supported on the table) 
(see fig 4.) 
 

  

Fig. 3 Training steps to record hand movements 

 

Fig. 4 Recordings of fingers movements 

We may observe and analyze that the hand motion on 
vertical direction with no support allows performing more 
fingers motion cycles, more rhythmic, with higher velocities 
and amplitudes.  

After subjected to dynamometer controlled effort (20 min 
with dynamometer in the right hand), we record the same 
motion succession (fingers rhythmic motion with the arm 
supported on the elbow or in vertical position) and then we 
calculate the differences or correlations between motions 
and stages (first graph represents the motion of the little 
finger, then the others until the last graph representing the 
thumb-opposable finger motion) (see fig.4. and 5.) 

 
Before effort 

 
After effort 

 
Fig. 5 Recordings of the hand movements before and after induced and 
controlled effort 
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In order to entirely assess the fingers motions and re-
spectively the hand and its joint, we go to the next stage of 
determining the influence of a finger motion upon the oth-
ers, influence that is determined when the user has to per-
form an activity involving all the fingers and also the hand 
joint (musicians, computer users, etc.) (see fig.6). 

This analysis is performed in the same conditions as the 
previous recordings, aiming at the correlation of the ob-
tained values with the skill and performance degree. The 
fingers motion was thus performed that each finger exe-
cuted a complete cycle, the others being consciously main-
tained outside the motion.[12] 

 

 

Fig. 6 Effects of each fingers movements 

 
Fig. 7 Training and learning movements for fingers and wrist playing 
dedicated computer game 

Investigations of abilities and developing these abilities 
in hand movements continue with a training of human sub-
ject to “play” on the computer software (see fig.7), by using 
the fingers and hand during 120 sec, at speed level 10, with 
vertical movement of a wrist and horizontal movement for 
the fingers. In this way at the first game the subject makes a 
training for his abilities and obtains the range of value 

25+(ball caught) and 20- (ball missed) and at the second 
game the new score is 32+(ball caught) and 14- (ball 
missed).[10]  

After that, the human subject made controlled medium 
effort systematic movements using a dynamometer system, 
during 15 minutes and then the ranges of motion were again 
measured (see fig.8). Flexion-extension motion of each 
finger is transformed in length units because the system 
initially was calibrated between anatomical and physiologi-
cal positions and measured these positions. 

 

 
 

  
Fig. 8 Recordings of the hand movements before and after induced and 
controlled effort in second stage of investigation – after the computer game 
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It is obvious from the recordings that the abilities in 
range of motion (ROM) (see fig.9) of this subject were 
improved after training stage even if he makes some con-
trolled effort with his right hand. Spectrum of movements 
measured in cycles/sec., represents analyze of movements 
typology (frequencies of ROM for each fingers). [6] 

These qualities are shown also in the measurements of 
the energy deficit in active/passive actions with the fingers 
and wrist. 
 
 

 
 

 

 

Fig. 9 Recordings of the ROM in active and passive actions after training 
with computer game 

As a result of these recordings and analyses of all sam-
ples we can conclude that the movements of fingers also the 
movements of hand joint will be modified directly propor-
tional to the level of training at computer games dedicated 
to rehabilitation of the hand abilities.[10] 

These modifications consist of increasing the range of 
motion with small deficits for flexion of fingers and also 
increasing of measured coefficient at dynamometer. 

Cognitive virtual motion applied for the repetitive  
motions case establishes a series of perception and adjusting 
mechanisms that are conditioned by the physical  

environment where the experiment takes place and by the 
subjects understanding skills.  

The learning process is completed by the exercising pro-
cedure of a test for increasing manoeuvrability and avoiding 
muscular blockings.  

By these tests the subject learns and adjusts mechanisms 
in order to increase performances. [12] 

From the analysis performed on the subjects sample we 
found other important aspects:  

- the subjects with a high degree of attention along the 
experiment learned and understood from the first testing the 
working mechanism so that they responded quickly and the 
recordings presented uniformity, similar amplitudes, obvi-
ous motions for all fingers;  

- the subjects that were affected by a certain acoustic or 
visual stimulus changed the recorded response by the occur-
rence of some levels or motion or frequency amplitude 
diminishing; the cognitive virtual learning process is a last-
ing process, it must be practiced from simple to complex, 
permanently monitored and adjusted to the new conditions 
and must be changed when learning reaches the routine 
limit;  

- the subjects responded much better to the testing when 
their physical and psychical status was within normal limits 
and there were no kind of stimuli (audio or visual).  

These investigations are developed upon a set of subjects, 
analyzed and finalized using a handling skills improvement 
procedure in order to correlate with the performed activities 
and respectively with the effort degree.  

The information was processed and analyzed using a 
software module compatible to the information recorded by 
the sensor glove. 

In future researches we will establish a configuration to 
analyze the influences of different positions of hand and 
fingers also for hand joint, from left and right hand at the 
same time, to evaluate these influences on working abilities 
and comfort. 

Also other future investigation is orientated on the inte-
grated correlated technique investigations (ICTI), using 
analyze of variance (ANOVA) method to establish the level 
of correlations between the hand range of motion and influ-
ences of upper limb implant or hand disabilities.   
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Abstract— The aim of this study was to explore photo-

grammetry- optical imaging method used to describe the local 
variation of strain in an elastic material undergoing large 
deformation. The material under investigation was marked 
with reference points (to identify the relative deformation) and 
imaged with two stereoscopically positioned cameras during a 
tensile test (strain rate 10 mm/ 60 s). The cameras were cali-
brated using the Bouguet calibration toolbox in Matlab to 
characterize their optics and establish their positions. Two 
dimensional (2D) images from both cameras were investigated 
to obtain the three dimensional (3D) position of the markers. 
The deformation of the elastic material was determined by 3D 
reconstruction of the deformed geometry. Strain results de-
rived from Matlab were in good agreement (99 % ± 0.3 %) 
with a manual measurement using a caliper. Camera calibra-
tion and reconstruction accuracy results indicated an uncer-
tainty of dot separation of the order 30 µm, with inter-point 
distance of approximately 3 mm. 

The feasibility of application of photogrammetry for strain 
measurement through 3D reconstruction of an investigated 
object has been demonstrated in this study. The optical tech-
nique shows potential for development to investigate local 
strain variation in elastic biological materials. 

Keywords—  Restenosis, Strain, Photogrammetry, Calibra-
tion, Reconstruction. 

I.   INTRODUCTION  

One third of all natural deaths in the modern world are as-
sociated with cardiovascular disease (CVD). Most commonly 
atherosclerosis, which causes stenosis in arteries that supply 
blood to the heart [1]. Both non-invasive (angioplasty, angio-
plasty with stenting) and invasive (vascular bypass) treat-
ments are used to restore normal blood flow in the coronary 
arteries and prevent heart attack. Unfortunately, restenosis 
after coronary intervention still remains an unsolved and 
important clinical problem [1]. The amount of neointimal 
hyperplasia in response to stent deployment and vessel wall 
injury has been shown to be related to the magnitude of the 
stresses and strains caused during implantation [2]. 

Many numerical and experimental studies have investi-
gated stent expansion and arterial wall stresses caused by 
the interaction between the stent and the blood vessel. This 

problem is often examined using computer simulations 
because of the cost and difficulty of in vitro studies.  

Finite element (FE) models have been employed by re-
searchers to study the behaviour of different stent designs 
[3] and strut thickness [2]. Such studies have examined the 
local stress distribution generated in the vessel wall, which 
is seen to vary for different stent designs [3]. It has been 
shown that thicker stent struts result in greater stresses [2], 
with the hypothesis that increased local stresses lead to 
greater vascular injury. This hypothesis is supported by 
clinical evidence from the implantation of stents with differ-
ing strut thickness. It was found that thicker struts are corre-
lated with increased neointimal hyperplasia [4]. Numerical 
models are excellent research tools, especially when physi-
cal models are difficult to create. Nevertheless, it is neces-
sary to carry out experimental work to confirm the results of 
computational studies [5]. 

A previous study which considered the strain of arterial 
tissue caused by stent expansion was reported by Squire et 
al [6]. An image acquisition system was developed to cap-
ture arterial deformation of in vitro bovine coronary artery 
and in vivo rabbit femoral artery marked with contrast ink. 
A single CCD camera was used to track stent deployment 
and arterial deformation during its expansion. To determine 
the strain of the expanded stent in 3D, the location of mark-
ers captured in 2D were backprojected onto a 3D cylindrical 
model. The method of using high-contrast ink to mark the 
vessel and measure strain during stent expansion was found 
to be effective reporting of absolute strain with errors of less 
than 0.1 % (for a field of view 3 mm by 12 mm). Full 3d 
geometry reconstruction for assessment of soft tissue de-
formation is reported in a study by Lujan et. al [7]. Stereo 
digital cameras where used to determine strain, reporting 
maximum errors of the order 0.1%. 

Detailed information describing 3D optical surface re-
construction for strain measurement in an aneurysm model 
has been presented by Randall [8]. A balloon model with 
reference points on its surface was captured during expan-
sion and strain was calculated from images obtained using 
stereoscopically positioned digital cameras. Calibration was 
performed using the Bouguet Calibration Toolbox [8] and 
subsequently, the object was reconstructed in 3D to calcu-
late the strain. Common points in the stereo image pair were 
computed as a location in 3D space (x,y,z coordinates). The 
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calibration and reconstruction process was performed in 
MatLab. 

This paper focuses on the development of the stereo- 
photogrammetric technique, to provide accurate measure-
ments for strain characterization in elastic materials under-
going large deformation. In the future, strain measurement 
at vascular length scales will be employed to investigate 
stent expansion in: i) vessel analogues and ii) coronary 
arteries in vitro. 

II.   MATERIAL AND METHODS 

A.   Test Rig Setup 

Images from two stereoscopically positioned digital 
Canon Powershot A40 cameras (Fig1) were used to recon-
struct the object under investigation in 3D. The technique 
requires the object to be placed within the field of view of 
both cameras to form a stereoscopic camera rig. The dis-
tance between the cameras and the object was measured 
manually. The cameras were separated by ~70 ° (Fig.2).  

 

 
 

Fig. 1 Experimental setup. 

 

 
 

Fig. 2 Distance between cameras and the specimen.  

In order to reconstruct 3D geometry, single and stereo ca-
libration of the camera system is required. 

B.   Camera Calibration and Reconstruction Procedure 

A square calibration grid object (with edge length of 12 
mm) positioned manually at 15 various orientations was 
captured by each camera. The process required manual 
identification of the four extreme grid corners. Calibration 
(single and stereo) was carried out to characterize cameras 
optics and establish their relative positions. The physical 
camera rig is characterized by intrinsic (focal length, princi-
pal point, skew coefficient, lens distortion and pixel error) 
and extrinsic parameters (relative positions of the grids with 
respect to the camera). The Bouguet Camera Calibration 
Toolbox for Matlab [9], which has a reputation as an accu-
rate and robust tool [8], was applied. 

Reconstruction of arbitrary geometry captured by stereo 
imaging was achieved by software previously developed in 
house in Matlab. Highly contrasting points (Fig.4) marked 
on the object surface (to identify the relative deformation) 
were employed for effective reconstruction. Reconstruction 
required selection of the same point in the left and right 2D 
images. An epipolar line drawn between the focal point of 
one camera and the chosen point of the first image assisted 
with point selection on the second image. The centre of 
each picked point was determined by a centre of gravity 
algorithm, which places a correspondent point at the centre 
of the area manually selected. Triangulation of the selected 
point, in the 3D space, was derived from the intersecting 
epipolar lines from the two cameras [8]. Two sets of 3D 
coordinates from right and left camera reference frames 
were generated.  

To ensure accuracy of the calibration, routine assess-
ments were carried out with a fixed camera setup and three 
different size square calibration grids (with edge lengths of 
12, 24 and 36 mm); calibration data was then used to pro-
vide reconstruction of a control object. 

C.   Tensile Test 

The methods described above establish the surface ge-
ometry of the object of interest. Strain was determined by 
capturing geometry changes as the material was deformed. 
An experimental tensile test was conducted using a 
GOODBRAND GBX testing machine to stretch a flat elas-
tic sheet, with deformed geometry captured simultaneously 
by the two cameras. The strain rate was 10 mm/60 s. The 
material was progressively stretched at one end over a 60 s 
period, the machine was stopped every 5 s and photos were 
taken (with an initial photo taken before stretching). The 
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captured images were used to carry out 3D reconstruction 
(section B) of the deformed material and calculate the strain. 

The measurement of strain required the tracking and re-
construction of the same dots in deforming object. Simple 
tensile strain (ε) was measured as the extension (dx) per unit 
length (x) between reference points:  

ε= ∆x/x                                         (1) 

III.   RESULTS 

A.   Quality of Calibration 

Fig.3. depicts the 3D rig geometry determined by the ste-
reo calibration result, providing the extrinsic parameters 
which describe the grid orientations in relation to both cam-
eras. Accurate calibration is confirmed by accurate repre-
sentation of the physical stereo system. The stereo rig ge-
ometry derived from camera calibration (Fig.3) was shown 
to be in good agreement (97 % ± 0.5 %) with manual meas-
urements (Fig.2). 

 

 
 

Fig. 3 Extrinsic parameters presented in 3D plot for stereo camera  
calibration. 

 
The camera calibration results were consistent with accu-

rate and robust techniques for all calibration grid sizes and 
an uncertainty of dot separation of the order 30 µm, with 
inter-point distance of approximately 3 mm. 

B.   3D Reconstruction and Tensile Test Results 

Figure 4 displays the initial and final image of the 
stretched elastic material. 3D reconstruction of reference 
point separation was used to calculate measures of strain. 

 
 

Fig. 4 The position of marker points. Initial and final length (before and 
after tensile test) of the elastic material. 

 
The values from strain measurement of three regions of 

the elastic material (blue, red, green) (Fig.4) are presented 
in graphical form in figure 5. Strain was calculated as a total 
strain, εT, from the first to the last point on a line and as a 
mean, εav, of the strain of neighboring points, εi, for com-
parison (Table 1). Measurements were obtained after 60±1.4 
s of stretching with a 10 mm/ min ± 0.21 mm/ min strain 
rate. The derived results agree within 99 % ± 0.3 % of a 
manual measurement using a caliper. Average values of 
strain, εav, calculated for each line differ slightly (0.5 % ± 
0.2 %) from the total strain (εT) measurement. 
 
Table 1 Strain results: εav - average value of εi’s, εT - the total strain 

between the first and last point, εi - the strain between neighboring points. 
 

The strain [%] between marker points

Investigated 
line

Measurement 
with caliper ±

0.6 mm

εT

Left line 43.7          43.3 43.5
Central line 48.0          48.2 48.3
Right line 51.1          51.4 51.5

 

 

 
 

Fig. 5 Strain εi, between neighboring points variation with time: blue- left 

side, red– central and green- right side of the elastic material. 
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IV.   DISCUSSION 

This experimental work was carried out to measure the 
strain in an object undergoing large deformation. It demon-
strates the application and assesses the robustness and accu-
racy of calibration and reconstruction techniques. 

From 2D images of a deformed material, obtained from 
two stereoscopically positioned cameras, 3D reconstruction 
of markers was carried out for strain measurement. 3D im-
ages enable visualization of the object shape and can char-
acterize the object length, width and depth. This approach 
offers superior determination of the object surface because 
it provides full 3D geometry, which is important for ade-
quate strain analysis. 

Camera calibration and reconstruction accuracy results 
indicated an uncertainty of dot separation of the order 30 
µm, with inter-point distance of approximately 3 mm. This 
is encouraging, but requires further improvement if the 
technique is to be applied at smaller length scales. 

From the results presented in Figure 5 it is observed that 
larger deformation occurs on one side of the elastic mate-
rial. This effect may arise from material non-uniformity or 
non-uniform boundary conditions and requires further in-
vestigation. The error from strain results (less than 1 %) 
may be associated with a number of factors: performance of 
the centre gravity algorithm, marker size and separation, 
quality of the camera optics. This study utilized consumer 
cameras and results are likely to improve using high resolu-
tion equipment and appropriate lenses. 

Future experimental effort is required, associated with 
improvement of the specimen marking method (to identify 
the relative deformation of elastic material), development of 
camera calibration and 3D reconstruction techniques in 
Matlab. 

This work aims ultimately to investigate stent deploy-
ment in the vessel analogue and real pig coronary artery in 
vitro. Characterization of the vessel wall strain caused by 
stents may deepen understanding of its variation due to stent 
design and deployment technique. This may help to im-
prove stent design to minimize wall injury and neointimal 
hyperplasia causing restenosis. 

V.   CONCLUSIONS  

Computational and experimental studies have emerged in 
recent years to study stresses on the vessel wall caused by 
stents. Investigations of the stent/vessel wall interaction are 
important in predicting the stresses and strains induced after  
 

 

stent implantation. This study presents application of the 
stereo- photogrammetric technique for strain calculation in 
elastic materials undergoing large deformations, demon-
strating accuracy of calibration and reconstruction tech-
niques. The stereo- photogrammetric method produced 
acceptable errors at the present length scales and will be 
improved in future work for examination of stent deploy-
ment in vessel analogues and pig coronary arteries in vitro. 

Characterization of the local vessel wall strain will pro-
vide a deeper understanding of the strain variation during 
stent deployment and may help to prevent in- stent 
restenosis. 

ACKNOWLEDGMENT 

This research is funded by the European Commission, 
through the MeDDiCA ITN (www.meddica.eu, Marie Curie 
Actions, grant agreement PITN-GA-2009-238113). 

REFERENCES  

1. Duraiswamy N., Schoephoester R. T. et al (2007) Stented artery flow 
patterns and their effects on the artery wall, Annu Rev Fluid Mech, 39: 
p 357- 382. 

2. Gijsen F.J., Migliavacca F. et al (2008) Simulation of stent deployment 
in a realistic human coronary artery, Biomed Eng Online, 7: p.23 

3. Lally C., Dolan F. et al (2005) Cardiovascular stent design and vessel 
stresses: a finite element analysis, J Biomech, 38(8): p. 1574-81. 

4. Pache J., Kastrati A. et al (2003) Intracoronary stenting and An-
giographic Results: Strut Thickness Effect on Restenosis Outcome 
(ISAR- STEREO- 2), Am J Cardiol, 41(8):1289-92.  

5. Wang Y. X., Yi H.eta al (2005) Experimental Research on Balloon- 
expandable Endovascular Stent Expansion, Conf Proc IEEE Eng Med 
Biol Soc, 3: p. 2272-5. 

6. Squire, J.C., Rogers C. et al (1999) Measuring arterial strain induced 
by endovascular stents, Med Biol Eng Comput, 37(6): p. 692-8. 

7. Lujan T., Lake S. et al (2005) Simultaneous Measurement of Three- 
Dimensional Joint Kinematics and Ligament Strains with Optical Me-
thods, Vol. 127/193 

8. Randall D., Poster presentation, 17th Conference of the European Soci-
ety of Biomechanics, 2010 Edinburgh. 

9. Bouguet J. (2008), Calibration Toolbox in Matlab,  
http://www.vision.caltech.edu/bouguetj/calib_doc/ 

Author: Iwona Zwierzak 
Institute: Medical Physics Group,  
                Department of Cardiovascular Science,  
                Faculty of Medicine, Dentistry and Health 
Street: University of Sheffield, Beech Hill Road 
City: Sheffield, S10 2RX 
Country: United Kingdom 
Email: i.zwierzak@sheffield.ac.uk 
 



S. Vlad and R.V. Ciupa (Eds.): MEDITECH 2011, IFMBE Proceedings 36, pp. 124–127, 2011. 
www.springerlink.com 

Hand Vein Biometric Authentication in Optical Multi-touch Systems 

S. Crisan, I.G. Tarnovan, B. Tebrean, and T.E. Crisan 

Technical University of Cluj-Napoca, Department of Electric Measurements, Faculty of Electrical Engineering, Cluj-Napoca, Romania 
 

 
Abstract— Multi-touch systems and their applications are 

entering a mainstream phase where fast access to visual data 
and collaborative environments are key factors for an infor-
mational age.  However, most systems are envisioned as public 
workstations where resources are shared equally between the 
users with few or no restrictions on the content delivered by 
the applications. While real-time identification of the users of a 
multi-touch system is a difficult subject to tackle, authentica-
tion using biometric parameters could provide a hierarchy 
based content management system. Based on previous re-
search in both hand vein biometric detection and multi-touch 
systems, this paper describes a hand vein authentication device 
usable in a touch/object sensing multi-user collaborative  
environment.  

Keywords— Multi-touch, optical systems, hand veins,  
biometry. 

I.   INTRODUCTION  

Due to the recent researches in tactile systems, multi-
point collaborative environments have become affordable 
and the suite of applications covers important domains such 
as engineering, computer assisted design, medical data 
visualization, asset management, media etc.[1][2][3] 
Whether in a table or wall form, multi-touch devices offer 
concurrent access to visual information allowing multiple 
users to share and visualize parameters pertaining to the 
chosen field.  

One important problem can be identified in the vast ma-
jority of the implemented touch systems and it is related to 
the identity of a given user interacting with the tactile de-
vice. Due to the inconsistency of the touches performed by 
a user during a work session and the different angles of 
approach for left and right hand, determining a user’s iden-
tity is one of the most challenging problems in multi-touch 
sensing.  

User identification for multi-touch, multi-user devices 
has been thoroughly researched in the past years and several 
methods have been devised. In most cases users are given 
external devices in order to be recognized by the touch 
sensing system. In the case of DiamondTouch by Mitsubishi 
Electric Research Laboratories –one of the most advanced 
user identification systems- an array of antennas is embed-
ded in the touch surface. Each antenna transmits a unique 
signal. Each user has a separate receiver, connected to the 
user capacitively, typically through the user's chair. When a 

user touches the surface, antennas near the touch point cou-
ple an extremely small amount of signal through the user's 
body and to the receiver. [4]. However, DiamondTouch is a 
front projected tactile surface with the displayed informa-
tion suffering from visual occlusions due to the users’ 
hands. Movement around and near the table is also re-
stricted because of the nature of the identification method 
described earlier in the paper. Dohse et al. [5] suggest a 
hand-tracking method to differentiate touches from different 
users. The system uses a top mounted camera to track the 
users’ hands on the tactile surface. In this method, close 
touches from different hands are harder to distinguish and 
furthermore, users leaning over the table might obscure the 
hand positions. In [6] the authors extend this technique by 
introducing a biometric hand-contour based system. It al-
lows users to identify by laying their hands flat on the  
surface. While this does not require the users to possess 
external devices, the system needs them to re-identify every 
time they moved a hand off the table [7]. In addition, hand 
contour detection has a low discrimination ratio in compari-
son to other biometric techniques and might provide an 
increased number of false acceptances. The research pre-
sented in [8] describes a wristband user identification sys-
tem based on pulsed light that allows the system to perceive 
the users using individual codes. This method uses the near-
est neighbor approach and is prone to failure when users are 
controlling the touch surface in close vicinity. 

Based on previous research in the field of biometrics and 
touch sensing [9][10] this paper offers a biometric imple-
mentation with no external devices in order to address the 
user authentication problem in tactile systems and suggests 
further research in the field of hand vein biometrics in order 
to provide a real-time identification method.  

II.   HAND VEIN DETECTION IN OPTICAL SYSTEMS 

A biometric system is essentially a pattern-recognition 
system that recognizes a person based on a feature vector 
derived from specific physiological or behavioral character-
istic that the person possesses. Vein pattern detection fully 
complies with this definition and it provides many impor-
tant biometric features: 

• Uniqueness and permanence of the vein pattern during 
the lifespan of an individual; 
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• Non-contact detection procedure in most sensing appli-
cations; 

• Almost impossible to forge or copy due to the nature of 
the scanning; 

• The biometric parameter is hidden from general view 
and an external source of radiation is required for vein 
scanning; 

• The vein pattern is intricate enough to allow sufficient 
criteria for positively detecting various subjects even 
identical twins or to distinguish vein models in both 
hands from the same user. 

An optical system can be used to emit near infrared radia-
tion towards the subject’s hand. Absorbed radiation can be 
perceived as a darker color on a filtered CCD camera. This 
method is able to detect veins but not arteries due to the 
specific absorption of infrared radiation in blood vessels. 
Also, superficial veins in the back of the hand are preferred 
for biometric detection since the model is easier to acquire 
than in the case of palm veins or fingers. 

A sketch of an actual vein detection system is shown in 
figure 1. 

 

 

Fig. 1 A basic hardware vein detection system (sketch) 

The infrared radiation is absorbed in a different way in 
water and various types of organic compounds. In order to 
achieve visual penetration through the respective tissue and 
to take advantage of the sensitivity of CCD cameras to near 
infrared radiation, lighting should be performed under a 
very tight optical window, in the range of 750… 940nm. 
[11]. 

The scanning principle used to acquire the pattern of the 
veins in the back of the hand shares several similarities to 
the methods used in optical tactile systems. The wavelength 
range for the emitted radiation is the same since multi-touch 
devices register touches based on the reflection of near 
infrared radiation from the coupling points. Light diffusion 

is also an important requirement of a touch device in order 
to avoid uneven illumination.  

The raw image of the vein pattern detected by the IR-
sensitive CCD camera looks similar to the image presented 
in figure 2. 

 

 

Fig. 2 Raw image of the vein pattern 

The acquired image suffers a series of transformations in 
order to extract the vein pattern from the background infor-
mation. Previous research from the authors described a 
sequence of methods and algorithms employed in the rec-
ognition of vein structures [10]. Together with a contrast 
variation identification method that insures liveness detec-
tion of the biological probes presented by the users, biomet-
ric authentication in multi-touch systems retains the same 
low error rates calculated in standalone vein recognition 
applications.    

In order to translate the hand veins recognition phase in a 
tactile system several modifications must be applied to the 
detection algorithms. 

The new set of software algorithms that govern the re-
quired transformations to the raw image can be described as 
follows: 

• The image is converted to grayscale with a bit depth 
equal to 8 and the individual pixel values are fed to a 2 
dimensional array. This phase is coupled with the fidu-
cial detection of a touch system in order to determine 
that a pattern can belong to a vein model and is not 
treated as a regular touch object. 

• The background surrounding the hand is removed from 
the image array based on analysis of the individual pix-
el values  

• The image is centered and a mean filter with a 5x5 
kernel window  is apply to reduce acquisition noise 
from the camera 

• The image is binarized and the vein model is extracted 
using an adaptive threshold operation with a sliding 
kernel. 
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• The obtained vein pattern is thinned using a set of 19 
conversion rules (15 for general thinning and 4 for di-
agonal lines –as described in [10]) 

• The structure is then optimized by pruning the extraneous 
branches of the pattern and by verifying the connectivity 
rules specific to a real vein model (veins can not close on 
each other; veins can not be horizontal in respect to the 
hand plane and they need to be connected etc.) 

• The complete set of vein features is extracted. Impor-
tant parameters such as total length of the model, dis-
tance and angles between vein branches, number of 
node and terminations of the pattern are counted and 
saved as a biometric record of the user in a dedicated 
database. 

• On each subsequent scan, the processed data is com-
pared to the saved information in a database in order to 
ascertain the identity of the user. 

Since the camera resolution and speed are not important 
factors in the retrieval of hand vein models, most infrared 
sensitive cameras used in optical systems are viable to be 
used in vein based user identification and authentication. 

In addition, most optical touch systems use powerful 
multi-core computers in order to register and track touch 
points over sequential frames in real time. In this scenario, 
the low computational power required for the vein process-
ing algorithms, either in a user authentication or identifica-
tion phase will not significantly slow down the touch sens-
ing application.  

Integrating a vein processing module in an optical multi-
touch system does not require significant changes in the 
layout and design of a preexisting device. Moreover, accu-
rate liveness detection allows the system to check for vein 
patterns without the need for external fiducials, prepro-
grammed areas on the tactile surface or additional context 
gestures.  

The following chapter will address the fusion of both 
technologies in order to create an identity/context aware 
multi-user touch system. 

III.   BIOMETRIC INTEGRATION IN TACTILE DEVICES 

User identification is perceived in a different manner 
than user authentication. Authentication allows the user to 
present his credentials at the beginning of the work session 
and may require occasional proof. An identification system, 
however, tracks continuously the identity of the user over 
the span of the interaction and is inherently more difficult to 
design and implement.  

In most multi-touch devices, content is public and there 
is no information delivery restriction based on roles or ranks 
[12]. The usual security concerns related to identity theft, 

PIN/ID stealing, difficulties in remembering the credentials 
needed for the system apply even on authentication type 
touch systems. Biometric verification offers authentication 
based on physical and behavioral characteristics that are 
harder to forge or copy than identification numbers or 
passwords.  

By combining the vein pattern recognition with a suitable 
optical system, authentication for hierarchy-based content 
delivery can be achieved. However, not all optical multi-
touch, multi-user devices are able to allow the integration of 
the biometric module.  

A multi-touch system that can prompt the user for bio-
metric credentials when sensitive information is required 
has been designed by the authors and is based on the multi-
touch table described in [9] with the addition of a vein  
pattern recognition module with integrated liveness  
detection[10]. 

As presented in [12], most optical tactile systems are 
based on one detection technique or a combination of two of 
the following methods: 

• FTIR (Frustrated Total Internal Reflection)[2] 
• DI (Diffused Illumination)[1][12][14] 
• DSI (Diffused Surface Illumination)[12] 
• LLP (Laser Light Plane)[1][13] 

When comparing these methods, the biometric module is 
compatible with the optical sensing device that allows ob-
ject and pattern detection on the tactile surface. Both FTIR 
and LLP methods do not provide native support for object 
tracking and thus vein recognition is inapplicable. While 
DSI offers good object detection, experiments have shown 
that the amount of diffusion reduces the accuracy of vein 
model identification by up to 40%. Diffused Illumination 
(DI) allows good object detection, intricate pattern recogni-
tion and provides the necessary illumination for penetrating 
the tissue in front of the blood vessels. 

The design schematic of a Diffused Illumination system 
is shown in figure 3. 
 

 

Fig. 3 Design schematic of a Diffused Illumination multi-touch system 
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In small factor touch tables, a single CCD camera is pre-
ferred [12]. Depending on the distance between the camera 
and the touch surface, the quality of the acquired images 
may vary, affecting the False Acceptance Rate (FAR) and 
the False Rejection Rate(FRR) of the biometric module. 
User authentication is easier to be performed on multiple 
camera setups where fiducials and special small sized object 
patterns are clearly recognized by the multi-touch device. 
Hand vein user recognition can also be integrated without 
modifications into a popular touch device such as the Mi-
crosoft Surface [14]. With a 5 camera setup, the Surface is 
able to detect handwriting and patterns similar in size and 
shape with the human vein models.  

Experiments were conducted with both the original 612 
record database used in [10], and with a new set of biomet-
ric records acquired with the touch table camera. The user 
places the hand anywhere on the tactile surface with the 
palm facing up. The software detection module identifies 
the hand as a biometric object using the liveness detection 
test and starts the scanning process. Since the original im-
ages were acquired with a different system under different 
lighting conditions and with varying distances, the recogni-
tion algorithm was able to identify less than 72% of the 
users. After introducing the optimization algorithm for 
touch systems the value has improved to 84%. On records 
scanned and authenticated with the tactile device, the sys-
tem was able to recognize 97% of the users and the false 
acceptance rate was below 0.13%.  

IV.   CONCLUSIONS 

Without the use of external devices, user identification in 
tactile systems still represents a challenge for the scientific 
community. Authentication based systems do exist and the 
introductory chapter has presented several practical imple-
mentations. This paper has tried to offer an alternative to 
other authentication solutions by introducing a biometric 
parameter in the process of user detection. As in other ap-
plications, biometric detection has several advantages over 
identification numbers and passwords since the risk of iden-
tity theft and other security concerns is greatly diminished.  

Identifying vein patterns from the back of the hand or 
palm can be combined with optical touch tables in order to 
provide hierarchy based content delivery where access to 
sensitive information is limited. Authentication checks are 
applied sequentially for continuous access to sensitive data. 

Real time user identification without the use of external 
devices is also the subject of an ongoing research and true 
identification/authentication touch systems are the main 
focus for future studies. 
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Abstract— Turbulent flow can be generated by prosthetic 
devices at the blood stream level, causing a mechanical stress on 
the blood particle. This mechanical stress can entail adverse 
impacts of prostheses’ recipients, such as hemolysis. 

The experimental research is on the quantitative investiga-
tion of the flow field of mechanical bileaflet valve using Particle 
Image Velocimetry(PIV). Two major measurements focused on 
leakage jets study were taken. One is standard nozzle meas-
urement and the other one is mechanical valve measurement. 
These quantitative data could be utilized as basis for a CFD 
simulation of relevant phenomena. The self-preservation  
of leakage jets was evaluated with a new method spatial  
correlation. 

Keywords— Particle Image Velocimetry, Mechanical 
Bileaflet Valve, Leakage Jets, Turbulent Shear Stress, Spatial 
Correlation.  

I.   INTRODUCTION  

Mechanical heart valves, specifically bileaflet valves, are 
widely applied in the replacement of diseased native valves. 
Compared to biological heart valves, these prosthetic valve 
replacements exhibit good long-term mechanical durability 
but can suffer functionally from increased blood element 
damage, a strong propensity for thrombus formation, and a 
need to maintain an anticoagulant drug therapy [1]. Turbu-
lent flow can be generated by prosthetic devices at the blood 
stream level, causing a mechanical stress on the blood parti-
cle. This mechanical stress, can entail adverse impacts of 
prostheses’ recipients, such as hemolysis.     

In this report, Particle Image Velocimetry (PIV), which is 
an optical method of fluid visualization, will be employed to 
analyze complicated flow flied, such as those generated by 
mechanical heart valves (which are characterized by high 
velocity gradients and turbulence). PIV is a direct derivative 
of a series of PIV measurements made at transonic speeds 
with sub-micron seeding particles with wide applications for 
fluid measurements[2]-[5]. PIV techniques was firstly 
achieved at MIT (Massachusetts Institute of Technology)  
by P.J.Bryanston-Cross[6], and then extended by 
C.E.Towers[7] at the ARA(Aircraft Research Association) to 
achieve a long range application. PIV is the reference tech-
nique for evaluation of the potential blood trauma of a given 
implant, in terms of turbulence-related stresses. Moreover, 
the occurrence of flow stagnation/separation can be also  

detected, enabling the assessment of the potential for throm-
bogenesis of a given design. 

In this paper, PIV techniques were used to measure the 
leakage flow of mechanical bileaflet valve. Our study was 
aimed at the quantitative investigation of the flow field of 
mechanical bileaflet valve. The previous works were mainly 
conducted to investigate the flow field in open and closed 
state of leaflet at hinge plane[1][8]. We scanned the 2D flow 
field from the outside of the distal hinge to the inside, while 
keeping the leaflets closed. The scanned scale was 1 mm for 
each slice. After analysis of the 2D measurement, a 3D 
presentation of flow field was submitted to evaluate the 
leakage of the valve close to the region of two hinges. This 
study could provide a experimental basis for CFD simula-
tion. Additionally, the properties of flow field of leakage 
were evaluated as average velocity field, Turbulent Intensity 
(TI), Turbulent Shear Stress(TSS). We also introduced the 
method of spatial correlation to characterize the development 
of leakage jets. 

II.   METHODS 

A.   Experiments Setup 

The experiments were conducted in the steady-flow ex-
perimental in vitro chamber. During the 2D slices acquisi-
tion, the valve was constantly kept in the closed position, in 
order to study the same flow field throughout the series of 
measurement. A large chamber with optimized optical access 
for PIV measurement (Fig. 1) was employed in the 
steady-flow loop for mimicking inlet and outlet of valve, 
such as ventricle and atrium for mitral valve. A plastic valve 
holder was placed between the chambers and securely held 
the prosthetic heart valve under study (mechanical bileaflet 
valve, size 23mm, pyrolitic-carbon occluder). The valve was 
inserted in a silicone rubber ring, which assured easy posi-
tioning of the valve in the seating. The circulation fluid was 
forced by hydraulic pump in a reservoir (reservoir 1) placed 
above the rest of system and connected to the sealed meas-
urement chamber 1 to supply constant pressure. The in-
coming flow from ventricle kept close state of the valve and 
leakage of valve passed into measurement chamber 2. 
Measurement chamber 2 remained exposed to the atmos-
phere and the outflow of it, as well as the outflow from the 
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constant-head tank, was conducted into a pooling reservoir 
(reservoir 2). At last, the pooling reservoir was connected to 
the inlet of the pump to achieve a close hydraulic circuit. 
Since the tubes connection the reservoirs to chambers had a 
small hydraulic resistance, a negligible value of the pressure 
head was lost across those connections. The isolation of the 
outflow section of the reservoir from the incoming fluid, as 
provide by the baffles arrangement, guaranteed that the 
height of the fluid column driving the flow was constant 
during the measurements, thereby assuring the stationary 
flow. Finally, a contribution of the flow-generating system to 
the observed effects of valve was excluded. 

 

Fig. 1 Hydraulic flow circuit 

The axes for the experiments are illustrated in Fig.2. The 
central plane of valve defined as z=0. The positive y was 
identified from the edge of valve holder and into the up-
stream chamber. The positive x axis was defined from centre 
of valve to right side of valve. In measurement system, the 
optical access provided flow field 3mm away from valve 
seating in the atrium side. 

 

 
Fig. 2 Sketch of mechanical bileaflet valve and definition of axis 

The blood analogue fluid was distilled-water (viscosity of 
1cP and a density of 1.0 g/cm3 at room temperature). To 
accommodate PIV measurement, the fluid was seeded with 
neutrally buoyant silver-coated 10 µm diameter 
( 3/1.1 cmg=ρ ) hollow glass spheres. Each flow measurement 

was captured by a CCD camera in frame-straddle mode. A 
synchronizer was applied to control the laser pulses and 
frame acquisition of camera. In this experiment, dou-
ble-frame images are needed to be recorded for each PIV 
analysis to determine to displacement of particles.  

The laser pulses were obtained with a commercially 
available dual laser pulsed PIV system (Quantel, France). To 
illuminate double-frame images, two Nd:YAG lasers were 
used. Each laser generated a light beam in the infrared at a 
1064 nm wavelength. This beam was subsequently passed 
through a frequency doubler that produced light at 532 nm in 
the green region of the spectrum. The Insight 3G PIV soft-
ware controlled the two lasers triggered with the dual-frame 
image acquisition through the synchronizer. The shutter de-
lay of camera could vary from 10 to 500 sμ  to provide 

double-frame images corresponding to each laser pulse. 
Beam combination optics combined with light sheet optics( 
cylindrical lens with a spherical focusing lens) were used to 
convert the two pulsed beams into pulsed light sheets with an 
average thickness of roughly 1 mm. 

Applying a PIVCAM CCD camera, the PIV images were 
acquired with a resolution of 1,024*1,018 pixels and a sam-
ple frequency of 10 frames/s. A region of interest of 
16mm*14mm was focused using a Nikon AF Micro-Nikkor 
60mm lens. 

B.    Analysis of Double-Frame Images 

The software Inside 3G was selected to deal with the 
analysis of double-frame images. The image acquisition 
procedure was already finished during the flow image 
measurements. For one cycle of measurement, 1000 dou-
ble-frame images were captured. The extracted digital data 
was input to Insight 3G for next step analysis. 

In the process of the image analysis, we used the 
Cross-Correlation algorithm to indentify the displacement of 
particles. The two signals analyzed are given by dou-
ble-frame images, containing the information of the local 
displacement of particles, and they are not independent. In 
this project, FFTCorrelator was applied as the PIV cross 
correlation engine. It computed the correlation using Fast 
Fourier Transform (FFT). This algorithm required the spots 
to be square powers of two and have same size. 

The grid engines of PIV cross correlation were Nyquist 
Grid and Recursive Nyquist Grid. Nyquist Grid was selected 
for fast results and it was the classic PIV grid. We controlled 
the size of interrogation window, and viewed the highest 
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spatial frequency of velocity vector was limited by the size of 
interrogation window. Nyquist Grid set vectors with the x 
spacing equal to half width of interrogation window and the y 
spacing equal to half height of interrogation window. This 
gave a vector grid with 50% spot overlap fitting the Nyquist 
sampling criteria. Recursive Nyquist Grid was used for in-
creased accuracy or higher spatial resolution, compared to 
the Nyquist Grid. It processed the images in two passes. The 
first processing pass computed the vector field at the starting 
spot sizes with Nyquist. The results of the first processing 
pass are used to optimize the spot offsets for the second 
processing pass. As the final size of interrogation window 
decreasing by a factor of two, the resolution of vector field 
increased by a factor of two. 

Validation macro was applied to the vector field after each 
processing pass. In recursive processing two validation 
macros were used for each pass. Validation macro had 
functions of spurious vectors removing and holes filling 
through interpolation. Spurious vectors could be induced by 
the results of correlation of random pairing of particle im-
ages. Holes on the velocity field was caused by in-plane and 
out-plane motion or low seeding density with a low correla-
tion signal strength. 

In this section, the extracted data was applied to determine 
the fluid dynamics properties of the measured flow. By av-
erageing of 1000 velocity field measurements, mean value of 
the velocity along x direction xU and mean value of the ve-
locity along y direction yU were calculated in the first pro-

cedure. The root mean square values of the velocity fluctua-
tion were determined as equation (1) along x direction and y 
direction. 

2' xx uu = , 
2' yy uu =                       

(1) 

The turbulence shear stress (TSS) is defined as the equation 
(2).  

yx uuTSS ''ρ=
                                 

(2) 

ρ  is density of fluid.  

However, TSS was not qualified to estimate the maximum 
TSS, because it was related to a fixed (x,y) reference system. 
To solve this problem, it was helpful to refer to a suitable 

coordinate system ( )ζηξ ,, , in which the TSS tensor was 

cast in a diagonal form: 
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where 1σ , 2σ  (in the conventional ordering scheme, 
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where 
2*u was a squared velocity fluctuation component in 

an arbitrary direction in the (x,y) plane and could be deter-

mined by the Eigenvalue of the tensor matrix. 

As it is known from stress analysis (Malvern, 1969), the 

maximum TSS is defined simply by the equation (5). 
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The maximum TSS could be used to evaluate the possibility 
of hemolysis occurring in blood flow[9]. 

III.   RESULTS AND DISCUSSION 

A study of flow field of nozzle and hinge leakage of me-
chanical bileaflet valve was conducted applying PIV. The 
nozzle and valve were seated in the centre of the test cham-
ber. The slices of flow field were scanned by shifting laser 
sheets as 1mm for nozzle and 0.5mm for valve respectively. 
The PIV data was recorded on (x,y) plane, and z axis was the 
shift direction of laser sheet. The average velocity fields of 
flow, illustrated in Fig 6 and Fig 9, were calculated from 
1000 measurements on each scan. During the whole proce-
dure of scanning, the valve was kept in closde state, in order 
to rule out the possibility of leaflets’ different repositioning, 
after successive closures of the valve.  

A.   Nozzle Measurements 

An axysymmetric nozzle has been built according to the 
standard EN ISO 5840:2006. It is currently been used as a 
reference for leakage flow testers. According to the results of 
nozzle measurement, a strong symmetrical jet with a shape of 
top-hat was shown. The jet was gradually decreased as being 
away from the centre of nozzle. The quantities of properties 
of flow field for nozzle measurement was illustrated in Fig.4. 
The maximum value of  TSS was 30Pa according to Fig.4(c). 
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Fig. 3 Average velocity field for nozzle measurement: (a) Z=0mm, (b) 
Z=1mm, (c) Z=2mm,(d)Z=3mm,(e)Z=4mm,(f)Z=5mm 
 

 

 

Fig. 4 Quantitative properties of flow field from nozzle measurements on 
Z=0mm: (a) Turbulent Intensity along Y axis, (b) Turbulent Intensity along 
X axis, (c) TSS_2D 

B.   Valve Measurements 

Fig. 5 shown hinge jets on different slices from 0mm to 
7mm as centre z=0mm at hinge plane. From the results of the 

hinge leakage measurement of valve, two strong jets were 
clearly observed on each side from the leakage of left and 
right hinges. The maximum of velocity of hinge jets was 
0.17m/s shown in Fig. 5(a) and two slight peripheral leakage 
jets were observed on each side of flow field.  

 

 
 

Fig. 5 Leakage jets of hinges from valve measurement represented by av-
erage velocity field, the hinges in the closed state at the bottom in each flow 
field : (a) Z=0mm, (b)Z=1mm, (c)Z=2mm, (d)Z=3mm, (e)Z=4mm 
(f)Z=5mm, (g)Z=6mm, (h)Z=7mm 
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Fig. 6 3D  temporal representation of flow field according to 2D slice 
measurements of valve 

 

Fig. 7 TSS_2d of flow field: (a)Z=0mm, (b)Z=1mm, (c)Z=2mm, 
(d)Z=3mm, (e)Z=4mm, (f)Z=5mm, (g)Z=6mm, (h)Z=7mm 

As the slices moving to 1mm and 2mm, the velocity of 
hinge jets dramatically decreased to 0.05m/s shown in Fig.5 
(b),(c). On the other hand, the velocity of peripheral leakage 
jets increased to 0.28m/s, but its spread was limited in a small 

region at -3 and 3mm away from central plane. Finally, the 
hinge jets gradually vanished on the slice at 3mm, illustrated 
in Fig.5 (d). In the contrast, the peripheral leakage jets kept 
strange tendency and spread to a larger region with more 
structured shapes. From slices 4-7mm shown as Fig.5(e)-(h), 
the maximum velocity of two peripheral jets slightly de-
creased from 0.27 to 0.16 m/s. Additionally, the peripheral 
jets started to move along y axis from 0mm to 4mm on these 
slices. The 3D representation of flow field for valve meas-
urement was shown in Fig.6. TSS_2d fields were shown in 
Fig.7 (a)-(h) for each slice. TSS of hinge leakage jests were 
decreased from 8 Pa to 0.1 Pa as slices changing from 0mm 
to 7mm. While TSS of peripheral leakage jests gradually 
decreased from 12Pa to 4Pa from slices 0mm to 7mm. 

C.   Self-preservation 

The concept of a self-preservation indicates that the flow 
has reached a dynamic equilibrium or asymptotic state in 
which the mean and higher-order moments evolve together 
(Townsend, 1976). Mean moments indicate the mean veloc-
ity of flow and higher-order moments are referred as Tur-
bulent Shear Stress and the mean kinetic energy of the tur-
bulent velocity fluctuations. Typically, some scaled de-
pendent variables are applied to represent self-preservation. 
These variables show a universal aspect over a fully devel-
oped region. In previous works, two general characteristic 
scales were frequently taken used to evaluate the 
self-preservation, which are the mean centerline maximum 
velocity and a jet’s half width in a round shear jet[3].  

However, these methods are reserved in the mean velocity 
field for the evaluation and lose the information of velocity 
fluctuation in the individual runs. Concerning in this aspect, 
we introduced the spatial correlations in the velocity fluc-
tuation for the evaluation of jet self-preservation. In statis-
tics, spatial correlation is the specified correlation in the 
signal along nearby locations in the space. The normalized 
autocorrelation function of the y component (parallel to the 
jet direction) of the velocity fluctuation can be defined as 
equation 6[11]. 

( ) ( ) ( ) ( )20/0 yyyy uruurC ⋅≡
                        

(6) 

where …  indicates an ensemble average from 1000 runs 

taken over long periods of time. We calculated the spatial 
correlation along the distance r either in the direction parallel 
to the forward direction of jets, ( )yCy

, or perpendicular to it, 

( )xCy
. 

The inset of Fig.8 (a) displayed the direction of spatial 
correlation for nozzle measurements. We evaluated the  

x

y

z
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spatial correlation of the jet central line on each scanned 
slice, shown in Fig.8 (b). In addition, we evaluated perpen-
dicular direction of spatial correlation at the downstream of 
0.5mm, 3.5mm, 6.5mm, shown in Fig.8 (c). These correla-
tions exhibited a roughly exponential decay as a distance 
function. In Fig.8 (b), the correlations were convergent at 0.1 
for all scanned slices. On the contrary, the perpendicular 
correlations were eventually convergent to 0 with less dis-
tance than parallel correlations. In combination, these indi-
cated that the nozzle jets continuously kept a high level ve-
locity at parallel directions, while they presented a rapid 
decay in the perpendicular directions. For three locations of 
perpendicular correlations, 0.5mm correlation showed the 
fastest decay and 6.5mm correlation showed the slowest 
decay along the distance. Owing to these observations, the 
explanation was that the velocity fluctuations gradually be-
came more correlated along the radial direction, at increasing 
distance from the nozzle in Fig.8 (c). Reynolds Number for 
the central jet is 3105.3 × . 

In the set of Fig.9 (a), the spatial correlations for valve 
leakage jet were demonstrated. We evaluated two correla-
tions along the parallel directions to the spread of hinge 
leakage jets as Cy(Y)1 and Cy(Y)2, shown in Fig.9(b). 
Furthermore, three downstream locations at 3mm, 7mm and 
11mm were extracted for spatial correlations Cy(X) to assess 
the spread shape of leakage jet, illustrated in Fig.9(c). In 
comparison with parallel correlations of nozzle measure-
ments, the correlations were convergent closely to 0 in Fig.9 
(b). This observation illustrated that the valve leakage jets 
did not consistently keep as high level velocity as nozzle jets 
submitted. This evidence could be seen in Fig.9(a) as well. In 
Fig.9(a), a manifest velocity decay was shown around 5mm 
downstream locations. Through analyzed perpendicular 
correlations in Fig9(c), significant differences at three loca-
tions were supplied. At downstream location 3mm as 
Cy(X)3, the correlation curve exhibited a fast convergence at 
distance 1mm. At downstream location 7mm as Cy(X)2, the 
correlation curve was convergent at distance 2mm. In con-
trast, the correlation curve at location 11mm shown a very 
slow tendency of convergence. Compared to correlation of 
nozzle jets, valve leakage jets shown much tighter shape at 
the orientation and much looser shape at downstream away 
from the orientation. Reynolds Number for the hinge jet 1 is 

31042.0 ×  and Reynolds Number for the hinge jet 2 is 
31035.0 × . 

 

 

Fig. 8 Spatial correlation functions of the y component of the velocity 
fluctuation as a function of distance for nozzle measurement:(a)Illustration 
of correlation directions (b) parallel results (c)perpendicular results 
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Fig. 9 Spatial correlation functions of the y component of the velocity 
fluctuation as a function of distance for valve measurement:(a)Illustration of 
correlation directions (b) parallel results (c)perpendicular results 

IV.   CONCLUSIONS  

Particle image velocimetry was applied to investigate 
leakage flow fields associated with a standard nozzle and a 
mechanical bileaflet valve. The images revealed the leakage 
levers at correspond scanned slices. And these 2D slices were 
assembled together to present a 3D flow field. From it, a 
clear changing tendency of leakage jets was illustrated. Ac-
cording to average velocity measurements, the quantitative 
properties of flow field of leakage jets were supplied, espe-
cially the values of TSS_2D for evaluation of possibilities of 
blood components’ damages. TSS_2D around the regurgitant 
jets were no higher than 12Pa, suggesting that they would not 
induce hemolysis in the PIV observable part of the spatial 
distribution of velocities and stresses. According to reference 
[11], TSSmax up to 180Pa in regurgitant jets of valve may 
contribute to hemolysis. 

In this work, we also introduced the method of spatial 
correlation to characterize the development of leakage jets. 
This method was proved as an effective evaluation for the 
comparison of different kinds of leakage jets.   
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Abstract— Impedance plethysmography (IPG) is a safe and 
noninvasive method for measuring peripheral hemodynamics. 
This paper’s aim is to develop a medical device system for a 
continuous monitoring of this parameter using the impedance 
technique. This system combines the advanced analog ampli-
fier with the calculation power of digital signal processing to 
acquire real time monitoring. Our bioimpedance measuring 
system uses a generator which is under microprocessor con-
trol. Experimental investigations are conducted in order to 
determine the optimum interrelation between current injector 
output characteristics, power supply and electrode spacing.  

Keywords—  impedance plethysmography, microcontroller, 
resistivity, algoritm, blood flow. 

I.   INTRODUCTION 

Numerous attempts and methods have been developed in 
order to measure pathologic and functional vascular change 
in the extremities. Little attention has been given to the 
quantitative changes recordable by various methods of elec-
trical plethysmography, which until recently have been dif-
ficult to formulate.  

The electrical conductivity method gives a physical 
measure of the ionic conduction of a given body segment in 
contrast with electronic conduction characteristic of metallic 
substances. An attempt will be made to restate and formu-
late the laws of electrical conduction as they appear appli-
cable to changes within a body segment which is being 
studied by the passage of a radio frequency current. As has 
been shown in literature, transient and static values of elec-
trical conductivity are associated, respectively, with dy-
namic and balanced conditions of arterio - venous blood 
volume differences within a given segment. [3] 

The electrical impedance pulsation represents a changing 
number of ions brought to the segment by the arterial stream 
at a rate exceeding the venous outflow during the cycle. The 
overall change in volume of a segment is the differential 
effect of expansion and emptying of the vascular compo-
nents of the entire segment. It may be possible to account 
segment ally for the volumetric shift of blood by consider-
ing its effect as a variable parallel electrical shunt. [5] 

Equations for the effect of parallel resistance are well 
known. The total electrical conductance of the extremity 
segment is probably equal to the sum of the paralleled con-
ductances of the blood and the corresponding segment. Each 
additional pulse of blood represents another path through 
which electrical current will flow. The effective parallel re-
sistive value of the added or displaced blood may be derived 
by substitution of measured values in the expression: 

Rblood = 
total

total

RR

RR

−0

0  or Rblood 
R

R

Δ
≈

2
0

                
(1) 

in which R0 represents the original resistance of the seg-
ment, Rtotal, the new total resistance. R0- Rtotal, which is 
equal to ΔR, represents the change in resistance incurred by 
the change in blood volume of the segment, by pulsation or 
otherwise.  

When small volume and resistive changes occur, then R0
2 

expresses essentially value of the product RtotalR0. The vol-
ume of blood within the segment is a direct and linear func-
tion of electrical conductivity. This is true within wide lim-
its of expansion of elastic cylinders such as arteries, veins, 
intestines, and rubber tubes. The inclusion of ground meat, 
long bone, or ground bone changes the slope of the relation-
ship but does not destroy the lineal effect. The change in 
volume of blood uniformly distributed within a segment 
may then be calculated from the derived expression of the 
volume of a cylindrical conductor: 

Vb =
bR

l 2

ρ
                                        

(2) 

where (ρ) represents the specific resistivity of the segmental 
blood, (l) the length of the segment being measured, and Rb 
the calculated effective parallel resistance of the blood re-
lated to the change. 

The volume of blood pulsed into a peripheral segment is 
usually equal to the volume of blood leaving during the cy-
cle. If one had an accurate measure of either the input or 
output, or of both volumes, it is probable that valuable data 
covering vascular responses could be scientifically ex-
pressed. If the measured value is closely proportional to the 
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absolute pulse volume, it would not be necessary to know 
either phase of the volume change. [7] 

II.   MATERIAL AND METHODS 

Impedance plethysmography is the measurement of vol-
ume changes through the measurement of the electrical im-
pedance of the body tissues of interest. When measuring in 
limbs, these volume changes are mainly due to the blood 
flow. Common plethysmography measurements in a limb 
use four band electrodes placed around it to obtain a homo-
geneous electric field in the target volume. The signal de-
tected was more affected by electrode placement, which 
may be important to estimate blood flow, but it is not essen-
tial for heart rate estimation. The distance (D) between the 
current injection electrodes should be as large as feasible, so 
as to cover as much area as possible of the leg segment be-
ing measured. The optimal separation distance between 
voltages - detection electrodes is not known in advance. 

 

 

Fig. 1 The tetrapolar arrangement. The inner electrodes are designated E1, 
E2, and the outer electrodes I1, I2. The segment D (cm) in length between E1 
and E2 is the effective resistance (R0). 

Artery expansion during heart systole increases its cross 
section area from S0 to S0+ΔS and the arterial impedance of 
this segment decreases correspondingly from Z0 to Z0 −ΔZ. 

The fractional variation is thus 
00 S

S

Z

Z Δ−=Δ
.  

The functional diagram of the implemented experimental 
embodiment is illustrated in Figure 2 

 

 

Fig. 2 System for bioimpedance measurement 

Essentially, it represents the bioimpedance measuring 
system device for the purposes of the present paper. Surface 
electrodes applied to peripheral vasculature form the inter-
connection to the patient. The measurement method in-
volves providing of a periodic current excitation signal to 
the body part via a pair of current injecting electrodes. The 
flow through the body electrical current develops a potential 
corresponding to the pulsatile impedance variation of the 
tissues in accordance with the blood circulation. A second 
electrode pair, positioned between the first electrodes, 
senses the pulse wave related voltage changes.  

The bioimpedance measuring system includes a micro-
processor controlled current generator with variable output. 
The microprocessor system drives the generator’s output 
stage under program control. We used microcontroller 
MSP430F169 because the total power consumption is re-
duced. The implemented microprocessor program control 
provides easy frequency adjustment in the range between 10 
kHz to about 200 kHz. The MSP430 has 16 registers, and 
the ability to perform arithmetic directly on values in the 
memory. C compilers can be from this and produce more 
compact, efficient code. Texas Instruments issued a com-
petitive benchmarking document that contains a comparison 
of the MSP430 with a range of other microcontrollers.  
Their performance was measured by compiling and execut-
ing the source code of a bunch of frequently used applica-
tions. [20] 

 

 
 

Fig. 3 Circuit diagram of the current generator with microcontroller 

An amplitude detector follows and rectifies the modulated 
signal. After removing the DC component from the signal, 
an amplification of the resulting pulse wave takes place. 
The output signal thus obtained, which is indicative of the 
bioimpedance being measured and hence of the blood flow 
in the body segment, is visualized by a computer. [12] 
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Fig. 4 Schematic diagram for demodulator 

The algorithm for calculating the hemodynamic variables 
was implemented in MATLAB. The majority of the data 
processing and analysis was done in MATLAB to simplify 
software development. The system prompts for data inputs 
and then calculates hemodynamic parameters from the im-
pedance signal. A measurement was made on 20 volunteers, 
clinically normal. Limb blood flow was calculated as flow / 
min, flow / beat and as a percentage of the stroke volume 
from the contemporaneously measured cardiac output. 
Every calculation was performed as an average over 6 heart 
beats. 

 

 

Fig. 5 User interface in MATLAB 

III.   RESULTS AND DISCUSSION 

The recorded pulse volume is directly proportional, but 
not necessarily equal to the sum of the true arterial inflow 
and the venous outflow from a given segment. It follows 
that the mean height measurement of the pulse wave should 
be a valid index of this proportional volume. In our study, 
twice the mean height for the area under the curve is chosen 
to represent both input and output volume. In effect, this 
represents a sequestration of the total segmental input with-
out occlusion or run - off of the venous return.  

In practice, one obtains the mean height of the pulse vol-
ume by planimetric integration over the entire pulse dis-
tance. The measurement of several pulses serves to reduce 
the error. This value is multiplied by two, since the recorded 
volume increase served both as a measure of input and of 
output volumes during the entire pulse cycle. The four elec-
trode method basically eliminates the reactive skin and 
leaves one with a better measure of the internal tissues, in-
cluding the blood, which appear predominantly resistive to 
alternating current. The pulsatile volume should probably be 
calculated on the resistive values obtained by tetrapolar 
leads, if a closer approximation to the true proportional 
pulse volume is desired. 

The figures below present plethysmography waveforms 
obtained for different values of distance (D) between the 
collecting electrodes E1 and E2 from the same volunteer. 

 

 

 

      

Fig. 6 Plethysmography wave function of the distance (D/2), (D) and (2D) 
between the E1 and E2 

 

 

Fig. 7 Power spectral density of the plethysmographic wave: in figure a) 
for distance (D) and in figure b) for distance (2D) 
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Table 1 Limb blood flow measurements in normal limbs 

Arm Leg
% stroke volume 1.10 – 5.00 1.70 – 6.56
Flow / beat (ml) 0.95 – 4.30 1.58 – 7.10

Flow / minute (ml) 92 - 283 103 - 480
Z0 (ohm) 42.0 - 81 37 - 70  

 
The table 1 shows some calculated values of blood flow. 
The system needs to be calibrated in order to be able to 

calculate meaningful hemodynamic parameters from this 
data. In order to calibrate this system, a fixed resistor with 
known impedance would be measured by the system. 

IV.   CONCLUSIONS 

In this paper, an impedance plethysmography system for 
real time noninvasive cardiac output monitoring is devel-
oped and evaluated. This system combines the advance ana-
log amplifier with the calculation power of digital signal 
processing; it is capable of detecting events in the incoming 
signal under different circumstances. Measurements of limb 
blood flow may be expressed as flow/min, flow/beat, as 
proportion of the flow in a control limb. The relative ease of 
impedance plethysmography facilitates the measurement of 
limb blood flow relative to the stroke volume or to flow in a 
control contra lateral limb, when changes in blood flow due 
to local factors are being monitored. 
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Abstract— There are many PCG signal characterization 
methods and algorithms but their practical implementation 
are yet limited. This paper presents a device that is more than 
a classical electronic stethoscope. Therefore the main goal is to 
make a signal characterization of the PCG signal and on that 
basis to be able to classify the acquired pathology information 
in accordance with a stored set of reference signals. 

Keywords— Wavelet transforms, DSP, Shannon entropy, 
Phonocardiography, Euclidian distance. 

I.   INTRODUCTION  

The frequency domain spectral properties of the PCG 
signals are a good start for a pathology analysis and classifi-
cation. The first important parameter is the frequency band 
of the PCG signal which is to be found between 80Hz and 
750Hz. As an example shown in figure 1, the spectrum is 
mainly distributed at the low boundary of the frequency 
band and in the middle of it, regardless of the pathology 
signal.  

 

Fig. 1 Aortic regurgitation pathology signal frequency spectrum  
distribution 

Therefore it turns out that a cepstrum analysis is not able 
to discriminate between let us say a “(AR) Aortic Regurgita-
tion” activity and the “(MR) Mitral Regurgitation” pathol-
ogy, even if the signals shown in figure 2, are different in an 
obvious manner. 

What makes the difference is the distribution of the  
signal energy in the time domain proved by Parseval’s 
relation presented in equation 1. This way the same spectral  
 

 

Fig. 2. Mitral regurgitation pathology signal frequency spectrum  
distribution 

distribution of the signal may be generated by a different 
enve lope, involving only a limited amount of samples, but 
scattered at a different signal index. 

2
1

0

2

0

2 ][
2

][ kMagX
N

ix
N

i

N

k
∑ ∑

−

= =
=

                      

(1) 

The best approach is to analyze the non-stationary  
properties of the signal combined with a time-frequency 
representation. The need for a combined time-frequency 
representation derives from the inadequacy of either time 
domain or frequency domain analysis to fully describe the 
nature of non-stationary signals. A time frequency distribu-
tion of a signal provides information about how the spectral 
content of the signal evolves with time, thus providing an 
ideal tool to dissect, analyze and interpret non-stationary 
signals. This is performed by mapping a one dimensional 
signal in the time domain, into a two dimensional time-
frequency representation of the signal. 

The wavelet representation is given in the space-
frequency domain, opposite to the Fourier analysis that 
gives only a frequency representation. Compact supports of 
wavelets provide a space, and their oscillatory nature pro-
vides a frequency representation of a transformed function. It 
is clear that such representation is essential for the non sta-
tionary signal. The wavelet representation of a function has 
the multiresolution property, which means that it is given on 
several resolution scales. Trough the wavelet transform, the 
dimension of the data set that store information about the 
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function is considerably decreased, while the most important 
information is not lost. This is very important for a good 
compression that saves storage in a system memory. Com-
plementary to the wavelet transform is the computing of the 
Shannon Entropy resulted from each decomposition level in 
the multiresolution representation. The entropy information 
is important because the information density is different and 
specific as regards the decomposition level and the pathol-
ogy signal. The simplest way to build a pattern recognizing 
algorithm is promising by using the Euclidian distance be-
tween all decomposition levels and a reference signal which 
is stored in a SD card memory. This approach has two major 
drawbacks. First of all the amount of required memory for 
the signal reference tend to grow with each decomposition 
level. Secondly it is known that the Euclidian distance is 
sensitive to the time shifting that may occur between the 
acquired signal and the reference one. The proposed algo-
rithm overcomes the above mentioned issues.  

II.   DESCRIPTION OF THE METHOD 

Equation 2 shows the matrix of the decomposed signal 
using the L level wavelet transform applied to N samples. 
Each row of the matrix represents a decomposition level 
where the obtained coefficients are half the amount of the 
original signal or level. The device is acquiring 32768 sam-
ples with 16 bit/samples at an 8 KHz sampling rate.  
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where  ( ) ( ) ( )NWNWNW coefcoefapL det__ +=  (2.a) 

Equations 2.a shows that the signal matrix includes at the 
end both approximation and detail coefficients. All these 
coefficients are taking part in the Shannon entropy  
evaluation.   

The first step of proposed algorithm does compute the 
Shannon entropy of wavelet decomposition shown in figure 
3, throughout the PCG signal. The results are stored as 
Shannon coefficients which are specific to a given PCG 
pathology signal. Also the decomposition level of the signal 
which contains a dyadic number of coefficients is reduced 
to a single coefficient. All signal specific, computed  
Shannon coefficients are forming together a unique finger-
print which offer an information density characterization. 

Figure 4 show the Shannon entropy of the approximation 
coefficients for 10 reference pathology signals. As we can 
observe in figure 4 the Shannon entropy of the approxima-
tion coefficients does not characterize in a favorable way 
our pathology signals, because after the level 4 the usable 
information amount is very low. Although the approxima-
tion coefficients are embedded in the matrix of the signal 
because of the 300 percent variation of information amount, 
along all 10 analyzed pathological signals.  

 

Fig. 3 Wavelet decomposition of a 7 level pathological PCG signal 

The Shannon entropy of a signal is computed using equa-
tion 3. 
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After the signal decomposition, the level iterations contain a 
specific narrow signature reflected in the information con-
tent in a specific frequency band. At the end of the  
decomposition, the signal is characterized by a number of  
Shannon’s entropy coefficients. These coefficients represent 
the compressed form of the pathology signals. The pathol-
ogy signals have therefore specific spectral fingerprints 
which are used to compute the Euclidian distance between 
the stored reference vectors and the currently analyzed sig-
nal. The Euclidian distance is computed using equation 4. 
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Fig. 4 Shannon entropy of approximation coefficients 

Things are very different in figure 5, where the detail co-
efficients are making the difference. It turned to be obvious 
that the high frequency details have a high impact on the 
signals characterization.  

 

Fig. 5 Shannon entropy of detail coefficients 

If there are an enough amount of acquired samples, con-
sequently the Euclidian distance is less time shift sensitive. 
This was tested using a time shifted PCG signal which has a 
close Shannon distance value, to another pathology signal. 
The result is a slight increasing of the Euclidian distance, 
but after all the algorithm is searching for distance minima 
between the stored signal coefficients and the currently 
acquired signal. Figure 5 suggests also that the necessary 
highest decomposition level does not need to exceed the 
value 7 (level 6 in figure 5). The reason for that assumption 
is justified because after level 7 the entropy level drops very 
low with the meaning of low information content similar to 
the approximation details. The major advantage of using the 

Shannon entropy instead of the complex matrix shown in 
equation 2 is the reduction of the original signal to a set of 
coefficients which equals the number of decomposition 
level.  

The second step of the signal characterization algorithm 
is a pattern recognition method, based on an envelope cross-
correlation. The reference envelope signals are stored in the 
SD card. By using the data compression property of the 
wavelet’s decomposition, the computed reference envelope 
does contain a reduced number of signal samples in com-
parison with the original signal. The main difficulty in the 
characterization of the PCG signal is the finding of a useful 
time/frequency reference. For that reason the reference 
envelope is a previously cropped signal cycle, from the 
specific S1 and S2 along with all murmur noises. The re-
sulted reference signal cycle is translated over the whole 
signal at the certain decomposition level to create a cross-
correlation. A simple sorting algorithm searches the resulted 
maxima through each pathology correlation coefficient. At 
the end of this process all reference envelops are character-
ized relatively to the acquired signals, therefore we obtain a 
pathology classification. 

The above described algorithms are embedded in a mi-
crocomputer that has been build using two microcontrollers. 
Figure 6 shows the structural design of the device. 

 

Fig. 6 Bloc diagram of the PCG signal analyzer 

The hardware of the device is split in two functional 
modules. The acquired signal is filtered in real time to the 
necessary bandwidth by menu selection, using the north 
side dsPIC30F6012 DSP microcontroller. The acquired data 
is normalized to 16 bit by using the scaling factor given by 
the FBCL instruction. A very efficient way to suppress the 
unwanted alias signals is to increase the sampling frequency 
to at least 10 times the useful bandwidth. This way the order 
of anti-alias filter can be minimized. Using a clock speed of 
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120 MHz the 512 FIR taps filtering convolution is com-
pleted during 512 MAC instructions and spending a total 
time of 18us/sample. After bandwidth filtering, the same 
DSP engine is used for the wavelet transform by using the 
previously computed Daubeschies 4 wavelet coefficients. 
Each filtering iteration is done first for the approximation 
coefficients and secondly for the detail coefficients. After 
the iteration is done the sample number is half of the origi-
nal signal or the previous approximation coefficients. All 
decomposition levels are stored in the SD card. During 
acquisition the filtered PCG signal can be listening, using a 
pair of headphones. The resulted samples are stored in the 
4Mbit static RAM for the necessary off line computing of 
the wavelet transform. The Shannon entropy and the Euclid-
ian distance are computed by request after the displaying of 
the time-frequency scalogram. The signal scalogram is 
displayed as shown in figure 7 which consists of all wavelet 
decomposition levels displayed through interpolated values 
at level borders. Each signal amplitude is corelated to a 
given color at a certain decomposition level. 

 

Fig. 7 Scalogram displayed on 128x160 pixels 

Even though the scalogram is a low resolution image it is 
fully capable to offer a good frequency-time structure of the 
PCG pathology signal. The original signal is displayed by 
using the Bresenham line drawing algorithm which is 
adapted to the DEM128160 color display. The overall nec-
essary processing time for a scale index equal with level 7 
but only on the wavelet tree, is equal to 12.5s including al 
the read and write time to the SD memory card. Hence it is 
known that the SD card is a rather time-consuming storage 
device; condition that may possibly be improved by using a 
larger RAM, to reduce the SD card number of writing-
reading cycles.   

The second step of pattern recognition method using an 
envelope cross-correlation algorithm is extremely complex 
and therefore both microcontrollers are involved in comput-
ing the acquired heart rate, the signal envelope and the  
reference multirate sampling. The requirement of a fast 
communication channel between the two microcontrollers is 
solved by using the internal hardware high speed SPI  
module.  

III.   CONCLUSIONS  

Although this new medical imaging device suffers from a 
low spatial and temporal resolution; it could be proved to be 
a good choice for low-cost and mobility strategy in cardiac 
imaging, rather than the expensive ultrasound imaging de-
vices. The classical auscultation technique benefits from a 
great quality improvement by using a device which is capa-
ble to offer a time-frequency representation. The expected 
research direction is to be guided to improve the image 
quality on a larger display and increase the number of wave-
let decomposing levels to avoid the necessary interpolations 
used in present. The cross-correlation algorithm is although 
under construction but the proved interest for this device 
among the cardiologists, makes us confident for the utility 
of the newly designed features. 
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Abstract— Monitoring neuromuscular fatigue in fighter pi-
lots is important and with serious effects. The limit conditions 
the pilots are submitted to during flight missions make moni-
toring neuromuscular fatigue (NMF) extremely important, as 
NMF significantly increases the risk of accident and affects the 
pilot’s efficiency. We developed a noninvasive approach of 
monitoring the NMF, based on the compression of the Power 
Spectral Density of the SEMG (surface electromyogram) to-
ward lower frequencies with increasing NMF, quantified by 
the Instantaneous Median Scale (IMedS) computed from 
SEMG via the Wavelet Transform. The Raa parameter 
(Area/Amplitude Ratio) computed on the SEMG was concur-
rently used. The paper provides a functional, practically ori-
ented overview.  

Keywords— Neuromuscular fatigue, Area/Amplitude Ratio, 
Wavelet, Electromyogram, Blood Oxygen Saturation. 

I.   INTRODUCTION  

Due to the limit conditions the pilots are submitted to 
during flight missions, monitoring NMF in pilots is impor-
tant and with serious effects, due to the limit conditions the 
human organism is submitted to. Recent research 
[1,2,3,4,5], explored NMF in pilots flying on different mili-
tary aircraft both on land and in mission. Neck, back leg and 
hand muscles - posturally and functionally important - were 
studied as mostly exposed to fatigue. The results confirmed 
the installation and development of fatigue in all studied 
muscles, mostly in the neck muscles, which may signifi-
cantly increase the risk of accident and decrease the pilot 
efficiency in mission.  

The power and resistance in the neck muscles are mostly 
important in fighter and test pilots, therefore extreme atten-
tion has to be paid to the recovery following the mission. 
Cervical injury is directly related to the fatigue in the neck 
muscles, which involve mostly the Trapezius and Sterno-
cleidomastoidian muscles. These are accessible for surface 
electromyographic (SEMG) recordings. 

Our approach of monitoring the development of NMF is 
based on the compression of the Power Spectral Density of the 
SEMG toward lower frequencies, from the beginning of the 
voluntary contraction, due to the reduction of the conduction 
velocity in direct relation with the muscular fiber membrane 

excitability and with neural adaptation. SEMG recorded  
simultaneously from the same muscles under steady contrac-
tion, shows a compression of the spectra toward lower fre-
quencies since the beginning of the contraction [6,7].  

In order to study transitional phenomena in muscle con-
traction and to monitor fatigue in steady and also in dy-
namic contraction, the use of WT has been investigated, via 
Instantaneous Median Frequency (IMedS) [8]. The use of 
WT was shown until now on a rather limited scale only for 
epochs where Fast Fourier Transform can also be consis-
tently used, i.e. windows of signal where no acceleration or 
deceleration occurs, situation just occurring in the steady 
contraction or in some isokinetic exercise.  

The Raa parameter (Area/Amplitude Ratio) [9,10,11,12] 
was concurrently used together with IMedS in the dynamic 
exercise. 

Besides the electromyogram, the oxygen saturation 
(SaO2) is important in characterizing the muscular activity. 
Under physical stress the brain is supported only by an 
increase of blood flow while the circulation is distributed 
toward vital organs, therefore the price is the installation of 
the ‘central’ generalized fatigue.  

Under physical stress, the muscle enters a status of oxy-
gen debt. Under conditions of ATP exhaustion and a lack of 
oxygen, metabolic anaerobic mechanisms act to produce 
heat and toxic products e.g. the lactic acid, which in its turn 
has to be metabolized and this leads to muscle fatigue. 

While it was reported that a direct effect of hypoxia in re-
ducing the motor drive to the working muscles exists but this 
effect is moderate [13] other studies conclude that across the 
range of normoxia to severe hypoxia, the major determinants 
of central motor output and exercise performance switches 
from a predominantly peripheral origin of fatigue to a hy-
poxia-sensitive central component of fatigue, probably in-
volving brain hypoxic effects on effort perception [14]. 

The paper provides a functional, practically oriented 
overview, briefly showing the method, the signal recording 
and processing, preliminary results. 

II.   METHODS 

An experimental chair demonstrator was built (Figure 1) 
to accommodate the subject in different positions. The  
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Fig. 1  Experimental chair demonstrator 

subject was asked to push (extension) or pull (flexion) with 
the head against a force transducer.  

The signal processing was run through an original appli-
cation MTT_AEXON_PROC (Figure 2). 

 

 
 

Fig. 2  MTT_AEXON_PROC -  Signal processing window 

 
The SEMG was recorded by a BIOPAC system 

(BIOPAC SYSTEMS INC, USA) from the left and right TR 
(Trapezius) and SCM (Sternocleidomastoidian) muscles in 
sustained contraction both in extension and flexion, at 50% 
MVC Maximum Voluntary Contraction). In the beginning 
of any experiment the MVC was estimated, the subject 
having been asked for a maximal contraction sustained for 5 
seconds. 

As the heart rate generally increases with sustained ef-
fort, it was also monitored together with the SaO2. The 
SaO2 and cardiac rate were taken with a probe fixed on the  
 

left ear (OXY100C, BIOPAC SYSTEMS INC, USA). The 
SEMGs, force signals, SaO2, heart rate were acquired at 
1000 samples/second. 

A.   Parameters 

The Raa, IMS and IMedS were computed from the origi-
nal signals (SEMG) on successive epochs, for all the sub-
jects, using a rectangular window. 

Raa – Average Area /Amplitude Ratio, with a dimension 
of time [ms], is computed from the signal in the time do-
main, calculated from the SEMG between consecutive 
transversals of the isoelectric line, called ‘phases’ [9,10]: 

∑
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=
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S

n
Raa

1

1

                                    

 (1) 

with:  

 n - the number of phases within the considered epoch, 
 Si - current phase area, the integral of the ith phase of the 

signal within the current signal segment, 
 Ai - the maximal amplitude of the ith phase of the signal 

within the current signal segment, selected on all m sam-
ples within the current phase. 

In the simplest case n equals 1 and the result is the instanta-
neous Raa. 

IMedS (Instantaneous Median Scale) is computed via the 
Continuous Wavelet Transform (CWT). We use CWT as it 
works at every scale and preserves all the information in the 
signal x(t). With CWT, the Ψ(t) MW is smoothly shifted 
over the full domain of the analyzed signal x(t):  

∫ Ψ= dtttxsCWT sx )()(),( ,
*

ττ
             

 (2) 

where 
s - scale,  
τ - translation (time or space shifting),  

τ,
*

sΨ  - is obtained by scaling the Ψ(t) MW over τ and 
s; higher scales correspond to lower frequencies. 

The power density function or Scalogram is: 

2|),(|),( ττ sCWTsSCAL x=
                

 (3) 

where  
 

),( sSCAL τ - is the time dependent scalogram. 
 

IMedS - The instantaneous median scale of the scalo-
gram, localized at a specific time moment, computed as the 
actual scale value separating the scalogram into two surface 
regions, of equal area: 
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where 
scal - is the considered maximal scale considered within 

the transform. 

B.   Data Processing 

The parameter vectors were linearly interpolated (slope+-
standard deviation; intercept+-standard deviation). The two-
way analysis of variance (ANOVA) was applied to the 
parameters. 

C.   Results 

Raa and IMedS showed positive slopes in all subjects, from 
the beginning of the contraction, for all the epochs. This 
proved the central component of the fatigue. 

 

Fig. 3  The evolution of Blood Oxygen Saturation with advancing fatigue 

Preliminary experiments run on 12 female and 12 male 
subjects showed a steady increase (positive slopes) of 
IMedS (2.88e-003+-3.89e-003 [scale/s]; 3.95  +-0.29 
[scales]), Raa (1.23e-003 +-1.491e-003 [ms/s]; 1.88+- 0.22 
[ms]) and a decrease (negative slope) of SaO2 (-3.3299e-
003+- 9.5170e-003 [%/s]; 97.92+- 0.95 [%]) from the be-
ginning of the contraction up to exhaustion. There are no 
significant differences between sexes. There are no 
significant differences between extension and flexion. 

III.   CONCLUSIONS 

The preliminary results show that  
(i) Exhausting contraction is associated with an increase  

of IMedS, Raa and a decrease of SaO2 
(ii) SaO2 acts as an index of fatiguability, yet SEMG  

derived parameters are more sensitive than SaO2 
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Abstract— The work presents the experimental results con-
cerning the electromagnetic characteristics of a shielded room 
destined to bio-electromagnetism researches and to the utiliza-
tion of a high resolution SQUID magnetometer.  The experi-
mental results regarding the dependence of the shielding factor 
on the applied field frequency are presented. The phase of the 
residual magnetic field and its dependence on the frequency of 
the external field has also been determined. The experimental 
results confirm the theoretical studies on the utilization of the 
non-ferromagnetic material shields. 

Keywords—  shielded room, passive shielding, active  
shielding. 

I.   INTRODUCTION  

The bioelectromagnetism measurements require special 
conditions, given the very small signals and detected fields.  

These conditions concern the necessity to reduce the 
magnetic fields external to the space where the measure-
ments are carried out, i.e. both the geomagnetic field and 
the interfering magnetic fields existing outside this space. 
This kind of space where the magnetic activity is almost 
zero can be obtained by combining various compensation 
means. These are represented by the magnetic shields which 
can be used independently or with other means meant to 
increase the shielding factors. 

The magnetic shields [1], [2], [3] built for bio- electro-
magnetism measurements are shaped as cubes or parallele-
pipeds and are made of various materials, using various 
assembling and construction methods. 

The materials they are made of can be ferromagnetic [4], 
[5] or non-ferromagnetic [6]. 

For the shielded rooms made of ferromagnetic materials, 
the shielding is due to the fact that the magnetic flux prefers 
the path with the highest value of the magnetic permeabil-
ity. The utilization of multiple layers increases the shielding 
factor [7] – [9], [10], [11]. To increase the permeability of a 
ferromagnetic material, an alternating magnetic field pro-
duced by coils wound on the shield is applied, i.e. the shak-
ing method is used. In order to increase the shielding factor 
of the passive shields, other systems can be added. The 
mostly used method is to add systems of uniaxial or tri-axial 
coils disposed in Helmholtz configuration, as well as nega-
tive feedback assembly, see Table 1. 

Table 1 Classification of the hybrid shielding methods  

Materials Combination Compensation Applications 

Ferromagnetic 
with high 
magnetic 
permeability  -   
mumetal, 
permalloy, Fe-
Si alloy 

Cube or  
parallelepiped 
shape  with 1, 2, 
3, 6 or 8 layers 
with uniaxial or 
triaxial coils 
system and 
negative feed-
back assembly 

For passive 
shielding and 
active shielding  

Based on high 
magnetic perme-
ability of per-
malloy, for ELF 
shielding  

Non-
ferromagnetic 
(Al, Cu) 
materials with 
high electric 
conductivity 

Walls with 1, 2, 
3 layers and 
uniaxial or 
triaxial coils 
system and 
negative feed-
back assembly  

for passive and 
dynamic 
shielding 

Based on Lenz law, 
for EHF shielding   

Ferromagnetic 
and non-
ferromagnetic 

sandwich type 
with air, wood, 
plastic, glass 
in combination, 
permalloy with 
Al or Cu and 
with uniaxial / 
triaxial system 
coils and nega-
tive feedback 
assembly 

passive shield-
ing  and dy-
namic shielding 

Biomagnetism, 
satellites, generally 
equipment using 
electron guns or 
ions sources and 
mass spectrometry, 
masers and atomic 
clocks, electron 
microscopy and 
transmission 
electron 
microscopy, SEM 
(scanning electron 
microscopy), SQ 
UID, MRI, electron 
beam instruments 

The feedback loop closes through a field sensor, a mag-
netometer, power amplifiers and compensation coils. The 
sensor is located in the area which must have a minimum 
magnetic field, inside the compensation coils. These sys-
tems are especially used to obtain minimum magnetic fields 
within different volumes in which the equipment are due to 
operate. Several terms are used in literature, such as: active 
compensation [12], [13], [14], active shielding [15], [16], 
[17], dynamic shielding [18], magnetic field cancellation 
[19], magnetic field stabilization [20] or hybrid technique 
[21]. All these terms define compensation systems which 
operate in negative feedback regime. 
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II.   THEORETICAL CONSIDERATIONS 

In order to measure the biomagnetic fields, besides using 
these systems for compensating and shielding the disturbing 
fields, the utilization of high resolution magnetometers is 
also necessary. The high resolution biomagnetometers have 
very good sensitivity, but also some limitations, such as: 

- reduced immunity to electromagnetic and magnetic 
fields; 

- sensitivity to shocks, vibrations and microseisms;  
- necessity of periodic refilling with liquid He or  

nitrogen. 

The disturbing magnetic fields are both continuous, like the 
geomagnetic field, and natural slowly variable components 
produced by geomagnetic field micro pulsations or geo-
magnetic storms. Among the low frequency fields, those 
produced by the supply networks and by the 50 Hz supply 
plants and power transformers are the most present in the 
disturbing signal spectrum, both by their basic frequency, 
and the second and third order harmonics especially. These 
frequencies are hard to eliminate from the complex signal of 
the biomagnetometer, because they can be found in the 
spectrum of both bioelectric and biomagnetic signals. 

Usually, the high frequency fields in the long wave and 
microwaves range do not penetrate in the channel of bio-
magnetic signal of the SQUID, but they easily penetrate in 
the end processing modules. That is why it is recommended 
to ensure the compatibility of the SQUID installation with 
the electromagnetic medium within the entire spectral range. 
The compatibility can be reached by classical shielding 
methods, introducing the SQUID installation together with 
the subject in a room shielded against both continuous and 
alternating magnetic fields. There are several shielding tech-
niques and methods, depending on the SQUID perform-
ances, destination and location, and the designer and builder 
imagination. In the case of shielded rooms made of non-
ferromagnetic (Cu, Al) materials, the shielding is based on 
the Lenz’s law. The time-variable electromagnetic field 
induces in the conducting material eddy currents which, in 
turn, generate a field opposite to the external field. Simulta-
neously, the energy absorption through eddy currents occurs. 
The shielding effect is determined by the skin depth δ, which 
represents the distance at which the electromagnetic wave is 
attenuated by a factor 1/e. For the calculation of the skin 
depth, an electromagnetic wave with intensity H0 is consid-
ered, with normal incidence to the external surface of a plane 
conducting wall with the thickness z, the intensity Hx of the 
wave emerging from the conducting wall being diminished. 
Let’s consider a plane wall made of a non-ferromagnetic 
high conductivity material - Cu or Al, having the separation 
surface from the medium in the Oyz plane, Figure 1. 

 

Fig. 1 Wave propagation through conducting wall 

The plane wave of intensity H0 travels in the space on a 
direction perpendicular to the incidence plane of the 
conducting wall. Under these conditions, only the field 
component along the Ox axis will be considered  Ddevelop-
ing the Helmholtz equation,  the component HZ becomes: 

)cos(),( 0 δ
ωδ z

teHtzH
z

y −=
−
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From the above equation, the field amplitude and phase at 
the distance z result. The phase angle is also useful to ex-
press the standard skin depth. At the standard skin depth, 
the phase angle is about 570. Therefore, the electromagnetic 
field intensity decreases exponentially with the distance run 
through a conducting medium. In the electromagnetic field 
theory, it was demonstrated that the skin depth δ depends on 
the electric and magnetic properties of the medium and the 
electromagnetic wave frequency according to the relation: 
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where: f – field frequency; σ– conductivity of the conduct-
ing medium; µ – magnetic permeability of the medium. One 
can notice that the skin depth decreases as the field 
frequency increases. 

III.   EXPERIMENTAL SETUP  

The theoretical and experimental researches are dealing 
with the theoretical calculation and experimental determina-
tion of the global shielding factor within different frequency 
ranges, from the continuous fields to medium frequency 
fields. At low frequency, the phenomena occur in the mag-
netic induction zone and, consequently, only the magnetic 
component of the field is of interest. Even though, from the 
theoretical results, it follows as obvious that there are two 
components of the field inside the room, a real and an 
imaginary one, the studies were not directed to the determi-
nation of the field phase variation inside the system. The 
knowledge of the field phase within the shield is important 
in the utilization of the systems for magnetic field dynamic 
control, systems which operates in the negative feedback 
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loop. The realized installation makes use of mixed shield-
ing, consisting of a room made of non-ferromagnetic mate-
rial, and a group of external coils which control, through the 
negative feedback, the residual magnetic field inside the 
room. The shielded room has a parallelepiped shape, sized 
2x2x3 m, and has 0.012 m thick aluminum walls. It is lo-
cated in the centre of a system of coils disposed in a Helm-
holtz configuration, with the side of 4 m each. From the 
equation (1), it follows that inside the shielded room there is 
a residual complex signal with the amplitude smaller than 
the external field. One can notice that the phase of this sig-
nal strongly depends on the field frequency. That is why it 
is difficult to apply a negative feedback loop, given the fact 
that it is necessary to correct the phase of the current 
through the Helmholtz coils in terms of the applied fre-
quency.  In order to determine the shielding factors and the 
residual signal phase, the installation presented in Figure 2 
is used. 

 

Fig. 2 The block diagram of the installation for electromagnetic characteri-
zation of the shielded room 

An alternating current is injected through the Helmholtz 
coils, its intensity being measured by means of a standard 
resistor and a digital oscilloscope. The residual magnetic 
field within the shielded room is measured with a saturable 
fluxgate magnetometer. For the determination of the resid-
ual field phase, the current injected through the Helmholtz 
coils was taken as reference. It has been experimentally 
found that the shielding factors along the three directions 
are different Figure 3.  

The variation of the shielding factors along the three di-
rections results from the coupling factors between the three 
pairs of Helmholtz coils and the room walls, which are 
different along the three directions. Still another reason that 
the shielding factors are different along the three directions 
is the presence of the walls which are parallel with the field 
lines, and within which residual fields are induced by the 
components of the external magnetic induction produced by 
the coils.  

 

Fig. 3 Shielding factors along the three directions  

In fact, one can consider that the wave front of the dis-
turbing induction meet the shielded room walls under dif-
ferent, well defined angles, in each of the three main planes. 

The field phase inside the room changes differently along 
the three directions, within the volume comprised between 
the geometrical centre and the room walls. Figures 4, 5, 6 
present the variation of the residual field phase inside the 
room along the three orthogonal directions Oxyz.  

 

Fig. 4  Variation of the residual field phase inside the room along the Ox 
direction 

 
Fig. 5 Variation of the residual field phase inside the room along the Oy 
direction 
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The phase variation inside is important because the sys-
tem that works in the negative feedback loop, having sensors 
on the inside, must maintain a phase relation corresponding 
to a stable regime. Consequently, in the negative feedback 
loop of the power amplifier which injects compensating 
currents through the external coils, a phase correcting circuit 
must be introduced depending on frequency. In this way, the 
negative feedback coefficient can become constant within 
the entire frequency range, and equal to the negative feed-
back coefficient for the external fields. 

 

Fig. 6 Variation of the residual field phase inside the room along the Oy 
direction 

IV.   CONCLUSIONS 

The shielded room presents different shielding factors 
along the three main directions. 

The phase of the residual field inside the room depends 
on the frequency and on the position of the measurement 
point. 

A phase variation was found within the volume of the 
shielded room along all the three directions. 

For the active control/shielding, a phase corrector must 
be introduced, which maintain the system within the stable 
zone of the negative feedback loop. 
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Abstract— The objective of this paper is to describe an 
original linear type exerciser for the rehabilitation of the upper 
limb. The presentation of the most important characteristics of 
rehabilitation is followed by an analysis of different variants of 
exercisers. The core issues on design of exercisers are empha-
sized and the studied exerciser is described. It has one degree 
of freedom, is pneumatically actuated, being dedicated to both 
active and passive exercises.  

Keywords—  Rehabilitation, exerciser, active–passive. 

I.   INTRODUCTION  

The rehabilitation is that component of the medicine (be-
side the prophylactic and curative medicine) which implies 
complex assistive processes in order to prevent, compen-
sate, relieve or neutralize impairments, disabilities or  
handicaps [1]. The main aim of the rehabilitation is the rein-
tegration of the disabled in their families and society. The 
key concept in rehabilitation is that of residual function; the 
rehabilitation procedures must maintain, develop and ex-
ploit the residual capabilities of the patients. 

It is recognized that any rehabilitation procedure is more 
efficient as is aided by simple devices or complex systems 
whose role is the replacement or assisting of the totally lost 
or partially reduced motor or/and sensorial functions [2]. 
The prosthesis, orthosis, telethesis, mobility aids, wheel-
chairs, aids for daily living, environmental control systems, 
augmentative/alternative communication systems, aids for 
vision and hearing impaired, functional electrical / magneti-
cal stimulation systems, assistive robots, etc. are few exam-
ples of currently used rehabilitation equipments [3]. To the 
above-mentioned products, different types of rehabilitation 
systems used for motion-based rehabilitation approaches are 
added. The motion is the basic element of the rehabilitation 
in walking, running, grasping, gym, and games and training 
with specialized equipment. The motion-based therapy is 
recommended in posttraumatic affections of the locomotion 
apparatus, diseases of the nervous system and rheumatic 
illnesses [4]. Its task is the amelioration of disabilities by 
performance’s improvement (force, precision, mobility).  

In this paper some equipment for performing repetitive 
exercises (so-called exercisers) by the upper limbs are ana-
lyzed and an original one degree of freedom, linear type 
exerciser is presented. 

II.   ANALYSIS OF DIFFERENT EXERCISERS 

Manually assisted kinetotherapy is limited by fatigue of 
the therapists, while with an exerciser, the duration and 
number of training sessions can be increased, more than that 
with the aid of the sensors mounted on the exercisers the 
biomechanical parameters can be recorded or/and analyzed 
in a real time or later on manner. The great variety of exer-
cises causes a variety of dedicated equipment. Many high-
performance exercisers were developed, experimentally 
tested and now are currently used.  

Paper [5] presents a robot for arm therapy which has a 
semi-exoskeleton structure with six degrees of freedom. It is 
equipped with position and force sensors. The system is 
applicable to the training of activities of daily living. The 
development of a rehabilitation machine for upper limb in-
cluding a wearable muscle suit without metal frame, actu-
ated by McKibben actuators is presented in [6]. A therapeu-
tic wrist rotator for the passive pronation - supination of the 
forearm is described in [7]. The device, fixed to a stationary 
table, includes an electric actuator and a mechanical trans-
mission to provide relatively slow rotational speed and rela-
tively high torque to the output shaft and handgrip. A ther-
apy and training device for the shoulder joint with a trunk 
base having two shoulders extensions on a rotational joint 
base was introduced [8]. It has a modular structure and can 
produce passive motions of the shoulder and elbow. In [9] 
were studied the possibilities to use the shape memory ac-
tuators in the structure of intelligent exercisers. An actua-
tion device based on active element made of CuZnAl alloy 
with two-way shape memory effect was developed. The 
device is suited to rehabilitation of the fingers joints. Paper 
[10] presents a continuous passive motion device including 
an upper arm support suitably fixed to a drive actuator and 
an adjustable forearm support. Other similar exercisers are 
described in [11] – [14]: a two degrees of freedom robotic 
arm used to play arm wrestling game with human for enter-
tainment or physical exercises, a three degrees of freedom 
exoskeleton system attached to the upper limb to assist its 
motion, a therapeutic exerciser equipped with two angular 
voice – coil actuators coupled by levers to the upper limb, 
two compact, portable devices for elbow and knee rehabili-
tation. The resistive forces and torques may be assured by 
weights, elastic elements and various type of brakes (me-
chanic, magnetic and based on smart fluids) [15], [16].  
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In our previous work, several exercisers were developed. 
The exerciser shown in [17] was designed to be used in pas-
sive and active upper limb’s mobilization, aiming the re-
attainment of the shoulder articulations, elbow’s and wrists 
movement capacity and patient’s motor skills. A stationary 
two degrees of freedom powered therapeutic devices, 
based on parallel mechanisms, that provide active or pas-
sive motions of the hand is presented in [18]. It trains the 
wrist in flexion-extension and abduction-adduction 
movements. The device given in [19] provides continuous 
controlled passive motion and adjustable range of motion 
for the rehabilitation of the upper extremity forearm. In [20] 
a cost effective, efficient, easy to use, lightweight and port-
able exerciser, containing simple mechanisms for regaining 
the wrist joint’s functions, is described. 

There is a need for new therapeutic exercisers that inte-
grate various mechanisms, different actuation systems and 
information technology to develop high performance ro-
botic exercisers. 

III.   THE CORE ISSUES ON EXERCISERS’ DESIGN  

The design of the exercisers is largely influenced by the 
motion type. The passive mobilizations are those move-
ments imposed to a patient’s articulation by an exterior in-
tervention, without its neuromuscular system to be in-
volved. They are characterized by the range and speed of 
motion, both forward and backward. For passive exercises, 
the specific parameters are: the motion’s sequence, the 
range of motion, the velocity and acceleration. The active 
mobilizations or movements are the ensemble of exercises 
performed by the patient, voluntarily putting in function 
his/her neuromuscular system. Active movements may be 
assisted, free – without exterior resistance or active move-
ments against a resisting force. For the active exercises, the 
therapist learns the patient about the motions to be executed, 
and the exerciser gives the necessary resisting force, dis-
places trajectories and targets to be accomplished. 

Both in active and passive exercises, the upper limb’s 
motions can be monitored by using electrogoniometers or 
other measurement systems; the patient’s parameters could 
be displayed, in order to diagnose. 

Due to the fact that the kinethoterapeutic programs are 
made for each patient, taking into consideration the disease 
and the patient’s characteristics, the exercisers should allow 
setting multiple functional parameters: range of motion, 
speed, acceleration, resistive force or torque, a.s.o. The 
geometrical features of the exercisers are established ac-
cording to the anthropometric data of the limbs and body 
and their biomechanics. Since the exercisers are useful aids 
for therapist in repetitive tasks of the treatment program, 

their design must take into account the requirements and 
needs of the therapists as well as those of the patients [21].  

IV.   THE STUDIED EXERCISER  

The studied rehabilitation robotic system is dedicated to 
both active and passive exercises.  User, in the sitting or 
standing position, has its upper limb “linked” with a me-
chanical structure (the hand is in direct contact with a han-
dle). Thus the upper limb is mobilized, actively or pas-
sively, in front or side work positions (Fig. 1). The exercises 
further diversify if the system works in a tilted plane from 
the horizontal, even in a vertical plane [22]. 

 

a   b 

Fig. 1 The work positions of the exerciser 

The mechanical structure of the system is made by join-
ing two pneumatic cylinders. The rod ends of the cylinders 
are fixed and for stabilizing this configuration an additional 
sliding join was added to increase the mechanism stability. 
The handle was mounted on the top of the mechanism. A 
control system was developed. The block diagram of the 
system is given in Fig. 2.  

 

Fig. 2  The block diagram of the exerciser 

The control system is made from a PC (1) that communi-
cates with a NI USB 6009 console (2) via USB. The IT202 
pressure regulator is controlled by the analog output of (2) 
through an amplifier (3). The valves are activated digitally 
with the aid of the amplifier (5). The push and pull forces 
are measured by two force sensors (4) and for measuring the 
traveled distance an encoder (6) was added. The pressure is 
read by the built in pressure sensor of the IT202. 
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The pneumatic components (Fig. 3) are: two C85E25-
160 pneumatic cylinders, one EVZ512 3/2 solenoid valve, 
one IT202-F003B, electrically adjustable pressure regulator, 
one EVZ5320 5/3 solenoid valve and one manual pressure 
regulator. An electronic part has been designed staring from 
the considerate to use a galvanic separation, with CNY74-4 
optotransistors, between the NI – USB 6009 control board 
and the power connections. The power amplifiers L293 
were used to drive the solenoid valves. The IT202 pressure 
regulator it’s controlled in 0-20mA DC current range 
through one BC639 transistor. The NI – USB 6009 read two 
Force Sensing Resistors (FSR) sensors mounted in the han-
dle as well as one optical linear encoder. 

 

Fig. 3 The pneumatic diagram of the exerciser 

When the “Main” solenoid valve is open the compressed 
air set at 4 bar flows into the IT202 and PR2 pressure regu-
lators. The PR2 is set at 2 bar and is connected at the 3 and 
5 terminals of the 5/3 valve and the output of the IT202 is 
connected at the terminal 1 of the 5/3 valve. The terminals 2 
and 4 are connected at the cylinders terminals. 

 By adjusting, through the “Pressure” slider of the inter-
face, the IT202 at a higher pressure than PR2 and activating 
the Y1 solenoid of the 5/3 valve, both cylinder roods will 
travel into “Right” direction. By activating the Y2 solenoid, 
the cylinder will travel in the “Left” direction. In this way 
passive movements of the upper limb are possible. When 
the “MIN Dist.” (minimum value of the distance set on the 
interface) or “MAX Dist.” (maximum value of the distance 
set on the interface) are reached the system automatically 
changes the direction.  

If the patient doesn’t want his exercise to be assisted by 
the program behind the interface, he can manually adjust the 
force by setting up the IT202 through the “Pressure “slider. 
For the active assisted movements the pressure of IT202 has 
to be adjusted in accordance with the force read by the FSR 
in the handle and the desired force set in the interface.  

In the case of exercises with desired low amplitudes and 
forces the system reads the encoder, the “MAX Dist.” and 
“MIN Dist” and “Force desired” edit boxes of the interface. 

The system activates the Y1 and Y2 in accordance with the 
displacement and direction and adjusts the force by setting 
the IT202 output according with the exercises requirements. 

 

Fig. 4 The developed interface of the exerciser 

Lab View 8.6 was used to build the interface of the sys-
tem (Fig. 4). The program which runs behind this interface 
allows setting up the type of the exercises, the pressure of 
the IT202, the force and the distance desired. The interface 
also offer a visual feed back for the patient by displaying 
the force and distance read by the sensors. The buttons “Ac-
tive” / “Passive “ allow the user to set the desired exercises 
with an interlock function that do not allow the execution in 
the same time. For counting the traveled distance the pro-
gram reads a digital input port with a linear encoder at-
tached. Also the program has the capacity to limit the trav-
eled distance. The system will change the travel direction 
automatically if the maximum or minimum distance, from 
the afferent edit boxes, is reached. The force desired edit 
box is used to set a maximum force allowed for the exer-
cise. If this force is reached the system will adjust the IT202 
in order to lower the handle force. 

 

Fig. 5  The amplifiers electrical wiring 

Between the NI USB 6009 and the valve control unit, 
one digital multichannel amplifier is needed (Fig. 5). It con-
sists from eight optocouplers that allows eight digital inputs 
and a galvanic separation. At the optocouplers output, two 
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L293 push/pull drivers were used in order to feed the sole-
noid valves coils with the proper current. The control signal 
of the IT202 pressure regulator has to be between 0 – 20 
mA, according with its data sheet.  A BC639 transistor and 
a different source are used in order to obtain the current 
signal. The transistor base is connected at the “A0” analog 
output channel and the collector is feed with 10V DC from 
the source. 

 

 

Fig. 6 The prototype of the exerciser 

The prototype of the system is given in Fig. 6; the follow-
ing notations were used: 1 – main valve, 2 – IT202 pressure 
regulator, 3 – manual pressure regulator, 4 – EVZ5320 5/3 
valve, 5 – cylinder rod 160mm stroke, 6 – stability circular 
beam, 7 – handle mounted on the cylinders case, 8 – en-
coder and slip bush case, 9 – pneumatic speed controllers, 
10 – EVZ5320 5/3 valve. Using the buttons in the interface, 
the user can switch between active and passive exercises 
and has the possibility to stop the system in any functioning 
phase. The forces are varied according to the muscle capa-
bilities of each user. The described exerciser permits a large 
variety of exercises, which can be accomplished automati-
cally, and modified by programming them. 

V.   CONCLUSIONS  

The pneumatically actuated exerciser offers multiple ad-
justment options for a large variety of exercises. Its benefit 
is that it reduces the need for a clinical therapist. The pa-
tients can use the exerciser independently. The above-
described functional prototype is experimentally tested and 
used as valuable educational tool. Following the preliminary 
experiments, the exercises that can be done with this exer-
ciser are: in the front work position: active and passive ex-
ercises for arm abduction/adduction and flexion/extension 
of the forearm; in the side and vertical work positions: ac-
tive and passive exercises for flexion/extension of the fore-
arm combined with anterior/posterior projection of the arm. 
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Abstract— Using a Nernst-Planck model, we show that the 
current density in a membrane's pore as a function of voltage 
has three types of behavior: a quasi-ohmic behavior at low 
voltages, with a small slope, a non-ohmic linear dependence at 
large voltages, with a large slope, and a nonlinear transition 
region at intermediate voltages. The magnitude of the quasi-
ohmic current from low voltages depends mainly on the height 
of energy barrier inside the pore, w, through an exponential 
term, ew. The low voltages domain is experimentally accessible 
and almost unexplored, despite the fact that it can offer direct 
information about the energy barrier inside a pore. The model 
has only two assumed parameters, the energy barrier height, 
w, and the relative size of the entrance region of the pore, r, 
with a clear physical meaning, an important advantage for 
fitting and interpreting experimental data. This simple model 
for the current-voltage nonlinearity is a good starting point for 
explaining the electrical behavior of the skin at low voltages. 

Keywords— skin, current-voltage characteristic, Nernst-
Planck model, nonlinearity, pore. 

I.   INTRODUCTION  

An important practical problem is the current-voltage 
characteristic of the skin. Usually, the skin's electrical re-
sponse is descriptively presented by Bode plots, Nyquist 
representations, Cole diagrams/formulae or equivalent elec-
trical circuits. The skin and particularly the outer stratum 
corneum is a porous membrane with a strong nonlinear 
response to applied voltages or currents [1-3], but also it has 
a measurable asymmetry [2-4]. In order to understand the 
dramatic changes in skin resistance at large voltages, 
Weaver and his group developed an explicative theoretical 
model for the skin electrical behavior [5], starting from 
electroporation studies in bilayer lipid membranes [6]. The 
electroporation phenomenon consistently describes skin 
behavior at large voltages, but for low voltages, we have not 
yet an accepted theory for skin's electrical nonlinearity. The 
current models for skin at low voltages take into account the 
appendageal macropores [7], or sweat pores [2]. However a 
more consistent theoretical base is necessary to understand 
and to control new drug delivery systems like low voltage 
iontophoresis [8]. 

The Nernst-Planck (NP) model provides an explanation 
for the nonlinearity of current-voltage characteristic of a 

pore in a membrane [6]. The NP equation is difficult to 
solve analytically because it is nonlinear. Assuming a linear 
profile for the ion potential energy inside the pore, it be-
comes easy to find the solution of the NP equation and an 
analytic formula for the current-voltage relationship, a very 
useful feature for experiments.  

The current-voltage relation of the membrane's pores is 
essential for describing the way in which epithelia function, 
especially the skin's epidermal stratum corneum [9], for 
predicting electroporation [5], for designing synthetic 
nanopores or nanodevices [10] and for studying ion chan-
nels [11]. All these research interests have strong reverbera-
tions into the bio-medical field. 

II.   MODEL 

Our model assumes the existence of a cylindrical pore, 
with length h and radius R, in a plane membrane bathed by 
an electrolyte with only one ionic species. The generaliza-
tion for multiple ionic species is straightforward [12, 13] but 
unnecessary here, for the sake of clarity.  

The transport equation states that the stationary flux den-
sity of ions through the pore in the membrane is given by 
the product of the ionic concentration c, the mobility b, and 
the gradient of the electrochemical potential μ [12, 14]: 

dx

d
cbF

μ−=
                                 

(1) 

The mobility b is related to the diffusion coefficient, D, of 
the ion by the Einstein's relation, b=D/(kT), where k = 
Boltzmann constant, T= absolute temperature. The electro-
chemical potential μ is: 

μ = kT lnc + qV(x) +W(x) + μo.                    (2) 

where the first term is the concentration dependence (the 
ionic activity are assumed to be unity), the second is the 
contribution of the applied potential (q= elementary charge), 
the third is the work W required to transfer the ion from a 
distant point in the aqueous phase to the point x in the pore, 
and the last term is the standard chemical potential in the 
pore–independent of position. 

The potential energy W(x) of an ion inside the pore, the 
key element for pore conductance, has two distinct parts [15]:  
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1. the self-energy due to the induced charges on the di-
electric boundary – surrounding liquid and pore wall 
(Born energy and image or reaction-field energy), pro-
portional to q2, is always repulsive, and  

2. the Coulomb interaction with the charges on the pore's 
wall (if the pore's wall is charged), proportional to q, 
can be either attractive or repulsive depending on the 
signs of interacting charges.  

The potential energy W(x) will be treated here as an as-
sumed parameter of the model. 

Using relation (2) in equation (1) we obtain the stationary 
current density J – the flux of ions F, multiplied by ion 
charge, as: 

dx
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where the dimensionless energy variables are: 
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The exponential factor in front of the derivative is trans-
ferred to the left side,  

dx

ced
qDJe

E
E )(−=

                            
(5) 

and the equation is integrated after x,  
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giving the standard expression for stationary current density 
[12, 15]: 
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We suppose that the ionic concentration in bulk solution 
and at the pore's extremities is the same: c(0)=c(h)=c. The 
denominator can be integrate if we know the energy as a 
function of position. For this purpose the profile of the po-
tential energy inside the pore, W(x), is approximated here by 
a trapezium as in [6, 13]: 
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where w is the adimensional height of the energy barrier 
(maximum of potential energy) and d is the length of the 
pore entrance, the length of the pore domain where the 
potential energy varies. 

The externally applied potential V(x) is assumed to vary 
linearly across the membrane and along the pore as: 
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where u is the adimensional transmembrane potential: 
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III.   RESULTS 

We introduce two dimensionless quantities, the relative 
size of the entrance region of the pore: 

h

d
r =  for 0<r≤1/2                           (11) 

and the adimensional current density: 
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(12) 

With the energy profile (8), the denominator from (7) is: 
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After further calculations, we obtain the formula of adimen-
sional current density as: 
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This formula for current density is antisymmetric: 
j(u)=−j(−u). Thus, it can explain the current nonlinearity but 
it cannot explain rectification through a pore. 
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The current density from equation (14) has some proper-
ties worth noting. Without an energy barrier, i.e. for w=0, 
the behavior of the current density is ohmic, the same as in 
the bulk solution. The bulk current density, j0, is:  

uuj =)(0                                       
(15) 

At large voltages when u>>w, the asymptotic behavior of 
the current is also linear, but non-ohmic, as seen in Fig. 1. It 
is not a pure ohmic behavior, because the asymptotic line is 
shifted relative to the bulk current density j0, but it has a 
constant dynamic conductance (resistance) dj/du. This non-
ohmic linear current density can be obtained from equation 
(14) in the limit u>>1, neglecting the terms that contain e−u 
or e−ru: 

r

w
uuj −≅)(

                               
(16) 

 

Fig. 1 The linear plot of current density, j, versus applied voltage, u, for a 
height of the energy barrier of w=2.1, and a relative size of the entrance 
region of r=0.3. This plot shows mainly the linear behavior of the current 
density at large voltages. The current density, j, and the bulk current den-
sity j0, has the same slope at large voltages. 

Another ohmic behavior is found for r=0, i.e. for a very 
abrupt energy profile. In this case the current density has a 
very low value, determined only by the height of the energy 
barrier: j(u)=u/ew. A similar behavior arises for small ap-
plied voltages, when u<<w. Using a Taylor series expansion 
and neglecting higher order terms, we found the current 
density formula at small voltages as:  
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This fact is confirmed in Fig. 2 – a double logarithmic 
plot of current versus voltage. At low voltages the slope of 
current logarithm is similar with that of the bulk current 
density j0, this means that j~u, i.e. there is a linear depend-
ence between current and voltage. 

 

Fig. 2 The double logarithmic plot of current density, j, versus applied 
voltage, u, for a height of the energy barrier of w=2.1, and a relative size of 
the entrance region of r=0.3. This plot presents mainly the linear behavior 
of the current density at small voltages. The current density, j, and the bulk 
current density j0, has the same dependence on u at low voltages. 

IV.   CONCLUSIONS 

This Nernst-Planck model for the current density in a 
membrane's pore shows that the current as a function of 
voltage has three types of behavior, three patterns:  

1. a quasi-ohmic linear current at low voltages, with a 
small slope, whose magnitude depends mainly on the 
height of the energy barrier, w, through the exponential 
term ew;  

2. a nonlinear transition region at intermediate voltages, 
and  

3. a non-ohmic linear current at large voltages, with a 
large slope, whose magnitude depends on the bulk solu-
tion conductivity. 

The domain of quasi-ohmic linear current is usually below 
u≈1, which means a voltage below ~25 mV for a normal 
temperature of 300K. From a practical point of view, this is 
an experimentally accessible domain. The height of the 
energy barrier, w, can be obtained from current-voltage 
measurements made in this domain, using equation (17). 

The domain of non-ohmic linear current is above a cer-
tain voltage which depends strongly on the energy barrier 
height, w, and the relative size of the entrance region of the 
pore, r. Even for small energy barrier heights, w=2.1, and a 
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smooth energy gradient at the pore entrance, r=0.3, the 
beginning of the high-level linear current is above u=20, 
which means above ~500mV. These membrane voltages are 
close to the voltage range in which electroporation starts 
occurring.  

The electroporation phenomenon drastically changes the 
electrical behavior of the skin. The applied voltage modifies 
the number of pores into the skin, with a rate of pore crea-
tion that depends exponentially on the squared voltage [7]. 
However for low voltages across the skin (U<5V), where 
electroporation is supposed to be absent, the current-voltage 
characteristic of the skin [7] has a strong similarity with our 
model.  

There are other experimental situations where these two 
linear regimes are clearly visible. In some lipid pores the I–
V curve is linear from about −150 to +150 mV, and the I–V 
relation becomes non-linear over |V|>150 mV [16]. At in-
termediate pH values of the bathing solution, in polymeric-
synthetic nanopores (double-conical pore) the I-V curve 
deviates from the linear behavior in a similar fashion with 
our model [10]. In cellular ion channels the I–V relation, 
usually asymmetric [11, 17], for direct currents has a similar 
aspect with ours. 

The presented model has only two assumed parameters, 
the energy barrier height, w, and the relative size of the 
entrance region of the pore, r, with a clear physical mean-
ing. This is an important advantage for fitting and interpret-
ing experimental data. The low voltage domain of linear 
current, revealed by this model, is experimentally almost 
unexploited, despite the fact that it can offer direct informa-
tion about the energy barrier inside a membrane's pore. For 
all these arguments, we believe that this simple model for 
the current-voltage nonlinearity is a good starting point for 
explaining the electrical behavior of the skin at low  
voltages. 
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Abstract— We have studied the electrical time constants of 
human skin potential in response to a constant current impulse 
(0.4-16 mA/100 μs). Three relaxation times were found with 
values in the range 10-40 μs, 100-200 μs and 1-4 ms. By corre-
lating the time constants with the electrical model of the skin 
we found that stratum corneum has a nonlinear resistance that 
diminishes and a nonlinear capacitance that increases with 
increasing values of current. 

Keywords— bioimpedance, impedance spectroscopy, skin, 
pulsed current, relaxation time. 

I.   INTRODUCTION  

In order to find the relevant electrical parameters describ-
ing the skin condition, we studied the relaxation times of the 
skin potential in response to a constant current impulse. We 
believe that the time constants could be the characteristic 
signatures of processes in the skin or markers of the skin's 
structure.  

Bioimpedance spectroscopy studies the frequency de-
pendence of the electrical impedance of biological material. 
Bioimpedance methods enable on-line monitoring of bio-
logical tissues and require low-cost instrumentation. Bioim-
pedance spectroscopy has many applications as stated in a 
tutorial book of Grimnes and Martinsen [1]. The skin can be 
assessed in a noninvasive and fast manner with this method. 
The electrical impedance of the skin can be used to measure 
skin moisture [2], to monitor skin irritations or allergic 
reactions [3], to detect skin cancer [4], to investigate the 
electroporation of the skin [5] or the transdermal drug de-
livery [6] and others. 

Usually, bioelectrical measurements are performed using 
sinusoidal currents at several frequencies and the experi-
mental data are fitted with electrical models or empirical 
formulas. The electrical models of the tissues are combina-
tions of electrical resistances and electrical capacitances. 
Behind these electrical components are physical mecha-
nisms that generate an interesting behavior of the compo-
nents versus frequency.  

An alternative approach uses square-wave electrical 
pulses [7] to measure the skin's electrical properties. This 
time-domain analysis has the advantage of being able to 
measure instantaneously all the frequency characteristics of 
the impedance. The method is well suited to obtain the 

biological impedance which changes with time [8], allows 
to measure the skin characteristics in a more direct and 
explicit fashion, and can discriminate more phenomena 
occurring into the skin. [9]. 

II.   EXPERIMENTAL METHOD 

We have measured the electrical properties of human 
skin using constant current electrical impulses. The measur-
ing system comprises of a signal generator (made in the 
laboratory) with a 9 V battery as power supply, a bipolar 
transistor as an open collector current drive, and an oscillo-
scope (Picoscope 2203) connected to a laptop, which visual-
izes the potential difference between the electrodes and the 
current through the electrodes. The signal generator supplies 
an electrical current impulse (width T= 0.1 ms, the "ON" 
period) followed by a pause (1 s, the "OFF" period) when 
the electrodes cannot receive or transmit current (high im-
pedance status).  

The oscilloscope (Picoscope 2203, maximum sampling 
rate 20 MS/s) displays the potential difference between the 
two electrodes on channel A, the oscilloscope's "ground" 
being connected to the common point of the electrode with 
the 100Ω resistance, used for measuring the current on 
channel B. The signal on channel B triggers the data acqui-
sition and the display. 

Two metallic electrodes (Ag), covered by wet cotton (sa-
line solution), deliver the electrical signal to the skin. The 
reference electrode has a greater surface (25 cm2) than the 
active electrode (2 cm2). To avoid influences on the results 
from sweat, the skin is wiped using ethanol before the meas-
urement, and after 5 minutes the electrodes are attached on 
the desired place using elastic ribbons. The reference elec-
trode was placed on the middle of the ventral side of the 
forearm (hairless skin), and the measuring electrode on the 
forearm close to the wrist. During the impulse the active 
electrode was positive in relation to the reference electrode. 

A constant current I (0.4, 1, 4, 8, 16 mA) is injected with 
the described device for a period of T=0.1ms, then the skin's 
potential is recorded. Figure 1 shows the oscilloscope traces 
for the potential difference between the electrodes (upper 
trace, channel A) and the potential difference on the 100Ω 
resistor (lower trace, channel B), generated by an electrical 
current of 1 mA. 
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Fig. 1 Oscilloscope traces for the potential difference between the elec-
trodes (upper trace) and the potential difference on the 100Ω resistor 
(lower trace), generated by an electrical current of 1 mA. 

III.   MODEL 

The electrical signal applied to the skin is an impulse of 
constant current with the width T, the "ON" period, fol-
lowed by a pause when the skin can not receive or transmit 
current, the "OFF" period. The electrical model for the skin 
we have chosen consists of 3 parallel Ri Ci configurations 
(i=1, 2, 3) that are all connected in series and a series resis-
tance Rs (Z= Rs+ΣRi||Ci). In order to find the equation for 
the potential difference between electrodes a system of 7 
equations with 7 unknowns has to be solved. The Kirchhoff 
equations for the 3 nodes, for the 3 loops formed by Ri and 
Ci and for the largest loop of the circuit are: 

 

Ri·Ii = ∫Ii'dt/Ci (3 equations for the 3 RiCi loops)  

I=Ii+Ii' (3 equations for the currents in 4 nodes)        (1) 

   U=Us+U1+U2+U3 (equation for largest loop)  

where: 

• I = current through circuit for the time period [0,T]; 
• Ii = current trough parallel resistance Ri; 
• Ii' = current trough capacitor Ci; 
• U = potential difference between the two electrodes; 
• Ui = potential difference on Ri (IiRi) and Ci (∫Ii'dt/Ci); 
• Us = potential difference on Rs (IRs). 

The equations for the RiCi loops can be written in a differ-
ential form as: 

Ri·dIi/dt = Ii'/Ci or Ii' = τi·dIi/dt                       (2) 

where τi= RiCi is the time constant of the i-th loop. 

We rewrite the Kirchhoff equations as: 

Ii' = τi·dIi/dt  

I = Ii + τi·dIi/dt                           (3) 

U = IRs + I1R1 + I2R2 + I3R3  

The solutions of the system for t∈[0,T] are: 

Ii = I·[1–exp(–t/τi)] 

U= IRs + I·ΣRi[1–exp(–t/τi)]                 (4) 

For t>T, the OFF period, the skin does not receive any elec-
trical current so the potential drop on the series resistance is 
equal to 0 and we are left with a simple exponential decay 
of the potential for each RiCi configuration:  

Ui = Ui' exp (–t/τi)                          (5) 

where:  

Ui' = IRi[1–exp(–T/τi)]                        (6) 

is the potential difference on the RiCi group at the end of the 
ON period. For sake of simplicity we adopted the time val-
ue t=0 at the beginning of the decay. Thus the potential 
difference between the electrodes will be: 

U = ΣUi = I·ΣRi[1–exp(–T/τi)] exp (–t/τi)               (7) 

Dividing the potential difference by the excitatory current 
we obtain the skin response function (dimensionally an 
impedance) 

U/I = ΣRi[1–exp(–T/τi)] exp (–t/τi)                  (8) 

IV.   DATA ANALYSIS AND RESULTS 

We extracted from the measured data only the points cor-
responding to the free exponential decay of the electrical 
potential of the skin (t>0). Each time series of the potential 
difference between the electrodes was divided by the in-
jected current. The resulting response function (dimension-
ally an impedance), was fitted with a third order exponential 
decay function using the Microcal OriginPro8 software 
package. An example of the numerical analysis is presented 
in figure 2 and the results for all the measurements are giv-
en table 1. 

Fitting to multiple exponentials is more difficult than fit-
ting to a single exponential. Because the fitting function is: 

y= y0 + ΣAi exp (–t/ti)                          (9) 

the parameter y0 must be zero, as imposed by the physics of 
our problem (at very long time the skin potential vanishes). 
The numerical problem has instability, i.e. its solution may 
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not be unique or may not depend continuously on the data. 
To avoid to some degree such a situation we begin our 
nonlinear fitting session with A1=0, A2=0 and t1 and t2 
fixed, in order to estimate t3. Unfortunately this was possi-
ble only by imposing our supposed value for t3. A better 
approach was by fixing only A1=0 and t1. When the pro-
gram attains a stable value for fitting parameters we permit 
A1 and t1 to vary. The chi-square values were monitored all 
the time, in order to see if it is necessary to increase or de-
crease the number of time constants used. 

Table 1  Time constants and amplitudes for the exponential equation used 
to fit the measured skin response function. 

I (mA) 0.4 1 4 8 16 

A1 (Ω) 173 173.1 296 592 743 

t1 (μs) 9.84 20.8 28.0 40.7 25.4 

A2 (Ω) 640 614 800 1185 835 

t2 (μs) 104.6 120 177.9 188 95.1 

A3 (Ω) 3634 2915 2303 1272 703 

t3 (μs) 3772 2883 2828 1829 1182 

 
Fig. 2  Non-linear curve fit with a third order exponential decay function of 
the skin potential divided by the applied current (response function, an 
impedance) after a pulse of 1mA and 100μs. Logarithmic scale on time 
axis helps to see the correctness of fitting, especially for short times. 

The data from table 1 can be used to find the values of 
the resistances and the capacitances corresponding to the 
RiCi groups. Comparing equation (8) of the response func-
tion to the fitting function (9) we get: 

Ai = Ri[1–exp(–T/τi)]                          (10) 

Thus we can calculate the resistance Ri and the capacitance 
Ci as: 

Ri = Ai/[1–exp(–T/τi)]                           (11) 

Ci = τi/Ri = τi [1–exp(–T/τi)]/Ai                   (12) 

The values for Ri and Ci are given in table 2. 

Table 2  Values of skin resistances and capacitances correspondig to the 
amplitudes and time constants resulted from the fitting procedure. 

I (mA) 0.4 1 4 8 16 

t1 (μs) 9.84 20.8 28.0 40.7 25.4 

R1 (Ω) 173 174.5 304.6 647.5 757.8 

C1 (nF) 56.9 119.2 91.9 62.8 33.5 

t2 (μs) 104.6 120 177.9 188 95.1 

R2 (Ω) 1040 1086 1403 2872 1283 

C2 (nF) 100.6 110.5 126.7 65.4 74.1 

T3 (μs) 3772 2883 2828 1829 1182 

R3 (Ω) 138899 85505 66287 23906 8666 

C3 (nF) 27.1 33.7 42.7 76.5 136.4 

V.   DISCUSSION AND CONCLUSION 

Biological materials have unusual dielectric spectra, 
enormous static polarization and anomalously large relaxa-
tion times. All of these complex effects result from physical 
processes at the solid–liquid interface of a porous system 
[10]. The existing theories of polarization of heterogeneous 
media can be useful for the interpretation of frequency spec-
tra of porous materials, or to determin the connectivity of 
water-bearing channels [11]. Knowledge of the characteris-
tic signatures of these physical mechanisms is important for 
the correct interpretation of experimental data.  

The chosen theoretical model has 3 time constants, elec-
trical equivalent of the three RC groups connected in series. 
This choice was made because the electrical current flows 
successively across the different layers of the skin. This 
specific type of measurement, with constant current excita-
tion, offers the advantage of a simple link between the 
measured data and the model parameters. 

From table 2 we can see that an increase in the excitatory 
current yields a reduction in magnitude in the largest relaxa-
tion time t3 and the corresponding resistance R3, which 
diminishes drastically from 139 kΩ at 0.4mA to 8.7 kΩ at 
16mA. These results are consistent with earlier findings of 
van Boxtel [7] or recent measurements of Kuhn [12, 13]. 
Capacitance C3 has an interesting behavior, it increases with 
the increase in current values. Because the epidermal stra-
tum corneum is credited with the largest value of the resis-
tance among skin layers, it is natural to consider that capaci-
tance C3 belongs to it. From these measurements we can 
draw the conclusion that stratum corneum has a nonlinear 
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resistance that diminishes at larger currents and a nonlinear 
capacitance that increases at larger currents. 

The shorter relaxation times t1 and t2 have a similar be-
havior versus current, they increase with increasing current 
until 8 mA, then decrease at 16mA. R2 resistance has the 
same behavior, but the R1 resistance only increase. If we 
take into account that the skin potential difference is above 
30V only at 16mA, it seems that electroporation phenome-
non [14, 15] influences R2, but not R1. 

Our measurements show the presence of 3 relaxation 
times in the free decay of skin electrical potential. Resis-
tances R1 and R3 have a monotonic behavior, but not resis-
tance R2. Unexpectedly, capacitance C3 of stratum corneum 
is nonlinear and it increases together with the current. 
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Abstract— The paper presents a novel concept in the modal-
ity of electrotherapy use for pain relief. The classical electro-
therapy physiological effects for pain relief are critically re-
viewed with the objective to complement it with a systemic 
whole human body pain perception management model.  A 
novel chaotic oscillator based modality concept is introduced 
and objectives defined. For two clinical sample cases chaotic 
models are associated for clinical trials on the basis of esti-
mated best synchronization. The double pendulum chaotic 
oscillator model use in electrotherapy for energy waveform 
delivery is detailed. 

Keywords—  Electrotherapy, pain relief, modality, chaotic 
oscillators.  

I.   INTRODUCTION  

The use of electrotherapy in pain relief is a very active  
ongoing researched topic, a method accepted in medical 
profession as a palliative mean of pain relief, in the practice 
of rehabilitation and of physiotherapy medicine [1]. 

The acute interest on the subject is due to electrotherapy 
use with success in multiple directions like pain manage-
ment, tissue repair, treatment of neuromuscular dysfunction, 
acute and chronic edema and others. 

Transcutaneous electrical stimulation (TENS) is the most 
frequently used method of electrotherapy. The impulses are 
generated by a device and delivered through electrodes on 
the skin in direct proximity to the target tissue or nerve 
bundles to be stimulated. 

The electric current induced charges mimic the action po-
tential coming from the central nervous system, offering a 
mean to intervene in the system function to reduce suffering 
and also stimulate normal body mechanisms to react to a 
temporary distressful situation.   

II.   ELECTROTHERAPY BASICS IN PAIN RELEIF 

A.   Pain Physiological Basis 

The human body perceives pain, as a complex system re-
action to an out of optimal physiological experience. The 
brain perception is a sting, burn or ache. Receptors in the 

body participate in pain building, through generation of 
electrical impulse originating in the injured area, relayed 
then by the spinal cord to the brain. 

The spinal cord function is as gate and temporary relay 
where pain can be blocked or its intensity modified before it 
is transmitted to the brain. The location in the brain where 
pain signals assembles is the thalamus and then it is relayed 
to the cognitive cortex. 

Different neurotransmitter channels exist in the human 
body, with some playing a role in human disease causing 
pain others active in transmitting external receptor signals 
due to the exterior environment, all acting in combination to 
determine the painful sensation. 

Traditional medicine uses drug doses to alleviate pain 
sensation or reduce it in the mild case. Intense or severe 
pain can be or suppress as well by different mechanisms. 
Morphine and other analgesic drugs are effective in locking 
on to the corresponding receptors, opening the pain-
inhibiting pathways and in this way blocking pain. 

A nociceptor is formed by thin nerve fibers in body tis-
sues like skin and muscle, that carry pain signals to the 
spinal cord and brain. Normally, nociceptors only respond 
to strong stimuli such as a therapeutic external stimulus [1]. 

Many kinds of pain can be experienced like the sponta-
neous pain and abnormal sensitivity following a nerve in-
jury, result from a traumatic injury. Disease or infection,  
surgery related pain, can persist longer even beyond the 
time the injury has healed. This forms and may other pain 
clinical cases are in high need of an efficient pain relief 
modality as well.  

All of the above mentioned pain common clinical cases 
support the need for a broader insight and a solution for 
pain management supporting a improved modalities in elec-
trotherapy. 

B.   Electrotherapy Novel Modality Premises and Objectives    

According to recent pain relief related literature smart 
TENS (transcutaneous electrical neural stimulation) is 
called for to device more efficient energy delivery. 

Electro-medicine is based on scientific interdisciplinary 
studies putting together electrical technology and recent 
progress in biophysics or biochemistry [3].  
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One such recent advancements is the micro-current levels 
stimulation, a modality that the people involved in the pre-
sent work adhere to [8].  

The present work embraces this idea that minimal energy 
is sufficient to help remedy the causes of pain in the human 
body. In general terms classical electrotherapy and drug 
based therapy use ‘substantial overdose’ of agents forcing 
physiologic mechanisms pyramidal structure to come into 
effect. The success of the treatment relays on the activation 
of higher level mechanism to react and to correct the pain 
causing situation. 

Our new modality of electric energy injection in the hu-
man body can be loosely compared to alternative medicine 
modality in which minute doses are used and the delivery 
format are the essential differences from standard medicine. 

Homeopathy starts from the assumption that the ener-
getic residual of the chemical has a closer more profound 
effect than allopathic medicine known to be an excessive 
invasive procedure. 

The physiological premise of the proposed new form of 
the energy delivery modality is appealing due to the known 
fact that physiological subsystem in normal healthy subjects 
indicates a natural variation of the chaotic type. Epilepsy 
seizure and heart rhythm are the most often cited examples 
of chaotic evolving physiological cases and best modeled 
and understood  [8].  

The novel electrotherapy modality proposed addresses  
mainly the electric energy delivery format.  

We propose the use of chaotic oscillator waveforms as a 
means of electric energy delivery to the pain region. It is 
postulated that appropriately chosen chaotic waveform will 
synchronize the natural rhythm of the physiological sub-
system in distress causing pain. The injected energy end 
effect is thus directed to the objective of the system stabili-
zation and pain removal. 

The electric energy effective needed for synchronization 
we expect to be very small compared with the current den-
sity used in electrotherapy nowadays.  

III.   CHAOTIC OSCILLATORS AS MODELS FOR ENERGY 
DELIVERY  

The use of chaotic oscillators as an energy propagating 
modality received scarce recent research solutions, as re-
flected by literature.  

It is one of the objectives of the reported research to 
probe this promising capacity at the energy transfer level 
among systems using their inherent spread spectrum charac-
teristics of the chaotic oscillators. 

Starting from the recent studies on the chaotic oscillators 
properties, the present paper focused on matching the  

energy transmitting capacities to the application receptivity, 
to cover its need for a profound energy transfer.  

We have found that the task of matching the transfer is 
very much depending on a deep understanding of the char-
acteristics of the oscillator behavior relative to the body part 
undergoing a therapeutic procedure for pain relieve. 

Chaotic oscillators are the result of research of the behav-
ior of dynamical systems and are known to be particularly 
sensitive to initial conditions. 

Used in energy transfer application area among autono-
mous systems, the chaotic oscillators synchronizing  
capacities occupies a central role. We consider the synchro-
nization level instrumental to the success of the experi-
ments. According to literature there is more then one way 
the synchronization process can take place among chaotic 
oscillator:  

Direct synchronization – a straightforward form of syn-
chronization among two structural very similar chaotic 
oscillators when put contact by a medium. 

Generalized synchronization – is a type of synchroniza-
tion happening in between two or more chaotic oscillators 
that have a different detailed structure. 

The synchronization can also be observed related to the 
generalized phase of the oscillator defined in relation to the 
equilibrium state of the oscillator. 

IV.   METHOD SET-UP FOR TARGET CLINICAL CASES  

There are several recently promoted electrotherapy mo-
dalities that are using the same minimal electric energy 
injection method in the system, like we propose. The inter-
ferential electro-stimulation therapy is a therapeutic treat-
ment method targeting pain reduction and soft tissue heal-
ing. Low energy electrical impulses are injected into the 
tissues at low-frequencies. This stimulation method prompts  
the body to secrete endorphins, natural pain killers and 
inhibitors to  relieve pain [6]. 

The electrotherapy pain management literature to date, 
indicates initiatives to re-explore the profound mechanisms 
that traditional therapies a based on, to device methods for 
their modernizing by using new technological advances for 
the benefit of efficiency of the clinical practice. 

In the modality of electric energy injection, on magnitude 
and waveform there is little information to develop a solid 
starting point. 

The recent results reported in literature on the options of 
the devices used to deliver electric energy to the human 
body, selectively indicate frequency and amplitude ‘win-
dows’, as more efficient in delivering targeted energy in 
spatial-temporal forms. 



166 P. Cevei, M. Cevei, and I. Jivet
 

  
 IFMBE Proceedings Vol. 36  

 

The proposed modality of electrotherapy delivery is dif-
ferent from the use of natural non-conventional electric 
current generators to deliver electric energy, not as simpli-
fied common electric generators sending impulses with 
amplitude and frequencies, but in a extended form of cha-
otic oscillator energy waveform. 

Two clinical cases have been selected for the first batch 
of clinical trials of our new electrotherapy modality. Fol-
lowing a search for similarities with respect to internal 
structure we selected two types of chaotic oscillators for use 
in electrical energy transfer to relieve pain. 

 
Case 1. Diffused pain caused by inflamed tissue (spon-

dilita anchilozanta for example) develops in a well defined 
anatomical volume. We considered a matching oscillator for 
direct synchronization, to match the diverse but localized 
structure to the body tissue causing the pain. The energy 
injected in the area by a series of electrodes along a line or 
curve must have a ‘massage type’ action, variable ampli-
tude, with no preferential direction or frequency.  

The chaotic quasi-oscillatory trajectory model of the 
double pendulum was chosen as a matching oscillator aim-
ing for direct synchronization in cases of diffused pain.   

Case 2. When the anatomy is known but the physiologi-
cal mechanism is more subtle, like generalized back pain, a 
spatially structured chaotic oscillator will more likely cou-
ple efficiently energy to the body by generalized synchroni-
zation. 

In neural pain formation the nerve bundle role and inter-
action can be expressed by nervous pulse interrelation that 
takes place in time, as a whole relative amplitude complex 
rather then on individual basis [5]. 

A two dimensional area splitting and re-mapping chaotic 
oscillator like the Arnold’s chaotic oscillator was chosen as 
model for electrotherapy delivery in the back pain case. 

The double pendulum exhibits chaotic behavior if the ini-
tial displacement is large as presented in Fig. 1. The posi-
tion equations are given by the relations below: 

x1 = L1 sin θ1                                   (1) 

y1 = −L1 cos θ1                                   (2) 

x2 = x1 + L2 sin θ2                              (3) 

y2 = y1 − L2 cos θ2                              (4) 

where the coordinates of the centers of the arms are x and y 
respectively , L the arm length and θ vertical inclination. 

The solution of equations of motion for the double-
pendulum is possible to be obtained analytically if one adds 
the force balance equations to equations (1)- (4): 

 

sin θ1 (m1 y1'' + m2 y2'' + m2 g + m1 g) = 
−cos θ1 (m1 x1'' + m2 x2'')                      (5) 

sin θ2 (m2 y2'' + m2 g) = −cos θ2 (m2 x2'')             (6) 

where supplemental parameters are the mass of the arm m, 
g the gravitational acceleration, while '' represents the sec-
ond time derivative. 

 
Fig. 1 Motion of a double-pendulum depending on the initial position 

Table 1 presents a few approximated values extracted 
from the calculated trajectory sequence as indicated in Fig. 
2., for the initial cycle and the first flip o the second pendu-
lum (the sixth cycle).  

Table 1 Sample positions during motion in selected cycles 

Position First Second 

First cycle   

1  90.0  0.0 

2  65.5  2.4 

3  28.5  5.6 

4 -32.2  9.2 

5 -60.6  2.3 

6 -85.3  -4.5 

7 -75.3  -16.3 

8 -30.2  -30.2 

   

The sixth cycle [the fist flip]   

   

1 -3.2 -175.7 

2 20.4 -105.1 

3 35.3 -24.1 

4 21.6 48.8 

5 -4.6 100.5 
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The two one dimensional coupled system model can be 
easily implemented and applied in two channels as separate 
variable amplitude over time waveforms from a set of tables 
with stored values. 

 
Fig. 2 Sample motion of a double-pendulum exemplifying chaotic  
behavior. 

According to the proposed new electrotherapy modality, 
the coupled pair of pendulum motion time waveform will be 
used as a model of chaotic oscillator for energy delivery 
modulation. The choice of the magnitude of the parameter 
extracted from the motion model and the electric current to 
be modulated was not addressed at this stage. 

V.   PRELIMINARY RESULTS  AND CLINICAL EXPERIMENTS 
PLAN  

The research results presented in the paper cover the 
phase of concept validation and planning for clinical trials. 
A experimental model to be used has been built from previ-
ously computed chaotic oscillator data stored in memory. 

The current delivering electrodes is a set of five classical 
electrotherapy electrodes and the power amplification  
interface.  

The power over time histogram has been found to be 
very uniform over the whole line of electrodes compared to 
diadynamic current waveforms, clustered over a few values. 
The amplitude range is quasi-continuos spread over a dec-
ade and has just occasional critical points. 

The clinical validation trials are under way at University 
Hospital, University of Oradea. 

 
 
 
 

VI.   CONCLUSIONS  

A novel concept in the electrotherapy delivery modality 
for pain relief is presented. A novel chaotic oscillator based 
delivery modality concept is introduced and objectives 
defined. 

It is shown that energy transfer among autonomous sys-
tems is mainly dependent of the chaotic oscillators synchro-
nizing capacities. By similarity two chaotic oscillators mod-
els have been chosen for the use in a two case clinical trial. 

The chaotic energy waveform was found to be more 
evenly spread over a range of values computing its local 
histogram. 

Following the presently ongoing clinical trials a range of 
aspects of the newly proposed electrotherapy delivery mo-
dality must be addressed. Multiple model interaction, time 
regime experiments and energy delivery efficiency estima-
tion, to enumerate just a few. 
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Abstract— We investigated the neural structures activated 
by transcutaneous magnetic stimulation of the spinal cord, by 
examining the evoked electromyographic responses in the 
lower limbs. Only in few cases posterior root-muscle reflexes 
could be elicited by activation of the posterior root afferent 
fibers. Generally, M-waves were elicited by direct stimulation 
of the alpha motoneuron axons within the anterior root or 
spinal nerve. However, the double stimulus paradigm in the 
interpretation of the muscle responses by their refractory 
behavior was inefficient. Stimulation evoked strong contrac-
tion of the paraspinal muscles by the first stimulus and in-
creased the distance between magnetic coil and the back dur-
ing the second pulse, i.e. changed the stimulation conditions. 
To avoid misinterpretation of the data, additional neurophysi-
ological methods to condition the responses should be applied 
for their identification, such as tendon vibration. 

Keywords— Electrical and magnetic stimulation, spinal 
cord, muscle response, double stimulus paradigm. 

I.   INTRODUCTION  

Magnetic stimulation of the lumbar cord and cauda equi-
na was repetitively investigated. Previous studies have 
shown that magnetic fields applied over the lowest thoracic 
and lumbar vertebrae predominantly stimulate alpha-
motoneurons. The evoked responses are electromyographi-
cally recorded as M-waves in several muscles of the leg. 
The direct stimulation of the alpha-motoneurons results in 
short and constant latencies of the compound muscle action 
potential (CMAP). Some recent developments prompted us 
to revisit the effect of lumbar magnetic stimulation in the 
present study. First, Gerasimenko et al. [4] demonstrated a 
new type of spinal response by magnetic train stimulation in 
humans with intact nervous system. The availability of 
stimulators that can apply repetitive magnetic impulses 
allows us to introduce a double stimulus paradigm. Second, 
transcutaneous electrical stimulation of the lower thoracic 
vertebrae level shows sensory fiber activation within the 
posterior roots [1]. Here we applied a double stimuli para-
digm to investigate possible reflex responses to magnetic 
stimulation of the spinal cord. We further chose tendon 
vibration as an independent method to identify potential 
reflex responses.  

II.   MATERIALS AND METHOD 

Seven subjects with intact nervous system participated in 
the study. EMG signals were recorded from quadriceps 
(QM), hamstring (HM), tibialis anterior (TA) and triceps 
surae (TS) muscles, with subjects in the prone position. 
Electrical and magnetic stimulation was applied to several 
stimulation sites, at maximum tolerable intensity. 

The experiment consisted in stimulating the rostro-caudal 
area of several subjects, both by electric and magnetic 
means. We used a computer controlled electrical stimulator 
and a Magstim Rapid² (The Magstim Company Ltd, Whit-
land, UK) magnetic stimulator. First electrodes and then a 
stimulation figure-eight coil were placed above the vertebral 
column. The nervous impulses generated in this area are 
propagated through nervous pathways to the lower limbs, 
producing muscular contractions. The compound muscle 
action potentials were recorded through electromyography, 
using an eight channels electromyograph.  

Electrical stimulation was used as a reference method, 
since EMG signals recorded from leg muscles due to spinal 
stimulation are, by now, well known in the literature. Elec-
trodes were placed above T11T12 vertebras, as one can see 
in Figure 1. 

 

A  B     

C.   

Fig.  1 Position of magnetic coil (A) and electrodes (B) for stimulation of 
the spinal cord. Photo of coil (C) 
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We established a certain experimental protocol, starting 
by defining the coil position with respect to the vertebral 
column. The abbreviations we used are L- for left, R- for 
right and M for middle, followed by the angle between the 
spine and the handle of the stimulation coil, i.e. M90 means 
that the coil is placed centered above the vertebras and its 
handle is perpendicular to the spine (Fig. 1 – A and C).  

The experimental protocol first tried to recreate the sti-
mulation conditions from electrical stimulation. Therefore, 
we were looking for short-latency responses, with the coil in 
the M0 position, above T11-T12 vertebras. We slowly in-
cremented the intensity of the stimulus (by 5% per step), 
until we reached first the threshold, and then the maximum 
(tolerable) intensity. This was limited by the subjects’ dis-
comfort (while being motivated by the examiner). 

We started our stimulation by applying a single stimulus. 
Afterwards, in order to identify the nature of the muscle re-
sponse, we applied both the double stimuli paradigm (a good 
indicator of the refractory period of the response) and the vibra-
tion method of modifying the muscle response. Due to the 
stimulator limits, the shortest interstimulus interval we could 
apply (and still be able to use magnetic stimulation intensities 
of 80-100%) was 67 ms (corresponding to a frequency of 15 
Hz). Even in these conditions, the stimulator sometimes failed 
to deliver the second pulse, due to coil heating. 

For each position assumed, we repeated our stimulation 
10 times (to check for repeatability) and recorded the re-
sponse of 4 muscles (as mentioned in the introduction, but 
on both legs). Between each couple of stimuli, we provided 
our subjects with at least 10 second break, to ensure that 
their muscles are relaxed and ready for the following pulse. 

We also investigated the effect of changes of rostro-
caudal stimulation site at maximum tolerable intensity, by 
assuming several other positions, above a range of vertebras 
from T9 to L2. We also changed the coil orientation, by 
assuming the R270 (coil placed above the right side of the 
spine, and the angle between the spine and the coil’s handle 
has 270 degrees), L90, M0 and M90 positions. For the mid-
dle cases, we were extra careful to adjust the position of the 
coil to elicit bilateral symmetrical responses.  

III.   RESULTS AND DISCUSSIONS 

At first, we applied double stimuli on the T11-T12 level, 
both by electrical and magnetic stimulation. For all stimula-
tion types, the interstimulus interval was set to 67 ms (lim-
ited by the magnetic stimulator). The intensity of the stimu-
lus applied by electrical stimulation was 31V, and the 
CMAP recorded are plotted in Figure 3-A. For magnetic 
stimulation, the position of the coil was M0, and the inten-
sity of the stimulus was set to 90% of the maximum inten-
sity achievable with our stimulator; simulation results are 
plotted in Figure 2-B. 

 
A. 

 
B. 

Fig. 2 CMAP recorded for electrical stimulation (A) and magnetic stimula-
tion (B) of the spinal cord on level T11-T12.   

For both recordings, one can notice that the CMAP re-
sponse to the second stimulus applied has much lower am-
plitudes or is completely suppressed. This is usually an 
indication of the refractory period similar to the posterior 
roots muscle (PRM) reflexes.  

However, when we took videos during the magnetic 
stimulation and applied an accelerometer to the spine, we 
found that during the double-stimulus paradigm, the first 
stimulus produces a considerable movement/bending of the 
spine due to a strong contraction of the paraspinal muscles. 
The largest acceleration takes place 25-30 ms after the sti-
mulus application. 
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The largest distance of the spine from the magnetic coil 
can be estimated to be about 1-1.5 cm and was approxi-
mately assumed at 90 ms after application of the first pulse. 
With other words, when the 2nd pulse is applied, stimula-
tion conditions have changed and a less effective field is 
generated within the spine (due to the distance between the 
coil and the body). This problem doesn’t appear with elec-
trical stimulation, since the electrodes are attached to the 
subject’s skin. 

Due to this very important remark, we decided to investi-
gate the variation of the muscles responses for a single sti-
mulus applied and several distances between the magnetic 
coil and the spine. For this purpose, we used spacers of 1, 
1.3, 1.5 and 2 cm – see Figure 3. 
 

 

Fig. 3 Applying a stimulus with the magnetic coil placed at a given dis-
tance above the spine 

The results of this evaluation are given in Fig. 4, for left 
and right quadriceps muscles. The most significant response 
is obtained with the coil placed directly on the spine, and 
one can see that the intensity of the response diminishes as 
the distance between the coil and the spine increases. For a 
distance of 1.3 cm, the intensity of the response is 63% of 
the initial one (left QM), while for a distance of 2 cm, the 
response of the muscle vanishes completely. 
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Fig. 4 Peak to peak value of CMAP for a magnetic stimulus of 90% ampli-
tude, applied on level T12L01, position M270, for different distances 
between the coil and the spine 

Therefore, we concluded at the moment that double 
stimulus paradigms cannot be interpreted unequivocally in 
case of magnetic stimulation. The inefficiency of the second 
magnetic pulse to elicit a second response could be due to 

neuro-physiological mechanisms (refractoriness) or just due 
to changes of stimulation conditions. In that case, the short-
latency responses recorded would be just M waves. 

However, we observed that the latencies of CMAP re-
sponses to magnetic stimulation are somewhat smaller than 
the responses to electrical stimulation on the same level 
(T12) and for the same subject – Table 1. 

Table 1  Latencies for electrical and magnetic stimulation 

Muscle Latency for electrical 
stimulation - ms 

Latency for magnetic 
stimulation - ms 

left QM / right QM 14.3 / 6.1 (M-Wave) 8.1 / 9 

Left HM / right HM 11.6/ 10.7 11.2 / 9.7 

Left TA / right TA 19.6 / 17 17 / 15.6 

Left TS / right TS 18 / 17.3 15.1 / 16 

 
This is why we continued our investigation by applying 

tendon vibration, another known technique of suppressing 
PRM reflexes [2]. For electrical stimulation, we were able 
to suppress the evoked response for all subjects - Fig. 5, 
indicating this way again that the responses are indeed PRM 
reflexes. 
 

 
A.     B. 

Fig. 5 Muscles responses to a single 28V stimulus applied by electrical 
stimulation, with electrodes on T11-T12 position, no vibration applied (A) 
and vibrations applied to left Achilles tendon (B) 

One can observe that the responses of left TA and TS is 
almost gone due to vibrations applied, while the responses 
of left QM and HM have lower intensities. The responses of 
the right leg muscles are not influenced by vibrations (same 

Distance 2 cm
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results for single stimulus applied, with or without vibra-
tions of the left Achilles tendon). This is a confirmation of 
the results obtained by applying the double stimulus  
paradigm.  

If we can easily elicit PRM reflexes by electrical stimula-
tion in all subjects, we could only generate them in one of 
our subjects by magnetic stimulation. We were able to con-
firm the nature of these responses by tendon vibrations. 

The coil was in position M90, above the L1-L2 vertebras. 
The stimulus was set to a 90% intensity of the maximum 
that the magnetic stimulator can deliver. First we applied a 
single pulse, no vibrations, and then we were able to dimin-
ish the intensity of the response in the muscles by vibrating 
the right Achilles tendon – Fig. 6. 

 

 
A.     B. 

Fig. 6 Muscles responses to a 90% magnetic stimulus, with coil on L1L2 
position, no vibration applied (A) and vibrations applied to right Achilles 
tendon (B) 

For all the other subjects of our study, the short-latency 
responses evoked by magnetic stimulation could not be 
suppressed by tendon vibration – Fig. 7.  
 

   
                       A.                      B. 

Fig. 7  CMAP for a magnetic stimulus of 100% intensity, with coil on 
level T12L01, position M0, without vibration (A) and with vibrations 
applied to right Achilles tendon (B) 

IV.   CONCLUSIONS  

Both electrical and magnetic stimulation of the spinal 
cord can activate efferent fibers, generating M-waves in the 
lower limb muscles. PMR reflexes can also be elicited by 
both stimulation techniques, due to activation of afferent 
fibers. However, we could easily elicit PRM reflexes by 
electrical stimulation in all subjects, while by magnetic 
stimulation we were only able to generate them in one out 
of seven subjects. 

Vibration effectively suppresses PRM reflexes. The vi-
bration-induced suppression is due to various mechanisms, 
probably including presynaptic inhibition and a partial oc-
clusion of input to the spinal cord carried via large afferents, 
and is a further indication for the reflex origin of the re-
sponses evoked by transcutaneous spinal cord stimulation. 

The double stimulus paradigms were inefficient in the in-
terpretation of muscles responses due to magnetic stimula-
tion. The first stimulus produces a considerable bending of 
the spine, due to back muscles contractions, changing this 
way the stimulation conditions. 
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Abstract— The paper presents a virtual instrument used to 
diagnose dental caries using NI data acquisition device and 
LabVIEW software. We also use two electrodes to measure 
dental impedance and the results respect the domain litera-
ture. Combining hardware and software resources we obtain a 
flexible and versatile interface very friendly with the user (den-
tist). Compared to known methods our method is very simple, 
fast and does not cause pain to patient. 

Keywords— Virtual Instrument, impedance measurement, 
dental decay, LabVIEW. 

I.   INTRODUCTION  

The technique of electrical impedance measurements is a 
promising alternative method for occlusal caries diagnosis 
that was described as original method in 1951 and it was 
achieved and used in 1980: Vanguard Electronic caries de-
tector (Massachusetts Manufacturing Corporation, Cam-
bridge) and Caries Meter L (GC International Corportion 
Interleuvenlaan, Leuven). In 2001 there was made a device 
for measurement of electrical impedance of the hard dental 
tissues which was verified in the Cariology laboratory from 
University of "Medicine & Pharmacy" Iasi, with which oc-
clusal caries in incipient phases could be detected [6]. 

In dentistry, by clinical examination, occlusal caries are 
highlighted in a late stage, often even in the complications 
stage. This is due to specifics of these types of injuries de-
velopment that lead to the enamel undermining and cause 
the collapse of cavities in an advanced stage. 

In literature, there are concerns for early detection of oc-
clusal caries in order to be able to treat them conservatively 
and noninvasive, being possible in that way to prevent com-
plications. 

Clinical and radiological diagnosis of occlusal caries is dif-
ficult. Measurements of resistance in trenches and pits have a 
better sensitivity than conventional diagnostic methods. 

Electrical impedance measurements represent a promis-
ing alternative method for diagnosis of occlusal caries. 

Correct diagnosis of fissure damage in the early stages  
is difficult when using only traditional inspection and  

palpation methods. In the present tactile method should be 
avoided and use visual method and complementary means 
of diagnosis [7]. 

Palpation with the probe can damage the integrity of the 
surface layer of carious enamel witch cover the enamel le-
sion, thereby compromising the ability of remineralization 
and favoring expansion and lesion in dentin [5]. 

Methods of caries detection based on their underlying 
physical principles are the following: 

• X-rays - Digital subtraction radiography and Digital 
image enhancement 

• Visible light - Fiber optic transillumination (FOTI), 
Quantitative light-induced fluorescence (QLF) and 
Digital image fiber optic transillumination (DiFOTI), 

• Laser light - Laser fluorescence measurement (Diag-
noDent) 

• Electrical current - Electrical conductance measurement 
(ECM) and Electrical impedance measurement 

• Ultrasound - Ultrasonic caries detector 

Every biological material possesses its own electrical signa-
ture. When a current is passed through this biological mate-
rial will produce an effect on the impedance [9, 10]. 

Mayuzumi and Suzuki measured impedance teeth and 
found that at crossing of a sinusoidal current with 400 Hz 
frequency, the impedance of intact teeth, measured between 
the trenches, ditches and oral mucosa, is more than 600 kΩ; 
between dentin and oral mucosa varies between 250 - 600 
KΩ, between the flesh and the oral mucosa is less than 15 
KΩ. [8] 

II.   SYSTEM DESCRIPTION 

A.   Method and System Architecture 

The base theory for using electrical impedance in the di-
agnosis of caries consists in that the enamel is a good insu-
lator, but during the caries process, porosity formed in the 
tissue will be filled with water and saliva ions. These  
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moisture-filled pores act as conductive network, causing 
lower electrical impedance. 

The study contents a lot of 23 patients who had extracted 
premolars and molars teeth for orthodontic or periodontal 
reasons. All patients gave their consent to be included in the 
research lot, after they have been informed of the contents 
of this study. The teeth were cleaned by professionall 
brushing, isolated and dried. The clinical examination was 
realized by inspection and palpation with a flexible probe, 
avoiding excessive pressure exercising that could destroy 
the integrity of enamel. Sites were examined occlusal 
grooves and pits. Diagnosis (enamel caries, dentine caries, 
complicated caries, no decay) was recorded for each site 
examined. 

Virtual Instrument - is based on measurement of electri-
cal impedance of dental tissues, which decreases as the den-
tin caries progresses, so, the impedance of enamel caries 
presents 250-600KΩ values, in dentin caries impedance 
varies between 250 and 15 KΩ, depending on the depth of 
decay as showed in Fig.1. 

 

Fig. 1  Impedance values representation depending on the decay type. 

Total circuit impedance is the sum of the components in 
phase (real) and switched phase (imaginary). In our made 
instrument, the frequency being low, out-of-phase compo-
nent is negligible and can use the term resistance. 

For electronic caries detection at each level, we devel-
oped a system (Fig. 2), that consists of the following ele-
ments [1, 2]: 

 

Fig. 2 System image 

• signal collection electrodes 
• data acquisition board NI-USB, 
• laptop with LabVIEW programming environment 

For resistance measurement of dental hard tissues in the oral 
cavity, active electrode is applied to the tooth, and the neu-
tral electrode on the lip (Fig. 3). At the terminals there are 
attached single use sterile probes. Using the device would 
not produce any pain due to extremely low generated  
current. 

 

Fig. 3 Impedance measurement at patient level 

B.   Virtual Instrument 

The virtual instrument use a sine wave signal generator 
with a frequency of 400 Hz and effective value of 1 µA on 
analogical output channel from the data acquisition board 
[3, 4]. These values are set in the configuration tab of the 
virtual instrument, and the analog input channel is also con-
figured as showed in Fig.4. On the output analog channel 
we use a resistance with 4.5 MΩ to keep a constant current 
value. 

 

Fig. 4  Front panel-Configuration tab. 

Measurement electrode is connected at the analog input 
channel and the neutral electrode is connected at ground. 
Collected signal and impedance value are displayed on the 
monitor tab. 
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Fig. 5  Front panel-Monitor tab. 

 

Fig. 6 Diagram block of virtual instrument 

To create the virtual signal generator we fallowed the 
next steps:  

• Create an analog output voltage channel. 
• Set the waveform generator: amplitude, desired fre-

quency, waveform type, sample per buffer 
• Set the sample clock rate based on the input waveform 

parameters, and set the sample mode to Continuous. 
• Write the waveform to the output buffer. 
• Start VI. 

For voltage signal acquisition and impedance calculation, a 
few steps must be done: 

• Create analog input voltage channel. 
• Set the rate for the sample clock-continuous samples. 
• Start acquiring samples. 
• Read the data in a loop until the user hits the stop but-

ton or an error occurs. 
• Calculate RMS value 
• Calculate impedance value (Z) using predetermined 

coefficients.  
• Use Z to Diagn sub-VI to suggest the diagnostic 
• Stop acquiring samples. 
• Use the popup dialog box to display an error if any. 

The instrument was calibrated against standard resistors. 
The reproducibility as percent of full scale respects the lit-
erature. The linearity of the resistance versus read-out volt-
age is relatively constant over the full scale. The 
relationship for calculating the impedance is: 

21 cUcZ +⋅=                                   (1) 

where c1 = 2.625 and c2 = 39.37 obtained from the 
instrument calibration. Calculated impedance value is used 
to classify carries types as showed in Fig. 7. 

 

Fig. 7 Block diagram of the sub-VI to extract useful features for  
diagnosis 

The extracted features results are showed in monitor tab 
as a text that suggests the diagnosis. Depending on the im-
pedance value Z, the displayed text will be: 

• Z = 0÷15 kΩ - “Caries at pulp level” 
• Z = 15÷250 kΩ - “Caries at dentine level” 
• Z = 250÷600 kΩ - “Caries at enamel level”  
• Z > 600 kΩ - “Healthy tooth” 
• Z < 0 – “Error”. 

An example is showed in Fig. 8. 

 

Fig. 8 Diagnostic monitor 
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III.   CONCLUSIONS  

After experiments at different values of frequency, we 
find that out-of-phase component is negligible and we can 
use the term resistance. 

Using the technique presented above, we developed a 
system for resistance measurement and we suggested a di-
agnosis based on measured values. 

The method of measurement using electrical impedance 
compared with other caries detection methods, such as x-ray 
or laser light, is noninvasive and does not produce harmful 
secondary effects. Performance of this method consists in 
that it can detect caries depth and closeness of the pulp 
chamber. All other methods show only the presence of 
dental decay. However the method has some limitations: the 
decay on the interdental sides, when the decay does not 
interrupt the marginal ridge. Measuring the electrical 
resistance of the tooth, errors can occur due to following 
factors: 

• if the tooth is not well insulated (dry air) from the 
salivary environment; 

• contact resistance of electrodes; 
• electrode resistance is negligible compared with the 

measured resistance (in the order miliohm) 
• errors from the AC generator 

For early diagnosis of fissure caries types, the achieved 
device has given better results than clinical examination 
itself. 

The dentist tried our instrument in the laboratory. Com-
paring with other diagnosis methods our methods for elec-
trical resistance of tooth measurement seem to offer the 
biggest hope for achieving reliable, accurate detection of the 
earliest stages of enamel demineralization. 

The new research directions in caries diagnosis field use 
virtual instrumentation due to computing power and flexi-
bility. By using virtual instrumentation, our instrument re-
duces the costs, increases the flexibility and systems modu-
larization.  

We believe that this device can be used to record the 
initial lesions, the ones that have stopped evolving, the 
remineralized or the progressive. 

 
 
 
 
 
 
 
 

The virtual instrument that we developed stands to  
serve as an important tool by helping dentist to speed up 
diagnoses.  
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Abstract— The paper presents a review of actuators for bio-

mechatronic applications, especially for regionally bending of 
smart instruments for minimally invasive procedures.  More 
detailed analysis was done for bellows actuators. For a system 
of three parallel bellows an FEM study was performed. For 
different acting pressures FE results were compared with the 
analytical solution. The obtained results validate the methods 
and open future works in this field.    

Keywords—  bellows actuators, FEM analysis, endoscope.  

I.   INTRODUCTION  

The actuators for bio-mechatronic applications require 
properties like softness, lightness and safety as well as small 
size, simple design, integrability of sensors and control 
possibilities. The pneumatic actuators based on deformation 
of flexible elements fulfill these requirements. In this paper 
the possible inclusion in the structure of a medical instru-
ment of the bellows actuators is investigated.  

The minimally invasive procedures are less invasive than 
open surgery used for the same purpose. These can be sur-
gical or otherwise, performed with instruments and/or view-
ing equipment inserted into the body through natural ori-
fices or small incisions. In spite of several absolute 
advantages (less operative trauma for the patient, shorter 
hospitalization time, less pain and scarring, and reduced 
incidence of post-surgical complications), there are disad-
vantages due to the reduced dexterity, workspace, and sen-
sory input to the surgeon. Suturing and knot tying are diffi-
cult to perform, mainly due to the lack of ability to orient 
the tip of the tools.  Endoscopes and colonscopes diagnose 
various diseases of the gastrointenstinal tract. Due to the 
stiffness of their body, generate pain and discomfort to 
patients, especially in angulated regions of intestine where 
may not easily advance and pass.  

The instruments for minimally invasive procedures could 
be further improved if they could bend regionally along 
their length as well as their tips. 

Conventional, the bending capability is achieved through 
a series of articulated rigid segments, designed for being 
passively / actively bent with respect to one another. In [1], 
a bending mechanism of a manipulator for intrauterine sur-
gery that includes ball joints driven using four wires, is 

presented. An inner hole through all ball joints makes easy 
to develop many types of surgical applications. A highly 
articulated robotic system for cardiac surgery is described in 
[2]. The prototype is 12 mm in diameter and 300 mm in 
length, and can achieve a 75 mm radius of curvature. It 
consists of two concentric tubes, each can alternate between 
being rigid or limp. Both tubes consist of rigid cylindrical 
links connected by spherical joints. In [3] a hybrid variant is 
proposed: a variable flexible endoscope (called Smart En-
doscope) in which an outer stem is comprised of rigid hol-
low tubular segments that can be locked or released with 
respect to each other to control its stiffness. Four longitudi-
nal tendons are used to accomplish a reliable lock and  
release mechanism. The active endoscope with multiple 
degrees of freedom, driven by a shape memory alloy (SMA) 
servo actuator [4] consists of several unit segments, the 
bending angles of which are independently controlled with a 
joystick through electric-resistance feedback. A different 
simple structure is given in [5]: the actuator has two SMA 
coils springs which bend the tip through two pull wires. In 
[6] a new polymer-links active catheter with integrated 
interface, within a 2 mm diameter is presented.  It is actu-
ated by three SMA helical coils. The catheter introduced in 
[7] is consisting of a central tube actuated by a single SMA 
tendon enclosed by an outer sleeve. A bending module for a 
gastro-intestinal intervention robotic system is proposed in 
[8]. It is composed of multiple vertebra type elements actu-
ated by SMA wires. Stacking several elements can form an 
active bending structure. The new design concept of an 
active catheter is considered in [9] whose operation is based 
on SMA small diameter tube patterned by laser cutting so 
active bending in two orthogonal directions is enabled. In 
our previous works [10], [11] some simple structures with 1 
and 2 DOF were proposed. These are based also on SMA 
wires and helical springs to control the bending angle of the 
mobile part in respect to the fix one.  

The instruments for minimally invasive procedures 
whose actuation systems are based on different flexible 
fluidic actuators presents advantageous characteristics for 
use inside the human body [12]: absence of electrical volt-
age or high temperature parts, possible operation in pres-
ence of radioactivity or magnetic field, delicate manipula-
tion of objects, adaptability to environment during contacts 
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thanks to their own compliance, small number of compo-
nents and miniaturization. 

II.   THE OPERATION PRINCIPLE  OF BELLOWS ACTUATORS 

Generally, the sylphon bellows are used as sensorial ele-
ments in cases where considerable deflections and rectilin-
ear characteristics are required [13]. 

In [14], the development of a bellows type gas-liquid 
phase-change actuator is presented. The actuator is made of 
a nickel bellows while the operating fluid, enclosed in the 
bellows, is non-chlorine perfluorcarbon (C5F11NO), with 
low vaporization energy. When the liquid is vaporized, the 
volume of the phase-change gas is more than 100 times that 
of the liquid. The stretching / shrinking motion of the bel-
lows is used for the inching motion of an in-pipe minirobot. 
Another way to ensure the pressure for bellows actuators is 
represented by hydrogen absorbing alloys in the structure of 
metal hydride (MH) actuator [15]. Hydrogen absorbing 
alloys are capable of storing an amount of hydrogen gas 
equal to 1000 times their own volume. By heating the alloy, 
hydrogen is desorbed and the bellows expands, whereas by 
cooling the alloy, hydrogen is absorbed and the bellows 
contracts. The mechanical energy of the hydrogen gas pres-
sure is converted into a useful action through a bellows 
element. A miniature bellows actuator driven by a pair of 
PWM controlled electrorheological (ER) valves is presented 
in [16]. The bellows can be expanded and contracted by 
alternately changing the flow rate into and out of it utilizing 
the ER valves. A circular micro bellows is the most impor-
tant element of a thermopneumatic microactuator, [17]. By 
applying power to a resistive heater in a liquid chamber, the 
micro bellows can deflect more than a flat membrane of the 
same dimensions. A bellows manipulator is given in [12]: 
inside a bellows there are two balloons which are alterna-
tively inflated and generates bending of the structure. Each 
finger of a dexterous subsea hand, described in [18], con-
sists of three cylindrical metal bellows placed in a parallel 
arrangement; different pressures in bellows cause finger 
bending.  In the field of minimally invasive procedures, a 
smart colonoscope system that includes one or more bel-
lows is described in [19]. When three bellows are used, the 
steering motion of the colonoscope is implemented with 
different pressure control of each bellows. A similar actua-
tion system composed of three plates interconnected with 
bellows is analyzed in [20].  

The actuators with multiple bellows (Fig. 1) have a 
symmetrical structure which is asymmetrically powered 
(asymmetrical energy input into two, three or four inde-
pendent bellows).  

   

Fig. 1 Actuators with multiple bellows 

The proposed actuation system is simple, compact and 
lightweight. It can generate motion with three degrees of 
freedom based on the elastic deformation of the bellows, 
placed at equal intervals about a central axis and constrained 
by end plates, according to the solution described in [20]. 

III.   THE FEM ANALYSIS  

Simulation of the bellows endoscope by Finite Element 
Method (FEM) was done on a model of endoscope with 
three bellows. For these purpose a Sigma-Netics [21] 
A10x6-28 model of bellows was chosen based on its dimen-
sions and maximum extension. The bellows made of brass 
(E=1,05x105 N/mm2, ν=0.35) have the following dimen-
sions: outside diameter 10 mm, inside diameter 6 mm, 
number of active corrugation 28, length corrugated 31 mm, 
wall thickness 0,090 mm. Maximum deflection of one bel-
lows given by the producer is 8 mm and the effective sur-
face of bellows of 0,5 cm2.  

The three bellows were placed on a radius of 10 mm with 
an angle of 120º between their longitudinal axes (Fig. 2). 

 
Fig. 2 Position of the three bellows (top view) 

The bellows were clamped at their ends by two annular 
plates (ri=5mm, re=15mm) from the same material but high-
er thickness (1 mm). One plate was fixed, the other one 
being oriented by the pressure difference between the indi-
vidual bellows. Changing the pressure one can move and 
rotate the free end of the endoscope. The orientation is  
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defined by the angles between the initial and the final posi-
tion of the free plate. The rotation around y axis is given by 
the angle α1 measured with respect to x axis passing to one 
bellows and angle α2 describing rotation about w axis as 
shown in Fig. 3.  

 

Fig. 3 Orientation of the bellows endoscope free end 

The analysis of different positions was limited to a 
maximum pressure of 0,4 N/mm2 even if maximum working 
pressure of one bellows given by the producer is 2 N/mm2. 
On one hand the working pressure do not consider the bel-
lows with closed ends and on the on the hand in the above 
presented set-up the bellows undergo a combined loading 
(axial and bending) [22]. The higher stress level given by 
this mounting solution should be avoided by limiting the 
maximum pressure applied on the bellows. It should be 
mentioned that in the static analysis performed upon bel-
lows do not act external forces. 

Fig. 4 shows vertical extension obtained by FEM (ANSYS 
software) for a set of three pressures (0,1-0,4-0,2 N/mm2).  

 
Fig. 4 Vertical extension obtained by FEM of the endoscope with three 
different pressured bellows 

Parallel bellows with fixed end connection determine a 
reciprocal influence in terms of stiffness of one below upon 
the other. One observed aspect is the linearity between ap-
plied pressure differences and deflection and rotation of the 
free end, which is an important propriety of this set-up. 

The final position having the pressure values calculated 
by FEM was compared with the analytical solution given by 
the literature [23] in form of a simplified model. The ana-
lytical expression of deflection and orientation of the free 
plate as a function of the internal pressures can be  
expressed: 
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where: 

α1 - first angle of rotation [rad]; 
α2 - second angle of rotation [rad]; 
Pi - pressure in the bellows i [N/mm2]; 
S- effective surface of bellows [mm2]; 
k - stiffness of the bellows [N/mm]; 
L0 - initial length of the unloaded bellows [mm]; 
r - radius of the circle on which the bellows are placed 
[mm]; 
h - length of the arc between the center of plates [mm]; 
Δhy – change in length between the centers of plates [mm]. 

Table 1  Comparison between FEM and analytical values 

Pressure 
[N/mm2] 

Angle  α1  
[º] 

Angle  α1  
[º] 

Deflection Δhy 
[mm] 

P1 P2 P3 FEM Eqs. 1 FEM Eqs. 2 FEM Eqs. 4 

0,05 0,05 0 60 60 2,23 2,34 0,45 0,40 

0,1 0,1 0 60 60 4,45 4,68 0,91 0,78 

0,2 0,2 0 60 60 8,84 9,36 1,81 1,49 

0,3 0,3 0 60 60 13,14 14,05 2,72 2,12 

0,4 0,4 0 60 60 17,28 18,73 3,63 2,66 

0,4 0,4 0,05 60 60 15,22 16,39 3,85 3,00 

0,4 0,4 0,1 60 60 13,13 14,05 4,08 3,33 

0,4 0,4 0,2 60 60 8,85 9,36 4,53 3,93 

0,4 0,4 0,3 60 60 4,44 4,68 4,99 4,46 

0,4 0,4 0,4 0 0 0 0 5,45 4,90 

0,05 0,4 0,1 -54,37 -52,41 14,31 15,35 2,50 1,85 

0,1 0,4 0,2 -40,68 -40,89 11,63 12,39 3,18 2,60 

0,2 0,4 0,3 -30 -30 7,67 8,11 4,08 3,56 
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Comparison between analytical and FEM results pre-
sented in Table 1 revealed that even if a simplified model is 
used the above expressions give appropriate results in terms 
of angles and deflection. The bellows stiffness used for 
calculations (k=4,16 N/mm) is the axial one. In reality, due 
to bending, this undergoes changes and influences the dis-
placement and angle of the upper plate. The higher the angle 
α2 the higher deviations between the analytical solution and 
FEM calculations occur. 

IV.   CONCLUSIONS  

The development of dexterous and compact systems for 
minimally invasive procedures requires active bending 
mechanisms with a high degree of miniaturization. 

Generally, the actuators based on deformable elements 
(including the bellows actuators) are recommendable for 
large strokes and forces within a low volume. Obviously, a 
problem that occurs is the pressure control. 

The proposed system overcomes the lack of dexterity by 
controlling the bending of a medical instrument for mini-
mally invasive procedures. It has characteristics such as 
simple structure, perfect flexibility, direct driving and high 
power/weight ratio. 

The FE method proved to be reliable for design of com-
plex bellows actuators and open future works in this field.    
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Abstract— This article is a review of the principals tech-

niques used in the treatment of cholangiocarcinoma, aims at 
identifying the most frecquent and valuable methods of ther-
apy. Moreover, its purpose is to emphasize the role of high 
technology in the cholangiocarcinoma treatment. The multi-
modal approach in cholangiocarcinoma treatment, involving 
hepatobiliary surgery, endoscopic biliary or percutaneous 
drainage as well as other controversial therapies (for example, 
the photodynamic therapy) represent a progress in biliary 
tract tumors but at the same time requires an highly developed 
technology being an essential circumstance for obtaining good 
results. Thus, it can be said that top technology associated with 
highly qualified human resources opens a new horizon in 
cholangiocarcinoma treatment. 

Keywords— cholangiocarcinoma, technology, curative 
treatment. 

I.   INTRODUCTION  

Cholangiocarcinoma implies a complex treatment which 
involves not only tumor resection but also obstructive jaun-
dice remission, the most common clinical sign developed by 
patients suffering from biliary tract tumors. 

Surgery represents the primordial therapeutic option and 
the only curative treatment which can be used with good 
results in the palliative treatment of biliary tumors. Hepato-
biliary surgery, obtain encouraging results, long-term sur-
vival and even cure is considered difficult, highly risky, 
implying laborious training and presently is supported by 
optimal technology.     

The obstructive jaundice accompanied by pathophysi-
ological context involves the use of therapeutic methods  
exclusively addressed to cholestasis remission. Moreover, 
the obstructive jaundice treatment represents in most of the 
cases the only therapy available to the patient with cholan-
giocarcinoma, curative surgery being reserved only to 10-20 
% of the patients. At the same time, biliary drainage might 
be the first line emergency therapy consequently followed by 
radical surgery. The hepatic alteration determined by ob-
structive jaundice, the comorbidities and the technological 

progress have assessed the use of minimally invasive biliary 
drainage procedures asking for high level technology. 

The multimodal approach in cholangiocarcinoma treat-
ment, involving hepatobiliary surgery, endoscopic biliary or 
percutaneous drainage as well as other controversial thera-
pies (for example, the photodynamic therapy) represent a 
progress in biliary tract tumors but at the same time requires 
an highly developed technology being an essential circum-
stance for obtaining good results. Thus, it can be said that 
top technology associated with highly qualified human 
resources opens a new horizon in cholangiocarcinoma  
treatment. 

II.   WRITING PAPER  

A.   Surgery in Cholangiocarcinoma Treatment 

Surgery is the gold standard in cholangiocarcinoma (1) 
and the sole which allows tumor resection with negative 
margins. Cholangiocarcinoma surgery implies major vis-
ceral resections with extended lymphadenectomy and in 
selected cases vascular resections but resulting in consider-
able morbidity and mortality.(2) 

Cholangiocarcinoma can be localized intrahepatic, peri-
hilar – Klatskin tumor or distal, extrahepatic. In conse-
quence, the type of surgical procedure is chosen regarding 
the  intraoperatory circumstances  in connection to tumor 
location. Hepatic resection in intrahepatic cholangiocarci-
noma is the only type of radical surgical procedure consid-
ered by liver surgery centers (3) allowing tumor resection 
with negative margins. 

Klatskin tumors, according to Bismuth classification, re-
quire the resection of the main biliary duct with regional 
lymphadenectomy followed by Roux-en-Y hepaticojeju-
nostomy (type I and II) and in type IIIa and IIIb a combined 
approach with right or left hepatectomy. Distal cholangio-
carcinoma is an indication for cephalic pancreati-
coduodenectomy, the only radical procedure possible in this 
tumor location. Many discussions regarding surgical treat-
ment of cholangiocarcinoma are determined by liver trans-
plantation possibility in selected cases. Even though in the 
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past it was a contraindication for liver transplantation, in the 
last years there have been elaborated treatment protocols by 
the Mayo Clinic and the University of Nebraska which 
include liver transplantation and neoadjuvant chemother-
apy(4). As a first conclusion, it can be said that in cholan-
giocarcinoma, hepatobiliopancreatic surgery has a curative 
intent, is very extended and aggressive, requires medical 
centers and highly specialized staff and it can’t be success-
fully performed without optimal medical logistics. 

Surgical techniques, less complex and depending on 
technology, are used for the palliative treatment of cholan-
giocarcinoma and are indicated for biliary decompression 
and obstructive jaundice remission. A very important role, 
especially for avoiding useless laparotomy, comes for diag-
nostic laparoscopy in assessing tumor operability and in 
detecting hepatic and peritoneal metastasis, but with a vari-
able accuracy in detecting lymph node metastasis and  
vascular invasion. 

B.   Technology in Cholangiocarcinoma Surgery 

Hepatobiliopancreatic surgery, the only therapy with 
curative intention in cholangiocarcinoma treatment, is a 
highly developed department of general surgery and re-
quires substantial technique. Liver, pancreatic or bile duct 
resection are surgical procedures which are improved by 
high technology determining a decrease in complications. 

Initially laparoscopy and afterwards, robotic surgery be-
came the main technologies used for hepatobiliopancreatic 
surgery. Liver laparoscopic surgery has developed in the 
last years so that presently is frequently used in liver sur-
gery centers. However it requires the accomplishment of 
two conditions: high-advanced technology and specialized 
medical centers with great experience in such procedures. 
The results in tumoral liver pathology using laparoscopic 
surgery are encouraging, studies revealing the great value of 
laparoscopy even in extended liver resections.(5) 

Having an elevated technological endowment is a com-
pulsory condition for successful results in liver laparoscopic 
surgery. The difficult surgical circumstances, the increased 
hemorrhagic risk, the necessity of quick and precise maneu-
vers require high technology. Surgical procedure involves 
surgical instruments such as: ultrasonic scalpel, LigaSure 
device, intraoperative  ultrasound with laparoscopic trans-
ductor, vascular clips. 

The ultrasonic scalpel is a device used for liver mobiliza-
tion by ligaments sectioning, also useful during liver trans-
section. Even though it has similar effects with those pro-
duced by a electrocautery, its benefits consisting in 
generating a small amount of heath and a limited impact on 
adjacent structures.(6) Praxis in using this type of scalpel 
reports minimal blood loss, no biliary leaks and its effi-
ciency in liver resection on cirrhosis (7). 

Intraoperatory ultrasound examination presents the ad-
vantage of better estimating the extension of the primary 
tumor being also able of highlighting the resection limits. It 
is known the importance of intraoperatory ultrasound ini-
tially being used in colorectal liver metastasis detection and 
then proved to be efficient in liver resection for other focal 
lesions.  In 2006, Dr.Bjorn Skjoldbye, during a conference 
in Sankt Petersburg regarding laparoscopic techniques, 
claimed the importance of intraoperatory ultrasound in 
intrahepatic, perihilar and distal cholangiocarcinoma diag-
nosis and treatment, contributing to subsequent staging and 
therapeutic protocol.   

The easiness to handle, the quality of images and the 
possibility of 3-dimensional visualization are the main ad-
vantages of this method of investigation. The trocar through 
which the laparoscopic transductor is placed must be 10 mm 
large while navigation area 30-50 cm and the approach can 
be accomplished from any point of the operatory field. 
Moreover, in the last years there were developed 3D sys-
tems based on virtualization which allowed not only the 
tridimensional reconstruction of tumoral liver but also the 
virtual preoperatory evaluation of the liver remnant after 
liver resection. In fact, these systems have realized a half- or 
full-automatic liver-segmentation procedure to visualize 
liver segments, vessel trees, resected volumes or critical 
residual organ volumes, either for preoperative planning or 
intraoperative visualization. At first there were three sys-
tems used in the clinical practice: 3-D HepaVision2 (MeVis 
GmbH, Bremen), LiverLive (Navidez Ltd, Slovenia) and 
OrgaNicer (German Cancer Research Center, Heidelberg) 
(10). 

A capital acquisition of the technology used in laparo-
scopic liver surgery is represented by LigaSure, usable in 
the small and medium vessels ligature during laparoscopic 
liver transsection. The activity percept of this surgical in-
strument lays in sealing and cloating the medium gauge 
vessels, while the ligature of the great-sized vessels (for 
example the hepatic vein) requires vascular clips adjunction. 
Many studies assert the usability of Ligasure for the trans-
section of the liver that has no major structural alteration, 
but mainly its usability for the cirrhotic liver transsection, as 
the incidence of intraoperatory bleeding is extremely  
decreased (11). 

C.   Robotic Surgery in Cholangiocarcinoma Treatment 

Used at first for cholecystectomy, robotic surgery has the 
glory of developing the minimally invasive surgery concept, 
as currently there is a large series of surgical interventions 
that benefits from the robotic technology. The advantages of 
robotic surgery primarily regard the tridimensional visuali-
zation of the operatory field, the decrease in malpraxis and a 
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high convenience for the surgeon during the procedure. The 
tridimensional visualization of the operatory field, further-
more the haptic system which allows the tactile perception 
of various structures represents advantages of robotic tech-
nology. The tridimensional visualization of the operatory 
field instantly determines not only the increase in the ma-
neuverability of surgical instruments but also the circum-
stance that in perceiving structures it does not limit to their 
depth. Adding to all these the utility of the haptic system, 
the robotic surgery creates the same conditions for the op-
eratory field as open surgery, unlike laparoscopic surgery, 
and in addition increases the extent of the operatory circum-
stance. The benefits regarding the value of the surgical 
intervention brought by robotic surgery mentioned are the 
exclusion of the surgeon’s trembling, the possibility of 
vocal guidance and the storage of sites of interest of the 
operatory area. 

Medical history reports multiple cases of robotic liver 
resection fact that enforces the advantages of robotic 
surgery over the purely laparoscopic approach. Technology 
used in such cases was based on the Da Vinci robotic 
surgical system , post-operatory parametres ( blood loss, 
operation time, hospitalisation period, perioperatory 
morbidity and mortality) being encouraging (12). Studies 
emphasize the importance of tridimensional visualisation of 
the operatory field (13) in robot-assisted hepatic resection  
and also the learning curve and necessity of developing 
highly specialized centers of surgery for this type of 
intervention. Robot-assisted liver resections are possible in 
cholangiocarcinoma, experienced hands in robotic surgery 
being capable of accomplighing even a biliary 
reconstruction.(14) 

D.   The Contribution of Technology in the Palliative 
Treatment of Cholangiocarcinoma  

The palliative treatment of cholangiocarcinoma mainly 
consists in biliary drainage, patients with this type of 
pathology being diagnosed with obstructive jaundice 
syndrome. Biliary decompression with icteric syndrom 
remission characterized by  decrease of cholestasis 
represents the primordial objective of this treatment. 

The approach of the biliary duct for biliary drainage can 
be made not only percutaneously – percutaneous drainage – 
but also through the insertion  of stents in biliary tract. 

The endoscopic drainage of the biliary duct through the 
insertion of a stent using the endoscopic approach is most 
frequently used yet not entirely safe. Medical studies debate 
on placing either metallic or plastic biliary stents and, also 
the unilateral or bilateral stents. Placing bilaterally the stents 
determins an increase in complications, their insertion being 
more difficult than that of unilateral stents.(15) The quality 
of stents – metallic or plastic – has been proved to be 

important in patients’s life quality considering the fact that 
their low level of hope of life after following the palliative 
treatment. Plastic stents , need to be replaced after 
aproximately 6 months while metallic stents have a longer 
existence and determine less complications but present the 
inconvenient of a higher price.(16) Presently,  the 
therapeutic attitude regarding patients suffering from 
cholangiocarcinoma associated with obstructive jaundice 
syndrome consists in inserting the initial plastic stent, 
followed by a surgical procedure and in the case of not 
accoplishing the radical treatment, the solution is 
exploratory laparotomy followed by the insertion of the 
metallic stent.  

Radiofrequency ablation of cholangiocarcinoma 
represents a modern method in  the palliative treatment of 
this tumor especially of types III and IV according to 
Bismuth’s classification. Under ultrasound or CT guidance, 
a needle of puncture percutaneously inserted, enters into the 
tumor mass emiting a high-frequency  electromagnetic 
wave which generates heat and coagulation necrosis and 
thus, the tissue around the tumor will form a reactive area. 
The advantages of using the method described above consist 
in minimal invasiveness, insignificant postoperatory  mor-
bidity and mortality  and the  possibility of repeating the 
method (17). 

Other new method used in palliative treatment of 
cholangiocarcinoma are photodynamic therapy (PDT), 
which consists in the administration of a photosensitizer 
followed by a photoradiation. This process induces the 
apoptosis and tumor necrosis to a depth of 4 mm to 6 mm 
(18). All trials are needed to confirm the results of photody-
namic therapy associated with stenting and also to identify 
the best choice for these patients. 

III.   CONCLUSIONS 

The hilar, intrahepatic and distal cholangiocarcinoma 
treatment includes a multidisciplinary approach addressed 
both to surgery - the only curative option - and to the endo-
scopic minimally invasive or percutaneous treatment used 
for the obstructive jaundice remission. Surgical treatment as 
well as the miniinvasive  approach benefits from the devel-
opment of high technology because of its complexity. 
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Abstract— Steatosis is a frequent histological finding in pa-
tients with chronic hepatitis C virus (VHC) infection. Usual 
ultrasonography (US) cannot accurately detect the steatosis 
grade, nor can it always discriminate between steatosis and 
fibrosis. An improvement of usual US examination is currently 
under research. A possible approach might be the computer-
ized processing of the data comprised in the US image. In the 
present paper we set out to compare the performance of two 
computerized methods for the steatosis assessment on the US 
images: the attenuation coefficient and the first order textural 
parameters (FO): Mean, Standard Deviation and Skewness. 
The attenuation coefficient correlated significantly with 
steatosis (r=-0.444, p<0.0001), but not with fibrosis (r=-0.046, 
p=0.395) or necroinflammatory activity (r=-0056, p=0.211). Of 
the FO parameters, only the FO mean  correlated significantly 
with steatosis (r=0.300, p<0.0001), but also with 
necroinflammatory activity (r=0.128, p=0004). The present 
study proves that, in patients having chronic hepatitis C, the 
attenuation coefficient, but also the FO mean, can discriminate 
between different steatosis grades; however, the attenuation 
coefficient has a better performance than the FO mean, being 
influenced only by steatosis, not by fibrosis or necroinflamma-
tory activity. The area under the ROC curve is significantly 
better for the attenuation coefficient as compared to the FO 
mean for the prediction of steatosis regardless of the grade 
(0.741 vs 0.652, p=0.001),  as well as for the prediction of mod-
erate/severe steatosis (0.791 vs 0.719, p=0.043). 

Keywords— steatosis, chronic hepatitis C, noninvasive, 
computerized methods, ultrasonography. 

I.   INTRODUCTION 

Hepatic steatosis is a frequent histological finding in pa-
tients with chronic hepatitis C virus (VHC) infection, occur-
ring in more than 50% of cases [1]. There is increasing 
evidence that steatosis is an independent risk factor associ-
ated with liver necroinflammatory activity and progression 
of fibrosis in patients with chronic HCV infection [2]. 
Therefore, reliable and early diagnosis of hepatic steatosis is 
crucial to monitor disease progression and therapeutic inter-
vention. The gold standard for assessing diffuse liver dis-
ease, including steatosis, is liver histology. However, liver 
biopsy is an invasive procedure associated with potential 

complications, as well as sampling error and interobserver 
variability [3]. 

Hence, reliable non-invasive methods to assess steatosis 
in patients with chronic HCV infection are needed. Among 
these, imaging methods have an important role, and of 
them, ultrasonography (US) is the best choice from the 
point of view of the cost, accessibility and lack of side ef-
fects. The ultrasonic alterations of fatty liver appear when 
the fatty load of the hepatocytes exceeds 15–20%. These 
alterations are represented by hepatomegaly, increased 
parenchymal echogenicity (“bright liver”), attenuation of 
the ultrasounds in the subcapsular strata, difficult visualiza-
tion of the portal vein walls, of the gallbladder wall and of 
the hepatic capsule, the apparent dilatation of the vessels 
(especially of the suprahepatic ones) and the false transonic 
aspect of the parenchyma of the right kidney as opposed to 
that of the liver. However, the performance characteristics 
of conventional grey-scale US may vary considerably 
among studies, ranging from good to poor [4]. One reason 
might be that concomitant liver pathology (inflammation, 
fibrosis) may alter the ultrasonographic diagnosis of steato-
sis [5]. Fibrosis may also appear hyperechoic, but most of 
the time, fibrosis and fatty infiltration coexist, which is why 
the term “fatty-fibrotic pattern” is used to define the result-
ing aspect [6]. It is for this very reason that an improvement 
of usual ultrasonographic examination is currently under 
research. A possible approach might be the computerized 
processing of the data comprised in the ultrasonic image, 
taking into consideration that all the information concerning 
the characteristics of the tissue already exist in the echoes 
returned by the transducer. This is based on the principle 
according to which the pathological tissular modifications 
due to a specific disease (such as steatosis or fibrosis) lead 
to alterations of the physical and micro architectural fea-
tures (density, thickness, elasticity, homogeneity, etc.). 
These are very difficult to visualize, but, because they affect 
the propagation of ultrasounds, they can be perceived 
through the complex image analysis (the ultrasonic tissular 
characterization) as a different textural pattern from the 
healthy one [7]. The ultrasonic tissular characterization can 
be achieved either by methods based on the study of paren-
chymal echogenicity and on the attenuation of the ultra-
sounds (attenuation and backscattering coefficients), or by 
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methods based on the quantification of some textural pa-
rameters [8-10]. 

We have proven in our previous research that, between 
the attenuation and backscattering coefficients, the attenua-
tion coefficient has the best performance in the assessment 
of steatosis in nonalcoholic steatohepatitis (NASH) patients 
[11]. Furthermore, the attenuation coefficient is also supe-
rior to biochemical methods (such as adiponectin) for the 
non-invasive assessment of steatosis [12]. At the same time, 
the attenuation coefficient performs better than the textural 
parameters derived from the gray level co-occurrence ma-
trix (GLCM) in NASH patients. However, of all tested 
textural parameters, only the entropy computed on GLCM 
only correlates to steatosis; even then, it only discriminates 
between a normal aspect and NASH, but not between 
grades of steatosis [13]. 

In the present paper we set out to compare the perform-
ance of two computerized methods for the steatosis assess-
ment on the ultrasonographic images in chronic hepatits C 
patients: the attenuation coefficient and some textural de-
scriptors based on the first order (FO) statistics. 

II.   PATIENTS AND METHODS 
 

A.   Patients 

526 consecutive patients with chronic HCV infection ex-
amined at the 3rd Medical Clinic, University of Medicine 
and Pharmacy Cluj-Napoca, were prospectively included in 
this study. All of them were HCV-RNA positive and un-
derwent percutaneous liver biopsy (LB) for the grading and 
staging of diseases. All patients were referred to an ultra-
sound exam 1 day prior to LB. Besides the epidemiological 
data, the following biological parameters were determined 
for all patients on the same day as LB: aspartate aminotrans-
ferase (AST), alanine aminotransferase (ALT), gamma-
glutamyl-transpeptidase (GGT), total bilirubin, alkaline 
phosphatase, fasting blood glucose, fasting serum choles-
terol and triglycerides. The study was approved by a local 
ethical committee of the University of Medicine and Phar-
macy Cluj-Napoca. The nature of the study was explained 
to the patients and they each provided written informed 
consent before the beginning of the study, in accordance 
with the principles of the Declaration of Helsinki (revision 
of Edinburgh, 2000). 

B.   Ultrasound Exam 

Each studied patient was submitted to an abdominal ultra-
sound exam by means of a GE Logiq 7 device, using a 5.5 
MHz convex probe, one day before the LB. The examination 
protocol was built so as to acquire the maximum amount of 
information from the tissue level, with as little „noise” as 

possible over added to this process. In order not to change 
the textural elements, the amount of digital post-processing 
must be as small as possible, and thus, all the post-
processing parameters were set at minimum, and in order to 
exclude movement artifacts, the tissue image „Freeze” took 
place as quick as possible (by using a „Frame rate” which 
must be as high as possible). We worked with harmonic 
(because it increases the quantity of information coming 
from tissues). The “Time Gain Compensation” curve was 
adjusted to a neutral position. The device was set so as to 
stand on all these principles, and once the setting took place, 
it was used for all the examined patients. For each patient, 
US images were acquired from the right lobe through inter-
costals spaces. Depth was set at 16 cm. The images were 
saved on the ultrasound machine hard disk in DICOM for-
mat and further processed using a special soft designed by 
the Technical University of Cluj-Napoca. 

C.   Computing the Image Coefficients  

On each US image, a straight line was fitted so as to 
avoid artifacts. This line represents the ultrasound beam 
path into the liver tissue and it has to be as parallel as possi-
ble to the US rays, preferably vertical. The fitted line is the 
region of interest (fig.1). 

 

 
Fig. 1 Ultrasound image from right lobe at 16 cm. The mean gray levels 
are computed along the white line. 

The grey level values for each point along this line are 
calculated by averaging 7 horizontal pixels (the pixel below 
the line and three more pixels from each side) [14]. For each 
point on the line, two values were stored: the average grey 
level computed as above and the depth (fig.2). As a measure 
of ultrasonic attenuation, linear regression by least-squares 
approximation was applied to this dataset. The slope repre-
sents the attenuation coefficient. 
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Fig. 2 The graphical representation of the average gray level with respect 
to depth. 
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Furthermore, FO parameters were calculated in each pa-
tient. The first order parameters employed here belongs to 
the large family of statistical texture descriptors. The texture 
is viewed as a collection of pixels, each pixel having a grey 
level that follows a normal distribution. First order pa-
rametrs measure the pixel distributions and report various 
measures that depend on how much the actual distribution is 
deviated from the assumed Gauss distribution. In present 
paper the following coefficients are computed: Mean, Stan-
dard Deviation, Skewness. In the following is described 
how these statistics are computed [15, 16]. First, the histo-
gram of the image is computed. The histogram basically 
counts how many pixels of each grey level are in the image. 
Because the grey levels are assumed to follow a Gaussian 
distribution this histogram should have the classical bell 
shape. Let h(i) be the number of pixels that have a grey 
value equal to i. Let p(i) = h(i)/N where N are the total 
number of pixels. We define the following: 

Mean: 
 

 

(1)

Standard Deviation: 
 

 

(2)

Skewness: 
 

 

(3)

It is important to note is that FO Mean represents the mean 
grey level of the pixels in the image, the FO Standard Devia-
tion measures the width of the histogram (or the contrast). 
The skweness measures the simmetry of the histogram. If the 
histogram is assimetrical (i.e. tilted to one side) the skewness 
will measure this deviation. Skewness is sensitive to the de-
viations from assumed normal distribution.  

These statistics are not computed on the entire image but 
only on a 64x64 pixels squared region. This region is manu-
ally placed on the ultrasound image by a trained radiologist. 
The area where this region of interest is placed has to be 
clear of artifacts and as close as possible to the center of the 
image. Moreover, this squared region should be placed at 1 
cm below the upper liver capsule in full liver tissue (fig 3). 

D.   Histological Study 

A liver biopsy examination was performed for all the pa-
tients. Only biopsy specimens with more than 6 intact  
portal tracts were eligible for evaluation [17]. Liver  
fibrosis and necroinflamatory activity were evaluated  
semiquantitatively according to the METAVIR scoring 

system [17]. Fibrosis was staged on a 0-4 scale as follows: 
F0 – no fibrosis; F1 – portal fibrosis without septa; F2 – 
portal fibrosis and few septa; F3 – numerous septa without 
cirrhosis; F4 – cirrhosis. Necroinflammatory activity was 
graded as follows: A0– none; A1 – mild; A2 – moderate; 
A3 – severe. Steatosis was categorized by visual assessment 
as: 0- none; 1- steatosis in <33% of hepatocytes; 2- steatosis 
in 33% to 66% of hepatocytes; and 3- steatosis in > 66% of 
hepatocytes. 

 
Fig. 3 A squared region of interest established on a right lobe ultrasound 
image avoiding the major artifacts like blood vessels, shadows, etc. 

E.   Statistical Analysis 

The statistical analysis was performed using the SPSS 
software version 15.0 (SPSS Inc., Chicago, IL, USA). The 
relationships between the parameters were characterized 
using the Spearman correlation coefficients. The attenuation 
coefficient (AC) and FO data were expressed as median 
values. Differences in mean values were tested by one-way 
analysis of variance (ANOVA) and Kruskal-Wallis test; 
The diagnostic performance of AC was assessed using sen-
sitivity (Se), specificity (Sp), positive predictive value 
(PPV), negative predictive value (NPV), accuracy, likeli-
hood ratios (LR) and receiver operating characteristic 
(ROC) curves. Optimal cut-off values for AC were chosen 
to maximize the sum of sensitivity and specificity, and posi-
tive and negative predictive values were computed for these 
cut-off values. 

III.   RESULTS 

526 patients were enrolled in the study with a mean age 
of 46.79 ± 10.08 years; the majority was women (63.1%). 
The mean size of the bioptic speciment was 11.10 mm 
(±2.8), with a mean number of 12.15 (±4.1) portal spaces.  

The histopathological analysis found no steatosis in the 
majority of patients (54.2%), mild seatosis in 34.4% (5-33% 
fatty content), moderate steatosis in 8% (34-66% fatty con-
tent), and severe steatosis in 3.4% (>66% fatty content). 
Because of the low number of patients in the last two cate-
gories, we grouped the patients in 3 groups for further 
analysis: S0 (patients without steatosis), S1 (patients with 
mild steatosis) and S2-3 respectively (patients with signifi-
cant steatosis, either moderate or severe).  
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In addition, the patients had different fibrosis stages: no 
fibrosis - F0 (6.7%), mild fibrosis - F1 (36.1%), significant 
fibrosis - F2 (33.5%), severe fibrosis - F3 (16.5%) and cir-
rhosis respectively (F4) (7.2%), and various degrees of 
necroinflammatory activity: A0 (4.9%), A1 (20%), A2 
(51.4%), A3 (23.7%). 

 
A.   Correlation between the Attenuation Coefficients and 

Different Histological Parameters 

The attenuation coefficient correlated significantly with 
steatosis, but not with fibrosis or necroinflammatory activ-
ity. Of the FO parameters, only the FO mean correlated 
significantly with steatosis but also with necroinflammatory 
activity (table 1).  

We found a significant variability of the attenuation coef-
ficient, but also of the FO mean, in relation to the different 
steatosis grades (table 2, fig 4). 

The area under the ROC curve is significantly better for 
the attenuation coefficient as compared to the FO mean, for 
both the prediction of S0 vs S123 and that of S01 vs S23 
(table 3, fig 5).  

Table 1 Spearman Correlation Coefficient between different coefficients 
computed on the ultrasound image and steatosis, fibrosis and necroinflam-
matory activity  

 
Steatosis Fibrosis Necroinflammatory 

activity
r p r p r p

Attenuation 
coefficient -0.444 <0.0001 -0.046 0.295 -0.056 0.211

FO mean 0.300 <0.0001 0.032 0.468 0.128 0.004
FO standard 

deviation 0.006 0.897 0.033 0.454 0.065 0.150

FO skewness -0.075 0.087 0.074 0.090 -0.018 0.686
 

Table 2 Mean value of the attenuation coefficient and FO mean for differ-
ent grades of steatosis in HCV patients 

 
S0

(0-4% fatty 
content)

S1
(5-33% fatty 

content)

S2-3
(>33% fatty 

content)
p

AC -0.0082±0.065 -0.0586±0.0676 -0.1021±0.0716 <0.0001
FO mean 48.640±10.055 52.917±11.069 58.732±10.404 <0.0001  

Table 3 Areas under the ROC curve for the attenuation coefficient and FO 
mean in the prediction of each steatosis grade 

 
AUROC
for AC

AUROC
for FO 
mean

Difference 
between 

AUROCs

Standard 
error p

S0vsS123 0.741 0.652 0.089 0.026 0.001
S01vsS23 0.791 0.719 0.072 0.036 0.043  

Because of the better performance of the attenuation co-
efficient in the grading of steatosis than that of FO mean, 
we further tested the performance of the attenuation coeffi-
cient in the prediction of steatosis regardless of the grade 
(S0 vs S123), as well as the prediction of moderate/severe 
steatosis (S01 vs S23) in HCV patients. The resulting values 
are displayed in table 4.  

 

Table 4 Attenuation coefficient cutoff values for the diagnosis of steatosis 
grades ≥ S1 and S2-3  

 S 0 vs S 1-2-3 S 0-1 vs S 2-3 

AC cutoff value -0.0471 -0.0564 

Se (%) 67.63 86.67 

95% CI 61.3-73.5 75.4-94.0 

Sp (%) 70.18 64.81 

95% CI 64.5-75.4 60.3-69.1 

+LR 2.27 2.46 

-LR 0.46 0.21 

PPV 65.7 24.1 

NPV 71.9 97.4 

AUROC 0.741 0.791 

SE 0.021 0.025 

95% CI 0.700-0.777 0.754-0.825 

IV.   DISCUSSIONS 

An ever-developing field of research is the non-invasive 
assessment of steatosis occurring in diffuse liver diseases. 
Of all non-invasive methods, ultrasonography plays an 
important part thanks to its widespread availability and 
relatively low cost. However, usual ultrasonography has its 
limitations: it cannot accurately detect the steatosis grade, 
nor can it always discriminate between steatosis and other 
histopathological alterations frequently occurring in diffuse 
liver diseases (such as inflammation or fibrosis). This justi-
fies the constant attempt to improve the ultrasonographic 
examination, one method being the computerized process-
ing of images (ultrasonic tissular characterization). The 
ultrasonic tissular characterization can be achieved by 
methods based either on the study of parenchymal echo-
genicity and on the attenuation of the ultrasounds (attenua-
tion and backscattering coefficients), or on the quantifica-
tion of some textural parameters [8, 9].  

Gaitini et al [9] tried to compare textural to attenua-
tion/backscatter indices to suggest the better approach for an 
objective noninvasive ultrasonic “biopsy”. 
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The attenuation/backscatter indices were superior to tex-
tural indices in differentiating between the categories stud-
ied. By using the attenuation coefficient, Gaitini [20] ob-
tained an ideal area under the ROC curve (AUROC=1) for 
the differentiation of patients having „pure” steatosis (with-
out superimposed inflammation of fibrosis) from the 
healthy liver, but, the patients without severe steatosis had 
been excluded from that particular study. This approach has, 
however, a rather limited practical value since the ultra-
sonographic changes of severe steatosis can be discrimi-
nated from the normal liver by the „classic” examination. 

Some authors [18] suggest that steatosis can be detected 
through imaging methods when it is moderate or severe 
(>33%). In the present study we have found AUROCs of 
0.741 and 0.791 respectively for the prediction of the pres-
ence of steatosis and respectively for the prediction of mod-
erate/severe steatosis. Such discrimination could not have 
been possible through the visual inspection alone, especially 
since these patients have, alongside steatosis, other his-
tologic alterations that may distort the ultrasonographic 
image (fibrosis, inflammation or ballooning). 

 

In the context of co-existing steatosis, necroinflammatory 
activity and fibrosis, first of all we wanted to see how much 
the attenuation coefficient and FO parameters were influ-
enced by the histopathological aspects found in patients 
with VHC infections. The attenuation coefficient in patients 
with VHC was found to correlate significantly with steato-
sis, but there was no significant correlation with activity or 
fibrosis. This finding might be the first step in the further 
study of this coefficient used for the differentiation between 
steatosis and fibrosis on the ultrasonic image. In exchange, 
the FO mean is influenced by both steatosis and necroin-
flammatory activity. 

Webb et al [19] have also tried to quantify the intrahepa-
tocyte fat content by using the hepatorenal index, defined as 
the difference between the echogenicity of liver and that of 
the right kidney. The main limitation of this approach is the 
reference system (the kidney), whose echogenicity could 
also be altered by intrinsic conditions. On the other hand, 
the parameter quantified in these cases is the echogenicity 
of the liver and kidney respectively; the echogenic pattern 
of the liver can also result from superimposed fibrosis or 
inflamation, not only steatosis. In the present study we have  
 

 
Fig. 4 Values of attenuation coefficient and FO mean according to different grades of steatosis (median and interquartile ranges) 

              
Fig. 5 ROC curves for the attenuation coefficient (continuous line) and FO mean (fragmented line) used for the prediction of each steatosis grade: S0 
vs S1-2-3; S0-1 vs S2-3 
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proven that the attenuation coefficient correlates only to 
steatosis, not with inflammation or fibrosis, while the FO 
mean correlates both to steatosis and inflammation. Indeed, 
the performance of the attenuation coefficient was better 
than that of the FO mean, both for the prediction of steatosis 
(regardless of the grade), as well as for the prediction of 
moderate steatosis, at least. 

The FO Mean parameter measures the average grey level 
intensities in the designated area. Knowing that, for an ul-
trasound image, a higher intensity means higher amplitude 
of the receiving echo one can assume that a higher value for 
“FO Mean” means that the underlying tissue has an en-
hanced echogeneity. This echogeneity, in the case of par-
enchimatous organs can be explained by the presence of 
numerous but small interfaces. This phenomenon has been 
observed by many authors in the case of steatosis, so, the 
correlation of FO Mean with the steatosis is not a surprise. 
In the case of necroinflamatory activity the liver tissue suf-
fers a local swelling, hence the densities varies and pro-
duces numerous interfaces. The other parameters from FO 
statistics are not sensible to global changes to the image 
characteristics but to relative changes between pixels. It 
seems that liver steatosis can be detected only using a global 
measure of the ultrasound behaviour. A method that focuses 
only on a small region is less sensitive to steatosis altera-
tions (AUROC for attenuation is better than AUROC for 
FO Mean).   

In conclusion, the present study proves that, in patients 
having chronic hepatitis C, the attenuation coefficient, but 
also the FO mean, can discriminate between different stea-
tosis grades; however, the attenuation coefficient has a 
better performance than the FO mean, being influenced only 
by steatosis, not by fibrosis or necroinflammatory activity. 
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ECG Signal Baseline Wander Removal Using Wavelet Analysis 
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Abstract— One of the most common problems of ECG re-

cordings is the baseline wandering in the ECG signals during 
data collection. Baseline wander elimination is considered as a 
classical problem in ECG signal filtering. This paper presents 
two wavelet analysis (WA) based ECG signal baseline wander 
removal methods, The Discrete Wavelet transform based 
method uses a high level decomposition and eliminates the 
lowest frequency component. The wavelet packet based 
searching algorithm uses the energy of the signal in different 
scales to identify the baseline wander. The algorithm calculates 
the corresponding energy of wavelet packet coefficients at each 
scale. After a comparison, the branch of the wavelet binary 
tree corresponding to higher energy wavelet spaces is chosen. 
These procedures are tested using specific data records.  

Keywords—  wavelet analysis, ECG signal processing, base-
line wander removal. 

I.   INTRODUCTION  

The ECG signal is obtained by recording the potential 
difference between two electrodes placed on the body sur-
face. A single normal cycle of the electrocardiogram repre-
sents the successive atrial and ventricular depolarization and 
repolarization. Baseline (isoelectric line) wander is consid-
ered as a perturbation which produces artifacts when in 
ECG parameters measuring, especially the ST segment and 
the R peak measurements could be strongly affected. The 
main causes of the baseline wandering are the respiration, 
electrode impedance change due to perspiration and in-
creased body movements. Therefore, the elimination of the 
baseline wander can improve very much the accuracy of the 
clinical information. Figure 1 presents together a clean and 
a baseline wander affected ECG signal, the differences 
between them are obvious and the necessity of filtering also.  

During the last years, the wavelet analysis has proven to 
be a very useful tool in many application areas for evalua-
tion of non-stationary signals such as biomedical signals, 
the ECG signal in particular. The wavelet transform pro-
vides a time-frequency representation of the signal, and thus 
permits the inspection of characteristic waves of the ECG 
signal at different scales with different resolutions. This 
paper presents two wavelet analysis (WA) based ECG sig-
nal baseline wander removal methods, The Discrete Wave-
let Transform (DWT) based method uses a high level  
decomposition and eliminates the lowest frequency  

component. The Wavelet Packet (WP) based searching 
algorithm uses the energy of the signal in different scales to 
identify the baseline wander. 
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Fig. 1  ECG signal without and with baseline wander 

The proposed algorithms are carried out in Matlab envi-
ronment and are tested using specific ECG recordings from 
the MIT-BIH Arrhythmia Database, taken from a web-
based resource for free access to study of physiological 
signals.  

II.   WAWELETS AND WAVELET PACKETS 

The wavelet transform (WT) of signal x(t) is defined as a 
combination of a set of basis functions, obtained by means 
of dilation a and translation b of a mother wavelet [1]. 

( ) ( ) dt
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The Discrete Wavelet Transform (DWT) is defined as a 
discrete dilations and translations of the mother (or analyz-
ing) wavelet. In its most common form, the DWT employs a 
dyadic grid and orthonormal wavelet basis functions [4]. 

The Discrete Wavelet Transform (DWT) decomposition 
of the signal into different frequency bands can be obtained 
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by successive high-pass and low-pass filtering of the time 
domain as shown in figure 2. Translation is accomplished 
by considering all possible integer translations of ψ(t) and 
dilation is obtained by multiplying t by a scaling factor 
which is usually factors of 2.  

 

Fig. 2  FIR filter structure for dyadic scale decomposition 

The following equation shows how wavelets are gener-
ated from the mother wavelet: 
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Wavelet decomposition is a linear expansion and it is ex-
pressed as 
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where φ(t) is called the scaling function and ck and djk are 
the coarse and detail level expansion coefficients. In the 
field of signal processing, the implementation of wavelet 
theory is performed using filter banks. In applications one 
never has to deal directly with the scaling functions or 
wavelets, only with the coefficients of the associated filters 
in the filter banks. In a wavelet transform system, the signal 
is convolved with a pair of maximally decimated quadrature 
mirror filters (QMF). These filters are related to wavelet and 
scaling functions as expressed below [4]: 
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The coefficients are ordered using two dominant patterns, 
one that works as a smoothing filter (like a moving aver-
age), and one pattern that works to bring out the data's detail 
information. These two orderings of the coefficients are 
called a quadrature mirror filter pair in signal processing 
language [6].  

The wavelet packet method is a generalization of wavelet 
decomposition that offers a richer range of possibilities for 
signal analysis but is more redundant also. In wavelet analy-
sis, a signal is split into an approximation and a detail [5]. 
The approximation is then itself split into a second-level 
approximation and detail, and the process is repeated. For n-
level decomposition, there are n+1 possible ways to decom-
pose or encode the signal. A single decomposition using 
wavelet packets generates a large number of bases. 

 

Fig. 3 Time-frequency blocks for second order dyadic wavelet packet 
decomposition and the corresponding filtering structure 
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III.   BASELINE WANDER REMOVAL PROCEDURE 

The baseline wandering removal is carried out by identi-
fying the low (or the lowest) frequency (large scale) com-
ponents in the ECG signal. The proposed algorithms are 
based on the assumption that the baseline wandering and the 
ECG signal constitute a mixture of two independent signals, 
obtained as a linear superposition. Usually the typical base-
line variation means 15 percent of peak-to-peak ECG ampli-
tude variation of 0.15 to 0.3 Hz [3]. There are two methods 
to be presented, the first is based on an n-level Discrete 
Wavelet Transform (DWT) and the other uses the Wavelet 
Packet (WP) decomposition to find the low frequency com-
ponent corresponding to the baseline variation. In first case 
the DWT level is estimated starting from the sampling fre-
quency (which gives the maximum frequency of the ECG 
signal) and the estimated baseline wander frequency domain 
ΔfBLw =fBWH - fBWL as follows: 
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(6) 

The lowest frequency components are identified in the 
DWT structure and extracted from the original signal (after 
a selective reconstruction) in a way illustrated on figure 4. 

 

Fig. 4  Wavelet decomposition, lowest frequency component identification 
and baseline wander removal 

A full wavelet packet decomposition binary tree for three 
scale wavelet packet ECG Baseline Wander Elimination 
using Wavelet Packets transform is shown in figure 5. 

 

Fig. 5  Third level Wavelet Packet decomposition 

In wavelet packet analysis, the details as well as the ap-

proximations can be split. This yields more than 122 −n

dif-
ferent ways to encode the signal [1]. Usually the compo-
nents which are responsible to baseline wander placed in 
low frequency but have a relatively great energy. The en-
ergy of the signal is given in terms of the WT coefficients 
by Parseval’s relation as: 
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Simple and efficient algorithms exist for both wavelet pack-
ets decomposition and optimal decomposition selection. 
The search for baseline wander causing components is fo-
cused on great energy and low frequency structures in the 
Wavelet Packet decomposition tree. After a Wavelet Packet 
decomposition these components are identified, removed 
and the signal is recomposed without them. In fact, that 
leads to a nonlinear filtering of the signal. In order to elimi-
nate the baseline drift, the estimated baseline wander is 
subtracted from the original data record and a baseline wan-
der free ECG signal is identified [5]. 

IV.   RESULTS 

The test database was extracted from the MITBIH data-
base, results are shown in figures 6 to 8. The measurements 
were carried out by adding gaussisan white noise to the test 
signal. The used analyzing function was “db4” (Daube-
chies) both for DWT or WP decomposition. The estimation 
is relatively good, the results after extraction show a satisfy-
ing baseline wander elimination . 
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Fig. 6  Results obtained with nth level DWT decomposition 
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In the corresponding wavelet packets situation, each de-
tail coefficient vector is also decomposed into two parts 
using the same approach as in approximation vector split-
ting. Results obtained with the use of this method and ap-
plied to the same signal, are represented in figures 7. 
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Fig. 7  Results obtained with nth level WP decomposition 

To estimate the obtained results the following parameters 
were measured, : 
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The obtained results are presented on figure 8 and 9. 
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Fig. 9  The obtained gain for different DWT and WP decompositions 

V.   CONCLUSIONS 

In this paper were presented two algorithms based on 
wavelet analysis for canceling baseline wandering in ECG 
signals. The WP decomposition offers a particular way of 
decomposing signals, the filtering results are slightly better 
than in case of using classical DWT. The presented algo-
rithms can eliminate ECG baseline wandering without in-
troducing major deformation in the signal structure. As 
further work is possible to study the opportunity to extract a 
weighted sum of low frequency components from the DWT 
or WP decompositions in order to have a better accuracy of 
baseline wander identification. 
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Abstract— In this paper a physiological signal-based 

emotion recognition approach is presented. The input bio-
signals are electromyogram, electrocardiogram, skin 
conductivity and respiration change. The feature vector is 
extracted from each signal type by using the same technique 
based on wavelets and TESPAR DZ method. A Support Vector 
Machine (SVM) classifier was employed to distinguish among 
four emotional states: joy, anger, sadness and pleasure. The 
database employed in our experiments is the AuBT corpus.   

Keywords— emotional states, TESPAR DZ, biosignals, feature 
selection, SVM. 

I.   INTRODUCTION  

”Everyone knows what an emotion is, until asked to give 
a definition” [Beverly Fehr and James Russell]. Emotions 
play an important role in: motivation, perception, cognition, 
coping, creativity, attention, planning, reasoning, learning, 
memory and decision making. Research in emotions is 
pursued in several scientific disciplines, such as neurosci-
ence, cognitive sciences and psychology. The progress in 
the aforementioned sciences determines much of the suc-
cess in the development of affective multimodal systems. In 
advanced human-machine interaction, emotion recognition 
is one of the key steps towards emotional intelligence. One 
way to differentiate emotions is by their being short-term 
(seconds /minutes), whereas moods are long-term (some 
days) emotional states, typically global and very variable 
over the time, dominating the intensity of each short-term 
emotional state. Moreover, temperaments and personalities 
are very long-term (months/years/a lifetime) and are much 
more complex by their including personality factors and 
moods (Jenkis & et al., 1998). 

Various experiments on human judgment on still photo-
graphs of posed facial behavior were conducted by Ekman 
and his colleagues who concluded that there are six basic 
emotions which can be recognized universally, respectively: 
happiness, sadness, surprise, fear, anger and disgust (Ek-
man, 1982). This theory of universality is the most widely 
used theory in affect sensing by machines [1]. The human 
communication modes are affected by emotional states 
through facial expression, body gestures, tone of voice, 
respiration rate, skin temperature, skin conductance etc. 

Biosignals 
Physiological signals or biosignals refer to: brain signals 

measured via functional Near Infrared Spectroscopy 
(fNIRS), scalp signals measured via electroencephalogram 
(EEG), and peripheral signals: cardiovascular activity 
(ECG); electrodermal activity or galvanic skin response 
(GSR), electromyogram activity (EMG) (Changchun& et 
al., 2005; Savran& et al., 2006). While visual modalities 
such as facial expressions and body gestures provide a visi-
ble/external understanding of one’s emotional state, biosig-
nals such as EEG, ECG and fNIRS provide an invisi-
ble/internal understanding of the emotion phenomenon [1]. 

Psychophysiology establishes the relation between 
physiological signals and arousal/valence and argues that 
the activation of the autonomic nervous system changes 
while emotions are elicited (Levenson, 1988). Conse-
quently, different emotional expressions produce different 
changes in autonomic activity (for instance, happiness: 
decreased heart rate, no change in skin temperature; anger: 
increased heart rate and skin temperature; fear: increased 
heart rate, decreased skin temperature [6]. 

However, in general, an optimal set of bio-potential cues 
that can assist in reliably discriminating among various 
affective states has not yet been identified. 

II.   METHODS AND TOOLS 

A.   TESPAR DZ Approach 

In this approach the signal waveform is divided into pe-
riods or epochs determined by successive passes through 
zero of the signal. The time information is thus maintained 
combined with a simple approximation of the waveform 
between two successive passes through zero. An overview 
of TESPAR coding method can be found in [3], [4].  

This paper employs a version of the described method 
based on the TESPAR DZ matrices, by using three descrip-
tors so as to describe each epoch:  

- duration (D) between two successive zero crossings of 
the signal, expressed in samples; 

- shape (S) of the signal between two successive zero 
crossings, expressed in number of minima; 

- amplitude (A) which represents the maximum value 
found amongst the samples of an epoch [5].  
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A comparison is made between pairs of epochs by using the 
TESPAR DZ coding procedure. The descriptors from each 
epoch pair are compared and symbols are produced. The 
symbol indicates the differences between the individual D, 
S and A, features of the two epochs under testing. Different 
lags can be considered when performing the epochs’ de-
scriptors comparison. For example, for a lag=1, compari-
sons will be made between epoch E and epoch E-1, and for 
a lag=2, comparisons will be performed between epoch E 
and epoch E-2. The flowchart of the entire coding procedure 
or symbol assignation can be found in Fig 1. 

For each epoch descriptor, a three-stage vector compari-
son is generated in the case of each individual epoch pair 
comparison. Hence, for a lag = 1, when comparing D, S and 
A, for epochs E1 and E2, the following value results are 
provided. For D2 versus D1: if D2=D1, the resulted value is 
0, if D2<D1, the resulted value is -1 or if D2>D1, the re-
sulted value is +1. In the case of the other descriptors (S, 
A), the procedure is the same. 

From any paired descriptors comparison of D, S and A, 
one of the 27 possible difference options may be derived by 
using this algorithm, this indicating the nature of the differ-
ence between the pair of epochs being tested The symbols 
were arbitrarily assigned to the numbers 1 to 27 of the 27 
symbol DZ TESPAR alphabet. The TESPAR coder issue 
represents a string of symbols provided by the comparison 
of the three descriptors corresponding to each epoch. By 
converting this simple series of symbols, fixed length struc-
tures can be obtained. 

 

Fig. 1 TESPAR DZ symbols assignation 

A one-dimensional vector which counts the number of 
occurrences of alphabet symbols in an instance can be used, 
this leading to a histogram [5]. Symbols may be found miss-
ing in the coding process, depending on the type of  

processed signal. Consequently, the alphabet may be rede-
fined with a lower number of symbols. 

B.   Classification Method 

The technique of SVM, developed by Vapnik [10], is a 
powerful, widely used technique for solving supervised 
classification problems due to its generalization ability. In 
this study, the LIBSVM software is used. LIBSVM is an 
integrated software package for support vector classifica-
tion, regression and distribution estimation [9]. From the 
available kernels, the radial basis function was selected for 
our experiments. 

C.   AuBT Corpus (Augsburger Database of Biosignal) 

The AuBT corpus contains physiological data taken from 
a single user in four different emotional states: joy, anger, 
sadness and pleasure. It was recorded while the subject was 
listening to four music songs, which were previously picked 
by the user himself according to the four targeted emotion 
classes. The subject had been advised to select songs which 
could trigger special memories to him and he was also 
asked to make an effort to enter the particular needed 
affective state. Criteria for song selection: 

• song1: enjoyable, harmonic, dynamic, moving;           
• song2: noisy, loud, irritating, discord ;                         
• song3: melancholic, reminding of sad memory;          
• song4: blissful, slow beat, pleasurable, slumberous.   

In order to record electromyogram, electrocardiogram, skin 
conductivity (SC) and Respiration change (RSP), four-
channel biosensors were used. 25 recordings (in 25 days) 
for each emotion were overall collected. 

The length of the recordings is dependent on the length 
of the songs, but it was later cropped to a fixed length of 2 
minutes per session and per emotion. ECG was sampled at 
256 Hz, while the other signals were sampled at 32 Hz [7]. 

III.   EXPERIMENTS AND RESULTS  

A.   Feature Extraction and Selection 

The emotional status of a person is inherently reflected in 
the activity of the nervous system. In psychophysiology, 
traditional tools for the investigation of human emotional 
status are based on the recording and on the statistical 
analysis of biosignals.  

This paper proposes a new feature extraction method, 
based on wavelets and on the TESPAR DZ techniques. 

Further, different waveforms extracted from ECG and 
RSP signals are presented, in the case of the emotional 
states of joy and, respectively, sadness. The waveforms can 
be divided into epochs whose dimension, amplitude and 
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shape is variable in time. Consequently, TESPAR DZ algo-
rithm can be applied, this providing the first 27 coefficients 
of the feature vector. 

 

Fig. 2 The first 5000 samples from an ECG signal, emotional state of joy 

 

Fig. 3 The first 5000 samples from an ECG signal, emotional state of 
sadness 

 

Fig. 4 The first 900 samples from a RSP signal, emotional state of joy 

 

Fig. 5 The first 900 samples from a RSP signal, emotional state of sadness 

The signal under test is also decomposed in up to 4 levels, 
by using the Discrete Wavelet Transform (DWT) and Db4 

(Daubechies) as mother function. By passing a signal x 
through a series of filters, its DWT can be calculated. First, 
the samples are passed through a low pass filter with im-
pulse response g, while the signal is being decomposed 
simultaneously using a high-pass filter h. The outputs are 
giving the detail coefficients (from the high-pass filter) and 
the approximation coefficients (from the low-pass). The two 
filters must be related to each other, hence they are known 
as a quadrature mirror filter. The decomposition is repeated 
to further increase the frequency resolution and the ap-
proximation coefficients are decomposed with high and low 
pass filters and then down-sampled. The process is repre-
sented as a binary tree with nodes representing a sub-space 
with different time-frequency localization. The tree is 
known as a filter bank, Fig. 6. The energy content of the 
approximation and details is then computed, resulting into the 
next 5 coefficients of the feature vector. 

 
Fig. 6 Wavelet decomposition tree    

Finally, the obtained feature vector for each employed 
biosignal has a fixed dimension equal with 32 coefficients.  

tscoefficien   
Energy Wavelet

tscoefficien  
 DZ TESPAR

v32 ..., v28, ,v27 ..., v2, v1,

                            

(1)
 

The goal of feature selection is that of reducing the 
dimensionality of input patterns to make the computation 
feasibl and to meanwhile retain the most relevant features 
which would reflect the emotional state changes. 

Table 1 Feature selection 

Feature 

vector 
TESPAR DZ Wavelet Energy 

ECG6 v1,v6, v12 v30,v31 

EMG12 v1,v3,v4,v6,v22,v24,v25 v28,v29,v30,v31,v32 

SC4 v1,v27 v28,v29 

RSP7 v1,v3,v7,v21,v25 v32 

 
The ChiSquaredAttribute Evaluation method was used 

for this purpose. It evaluates the worth of an attribute by 
computing the value of the chi-squared statistic with respect 
to the class. In the next table, the reduced feature vector is 
described for each biosignal category.  
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B.   AuBT Experiments 

The AuBT GUI supports four different signals by 
default, thier being SC, EMG, RSP and ECG. For each 
signal, a number of preprocessing steps are applied, such as 
low pass filtering and normalization. Several statistical 
features such as mean and standard deviation are then 
calculated from the preprocessed signals, along with 
different transformations of the signals, e.g. respiration rate 
and heart rate variability. The approximation of the first and 
second derivation is used so as to obtain the same statistical 
features. 81 features were extracted from the ECG signal, 
65 features were extracted from the RSP signal, 19 features 
were extracted from the SC signal and 21 features were 
extracted from each of the EMG signals. The complete list 
of the features extracted can be consulted in [6], [7]. 

C.   Results  

Figure 7 shows the results generated by our system. 
Based on the four selected biosignals, we classified four 
emotional states: joy, anger, sadness and pleasure. The 
vectors coresponding to the selected signals are fused at the 
feature level and provide a 128 coefficients vector. After the 
feature selection step the vector became shorter, with a 
length of 29 coefficients, and the resulted acurracy was 
89.33%, for the SVM classifier, RBF kernel (C=100 and γ 
=0.01). By comparing our results with the ones obtained by 
using AuBT toolbox [7], one can notice that for the AuBT 
final vector (resulted after feature level fusion and selection 
– Aubt_40), the classification rate was equal to merely 
76.66%, in the case of the same classifier. 
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Fig. 7 Classification rates provided by experiments 

The results are promising and support the general 
conclusions in the automatic recognition of emotions that 
distinguishing emotional states is not an easy task. At this 
point, experiments have distinguished four emotional 

classes with good accuracy, compared with the current 
results found in references. 

IV.   CONCLUSIONS AND OUTLOOK 

The approach we propose offers a better performance 
than that provided by the AuBT attempt, experiments being 
made on the same database. Also, SVMs based classifica-
tion methods represents a major support in pattern recogni-
tion research. 

Future work will be concentrated on including the valida-
tion of the performance on a much larger population of test 
subjects, on comparing/combining with other biosignals and 
also on extending the range of emotions under study. 

Furthermore, we are aware that recognizing emotions 
very accurately using one signal source only is a difficult 
task. Therefore, we also plan on pursuing research in this 
area by employing the fusion of visual modalities such as 
facial expressions, body gestures and speech, which provide 
an external understanding of the emotions phenomenon. 
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Abstract— The complex structure of PCG signals make 
them difficult to characterize in an automated approach. This 
paper presents a method used in DSP signal cross-correlation 
by using a pattern recognizing algorithm based on multirate 
signal processing of the acquired PCG signals. 

Keywords—  Wavelet transforms, DSP, Phonocardiography, 
Multirate Sampling, Signal Processing. 

I.   INTRODUCTION  

By using the wavelet transform in the analyzing of PCG 
signals it is possible to compress and to preserve all time –
frequency characteristics of the signals. On the other hand 
either time domain or frequency domain analysis does not 
fully describe the nature of non-stationary signal. A patho-
logical PCG signal is dominated by the high frequency 
components along with the low frequency S type pulses. 
The statistical characterization method is usable only for a 
primary signal classification. A precise PCG signal charac-
terization done with the intention of pathology recognizing, 
is possible only if a reference signal is in fact compared 
with the fully or partially acquired signal. The frequency 
content in the multilevel wavelet transform may well be 
evaluated by the information content of each level defined 
by the Shannon entropy. The estimation of the signals enve-
lope as a final characterization is a difficult task that  
involves intensive computing resources. Therefore the algo-
rithm was designed to be implemented on a device using 
DSP engine for the signal processing.   

II.   DESCRIPTION OF THE METHOD 

The first and very important step in the correlation algo-
rithm is to limit the frequency band of the signal to avoid the 
aliases that could be generated by the interpolation during 
the multirate signal processing. At the next step it is com-
puted the multilevel wavelet transform of the previously 
filtered signal. At this stage the main reason for that is to get 
a signal compression and therefore to lessen the computing 
tasks. Additional using of the wavelet transform is shown 
immediately. The total acquisition time is 4.096 seconds at a 
sampling rate of 8 KHz; as a result the samples amount is 

this way is decreasing from 32768 to 4096 without any no-
ticeable distortions. The wavelet transform is done by using 
Daubeschies 4 coefficients along with signal decimation by 
two. Another benefit of using the wavelet transform is due 
the filtering effect which reduces the bandwidth of the sig-
nal. Therefore the correlation algorithm is using only the 
approximation coefficients of the wavelet transform. So that 
the question is which decomposition level is to be used for 
the signal correlation algorithm? The envelope of the signal 
must contain as much as possible amount of samples to get a 
specific pathology characterization. The property of the 
multilevel wavelet transform is that, each computed ap-
proximation coefficients do contain both the approximation 
and detail coefficients of the next level. [1][2] The informa-
tion content of 10 specific PCG pathologies is represented 
by the Shannon entropy showed in figure 1. Consequently 
the used decomposition level is given by the first decreasing 
of Shannon entropy which is applied to the detail coeffi-
cients. Because this level must remain constant for all sig-
nals, we are using level 3 (level 2 in figure 1). [3][4] 

 

Fig. 1 Selection criterion for the used decomposition level 

After all the issue is to test the correlation between the 
acquired signal and all reference signals that are stored in 
the SD card. Our studies showed that the heart beat rate 
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does not affect the overall spectral density of the PCG sig-
nal. The Shannon sampling theorem has been extended to 
allow for sampling times which are not uniformly spaced. 
Several slightly different versions of the non-uniform sam-
pling theorem have arisen. The differences lie in the spaces 
of functions being considered and the different classes of 
sampling times which are permitted. The theorem essen-
tially says that a bandlimited signal x(t) is uniquely deter-
mined by knowledge of its samples {an = x(tn)} as long as 
the sampling times {tn} occur at a rate which is on average 
higher than the Nyquist rate. By compressing or expanding 
the signal the envelope remains shift able and also the re-
sulted frequency variations are not important. The fre-
quency content is previously analyzed by the using of the 
Shannon entropy which classifies the PCG signal at each 
wavelet decomposition level. [5] 

The main difficulty in doing the correlation task is that, 
the acquired signal is never at the same HBR (Heart Beat 
Rate) like the reference signals; as a result the time shift 
will corrupt the peak value of the cross-correlation. All 
reference signal envelopes are recorded at a known HBR, 
information which is stored in the file of each reference 
signal. The correct cross-correlation is complete after the re-
sampling of the acquired signal in accordance to the refer-
ence signal HBR. After re-sampling, the signal is interpreted 
as having the same original sampling rate. The complete 
cross-correlation algorithm is shown in figure 2. The HBR 
ratio is a direct indication of the re-sampling ratio that we 
need, assuming that equally the analyzed signal and all the 
references were digitized using the same sampling rate. 
Therefore: 

( )
( ) RRatio

M

L

tnxRr

tnxSr ==
↓
↑

                      (1) 

where Sr is the HBR of the signal and Rr is the HBR of the 
reference. 

Obviously the value of RRatio possibly will be grater or 
smaller than 1, otherwise the re-sampling is undefined. The 
algorithm does support an RRatio from 0.6 up to 1.4 which 
means a HBR that spans from 50BPM to 120BPM, using a 
70BPM reference signal. The value for M constantly equals 
the value 100 and L may take any value between 60 and 
140.That value means that there are inserted a number of L-
1 zeros along the samples. All references are cropped to one 
cycle pathology signals. These signals are stable without 
any further processing. The envelope detection algorithm is 
shown in figure 3. It consists of a squaring and low pass 
filtering. The reason for choosing this algorithm is that is 
less computational intensive in comparison to the Hilbert 
transform. This envelope detection method involves squar-
ing the input signal and sending this signal through a  

lowpass filter. Squaring the signal demodulates the input by 
using the input as its own carrier wave. This means that half 
the energy of the signal is pushed up to higher frequencies 
and half is shifted down toward DC. A FIR decimation is 
used which applies a low pass filter before downsampling 
the signal. Finally the signal is passed through a minimum-
phase lowpass filter, to eliminate the high frequency energy.  

 

Fig. 2 Multirate sampling in PCG signal corelation 

 

Fig. 3 Envelope detection algorithm 

To maintain the correct scale, there are performed two 
additional operations. First, the signal is amplified by a 
factor of two. Since the algorithm keeps only the lower half 
of the signal energy, this gain matches the final energy to its 
original energy. Second, it is taken the square root of the 
signal to reverse the scaling distortion that resulted from 
squaring the signal. 
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The sensitive part of the overall algorithm is the interpo-
lator used in the multirate sampling module. It turned out 
that the final correlation operation is obviously sensitive to 
the unmatched envelope. The issue is the lag over the real 
envelope of the computed values in case of a under filtering 
or a diminishing and distorted wave form in case of an over 
filtering. Therefore it was necessary to calculate the interpo-
lation filter. The first step of using a linear interpolator has 
the ability of good low frequency attenuation but on the 
other hand the high frequency components of the envelope 
signal are slightly distorted. Because of the presence of high 
frequency components over the envelope signal the finally 
we have chose the sinc interpolator. The general structure of 
a sampling rate converter by the rational factor L/M (where 
L and M are integers) is presented in figure 4. [6] 

 

Fig. 4 Sampling rate converter 

The sampling rate conversion is a two stage process; first 
interpolating the signal sequence by a factor of L, followed 
by a stage of decimation by a factor of M. 

For a linear shift-invariant digital filter the convolution 
ecuation 2, 

( ) ( ) ( )∑
∞

∞−
−= rkwrhkv                            (2) 

specifies the relation between w(k), v(k) and h(k). Using the 
phase linearity advantage of FIR filters the implemented 
filter structure of the h(k) filtering stage is next defined. 

The interpolation filter is a unified low pass filter which 
has the cut-off frequency as a minimum between the neces-
sary interpolation point and decimation cut off frequency as 
shown in equation 3: 

⎟
⎠
⎞

⎜
⎝
⎛=

MLc
ππθ ,min                             (3) 

The first tested interpolation method was the linear interpo-
lation which is the most familiar of all. The linear interpola-
tion filter encompasses two values of the input signal so that 
we get: 

12 −= LN                                   (4) 

Equation 4 represents the overall length of the filter, where 
L is the interpolation factor. In case of a polyphase filter 
where h(m) is defined for –L < m < L we obtain for the 
extension of h(m) to 2L-1 samples: 

( ) ( ) ( ) ( ) ( ) ( )110 +−+=+=+ nxpnxpnLynLy ppp ρρ
  

 (5) 

As the extension of the polyphase filter for 2L-1 samples 
each polyphase filter has two taps, ( )1−pp  and ( )0pp . [6] 

Based on the definition of the linear interpolator, we get: 
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From equation 5 and 7 we get: 

( )
L
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L
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If we represent the sampling rate expanded set as: 
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Then h(k) can be reconstructed from equation 10: 
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It turned out that equation 11 is in actuality the impulse 
response of the linear interpolation filter. 

To check the frequency response of the interpolator, by 
applying the Fourier transform over equation 11 we get: 
[6][7][9] 

( ) ( )
( )

2

2/sin
2/sin1
⎥
⎦

⎤
⎢
⎣

⎡
=

ω
ωω L

L
eH j
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Thus the PCG signal envelope was a mixed frequency com-
bination the linear interpolator was not capable to attenuate 
sufficiently the created aliases, due to the only 20db at-
tenuation which resulted from the graphical representation 
of equation 12. 

The second method is the direct application of the sam-
pling theorem, where a window bounds the sinc function.  

All periodic sampled signals can be sinc-interpolated ex-
actly using the equation 13. 
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where N=L+M, the sampling rate is normalized to be T=1 
and the period N=L+M samples. By rearranging in a much 
more visible form we get the equation 14: [10][12] 
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This form is used to construct a table based sinc interpola-
tion algorithm in which the function 1/t is sampled, win-
dowed and stored in a table over a small range t.  

The cross-correlation is shown in figure 5. For each ref-
erence envelope, the resulted correlation values are stored in 
the SD memory card. A sorting algorithm searches between 
the correlation coefficients and obviously the memory sec-
tors where the highest values are find, represents a correct 
pathology match. The green envelope in figure 4 is the 
corrected by the HBR ratio of the initial (red) signal  
envelope. 

In signal processing, cross-correlation is a measure of 
similarity of two waveforms as a function of a time-lag 
applied to one of them. This is also known as a sliding dot 
product or inner-product. It is commonly used to search a 
long duration signal for a shorter, known feature. By defini-
tion the cross-correlation is presented in equation 15:  

( )( ) ( ) ( )∫
∞

∞−
−= τττ dtgftgf **

               
 (15) 

 

Fig. 5 HBR corrected PCG signal cross-correlation 

Similarly, for discrete functions [7], the cross-correlation 
is defined: 

( )( ) [ ] [ ]∑
∞

∞−
+= mngmftgf **

                    
 (16) 

The amplitude of each sample in the cross-correlation signal 
is a measure of how much the acquired signal resembles the  
 

PCG reference signal, at that given location. This means 
that a peak will occur in the cross-correlation signal for 
every reference signal that is present in the acquired signal. 
Except for this noise, the peak generated in the cross-
correlation signal is symmetrical between its left and right.  

III.   CONCLUSIONS 

A digital resampling method has been described which is 
convenient for bandlimited characterization of pathological 
PCG  signals with smoothly varying sampling rates, and 
which is attractive for hardware implementation especially 
for a DSP microcontroller. This algorithm is under construc-
tion with the intention of using it in a portable complex PCG 
signal analyzer device. The preliminary testing under Lab-
Windows CVI simulation are encouraging, to implement the 
resulted C algorithms. All algorithms are written and adapted 
for a direct implementation in to the designated embedded 
dsPIC30F6012 microcontroller which is equipped with a 
33ns/ MAC instruction DSP engine. 
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Abstract— The paper aims to analyze the time and 
frequency domains of EMG signals coming from  healthy 
patients and from patients with muscular disorders (muscular 
myopathy and neuropathy). The study of these signals can 
reveal some features in time domain or in frequency domain, 
that can serve as a basis for diagnosis. 

Keywords— EMG signals, time/frequency domain analysis, 
autocorrelation, STFT. 

I.   INTRODUCTION  

The EMG signal records the electrical activity of 
muscles, being used to detect their abnormal electrical 
activity, which is a characteristic for certain diseases such as 
muscular dystrophy, inflammation of muscles, herniated 
disc or nerve problems of the limbs [1]. When a muscle is 
active, it will produce an electric current proportional with 
the level of activity (stimulus) that the muscle may have 
been subjected [1]. 

The EMG signal is often used, through its amplitude and 
frequency information, to determine the effort developed by 
a muscle or its degree of fatigue, during isotonic/isometric 
exercises [2]. 

The simplest way to record the signal that comes from the 
muscles of certain areas is the SEMG (Surface EMG), the 
electrodes being applied on the skin covering the muscle 
under investigation [1]; such a signal can be seen in Figure 1. 

 

Fig. 1 SEMG signal recorded from a biceps subjected to a load of  2 
kilograms [3] 

However, the “classical” recording mode of this signal, 
which offers a high degree of accuracy, is the intra-
muscular EMG, that involves placing a needle type 
electrode into the investigated muscle. Even though this 
measurement has a high degree of accuracy, it also has the 
disadvantage of the invasive nature (it causes discomfort 
and pain) [1]. 

A fundamental problem in biomedical signal analysis 
consists in finding information of interest: there are 
biological signals (ECG) for which this is codified in the 
form (morphology / amplitude of PQRST complex) and in 
its spectrum, but there are signals where the information of 
interest is “hidden” in the signal’s amplitude and spectrum 
[3]. In addition, for some medical signals, a certain 
periodicity or rhythmicity can be detected. 

So, when analyzing the effort of the muscle, one is 
interested in its time response - namely, the electromyogram 
(EMG) amplitude for effort, but also in the spectrum of 
frequencies resulting from the stimulation. In addition, we 
will study the existence of a rhythmic nature within a signal 
obtained by invasive measuring from the leg muscles. 

II. MEDICAL CONSIDERATIONS  

Neuropathy is a disease that affects the nervous system (a 
single nerve or several nerves simultaneously) and can lead 
to diseases of the motor fibers. Its diagnosis can be done 
using the EMG signal, in conjunction with nerve conduction 
velocity study [4]. 

Myopathy represents a disease that occurs in muscle 
fibers and which leads to a decrease of muscle tone in hands 
and legs (and in the abdomen or thorax). Also, in its case, 
the EMG investigation can help in diagnosing the disease 
and to estimate its evolution in time [4]. 

Given what was mentioned previously, this paper aims to 
investigate some EMG signals (obtained through invasive 
recordings, for a healthy patient and two subjects suffering 
of certain muscle diseases) with time and frequency analysis 
methods. 
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III. METHOD AND RESULTS  

The analyzed EMG signals were taken from the database 
[5].  

As mentioned in [5], the signals were acquired while the 
investigated subject executed flex motion of the leg, using 
concentric electrodes of 25 mm, which were placed into the 
“tibialis anterior” muscle of the patient (the electrode was 
repositioned until a satisfactory EMG record was obtained).  

The acquired signals were collected from three adults 
(one without muscle problems and the other two with 
different diseases) [5] and their appearance in time domain 
is presented in Figure 2: 

 

Fig. 2 The EMG signal taken from the three patients  

A.   EMG Signal Analysis in Time Domain  

The EMG recording offers the sampled version of a 
continuous signal, given by the potentials collected from the 
muscle under investigation. If that muscle will be subjected 
to regular exercise (in this case flexing the leg), normally 
every flex of the leg (so every maximum effort) will have 
an associated peak within the EMG signal. The regular 
sequence of these maximum potentials (given by the 
periodical flexing of the leg) could be considered as a 
periodicity (rhythmicity) characteristic inside the signal.  

Three typical EMG signals were subjected to a time 
domain analysis, to detect the existence of a periodicity 
(rhythmicity). In order to perform this analysis, a constant 
section from the beginning of each signal was chosen, for 
which peak values were detected (depending on the chosen 
threshold) and their position on the time axis. 

The results, obtained with techniques of Virtual 
Instrumentation - LabVIEW programming [6], [7], are 
presented in the following figures. 

If the local maxima points seen between two absolute 
maxima are ignored, and considering that the peak pairs 
corresponding to the moments on the time axis (99.66 and 
101.86, 798.98 and 802.08;) come, each one from a leg 
flexing, then a certain periodicity (rhythmicity) is noticed in 

the development of high value potentials, at the same time 
with the leg flexing: they occur on the time axis around 
values with indexes 100, 450, 800 and 1200. In fact, these 
highlight a period of about 400*(sampling interval), which 
is actually the period that the patient is flexing his leg (the 
maxima related around the samples with index 1000 on the 
time axis were not considered, as the form of the signal was 
indicating an artifact of low frequency, probably due to the 
movement of the patient  body). 

 

 

 

Fig. 3 The positioning and the amplitude of the signal’s peak in the EMG 
taken from a healthy patient  

This periodicity (rhythmicity) can also be highlighted by 
the vectorogram obtained using the Hilbert transform [8] 

 

 

Fig. 4 The Vectorogram of the EMG signal taken from a healthy patient 

It can be noticed that the trajectory is concentrating on a 
limit circle, except for some eccentricities, which can be 
explained taking into account the evolution of the EMG 
signal due to fatigue over time. This is also the reason why 
we selected only the first 1250 samples of signal, the 
muscular fatigue and the stress influencing both the 
amplitude of the maximum potentials and also the 
periodicity (rhythmicity) of their occurrence. 

Analysis of signals from patients with muscle problems 
are presented in figures 5 and 6. 

It is noticed that for these signals one can not identify 
any more the periodicity (rhythmicity) of the potential 
maxima’ occurrence, that was highlighted for the signal 
taken from a healthy patient. 
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Fig. 5 The positioning and the amplitude of signal’s peaks, of the EMG 
taken from a patient with myopathy 

 
 

Fig. 6 The EMG signal taken from a patient with neuropathy 

 
The periodicity (rhythmicity) of the occurrence of potential 

maxima was further investigated by performing the 
autocorrelation (in Matlab) for each of the studied sequences.  

 

 
 

Fig. 7 Autocorrelation of the EMG sequence (miopathy case) 

 

 
 

Fig. 8 Autocorrelation of the EMG sequence (neuropathy case) 
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Fig. 9 Autocorrelation of the EMG sequence for a healthy patient 

 
Therefore, healthy muscles subjected to a periodic effort, 

will provide an EMG signal that, at least for its early phase 
(where muscular fatigue and stress are not yet installed), 
presents some features of periodicity (rhythmicity) -
demonstrated also by the results of the autocorrelation 
performed on the first third of the sequence of samples (see 
figure 9). This tendency is not valid  any more for signals 
taken from patients with various muscle disorders (muscular 
myopathy, neuropathy – see figures 7 and 8), the peaks 
corresponding to the effort period (flexing the leg) being 
“drowned” in many different potentials of different values 
determined by the abnormal neural activity of muscles. 

B.   The Analysis of the EMG Signals in the Frequency 
Domain   

Besides the analysis in time-domain, these signals were 
further investigated through a more complex analysis, such 
as time-frequency type. This was performed in Matlab [9], 
using a Short Time Fourier Transform (STFT) in 1024 
points and a Hamming Window in 256 points [8]. 

The results of this analysis are presented as follows: 

 

Fig. 10 The EMG signal/ Spectrogram/ Phase Diagram, healthy patient  



EMG Signals Case Study: A Time and Frequency Domain Analysis 205
 

  
 IFMBE Proceedings Vol. 36  

 

 

Fig. 11 The EMG signal/ Spectrogram/Phase Diagram,  patient with 
myopathy 

 

Fig. 12 The EMG signal/ Spectrogram/Phase Diagram, patient with neu-
ropathy 

IV.   COMMENTS AND FURTHER DEVELOPMENTS  

The investigation in time domain of the three EMG 
signals revealed that for healthy muscles subjected to 
regular exercise, it can be highlighted the existence of a  
rhythmicity in the occurrence of maximum potentials, at 
least for the early part of the EMG signal, where muscular 
fatigue and stress hasn’t been installed yet. For signals 
collected from patients with diseases (in this case muscular 
myopathy and neuropathy), this trend can no longer be 
observed, the maximum potentials (corresponding to the 
period of exercise - flexing the leg) being “drowned” in the 
multitude of potentials determined by the abnormal neural 
activity of muscles. 

In frequency domain, the results are consistent with those 
of time domain, meaning that the periodicity is noticeable at 
the healthy patient. 

For the signal acquired from the healthy patient, there are 
two frequency bands in which the components are 

significant; these frequency bands are not varying 
dramatically (very much) in time. We are talking about a 
low frequency band (up to 1 kHz) and then a higher 
frequency band (around 3 kHz). 

In signals collected from patients with diseases, the high 
frequency band doesn’t have anymore permanent significant 
components, sudden variations between the amplitude of the 
components being observed. The phase characteristics are 
not eloquent, due to the fact that the character of the EMG 
is closer to a noise type signal than to a harmonic signal. 

A further validation of the results would involve the use 
of signals acquired from a greater number of patients 
(healthy, but also with muscular disorders) and the study of 
larger blocks of signals from time domain in order to detect 
the rhythmicity characteristics for healthy patients. 

The validation of these results on larger groups of 
patients can promote and facilitate the diagnosis of some 
disorders for the investigated muscles, based on the absence 
of a certain rhythmicity in the early part of an EMG signal. 
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Medical Image Diagnosis Based on Rough Sets Theory  
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Abstract— This paper proposes the utilization of rough set 
theory for modeling the medical images to help physicians in 
diagnosing.  The rough set theory is a powerful approach that 
permits the searching for patterns in medical images using the 
minimal length principles. Searching for models with small 
size is performed by means of many different kinds of reducts 
that generate the decision rules capable for identifying the 
medical diagnosis. 

Keywords— medical image diagnosis, rough sets, image co-
lour, image texture, image shape. 

I.   INTRODUCTION  

The rough set theory was discovered by Zdzislaw Pawlak 
[1], [2] and is a powerful mathematical tool for modeling 
the imperfect and incomplete knowledge, which is an issue 
debated for a long period of time, by logicians, mathemati-
cians, philosophers and computer scientists [3].    

Among methods proposed for modeling the imperfect 
knowledge [4], the rough set theory is an interesting attempt 
to solve this problem. This theory is based on an assumption 
that objects are recognized by partial information about 
them and some objects can be indiscernible. From this fact 
it follows that some sets cannot be exactly described by the 
available information about objects [1], [3].  

The methods based on rough set theory have an impor-
tant utilization in many real life applications. Among the 
rough set based software systems are ROSETTA [5], RSES 
[6], and LERS [7], which have been applied to knowledge 
discover problems.  

In this paper we use the rough set approach to discover 
patterns from medical images for establishing their diagno-
sis. In the medical domain, a lot of researches were devel-
oped to investigate automated techniques for extracting the 
low–level features that could generate semantic descriptions 
of the medical image content. Among these techniques are 
the methods based on machine learning that manually anno-
tate the test image datasets. In the medical domain, algo-
rithms that recognize specific organs with different struc-
tures of the medical images are studied in [9]. FIRE [8] 
application and IRMA [10] use with good results the  
sub-symbolic processing of images. Though, the actual 
methodologies of medical image analysis are not generical-
ly sufficient for interpreting different diseases. Their major 
problems are:  

1. The description of semantic concepts and the problem 
understanding-the relationships between the low-level 
features and semantic concepts are unclear in the actual 
developed methods.  So detailed tests and analysis have 
to be realized to ensure which combinations of low-
level features capture the best the semantic concepts.  

2. The generality of the application-in some of the pre-
vious researches, only certain semantic concepts could 
be learned, or the rule were generated of a fixed set of 
visual features.  

The medical applications with automatic diagnosis capacity 
imply unique challenges, but at the same time new oppor-
tunities. Unless we are not physicians, it is a lot harder to 
understand a medical image than an image taken from na-
ture. On the other hand, there are a lot of formal representa-
tions of the medical knowledge that could be exploited to 
realize the automation of the medical diagnosis in any med-
ical domain. 

II.   IMAGE REPRESENTATION AND DISCRETIZATIONS 

The diagnosis of medical images is directly related to the 
visual features (colour, texture, shape, position, dimension, 
etc.), because these attributes capture the information about 
the semantic meaning.  A set of dominant colour regions is 
obtained from each image by segmentation after the colour 
characteristic [12]. The HSV colour space quantized to 166 
colours is used to represent the colour information [12], 
[15]. The extraction of colour regions is realized by the 
colour set back projection algorithm [11]. The specialist 
selects the representative colour set C for the sick regions of 
medical images from the digestive domain. The algorithm 
detects the regions having the colour in the colour set C. 
The results of the segmentation algorithm applied to an 
image diagnosed with gastric ulcer can be visualized in 
Figure 1. 

The visual features of a sick region are represented by 14 
parameters [12]: 

• The colour, which is represented in the HSV colour 
space quantized at 166 colours.  

• The spatial coherency, which measures the spatial com-
pactness of the pixels of the same colour.  
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Fig. 1 Segmentation results from an image diagnosed with gastric ulcer: (a) 
The original image; (b) The quantized image; (c) The sick region. 

 
• A seven-dimension vector (maximum probability, energy, 

entropy, contrast, cluster shade, cluster prominence, corre-
lation), which represents the texture characteristics.  

• The region dimension descriptor, which represents the 
number of pixels from region.  

• The spatial information which is represented by the 
centroid coordinates of the region and by minimum 
bounded rectangle.  

• A two-dimensional vector (eccentricity and compact-
ness), which represents the shape feature. 

The visual features of sick regions were discretized over 
intervals, using the concept of semantic indicators, which 
are visual elements: the colour (colour-light-red, etc.), spa-
tial coherency (spatial coherency-weak, spatial coherency-
medium, spatial coherency-strong), texture (energy-small, 
energy-medium, energy-big), dimension (dimension-small, 
dimension-medium, dimension-big), position (vertical-
upper, vertical-center, vertical-bottom, horizontal-upper, 
etc.), shape (eccentricity- small, compactness-small, etc.). 

The values of each semantic descriptor are mapped to a 
value domain, which corresponds to the mathematical de-
scriptor [12].  At the end of the mapping process, a medical 
image is represented by means of the terms  
figure(ListofRegions), where ListofRegions is a list of im-
ages’ sick regions. 

III.   MODELING IMAGE DIAGNOSIS USING ROUGH SETS  

A.   Rough Sets Foundations 

Rough sets theory is an intelligent mathematical tool and it 
is based on the concept of approximation space [1], [2], [13]. 

In rough sets theory, the notion of information system 
determines the knowledge representation system. In this 
section, we recall some basic definitions from literature [1], 
[2], [3], [13]. 

Let U denote a finite non-empty set of objects (sick image 
regions) called the universe. Further, let A denote a finite 
non-empty set of attributes. Every attribute Aa ∈ , there  is a 
function a: U → Va| where Va is the set of all possible values 
of a| to be called the domain of a�  A pair IS = (U| A) is an 
information system. Usually, the specification of an infor-
mation system can be presented in tabular form. Each subset 
of attributes AB ⊆ determines a binary B–indiscernibility 
relation IND(B) consisting of pairs of objects indiscernible 
with respect to attributes from B like in (1):  

a(y)}B, a(x) = aU×U:(x, y) IND(B) = { ∈∀∈        (1) 

IND(B) is an equivalence relation and determines a parti-
tion of U|  which is denoted by U/IND(B).  The set of objects 
indiscernible with an object Ux ∈ with respect to the 
attribute set, B, is denoted by IB(x) and is called BA
indiscernibility class.  

Thus,  

)}(),(:{)( BINDyxUyxBI ∈∈=                   (2) 

}:)({)(/ UxxBIBINDU ∈=                    (3) 

Table 1 Medical Information System 

U Colour Texture-entropy Diagnosis 
R1 light-red Small gastric-ulcer 
R2 light-red Small gastric-ulcer 
R3 light-red Small gastric-ulcer 
R4 light-red Big gastric-ulcer 
R5 light-yellow Big gastric-ulcer 
R6 light-yellow Medium duodenal-ulcer 
R7 light-yellow Medium duodenal-ulcer 
R8 medium-yellow Small duodenal-ulcer 
R9 medium-yellow Small duodenal-ulcer 
R10 dark-yellow Small duodenal-ulcer 
R11 dark-yellow Small duodenal-ulcer 

Table 2 Partitions Defined by Indiscernibility Relations 

IND(B) Partitions U/IND(B) 
IND({Colour}) {R1, R2, R3, R4}, { R5, R6, R7},  

{ R8, R9}, {R10, R11} 
IND({Colour,Texture-entropy}) {R1, R2, R3}, { R4}, { R5},  {R6, 

R7}, { R8, R9}, {R10, R11} 

 
It is said that a pair ASB = (U|  IND(B)) is an approxi-

mation space for the information system IS=(U|  A)|  where 
AB ⊆ .  

The information system from Table 1 represents the sick 
regions of images from different diagnoses represented in 
terms of semantic indicators values, as described in Section 
II. For simplicity we consider only two semantic indicators 
as attributes, namely the colour and texture-entropy. 
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So|  our information systems is IS / lU| BD| where U = 
{R1, R2, R3, R4, R5, R6, R7, R8, R9, R10, R11} and B/ıcolour|  
textureSentropy℘�  Some examples of partitions defined by 
indiscernibility relations for the information system in Table 
1 are given in Table 2.  

In rough sets theory, the approximations of sets are in-
troduced to deal with inconsistency. A rough set approx-
imates traditional sets using a pair of sets named the lower 
and upper approximations of the set. 

Let W = {w1,….,wn} be the elements of the approximation 
space ASB=(U, IND(B)). We want to represent X, a subset of 
U, using attribute subset B. In general, X cannot be expressed 
exactly, because the set may include and exclude objects 
which are indistinguishable on the basis of attributes B, so 
we could define X using the lower and upper approximation. 

The B-lower approximation X, XB , is the union of all 

equivalence classes in IND(B) which are contained by the 
target set X. The lower approximation of X is called the 
positive region of X and is noted POS(X). 

{ }U XiwiwXB ⊆= |                         (4) 

The B-upper approximation XB is the union of all equiva-
lence classes in IND(B) which have non-empty intersection 
with the target set X. 

{ }U I ∅≠= XiwiwXB |                   (5) 

Example: Let X ={R1, R2, R3, R4, R5, R6, R7, R8 } be the sub-
set of U that we wish to be represented by the attributes set 
B={colour, texture-entropy}. We can approximate X, by 
computing its B-lower approximation, XB and B-upper 

approximation, XB . 
So, XB  ={{R1, R2, R3},{R4},{R5},{R6, R7}} and 

XB ={{R1, R2, R3},{R4}, {R5},{ R6, R7}, {R8, R9}}. 

The tuple ( XB , XB ) composed of the lower and upper 

approximation is called a rough set; thus, a rough set is 
composed of two crisp sets, one representing a lower boun-
dary of the target set X, and the other representing an upper 
boundary of the target set X. 

The accuracy of a rough set is defined as: cardinali-

ty( XB )/cardinality( XB ). If the accuracy is equal to 1, then 

the approximation is perfect. 

B.   Dispensable Features, Reducts and Core 

An important notion used in rough set theory is the deci-
sion table. Pawlak [1], [2] gives also a formal definition of a 
decision table: an information system with distinguished 
conditional attributes and decision attribute is called a deci-
sion table. So, a tuple DT = (U|  C⇔ D)| is a decision  

table. The attributes C / ıcolour|  textureSentropy℘  are 
called conditional attributes|  instead D / ıdiagnosis℘ is 
called decision attribute� 

The classes U/IND(C) and U/IND(D) are called condition 
and decision classes, respectively. 

The C-Positive region of D is given by: 

XC
DINDX

DCPOS
)(

)(
∈

= U                     (6) 

Let c∈ C a feature. It is said that c is dispensable in the 
decision table DT, if POSC-{c}(D)= POSC(D); otherwise the 
feature c is called indispensable in DT. If c is an indispensa-
ble feature, deleting it from DT makes it to be inconsistent.  
    A set of features R in C is called a reduct, if DT’= (U, R, 
D) is independent and POSR(D)=POSC(D). In other words, 
a reduct is the minimal feature subset preserving the above 
condition.  

The set of all features indispensable in C is denoted by 
CORE(C). In other words, CORE(C) is the set of all reducts 
of C. 

C.   Producing Rules by Discernibility Matrix 

We transform the decision table into discernibility matrix 
to compute the reducts. Let DT = (U, C, D) be the decision 
table, with U = {R1, R2, R3, R4, R5, R6, R7, R8, R9, R10, R11}. 
By a discernibility matrix of DT, denoted DM(T), we will 
mean nxn matrix defined as: 

))}jd(R)iR)) and (d(ja(R)iC:a(R{(a
)ia(R

ijm ≠≠∈=    (7) 

where i, j=1,2,…,11.  
We construct the discernibility matrix, DM(DT) as in Ta-

ble 3, where the colour and texture-entropy are denoted by  
C, respectively T. The items within each cell are aggregated 
disjunctively, and the individual cells are then aggregated 
conjunctively.  

To compute the reducts of the discernibility matrix we 
use the following theorems that demonstrate equivalence 
between reducts and prime implicants of suitable Boolean 
functions [3], [13]. 

For every object Ri ∈ U, the following Boolean function 
is defined: 

)(

ij
ma

a

U
j

R

xture)(Colour,Te
iR

g

∈

∨

∈

∧=

            

 (8) 

The following conditions are equivalent [3]: 

1. {ai1, . . . ,ain} is a reduct for the object Ri|  i / 1��n� 

2. inii a..aa ∧∧∧ 21  is a prime implicant of the Boo-

lean function gRi�  
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Next, from each decision matrix we form a set of Boo-
lean expressions, one expression for each row of the matrix.  

For the gastric ulcer we obtain the following rules based 
on the table reducts:  

1. (Clight-red ∨ Tsmall) ∧ ( Clight-red) 
2. (Clight-red ∨ Tsmall) ∧ ( Clight-red) 
3. (Clight-red ∨ Tsmall) ∧ ( Clight-red) 
4. (Clight-red ∨  Tbig) ∧  (( Clight-red)) 
5. (Tbig) ∧ (Clight-yellow ∨  Tbig) 

For the duodenal ulcer we obtain the following rules based 
on the table reducts:   

1. (Clight-yellow ∨  Tmedium) ∧  Tmedium 
2. (Cmedium-yellow) ∧  (Cmedium-yellow ∨ Tsmall) 
3. (Cdark-yellow) ∧  (Cdark-yellow ∨ Tsmall) 

On Boolean expression the absorption Boolean algebra rule 
is applied. The absorption law is an identity linking a pair of 
binary operations.   

For example: a ∨  (a ∧  b) = a ∧  (a ∨  b) = a 
By applying the absorption rule on the prime implicants, 

the following rules are generated: 
1. Rule 1: (Colour = light-red) → gastric ulcer; 
2. Rule 2: (Texture-entropy = big) → gastric ulcer; 
3. Rule 3: (Texture-entropy = medium) → duodenal ulcer; 
4. Rule 4: (Colour = dark-yellow) → duodenal ulcer. 

D.   Evaluation of Decision Rules 

Decision rules can be evaluated along at least two dimen-
sions: performance (prediction) and explanatory features 

(description). The performance estimates how well the rules 
classify new images. The explanatory feature estimates how 
interpretable the rules are [3].  

Let be our decision table DT = (U, C, D).  We use the 
set-theoretical interpretation of rules. It relates a rule to data 
sets from which the rule is discovered [3]. Using the cardi-
nalities of sets, we obtain the 2×2 contingency table 
representing the quantitative information about the rule if 
features then diagnosis. 

In table 4 the number of images that have a certain fea-
ture set and a certain diagnosis is computing. Using the 
elements of the contingency table, we may define the sup-
port (s) and accuracy (a) of a decision rule by: 

et)diagnosisSety(featureScardinalits(rule) I=       (9) 

et)y(featureScardinalit

etdiagnosisSety(featureScardinalit
a(rule)

)I
=

   

 (10) 

where the set etdiagnosisSfeatureSet I is composed from 

image regions which have a certain featureSet and a certain 
diagnosis. In term of set theory, the accuracy is the degree  
in which the set of features rule is included in the set of 
diagnosis rule.  

The coverage(c) of a rule is defined by: 

sSet)y(diagnosicardinalit

etdiagnosisSety(featureScardinalit
c(rule)

)I
=

      

 (11) 

The coverage of a rule is the degree in which the set of 
diagnosis rule is included in the features set of rule.  For the 

Table 3 Discernibility Matrix 
 

R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11

R1 - - - - - Clight-red

Tsmall
Clight-red

Tsmall
Clight-red Clight-red Clight-red Clight-red

R2 - - - - - Clight-red

Tsmall
Clight-red

Tsmall
Clight-red Clight-red Clight-red Clight-red

R3 - - - - - Clight-red

Tsmall
Clight-red

Tsmall
Clight-red Clight-red Clight-red Clight-red

R4 - - - - - Clight-red

Tbig
Clight-red

Tbig
Clight-red

Tbig
Clight-red

Tbig
Clight-red

Tbig
Clight-red

Tbig

R5 - - - - - Tbig Tbig Clight-

yellow Tbig
Clight-yellow

Tbig
Clight-yellow

Tbig
Clight-yellow

Tbig

R6 Clight-yellow

Tmedium
Clight-yellow

Tmedium
Clight-yellow

Tmedium
Clight-yellow

Tmedium
Tmedium - - - - - -

R7 Clight-yellow

Tmedium
Clight-yellow

Tmedium
Clight-yellow

Tmedium
Clight-yellow

Tmedium
Tmedium - - - - - -

R8 Cmedium-yellow Cmedium-

yellow
Cmedium-

yellow
Cmedium-yellow

Tsmall
Cmedium-yellow

Tsmall
- - - - - -

R9 Cmedium-yellow Cmedium-

yellow
Cmedium-

yellow
Cmedium-yellow

Tsmall
Cmedium-yellow

Tsmall
- - - - - -

R10

Cdark-yellow Cdark-yellow Cdark-yellow Cdark-yellow

Tsmall
Cdark-yellow

Tsmall
- - - - - -

R11 Cdark-yellow Cdark-yellow Cdark-yellow Cdark-yellow 

Tsmall
Cdark-yellow

Tsmall
- - - - - -
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generated Rule 1, the contingency table Table 5 is obtained. 
For the Rule 1, the support is 4, accuracy is 4/4 and cover-
age is 4/5. Ryszard et al [14] suggests that high accuracy 
and coverage are requirements of decision rules. 

IV.   DECISION RULE EXTRACTION USING ROUGH SETS 
MODELS AND EXPERIMENTS 

In this paper we present the application of rough set to 
discover the medical diagnosis of images from digestive 
apparatus. To establish the medical diagnosis the following 
tasks are carried out: 

•  selection of the most relevant condition attributes in our 
case 14 image visual semantic indicators, 

•  application of rough set based on reduced data, 
•  discovery of decision rules characterizing the dependency 

between values of condition attributes and decision 
attribute. 

A rule has the form:  

if (colour is red and texture-entropy is small) then the diag-
nosis is ulcer. 

Decision rules are generated from reducts. So in order to 
compute decision rules, reducts have to be computed first. 

This method finds all reducts by computing prime impli-
cants of a Boolean function, as described in Section III.  

The rule generation algorithm can be resumed as: 

• construct the decision table and discernibility matrix, 
• obtain the discernibility function and the prime  

implicants, 
• apply the Boolean algebra rules, 

• compute the reducts, 
• produce the rules using the reducts. 

The image classification algorithm can be resumed as: 

• collect all the decision rules in a classifier, 
• compute for each rule the support, accuracy and cover-

age, 
• eliminate the rules with the support less than the mini-

mum defined support, 
• order the rules by accuracy, than by coverage, 
• if an image matches more rules select the first one: an 

image matches a rule, if all the semantic indicators, 
which appear in the body of the rule, are included in the 
characteristics of the image regions. 

The image collections used in our experiments were taken 
from free repositories on the Internet [16], [17]. Two image 
databases are used for learning and diagnosing process. The 
database used to learn the correlations between images and 
digestive diagnoses, contains 200 images. The learning 
database is categorized into the following diagnoses: duo-
denal ulcer, gastric ulcer, gastric cancer, esophagitis, and 
rectocolitis. The system learns each concept by submitting 
about 20 images per diagnosis.  For example, we analyze 
the performance of the proposed method for colon cancer 
diagnosis. The rule generation algorithm produces 12 se-
mantic rules that recognize this diagnosis. The test database 
contains 450 images, from which 67 are relevant for duode-
nal ulcer diagnosis. A part of images used for learning the 
diagnoses can be analyzed in Figure 2.  

Table 4 General Contingency Table Representing the Quantitative Information about the Rule 
 

 Diagnosis not(Diagnosis)  
Features cardinality(features and diagnosis) cardinality(features and  not(diagnosis)) card(features) 
 
not(Features) 

 
cardinality((not)features and diag-
nosis) 
 

 
cardinality((not)features and 
(not)diagnosis) 

 
card(not(features)) 

 cardinality(diagnosis) card(not(diagnosis)) card(U) 

Table 5 Contingency Table Representing the Quantitative Information about the Rule 1 

 diagnosis = gastric ulcer not(diagnosis = gastric ulcer)  
colour = light-red card(colour = light-red and diagnosis = 

gastric ulcer) = 4 
 

card(colour=light-red and 
not(diagnosis=gastric ulcer)) = 0 

card(colour=light-red)= 4 

not(colour= light-red) card(not(colour=light-red) and diagno-
sis= gastric ulcer)=1 
 

card(not(colour=light-red) and 
not(diagnosis= gastric ulcer))=6 

card(not(colour=light-red) )=7 

 card(diagnosis = gastric ulcer) =5 card(not(diagnosis = gastric 
ulcer))= 6 

card(U)=11 
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Fig. 2 Medical diagnosed images 

After classification, we counted: the number of true posi-
tives (images correctly diagnosed with the colon cancer 
diagnosis) and we found 56 images; the number of false 
positives (images incorrectly diagnosed with the colon can-
cer diagnosis) and we found 9 images; the number of true 
negatives (images correctly diagnosed with a different diag-
nosis) and we found 377 images; the number of false nega-
tives (images incorrectly diagnosed with a different diagno-
sis) and we found 8 images. The accuracy, which measures 
the proportion of true results, is 96.2%. The specificity, 
which measures the capability of colon cancer rules not to 
miss the colon cancer images, and not to diagnose images 
with a different diagnosis, is 97.6%. In our case, this set of 
rules is very specific. 

For the other diagnoses, the counted results are presented 
in Table 6. 

Table 6 Results recorded for different diagnoses 

Diagnosis Accuracy(%) Specificity(%) 

Duodenal Ulcer 96.3 95 

Gastric Ulcer 96.7 95.1 

Gastric Cancer 95.9 93 

Rectocolitis 96.3 95.2 

V.   CONCLUSION 

Methods proposed and developed in this study could as-
sist physicians by doing automatic diagnose based on visual 
content of medical images. An important improvement of 
this paper is in the generation of rules with very high speci-
ficity using the rough set theory. The language used for 
rules representation is Prolog. The advantages of using 
Prolog are its flexibility and simplicity in representation of 
rules. The results of the presented method are very  
 

promising, being influenced by the complexity and number 
of endoscopic images. 

ACKNOWLEDGMENT 

This work was supported by the strategic grant 
POSDRU/89/1.5/S/61968, Project ID 61968 (2009), co-
financed by the European Social Fund within the Sectorial 
Operational Program Human Resources Development 2007 
- 2013. 

REFERENCES  

1. Pawlak Z (1986) Rough Relations. Bulletin of the Polish Academy of 
Sciences, Technical Sciences 34(9-10): 587–590  

2. Pawlak Z, Skowron A (1994) Rough Membership Functions. Ad-
vances in the Dempster-Shafer Theory of Evidence pp.251-271. John 
Wiley and Sons, New York  

3. Stepaniuk J (2008) Rough Granular Computing in Knowledge Dis-
covery and Data Mining. Springer-Verlag, Germany 

4. Zadeh LA, Kacprzyk J (eds.) (1999) Computing with Words in In-
formation/Intelligent Systems 2. Physica-Verlag, Heidelberg  

5. Ohrn A, Komorowski J, Skowron A, et al. (1998) The Design and 
Implementation of a Knowledge Discovery Toolkit Based on Rough 
Sets - The Rosetta System. Polkowski, L., Skowron, A. (eds.) Rough 
Sets in Knowledge Discovery 1, Methodology and Applications, pp. 
376–399. Physica-Verlag, Heidelberg  

6. Bazan J, Szczuk M (2005) The Rough Set Exploration System. 
Transactions on Rough Sets III, LNCS 3400: 37–56 

7. Grzymala-Busse JW (2005) LERS-A Data Mining System. Springer, 
US  

8. Deselaers T, Keysers D, Ney H (2004) FIRE – flexible image retriev-
al engine: ImageCLEF 2004 evaluation. Multilingual Information 
Access for Text, Speech and Images 3491:688–698 

9. Hong W, Georgescu B, Zhou XS, et al. (2006) Database-guided si-
multaneous multi-slice 3D segmentation for volumetric data, Pro-
ceedings of 9th European Conference on Computer Vision, Graz, 
Austria; 2006, pp. 397-409 

10. Lehmann T, Güld M, Thies C, et al. (2004) Content-based image re-
trieval in medical applications. Methods Inf Med.43(4): 354-361 

11. Smith JR, Chang SF. VisualSEEk: a fully auto-mated content-based 
image query system. The Fourth ACM International Multimedia 
Conference and Exhibition, Boston, MA, USA, 1996, pp. 87-98 

12. Ion AL, Udristoiu S (2010) Image Mining for discovering medical 
diagnosis. Information Technology and Control 39(1): 123-129 

13. Hassanien AE, Abraham A, Peters JF et al. (2008). Rough Sets in 
Medical Imaging: Foundations and Trends. Computational Intelli-
gence in Medical Imaging: Techniques and Applications, pp. 47-87. 
CRC Press, USA 

14. Ryszard A, Michalski S (1993) A Theory and Methodology of Induc-
tive Learning. Readings in knowledge acquisition and learning: 323-
348 

15. Stanescu L, Burdescu D, Ion AL, et al. (2008) Imagistic Database for 
Medical E-learning, Proceedings of 21st IEEE International Sympo-
sium on Computer-Based Medical Systems, Jyvaskyla, Finland; 
2008, pp.427-429. 

16. Jackson Siegelbaum Gastroenterology at 
 http://gicare.com/Endoscopy-Center/Endoscopy-images.aspx. 

17. The Gatrolab Image Library at http://www.gastrolab.net/ 



S. Vlad and R.V. Ciupa (Eds.): MEDITECH 2011, IFMBE Proceedings 36, pp. 212 – 219, 2011. 
www.springerlink.com 

On the Stability and Convergence Rate of Some Discretized Schemes for 
Parametric Deformable Models Used in Medical Image Analysis 
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Abstract— In order to find the energy-minimizing surface 
and to reduce the computational requirements, we consider an 
associated simplified model, [1], and we derive an algorithm 
for solving numerically the corresponding Euler-Gauss-
Ostrogradsky equation of Calculus of Variations. The stability 
and the convergence of the algorithm are discussed, together 
with some aspects regarding the statistical modeling, applied in 
medical imaging. 

Keywords—  parametric deformable model, EGO-Equation, 
EGO-Algorithm, stability, convergence rate. 

I.   INTRODUCTION  

The theory of deformable models is an interdisciplinary 
scientific domain, which has appeared and developed in the 
last two decades, in strong connection with practical prob-
lems of medicine, image processing and physics; the de-
formable models represent a promising and vigorously 
researched model–based approach to computer–assisted 
medical image analysis.  

Deformable models are viewed as curves or surfaces that 
can move under the influence of the internal forces, which 
are defined within the curve or surface itself, and external 
forces, which are computed from the image data [2],[3],[4]. 

Two basic type of deformable models were pointed out: 
the parametric or variational models and geometric models. 
The parametric models start from the original snake intro-
duced by M. Kaas, A. Witkin and D. Terzopoulos [2] and 
represent curves and surfaces explicitly in their parametric 
form during the deformation process; the original snake was 
proposed as an interactive method, which requires expert 
guidance on the snake initialization and the selection of 
correct deformation parameters. In the last two decades, a 
set of deformable variational models have been proposed in 
order to improve the original snake, such as: the balloon-
snake model of I. Cohen and L.D. Cohen [1], which add to 
the internal and external energies the so called balloon-
energy and enables the initial contour to be located far from 
the desired boundary (the curve or surface is viewed as a 
balloon which is inflated); the topology-snake of T. Mc. 
Inerney and D. Terzopoulos [5], that designed a set of  
topology changing rules to be used during the balloon  

deformation; the distance snake of I. Cohen and L.D. Cohen 
[1], which is a deformation strategy implemented by means 
of the finite element method. 

By means of some variational principles an energy-
minimizing model (curve or surface) is achieved in this 
framework, by solving the Euler-Gauss-Ostrogradsky 
(EGO) Equation using discretized methods [1],[2],[6]. 

Regarding the geometric deformable models, we notice 
that these models were proposed independently by Cassels 
et al. [7] and Malladi et al. [8] and they are based on the 
curve evolution theory; in this framework the evolving 
models can be represented implicitly, as a level set of a 
higher-dimensional function [3,4]. 

This paper is concerned with the parametric deformable 
models; our goals are to derive an algorithm for obtaining 
the energy-minimizing surface, to establish its approxima-
tion error and to discuss the corresponding conditions of 
convergence and stability. 

The paper outline is as follows. The next section defines 
the notion of deformable 3D-model and describes a method 
for obtaining a simplified 3D model as a sequence of plane 
curves. In the third section we point out an EGO-Algorithm 
of implicit type for the 3D simplified model. The conver-
gence and the stability for an explicit-type discretized 
scheme derived from the algorithm of the third section are 
discussed in the fourth section. It must be mentioned that 
similar approaches regarding EGO-Algorithms and their 
approximation-error (but not their stability) can be found in 
[9]; however, the EGO-Algorithm presented in this paper is 
obtained in a different way, by using a general implicit 
discretization scheme and its convergence rate is better, 
because the inequalities involving the approximation-error 
are refined. The fifth section presents some aspects regard-
ing the behavior of prosthetic surgical methods and pros-
thetic medical materials, based on Software tools, which 
implement the above mentioned mathematical methods. 

II.   ENERRGY MINIMIZING-SURFACES 

From mathematical point of view, a 3D variational de-
formable model is emphasized by a family  of parameter-
ized smooth surfaces with given boundary condition, named 
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admissible surfaces, and an associated energy-functional. 
More exactly, let  be the unit square of  
(or a compact plane domain) and  

  (1)  

an arbitrary surface of class  In this paper we 

use the notations , , , 

, , .  The family  of admis-
sible  deformations  consists of all parameterized surfaces 
(1), subject to the boundary conditions   and 

 on the boundary  of , where 

 and  are given functions 
and  is the unit normal vector with respect to surface (1). 
Further, let us consider the following functions: the image 
intensity functions ; the potential function 

associated to the external forces , 
; the control functions corresponding to the internal 

forces acting on the shape of the surface, namely the elastic-
ity functions and ; the rigidity functions 

 and , and the twist resistance function 
. 

The energy functional  incorporates the in-
ternal, external and balloon-energy, as follows: 

 

      (2) 

 

 

 

              (3) 

     (4) 

We notice that  represents the internal energy, 
 is the energy associated to the external forces and 
 is named the balloon-energy, which can be added, 

optionally, by the users (the term including ). 
The triple  is said to be a 3D deformable model, 

sometimes a deformable surface. The basic goal of a de-
formable model is to minimize its energy functional, which 
leads to the energy-minimizing surface, e.g. the optimal 
deformable model, provided by the Euler-Gauss-
Ostrogradski (EGO) Equation of the Calculus of Variations: 

            (5) 

together the Legendre-Sylvester minimum criterion. 
Roughly speaking, the partial derivative (5) may have 

many solutions, so there may exist many local minimum 
energy-surfaces. But, in medical imaging the goal of the 
user is to find a good 3D-contour in a given area. Conse-
quently, a rough prior estimate of the surface is provided (it 
is at hand of the user); further, this initial surface undergoes 
a deformation until reaching a local minimum of the en-
ergy-functional, according to (EGO) Equation (5). We 
achieve this deformation process by using the method of the 
Evolution Equation,[1]. 

Now, let us describe, mathematically, the method of Evo-
lution Equation. Let 

              (6) 

be an initial surface and denote by  

        (7) 

a family of surfaces, where the parameter  stands for 
the evolution in time of the model. 

Denoting by  the left-hand 
member of (5), the Evolution Equation associated to the 
static model  is: 

           (8) 

together with the initial estimate (condition) 

            (9) 

and some boundary dynamic conditions. 
A solution of the static problem is obtained when the so-

lution  of (8) becomes stable, which means that  
approach to  (for ) and the dynamic equation (8) 
reduces to the static equation (5)at infinity, see also [1]. 

However, the problem of finding the solutions of (EGO) 
Equation (8) is not practically possible, because these solu-
tions contain long and complicated expressions or their 
explicit forms are inaccessible. On the other hand, by using 
discretized schemes for solving (8), we get a system of 
algebraic equations with a high computational level. These 
drawbacks are eliminated by passing to a 2D modeling 
problem, [1]. More exactly, the third component  of (S) is 
constrained to depend only on , by setting . So, 
the surface that we seek is given as a sequence of plane 
curves, named slices, and the parameter  of (7) becomes 
the index of the corresponding slice. In this approach, the  
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surface that we seek is viewed as a sequence of a planar 
curves (slices), indexed by the parameter , so that each 
fixed value of  provides a closed curve, lying in a slice of 
the 3D-image. Consequently, let  

        (10) 

be the 2D curve obtained by applying this reconstruction 
method, for a given . 

In what follows, we suppose that the control functions 
 are positive constants and we set by the seek of simplic-

ity, , . The (EGO) Equation (5), which 
corresponds to , is:  

        (11) 

where  

 
Example 1. If we consider in (11) , , 

  and  with 

boundary conditions , 

, , 

 we obtain the graphs of the slices 
and a 3D reconstruction of the surface, as it can be seen in  
the figure 1a and 1b.  

III.   AN EGO-ALGORITHM OF IMPLICIT TYPE FOR THE 3D 
SIMPLIFIED MODEL 

Firstly, we use the method of finite differences in order 
to obtain the discretized version of the EGO-Equation , in 
dynamic form, see (8) and (11). Let  and  be the time and 

the space discretization steps, respectively and denote the 
plane net of discretization by 

, with , , 
 and . The following notations will be used, 

too: , , , 

, , with , 

; since  is a closed curve, it results 

, . We approximate the partial derivatives 
at the nodes of  as follows: 

  

(12) 

with . With the notations , 
, , , we consider 

the N-th order square matrices  (named stiffness-matrix) 
and , defined as circular matrices with the first row 

 and , respec-
tively. Thus, the differential equation (11) turns into the 
algebraic system 

     (13) 

Denote by , the solution of the 
system (13), which approximate the values of  at the 
nodes of ; these solutions satisfy the discrete EGO-
Equation of implicit type 

 (14) 

namely 

 
(15) 

where  is the unit matrix of order .  
The equalities (14) and (15) define a totally implicit dis-

cretized scheme, since the unknown  
appears in many terms of these relations (  is incorporated 
in , too). Taking into account that  has a complicated 
expression (generally of non-linear type), we approximate 
the term  (which corresponds to the external forces) by its 
value of the previous iteration , obtaining the following 
discretized scheme: 

     (16) 

 
(a) 

 
(b) 

Fig. 1 (a) Slices, (b)  Surface 
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The relation (16) defines a semi-implicit discretized 
scheme, because it is explicit with respect to the terms con-
taining  and , but it is implicit with respect to . 

Further, let us approximate both  and the matrix terms 
 and  of (14) by their values of the previous 

iteration, which leads to the explicit discretized scheme 
given by: 

  (17) 

Remark that the EGO-Algorithm of explicit type (17) is a 
linear approximation of the corresponding implicit algo-
rithms defined by (14) or (16).  

Indeed, we derive from (14), with  instead of , or 
from (16): 

 
(18) 

On the other hand, from the matrix identity  

         (19) 

it is easily seen that for  sufficiently small, by omitting 
the terms containing ,the linear approximating 
formula 

                  (20) 

holds. Now, the relations (18) and (20) lead to (17). 

IV.   THE CONVERGENCE AND THE STBILITY OF THE 
EXPLICIT EGO-ALGORITHM 

In this section we refer to the explicit EGO-Algorithm 
(17). Setting  and , we derive from 
(17): 

   

(21) 

with ,  and 

, , . 

In order to establish the convergence of the  
EGO-Algorithm (21), denote by 

            (22) 

By using the Taylor expansions of  at the point 

, namely: 

 

  

(23) 

we obtain from (21), (22) , (23): 

  

(24) 

where  is the residue of the algorithm, see [10], 
namely: 

       (25) 

Let 

 (26) 

the approximation-error at the k-th iteration of the EGO-
Algorithm. Suppose that the partial derivatives in (25) are 
uniformly bounded. Thus, the relations (24), (25) and (26), 
combined with the classical inequality 

, provides the upper esti-
mate: 

 
(27) 

Under the practical assumption (in medical imaging, for 
example) 

                          (28) 

we derive from (27): 

 (29) 

for , with: 

                            (30) 
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Writing the estimate (29), successively, for  
and taking into account that  we get: 

                        (31) 

with 

    (32) 

Now, from the previous notations, we get: 

              (33) 

In the medical imaging the parameters ,  and  are 
viewed as absolutely positive constants, [1], what is in ac-
cordance with the hypothesis (28) written in the form:  

                           (34) 

The inequalities , which follows 
from (30) and (33), combined with the relations (31), (32) 
and  for , lead to the estimate: 

     (35) 

With the practical hypothesis: 

                                   (36) 

we derive from (35), for  sufficiently small and 
 

        (37) 

It is easily seen that (36) implies (34) for  sufficiently 
large. Therefore,  if , so that the fol-
lowing convergence statement holds. 

If the condition (36) is fulfilled and the weight-
coefficients  are given by (33), then the EGO-
Algorithm (21) is convergent and its approximation-error at 
the k-th iteration satisfies the estimate (37). 

Further, let us examine the stability of the explicit EGO-
Algorithm (21), with , i.e. . The intuitive idea 
regarding the stability is that small errors in the initial con-
ditions should cause small errors in the solution. On the 
other hand, the study of the stability is necessary in order to 
use the Lax Theorem of convergence [11]. By omitting the 

small term  in (24), the errors  of the EGO-
Algorithm (21) with  satisfy the relation: 

                      (38) 

In order to use the method of von Neumann [10,12],let 

          (39) 

where  and  are complex number,  and  
denotes the frequency. Taking into account that 

, it is obvious that the error  doesn’t  
increase in time if 

                                   (40) 

The inequality (40) is referred to as the stability criterion of 
von Neumann. 

In our case, we derive from (38) and (39) with  

         (41) 

By using the relations   
and  the equality (41) 
becomes: 

               (42) 

Now, combining the relations (40) and (42) we get: 

                                (43) 

namely 

                         (44) 

which represents the stability condition of the considered 
EGO-Algorithm. Remark that the inequality (44) leads to 
the necessary stability conditions: 

                    (45) 

V.   MONITORING THE BEHAVIOR OF PROSTHETIC SURGICAL 
METHODS AND PROSTHETIC MEDICAL MATERIALS, BASED ON 

SOFTWARE IMPLEMENTATION 

In order to apply the results of the theoretical researches 
detailed above in the medical imaging domain, a 3D visual 
software environment –named MoDef- was implemented, 
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aiming to visualize and follow-up the deformation behavior 
of the surgical (abdominal, maxilla-facial and orthodontic) 
prosthetic materials. That is performed on three distinct, but 
convergent levels, as follows: 

a) 3d reconstruction visual software component, aimed to 
tracks the evolution of the prosthetic materials, based on 
processing the US images of the anatomic context of a 
lot of surgical patients; 

b) deformable prosthetic material’s behavior forecasting 
software component, based on software tools which im-
plements the above described mathematical methods; 

c) comparative parallel tracking software component, 
aimed to simultaneous supervise in time both (a) and (b) 
levels, in comparison with the results provided by the 
stochastic analysis component of the  3D visual software 
environment MoDef.  

Concerning the 3D visualizing of the prosthetic meshes by 
means of the MoDef software environment components, 
two levels of reconstruction are performed, namely: 

1) On the first level, a polynomial interpolation method is 
applied on each slice of the US image of the prosthetic 
mesh, acquired based on succeeding positions of the  
transducer, obtained by rotating them with a constant 

angle in a same pre-established direction; more exactly,  
the curves representing the sections of the surgical mesh 
acquired by the transducer, are extracted from the con-
text of the US image, based on specific image process-
ing methods - namely contour detection methods, that 
are implemented at the level of the image processing op-
erators of the MoDef environment’s image processing 
library. Starting with this set of basic mesh surface defi-
nition curves, extracted from the US images acquired at 
pre-established moments in time, a complete and consis-
tent collection of 3D generator curve sets is obtained, by 
means of 3D polynomial interpolation methods, based 
on Lagrange, Hermite or Birkhoff operators.  

2) On the second level, the complete collection of the 3D 
generator curves obtained at the first level is processed 
based on Blended Interpolating Methods (BIM), as well 
as with 3D continuous representation techniques, in or-
der to obtain “solid-view”, respectively “wired-view” 
representations of the prosthetic mesh. 

In what follows some preliminary experiments made in 3DS 
Max7, followed by some relevant results obtained with the 
3D Reconstruction component of MoDef 3D Visual envi-
ronment are presented. 

 

 

 

 
 

 

 

Fig. 2 Preliminary experiments made in 3DS Max7 
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VI.   CONCLUSIONS 

In this paper we considered a 3D parametric deformable 
model and we defined, according to [1], its associated sim-
plified model, with the aim to reduce the computational 
requirements. In order to find the energy-minimizing sur-
face (the optimal model), we derived an EGO-Algorithm of 
implicit type, starting from the EGO-Equation of Calculus 
of Variations and using a finite difference method. We es-
timate the approximation error of this algorithm and we 
established conditions of its convergence and stability. 
Some considerations about the statistical modeling were 
presented, too. Our next target consists in using the discre-
tized scheme of Krank-Nicolson and finite-element methods 
in order to obtain new results concerning the rate of conver-
gence and the stability of the corresponding algorithms; the 
probabilistic and geometric deformable models will be 
considered, too, in our approaches. 
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(a) Initial 3D representation of the deformable surface of the 

surgical mesh 

 
(b) Curve representing a section of the surgical mesh acquired by the 

transducer, extracted from the context of the US image based on 
specific image processing methods 

 

 
(c) The surface of the prosthetic mesh after the deformations pro-

duced in time due to the anatomic assimilation process 

 

 
(d) The basic set of generating curves, used to obtain the “solid-view” 

representations of the prosthetic mesh 

Fig. 3 Results obtained with the 3D Reconstruction component of MoDef 3D Visual environment 



On the Stability and Convergence Rate of Some Discretized Schemes for Parametric Deformable Models  219
 

  
 IFMBE Proceedings Vol. 36  

 

6. S. Nedevschi and D. Mitrea. (2003) Contour detection based on active 
contour models. Bull.Appl.Math.Comp.Sci. (Techn. Univ. of Buda-
pest) XCVII(2275), 107—118. 

7. V. Caselles, F. Catte, T. Coll, and F.Dibos. (1993).A geometric model 
for active contours. Numerische Mathematik 66, 1—31.  

8. R. Malladi, J. Sethian, and B. Vemuri. (1995) Shape modeling with 
front propagation: A level set approach. PAMI 17(2), 158—175. 

9. A.I.Mitrea, O.M.Gurzau, P.Mitrea, D.Cimpean, Numerical methods 
for finding the optimal model in the theory of deformable models, 
Proceedings of 12-th Symposium of Mathematics and its Applica-
tions, Ed. Politehnica, Timisoara(2009), pp.446-453, ISSN 1224-6069 

10. D. Trif. (1997). Numerical methods for differential equations (in ro-
manian) Ed. Transilvania Press . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

11. G. Aubert, P. Kornprobst (2006) Mathematical Problems in Image 
Processing. Partial Differential Equations and the Calculus of Varia-
tions, Springer 

12. E.Isaacson , B. Keller, (1966) Analysis of Numerical Methods, New 
York, Wiley and Sons. 

Author: Alexandru Ioan Mitrea 
Institute: Technical University of Cluj-Napoca 
Street: G. Baritiu 25 
City: Cluj-Napoca 
Country:  Romania 
Email: Alexandru.Ioan.Mitrea@math.utcluj.ro 



S. Vlad and R.V. Ciupa (Eds.): MEDITECH 2011, IFMBE Proceedings 36, pp. 220–225, 2011. 
www.springerlink.com 

Texture-Based Methods and Dimensionality Reduction Techniques Involved in the 
Detection of the Inflammatory Bowel Diseases from Ultrasound Images 
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Abstract— The inflammatory bowel diseases (IBD) are se-
vere, chronic and recurring disorders, requiring continuous 
patient monitoring. The most reliable methods for the diagno-
sis of the inflammatory bowel diseases are invasive (endoscopy, 
colonoscopy, histopathology) or irradiating (CT). We aim to 
develop computerized methods for the noninvasive assessment 
of the bowel inflammation level based on information obtained 
from ultrasound images. In this work, we study the role of the 
textural parameters in characterizing different types of in-
flammatory bowel diseases and the colorectal tumors. The 
dimensionality reduction techniques are taken into considera-
tion in order to obtain the relevant textural features and to 
improve the result of the automatic diagnosis. The Principal 
Component Analysis (PCA) method and the Correlation based 
Feature Selection (CFS) method, as well as their combinations, 
are assessed for this purpose.  The methods of Support Vector 
Machines (SVM) and Multilayer Perceptron (MLP), which 
gave very good results in our former experiments, are imple-
mented for the automatic diagnosis. B-mode ultrasound im-
ages belonging to biopsied patients, are used. The patients 
were suffering from the following types of diseases: Crohn’s 
disease, ulcerative recto-colitis, colo-rectal cancer. 

Keywords—  inflammatory bowel diseases (IBD), nonivasive 
diagnosis, texture, dimensionality reduction techniques, classi-
fication performance. 

I.   INTRODUCTION  

The inflammatory bowel diseases (IBD) are a group of 
disorders that frequently mark the population of the devel-
oped countries. Their evolution is frequently chronic, with 
activation peaks and remission periods, elements that are 
conditioned by the rapidity of the diagnosis, by the follow-
up efficiency and by the therapeutic means. The clinical 
scores which are mostly used in order to assess the phase of 
IBD are the Crohn’s Disease Activity Index (CDAI) and 
Truelove Witts. Together with laboratory parameters, they 
can assess to some degree the activity but are not enough 
accurate. [1] The standard methods of diagnosis and of in-
flammatory phase assessment are the endoscopic, radiologic 
and histopathology exams, but these are too invasive for 
severe forms and they cannot be permanently repeated in 
order to monitor the clinical evolution. Also, computer to-
mography and magnetic resonance imaging are elective 

imagistic methods, but are less accessible and quite expen-
sive. Ultrasonography has similar potential in diagnosis, but 
with advantages like: noninvasivity, reduced cost and the 
possibility of repeatability. Numerous literature studies have 
proven their role for the examination of the digestive tube 
pathology [1], [2], [3]. Our aim is to develop new methods 
of assessment in the case of the inflammatory bowel dis-
eases, based on utrasonography examination, combined with 
some modern techniques like computer-aided analysis of 
images. The texture is considered as an important visual 
feature, able to provide subtle information concerning the 
structure of the internal organ tissues. In our work, we de-
velop texture-based methods in order to emphasize the fea-
tures that characterize each inflammatory bowel disease and 
the digestive tumors. Image enhancement techniques, texture 
analysis methods, feature selection methods, feature extrac-
tion methods and classification methods, are involved in our 
research. For the detection of the relevant textural features, 
we implemented the Correlation-based Feature Selection 
(CFS) method, which retains only the features that are 
mostly correlated with the class parameter. Concerning the 
feature extraction methods, the Principal Component Analy-
sis (PCA) technique was considered. The PCA is the best 
known linear features extractor that searches for the best 
directions of data projection in order to emphasize the main 
variation modes.  We combined the PCA method with the 
CFS method in order to add class sensitivity to the feature 
extraction method. For the purpose of automatic diagnosis, 
we implemented the methods of Support Vector Machines 
(SVM) and Multilayer Preceptron (MLP), well known for 
their performance. The paper presents the state of the art in 
the approached domain, then the medical aspects concerning 
the inflammatory bowel diseases and the colonic tumors. 
The proposed solution is illustrated in details, then the ex-
periments are presented. At the end, we formulate the con-
clusion and we propose the further development directions. 

II.   THE STATE OF THE ART 

In [4] the authors analyzed the fluorescent images of 
colonic tissue based on textural parameters derived from  
the Grey Level Cooccurrence Matrix (GLCM), in order  
to distinguish the colonic healthy mucosa versus  
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adenocarcinoma. A modified version of Multiple Discrimi-
nant Analysis was used for dimensionality reduction, such 
that only four final features resulted. A minimum Maha-
lanobis Distance, a Linear Discriminant Classifier and a 
simple evaluation ‘score’ method were used for performing 
two-category classification and provided 95% accuracy. In 
[5] the authors used the Grey Level Cooccurrence Matrix 
(GLCM), together with morphological features (shape, 
orientation), in order to characterize the malignant and be-
nign tissues from biopsy slides of patients with colon can-
cer. The Support Vector Machines (SVM) method with a 3rd 
degree polynomial kernel provided very satisfying classifi-
cation results (above 90%). Textural features such as the 
skewness and kurtosis of the image intensity histogram, 
together with RGB color features, were used in order to 
perform the segmentation of the bowel lumen from endo-
scopic images [6]. Concerning the implementation of the 
dimensionality reduction methods in the medical domain, in 
[7] the authors combined the method of Principal Compo-
nent Analysis with genetic algorithms for the selection of 
the gene expressions. The new method leaded to the im-
provement of the classification accuracy, in comparison 
with the case when only the PCA method was applied. 
However, in the case of the inflammatory bowel diseases, 
the computerized techniques are poorly implemented and 
there is no systematic study of the relevant features that 
characterize each type of disease. We aim to perform this in 
our work. 

III.   THE DESCRIPTION OF THE INFLAMMATORY BOWEL 
DISEASES AND OF THEIR ASPECT IN ULTRASOUND 

IMAGES 

Bowel inflammation is a common disorder found in sev-
eral intestinal diseases, ranging from malignant to purely 
inflammatory ones. However, there is a group of intestinal 
diseases, known as Inflammatory Bowel Diseases (IBD), 
that have unknown causes, but are important because of 
their severity. The Crohn’s disease (CD) and Ulcerative 
colitis (UC) are the most frequent forms. The inflammation 
extends to all the layers in Crohn’s disease [8], and only to 
the mucosa in the Ulcerative colitis [9]. Concerning the case 
of the Ulcerative colitis, hypoechoic lesions that correspond 
to the ulcerations appear. Patients with inflammatory bowel 
diseases present, alternatively, periods of remission and of 
activity. The evolution is marked by the onset of complica-
tions, among which some of major severity, so that the 
assessment of the inflammation activity and of the treatment 
response is crucial in monitoring these patients. Inflamma-
tory or neoplastic bowel pathology is associated with thick-
ening of the bowel wall. Concerning the features of the 
Crohn’s disease, the characteristic visual appearance is that 
of a “target” image, corresponding to the transversal bowel 

section taken on a specific part of the bowel, where the 
walls are thickened over 4 mm, having a circumferential, 
stenotic aspect (Fig.1). In the acute form, a removal of the 
separation between the composing layers, because of edema 
and inflammation, is being noticed. In the chronic form, the 
composing layers appear as being distinct. The dominant 
process at histological layer is that of fibrosis, which gener-
ates an echo-poor halo surrounding a central echogenic zone 
[8]. Ulcerative colitis is a mucosal disease, the halo being a 
less prominent feature (Fig. 2). [9] The colorectal tumors 
(Fig.3), although distinct from inflammatory bowel dis-
eases, share a lot of characteristics with the latter, like wall 
thickening and increased vascularity. However, like every 
tumor, they are characterized by the heterogeneity of the 
tissue structure and by the complexity and irregularity of the 
vessel structure. [10] Eloquent examples of these diseases 
are illustrated in the figures given bellow: 

 
 

  
a. b. 

Fig. 1 Crohn’s Disease; (a) Before treatment, (b) After treatment (chronic 
form) 

  
a. b. 

Fig. 2 Ulcerative recto-colitis (a) before treatment, (b) after treatment 
(chronic form); thickened walls natively visible 

 

Fig. 3  Colo-rectal tumor: inhomogeneous aspect of the bowel wall 

IV.   DESCRIPTION OF THE PROPOSED SOLUTION 

In our work, we compute a number of potentially useful 
textural parameters, we apply dimensionality reduction 
methods in order to find the most appropriate representation 
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for the textural features and to select the relevant ones; then 
we assess the possibility of the automatic diagnosis, by 
providing the features at the inputs of some powerful classi-
fiers – Support Vector Machines (SVM) and Multilayer 
Perceptron (MLP) [11]. 

A.   Methods for the Computation of the Textural 
Parameters 

First order statistics, as well as second order statistics, 
edge-based statistics, fractal based methods and multi-
resolution methods were considered. The first order statis-
tics of the grey levels, appropriate for liver and tumor tissue 
characterization, were the mean grey level, the maximum 
and minimum of the grey levels and the autocorrelation 
index, a texture granularity measure [12]. The second order 
statistics of the grey levels were provided by the Grey Lev-
els Co-occurrence Matrix (GLCM), which computed, for 
each possible pair of grey levels (g1, g2), the number of 
pairs of pixels, of intensities g1 and g2, being in a spatial 
relationship given by a specified displacement vec-

tor
→→

),( dydx , as results from (1): 
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We computed the GLCM probability matrix [13] in our im-
plementation. The parameters that we computed from GLCM, 
considered as being able to best characterize the tumor tissue, 
were: contrast, variance, local homogeneity, correlation, en-
ergy and entropy [13]. The maximum distance considered 
between the pixels from the same pair was two, all the possi-
ble orientations of the displacement vector being adopted. The 
final values of the Haralick parameters resulted by averaging 
the values of all the resulted cooccurrence matrices. The Third 
Order GLCM (TOGLCM) [14] matrix was also computed, in 
a similar way, the intention being that of improving  the accu-
racy of the IBD characterization and detection, by considering 
the co-occurrence of three pixels with three distinct values of 
the grey levels, situated in a certain spatial relation, given by 
two displacement vectors, as described by (2):  
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(2) 

The edge-based statistics (edge-frequency and edge-
contrast) also provided useful information, as they com-
puted the relative number of separations between regions 
with different intensity values (edge frequency) and also the 

relative amount of the difference between these regions 
(edge contrast). The variability in edge orientations was 
also taken into consideration [12].  The fractals provided a 
measure of the grey level structure complexity in the region 
of interest. We computed the Hurst coefficient, as described 
in [15]. For emphasizing the textural microstructures of the 
liver and tumor tissue, we applied the Laws convolution 
filters in order to detect: levels, edges, spots, waves, ripples 
[12].  We used the Wavelet transform for the decomposition 
of the signal spectrum in components having various fre-
quencies, and for the analysis of the signal at various resolu-
tions. We considered the Haar function as basis for the 
Wavelet transforms [15]. The decomposition was performed 
at two levels: at the first level, the signal components were 
computed on the original image; at the second level, the 
decomposition was performed for each component obtained 
on the first level: low-low, low-high, high-low and high-
high. Then, we computed the Shannon entropy value of the 
grey levels for each component [15], using (3):  

∑∑
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All the features were computed on regions of interest hav-
ing 30x30 pixels in size. They were independent of orienta-
tion and scaled with the size of the region of interest. 

B.   Dimensionality Reduction Methods  

a.) Principal Component Analysis (PCA) 
The method of Principal Component Analysis (PCA) is 

designed to reduce the dimensionality of the data by pro-
jecting the feature vectors on a space of lower dimensions, 
putting in evidence the main data variation modes. In 
mathematical terms, the purpose of PCA is to find a linear 
mapping M, that maximizes the quantity MTcov(X)M, 
where cov(X) is the covariance matrix [16] of the dataset X. 
It can be demonstrated that M, the linear mapping matrix, is 
formed by the first d eigenvectors that correspond to the 
first d largest eigenvalues, denoted by λ, of the covariance 
matrix built on the mean subtracted data. The equation that 
provides the solution is: 

                              cov(X)M=λM                                   (4) 

The transformation is a linear one, consisting in the compu-
tation of the covariance matrix and of the eigenvectors and 
eigenvalues of this matrix. The transformation of the  
original data is described by the following mathematical 
expression: 

                           MXXY )(
_

−=                                   (5) 

In the above formula, X represents the original data set, M 
is the linear mapping matrix, 

_

X is the mean subtracted data 
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and Y is the transformed data set. The following steps are 
due in order to perform a reliable PCA [16]: 1. Subtract the 
mean of the original data, for each considered feature; 2. 
Compute cov(X), the covariance matrix of the mean sub-
tracted data. 3. Determine the eigenvalues and the eigenvec-
tors of cov(X); 4. Sort the eigenvalues ascending and 
choose the first eigenvectors, corresponding to the highest 
eigenvalues, that cover a specified amount of variance in the 
data; 5. Transform the data according to the mathematical 
relation given by (5). PCA maximizes the variance of the 
extracted features, these features being also uncorrelated. 

b.) Correlation-based Feature Selection (CFS) 
From the class of feature selection methods, we applied 

the Correlation Based Feature Selection (CFS), combined 
with genetic search, this being an efficient search method 
that generates a complete set of feature subsets [17]. The 
CFS method eliminates the redundant, dependent features, 
choosing those that are the most correlated with the class 
parameter. For each analyzed subset s, a merit is computed 
[17].The subset that has the highest merit is finally selected.   

c.) Combinations of the above-mentioned methods 
The dimensionality reduction methods described above 

were used individually and in combination. Both variants of 
successive application (first CFS, then PCA; respectively 
first PCA, then CFS) were considered for assessment. 

C.   Performing Automatic Diagnosis of the Inflammatory 
Bowel Diseases 

During the validation phase, the most appropriate pattern 
classification methods were used in order to make an objec-
tive evaluation concerning the set of relevant features. The 
Multilayer Perceptron method [11] was implemented, as our 
experiments demonstrated that it was the most accurate. The 
method of Artificial Neural Networks is inspired from the 
human perception, so it aims to build a structure that re-
spects the model of a human neural network. In the majority 
of cases, it has three or more layers, being called Multilayer 
Perceptron. Usually, for training the network, the classical 
backpropagation algorithm is used [11]. The method of 
Support Vector Machines (SVM) uses a mapping function 
that performs the projection of the initial data into a new 
space, where the data is linearly separable and the identifi-
cation of the support vectors is possible [D]. The classifica-
tion performance was evaluated using specific accuracy 
parameters like the recognition rate (percent of correctly 
classified instances), the sensitivity (TP rate), the specificity 
(TN rate) and the area under ROC (AUC) [11].  

 
V.   EXPERIMENTS AND DISCUSSIONS 

A.   Training Set Structure 

The training set contained the following classes: Crohn’s 
disease (CD), active form, ulcero-hemoragic rectocolitis 
(UHRC), active form, colo-rectal tumors and healthy patients. 
A number of 50 patients per class were considered. For each 
patient, 3 B-mode ultrasound images were retained, corre-
sponding to various orientations of the transducer. The images 
were acquired using the same settings of the ultrasound ma-
chine: frequency of 9.0 MHz, gain of 56, depth of 4 cm. The 
textural features were computed on regions of interest having 
30x30 pixels in size, situated on the superior bowel wall in the 
cases of the CD and UHRC, and inside the tumor in the case 
of colo-rectal cancer. The dimensionality reduction methods 
were applied and the textural features which were relevant for 
the differentiation of the diseases were detected and analyzed. 
Also, the role of the TOGLCM parameters was studied in 
comparison with that of the second order GLCM matrix pa-
rameters. During the validation phase, the classification accu-
racy of the original dataset was assessed, and then the contri-
bution of the applied dimensionality reduction methods on the 
classification performance was evaluated. Our specific Visual 
C++ application, based on the Weka 3.5 library [18], was used 
in order to compute the textural features, to separate the rele-
vant textural features from the non-relevant ones, and to assess 
the classification performance.    

B.   The Relevant Textural Features for the Differentiation 
between the Considered Diseases 

The method of Correlation-based Feature Selection 
(CFS) combined with the genetic search method and also 
that of Principal Components, in conjunction with the 
ranker method, both from the Weka 3.5 library, were ap-
plied for dimensionality reduction. The textural features 
selected by the CFS method, as well as those that had the 
highest weights inside the principal components, are illus-
trated in the tables bellow. Those textural features that were 
selected by both methods are formatted with italic.  

Features like edge frequency, edge contrast, directional 
gradient magnitude, and directional gradient variance em-
phasize the visual separation of the bowel wall layers, 
which is more obvious in the case of the CD, and less obvi-
ous in the case of UHRC. The GLCM contrast, TOGLCM 
contrast, GLCM variance, and the entropy computed at 
multiple resolutions after applying the Wavelet transform, 
illustrate the difference in homogeneity that occurs in the 
aspect of the bowel wall for the considered diseases. The 
frequency of the edges and textural microstructures is more 
increased in the case of the CD from the same reason. When 
differentiating the active form of these diseases from the 
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healthy bowel wall, the autocorrelation index appears as 
being important as well, indicating a variation in the tissue 
granularity, because of the inflammation.  

Table 1 The relevant textural features for the differentiation between 
Chron’s disease and ulcero-hemoragic recto-colitis 

Feature selection method Relevant textural features 

Correlation-based Feature 
Selection (CFS) ,          
Merits = 0.494  

GLCM contrast, GLCM variance, Edge 
contrast,  Hurst fractal index,   Wave-
let_entropy3, Wavelet_entropy8_lh, 
Wavelet_entropy5_hl,  Laws spot mean, 
TOGLCM contrast 

Principal Component Analy-
sis (PCA) 

Directional gradient magnitude, Direc-
tional gradient variance, Edge frequency, 
Edge contrast, Hurst fractal index, Laws 
spot frequency, Laws wave frequency, 
GLCM_contrast, TOGLCM contrast, 
Wavelet_entropy2, Wavelet_entropy8_ll 

 
Table 2 The relevant textural features for the differentiation between the 
colo-rectal tumors and other tissues 

Feature selection method Relevant textural features 

Correlation-based Feature 
Selection (CFS) ,          
Merits = 0.777  

GLCM homogeneity, Minimum of the 
grey levels, Wavelet Entropy3, Wavelet 
Entropy7_hh, directional gradient vari-
ance, Laws spot mean, Laws spot fre-
quency,  Laws wave mean,  Laws wave 
frequency, TOGLCM homogeneity 

Principal Component Analy-
sis (PCA) 

Hurst fractal index, Laws wave fre-
quency, Laws edge frequency, Laws 
wavelet frequency, edge contrast, 
TOGLCM homogeneity, GLCM correla-
tion,  TOGLCM variance 

 
The textural features determined as being relevant in the 

case of differentiation between the colo-rectal tumors and 
kinds of tissues refer to the decreased homogeneity and 
increased entropy of the tumor tissue ( GLCM homogene-
ity, TOGLCM homogeneity, the entropy computed after 
applying the Wavelet Transform), to the chaotic structure 
(directional gradient variance) of the tumors, and to the 
complexity of the tumor tissue (the mean and frequency of 
the textural microstructures obtained after applying the 
Laws convolution filters, the Hurst fractal index). We can 
notice, in all the considered cases, of differentiation be-
tween various types of IBD and between the colo-rectal 
tumors and the other affections, that both the GLCM and 
TOGLCM parameters are important.  

C.   The Automatic Diagnosis of the IBD and Colo-Rectal 
Tumors 

a.) The role of the GLCM and TOGLCM features in the 
classification process 

First, we study the importance of the TOGLCM textural 
features, in comparison with that of the GLCM textural 

features. We assess the classification accuracy by consider-
ing each group of features separately, as well as by taking 
into account both groups of features in the same time. The 
Multilayer Perceptron (MLP) classifier and the Support 
Vector Machine (SVM) classifier of Weka 3.5 were imple-
mented for this purpose. The values of the parameters were 
the following: the recognition rate was 0.2 the momentum 
was 0.8 and the number of nodes within the single hidden 
layer was a = (number of features + number of classes)/2 for 
the MLP method; the polynomial kernel of third degree was 
considered for the SVM method in the case of tumor recog-
nition, as it provided the best results in this case, while the 
Radial Basis Function (RBF) kernel, provided the best re-
sults in the case of differentiation between CD and UHRC. 

Table 3 The accuracy of differentiation between CD and UHRC for vari-
ous groups of textural features 

Classifica-
tion method 

Recognition 
rate 

TP rate TN 
rate 

AUC Time  

The GLCM parameters and the other textural features 

Multilayer 
Perceptron  

68% 64% 72% 64.6% 3s 

Support Vector 
Machines  

72% 90% 54% 72% 0.05s 

The TOGLCM parameters and the other textural features 

Multilayer 
Perceptron  

60% 52% 68% 62.6% 2.83s 

Support Vector 
Machines  

76% 88% 64% 76% 0.06s 

The GLCM parameters, the TOGLCM parameters and the other textural 
features 
Multilayer 
Perceptron  

70% 68% 72% 65.1% 3.58s 

Support Vector 
Machines  

78% 98% 58% 78% 0.05s 

Table 4 The classification accuracy of the colorectal tumors for various 
groups of textural features 

Classifica-
tion method 

Recognition 
rate 

TP rate TN 
rate 

AUC Time  

The GLCM parameters and the other textural features 

Multilayer 
Perceptron  

75% 64.3% 85.7% 88.3% 1.7s 

Support Vector 
Machines  

75% 57.1% 92.9% 75% 0.16s 

The TOGLCM parameters and the other textural features 

Multilayer 
Perceptron  

71.42% 57.1% 85.7% 86.2% 1.56s 

Support Vector 
Machines  

78.57% 64.3% 92.9% 78.6% 0.05s 

The GLCM parameters, the TOGLCM parameters and the other textural 
features 
Multilayer 
Perceptron  

82.14% 78.6% 85.7% 89.8% 2.11s 

Support Vector 
Machines  

85.71% 78.6% 92.9% 85.7% 0.03s 
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As Table 3 and Table 4 show, the classification performance 
is best when using both the GLCM and TOGLCM parameters. 
Although a cubic correlation was found between each pair of 
corresponding GLCM and TOGLCM parameters, this correla-
tion is considered weak, unable to induce redundancy. 

b.) The effect of the dimensionality reduction methods on 
the classification accuracy 

Table 5 The effect of the dimensionality reduction methods on the classifi-
cation accuracy, assessed by the SVM method 

Classifica-
tion method 

Recognition 
rate 

TP 
rate 

TN 
rate 

AUC Time  

Differentiation between  CD and the UHRC 

CFS 74% 94% 54% 74% 0.05s 

PCA 81.42% 85% 78% 81.5% 0.25s 

CFS + PCA 82.91% 89.2% 76.7% 82.9% 0.17s 

PCA + CFS 73.26% 80.8% 66% 73.4% 0.03s 

Differentiation between  the colo-rectal tumors and other kinds of tissues 

CFS 85.71% 85.7% 85.7% 85.7% 0.03s 

PCA 84.61% 84.6% 84.6% 84.6% 0.38s 

CFS + PCA 88.46% 92.3% 84.6% 88.5% 0.19s 

PCA + CFS 87.46% 84.6% 92.3% 88.5% 0.28s 

 
In the case of the SVM classifier, the CFS method gener-

ated a decrease in the classification accuracy, when it was 
applied on the original dataset, as well as after the PCA 
method. The PCA method improved the classification per-
formance, in comparison with the original case, when it was 
applied individually, and also after the CFS method.  The 
application of the CFS method after PCA altered the natural 
order of the principal components, some of those corre-
sponding to the highest eigenvalues being eliminated. 

VI.   CONCLUSIONS  

The considered textural features were efficient concerning 
the characterization and the automatic diagnosis of the in-
flammatory bowel diseases and the colo-rectal cancer. The 
implementation of the TOGLCM matrix was benefic, as in 
combination with the second order GLCM matrix, it leaded to 
an increase in the classification performance. The textural 
features which were detected as relevant for the differentiation 
between CD and UHRC referred to the contrast and heteroge-
neity in the gray levels structure of the bowel wall, as well as 
to the frequency of edges and textural microstructures, indicat-
ing the increased visibility of the bowel wall layers in the case 
of the Crohn’s disease. In the case of the colo-rectal tumors, 
the relevant textural features emphasize the heterogeneity, the 
chaotic structure and the complexity of the tumor tissue. The 
applied dimensionality reduction methods had a benefic role 
on the classification performance, the resulted classification 
accuracy being situated around 80% in the case of the differ-

entiation between the Crohn’s disease and the ulcerative recto-
colitis, respectively around 85% in the case of the diagnosis of 
the colo-rectal tumors. The best method proved to be the com-
bination CFS+PCA. Our solution will be improved by consid-
ering a larger number of items/class and by applying classifier 
combinations. 
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Abstract— Extensive static and dynamic foot problems in 
modern society are a direct consequence of the lifestyle of the 
individual. Continuous use of transportation, prolonged peri-
ods of physical inactivity and obesity modify the normal struc-
ture of the foot in time leading to traumatic disorders. Cor-
rectly assessing the plantar pressure and identifying potential 
problems due to the unbalance of the foot structure are key 
factors in preventing and treating of conditions such as flat 
feet, high arches, bunions, hammertoes, plantar fasciitis etc. 
The research leading to this paper addresses these issues and a 
low cost computer aided optical podoscope is presented. With 
the use of modern computational systems, patient information 
can be analyzed, stored and compared and visual pressure 
points can be linked to accurate measurements when body 
mass and touch areas are known. By combining different illu-
mination techniques the effects of the environment lighting are 
diminished and the images of the foot interaction with the 
sensitive surface increase in resolution. Moreover, the pressure 
information can be separated or connected to the rest of the 
foot allowing for better visual identification of the static and 
dynamic foot problems. 

Keywords— plantar pressure, podoscope, digital measure-
ments, optical sensing, tactile systems. 

I.   INTRODUCTION  

The human foot is a complex biomechanical structure 
with 26 bones, 33 joints, 107 ligaments and 19 muscles. 
When standing, the healthy human foot supports the body 
on the ground at three points:  

• the joint of the 1st metatarsal  
• the 5th metatarsal 
• the heel bone 

Arches span between these three main points and when the 
feet are placed side by side, the arches form a dome-like 
structure. This structure is not rigid, and the tendons and 
joints between the bones dampen the shocks when an indi-
vidual is walking, making the gait cycle smooth [1]. When 
correctly in balance, this system can withstand large forces 
and the arch-type pattern is one of the strongest models 
found in nature.   

Modern age has altered the requirements originally in-
tended for the human foot. Increased motorized mobility 
leads to sedentarism, the life style of the average individual 
has become more inactive and the muscles lose their tonus. 
In addition, incorrect pressure on the plantar area can be 
applied in the case of overweight people or even by fitting 
the wrong shoes.    

When the foot's biomechanical structure goes out of bal-
ance this will eventually lead to several types of foot disor-
ders, such as different degrees of flat-feet or high arches. 
Such disorders may then lead to related problems in the 
ankles, knees, hips and lower back. These problems can also 
be responsible for sore muscles and aching nerves in many 
areas of the body. If the foot problems are not corrected in 
due time, there is a risk of damage to the upper joints and 
spinal vertebrae. [1]  

While many problems should be corrected in childhood 
years, due to the lack of information or lack of medical 
devices capable of aiding the physician in correctly diagnos-
ing a plantar pressure disorder, many children reach matur-
ity with severe feet problems. Moreover, barefoot running 
on hard, artificial surfaces or selecting improper footwear 
for children may lead to early complications affecting gait 
and general mobility.  

Both static and dynamic assessments of the foot structure 
can be made by analyzing the interaction between the sup-
portive surface –the sole- and hard surfaces. Slight differ-
ences between pressure points and the general posture of the 
foot can provide valuable information for correctly diagnos-
ing foot related disorders [2]. 

In a normal foot, the pressure of the heel bone and the 
capitulum of the first metatarsal are stronger than that of the 
fifth metatarsal. This effect is caused by the position of the 
centre of gravity and the weight distribution. The weight 
line represents the median line of the maximum pressure 
area. The weight line of a healthy foot runs through the 
inner edge of the heel bone, thus increasing the load of the 
inner part (medial) of the foot. The force on the inner arch 
from the longitudinal arch is extensive, and the ligament 
system is only able to sustain the arch to the limit of its 
flexibility. [1] 
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Figure 1 reveals the weight line –calculated from the inten-
sity of pressure points derived from the interaction between the 
foot and a rigid surface- in a normal foot and the modifications 
of the weight line direction that span in a flat foot. 

 

Fig. 1 Weight line calculated from pressure points in a normal foot (left) 
and a flat foot (right) [1] 

Static problems are the main cause of foot disorders. 
Dropped arches or the changes arising in the process of the 
arches dropping can cause the majority of common foot 
problems [1].  

II.   PLANTAR PRESSURE ASSESSMENT 

The use of plantar pressure assessment devices for diag-
nosis support is well known in medical literature. The ad-
vent of new scanning technologies and the increased com-
putational power of microprocessors allows for complex 
detection and storing of patient’s data for future reference 
and comparison.  

The foot pressure measurement devices or podoscopes, 
generally provide an accurate way of identifying pressure 
problems and can serve in the diagnosis of multiple condi-
tions. These devices are capable to offer visual information 
on disorders such as flat feet (all degrees), high arches, 
excessive pronation, early detection of bunions (Hallux  
Valgus), hammertoes etc.  

In order to design and implement an accurate podoscope, 
the sensing area of the device has to allow a good discrimi-
nation between different pressures and to withstand the 
applied forces in both static and dynamic working regimes.   
Plantar pressures can be measured using a variety of 
instruments and methods, including force-sensing resistors 
(FSRs),[3] hydrocells,[4] microcapsules,[5] projection 
devices,[6] optical podoscopes,[7] and capacitive 

transducers,[8] as well as by critical light 
deflection.[9].Newer pressure detecting techniques include 
optical linear scanning[10] and CCD/CMOS camera based 
systems[1]. 

Figure 2 shows a compilation of different podoscope de-
vices and the measurement techniques the systems are based 
upon. 

 

 

Fig. 2 Podoscope types: analogue with mirror and side illumination, struc-
tured visible lighting, optical scanner, capacitive sensing, camera based 
acquisition  

In comparison with capacitive, resistive or microcapsule 
devices, optical podoscopes carry the advantage of increased 
visibility of the patient’s foot since the pressure point informa-
tion is fused with the rest of the plantar surface. However, 
mirror type podoscopes force the physician to observe the 
image from a certain angle and they are highly dependant on 
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the environmental lighting. Optical line scanning produces 
high contrast images at the expense of speed and the patient 
has to remain immobile for the duration of the acquisition –an 
issue when analyzing the foot pressure of small children. The 
camera based podoscopes offer the best contrast to acquisition 
time ratio but, in most implementations, noise from external 
lighting and the difficulty in separating pressure data from the 
rest of the body diminish the quality of the final image. 

This paper is focused on the design and implementation 
of a low cost dual lighting optical podoscope with CCD 
camera scanning.  

III.   LOW COST OPTICAL PODOSCOPE DESIGN  

In order to reduce the environmental effects –as discussed 
in the previous chapter- a dual illumination system with trig-
gered acquisition has been developed. By applying radiation 
emission concepts from multi-touch optical systems [11], the 
implemented optical podoscope uses near infrared sources at a 
wavelength of 850nm where CCD cameras have a good re-
sponse. In figure 3, the relative sensibility of common video 
cameras based on Charged Couple Device technology along 
with the spectral response of the human eye is presented. 

 

 
Fig. 3 Comparison response of the human eye cone cells and a CCD 
camera[11] 

The IR blocking filter of the camera is removed in order 
to allow the full spectrum of visible and near infrared radia-
tion to be perceived by the camera. To reduce the effects of 
external lighting, a band-pass filter with a central wave-
length of 850nm and an acceptance band of 10 nm is 
mounted on the lens system.  

The optical podoscope design is based on authors’ previ-
ous work related to optical touch systems [13]. The primary 
illumination source consists of 2 IR LED arrays placed 

inside a baffle that holds a 12mm thick acrylic plate. Ac-
cording to the FTIR principle described in [12], the radia-
tion enters the acrylic and is reflected internally with mini-
mum loss. When a foot is placed on the plate, radiation is 
scattered towards the camera because of the higher refrac-
tive index of the new medium. The camera acquires the 
resulting image that represents only the pressure points with 
a magnitude correlated to the pixel intensity.  

The secondary lighting system is constructed with 2 IR il-
luminators placed inside the device facing downwards at an 
angle of 30…40 degrees. The design of the radiation source 
is based on the diffused illumination method used in many 
multi-touch devices [11] .Each illuminator holds 48 LEDs 
placed at variable angles inside the illuminator case. In order 
to prevent uneven illumination, a diffuser foil is applied on 
the illuminators and the bottom of the device holds a white 
plate to insure the reflection of the radiation towards the 
acrylic foot support. Infrared light gets reflected from the 
bottom of the foot and the relative pixel values in the ac-
quired image will represent the distance towards the camera. 
This lighting method also allows the capture of snapshots of 
the lower and upper limb area as seen by the camera.  

A transparent transfer foil is applied on the acrylic plate 
in order to improve the sensitivity of the device. The foil 
has micro bumps that replace the air when a foot is placed 
on the podoscope. A protection foil is also applied on top of 
the device in order to maintain the integrity of the acrylic 
and prevent scratches on the sensitive transfer foil surface.  

The whole system is enclosed in a box, 50 cm wide and 
45 cm long constructed from 1.8 cm thick chipboard. The 
case also holds the LED power supply, the USB and power 
connectors  

The design concept of the low cost computer aided opti-
cal podoscope is presented in figure 4.  

 

Fig. 4 Schematic of the proposed computer assisted optical podoscope 
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The camera is calibrated on startup and the coordinates 
of the tactile area are mapped to the actual pixel dimensions 
of the final image. Since the scanning procedure is not time 
critical –an important requirement in multi-touch systems- a 
camera with higher resolution and low frame rate is pre-
ferred. The optimal values for the resolution are at least 640 
x 480 pixels and a minimum of 15 frames per second in 
terms of acquisition speed.  

Both sources of radiation are turned on in sequence and 4 
images are recorded, one for each state( no radiation, first 
source only, second source only, both sources on) The 
whole scanning procedure lasts less than 500ms and the 
pressure data can be interpreted by fusing multiple images. 
By subtracting pixel values from opposing state images, the 
effects of radiation noise from the environment are can-
celled and only the pressure information can be displayed if 
necessary. Patient data along with pressure information is 
stored in a database for future comparison, the information 
can be brought on screen or printed and the application is 
modular and can be extended to include more options.  

62 experiments were performed and images of 42 indi-
vidual feet (both left and right) were extracted and proc-
essed with various load conditions. 

When inspecting the visual data, false color imagery is 
available and the edge detection algorithms implemented in 
the software application are capable of calculating various 
lengths and angles of the foot. Based on the weight line 
determination, the application has been trained with several 
qualitative diagnostics meant to aid the orthopedist. 

IV.   CONCLUSIONS  

Plantar pressure analysis is an efficient way to diagnose 
several foot disorders such as flat feet, high arches, bunion 
and hammertoes formation etc. While there are numerous 
implementations of foot pressure scanning devices or podo-
scopes, this paper aims to present a low cost computer  
assisted optical podoscope with synchronized dual illumina-
tion that reduces environmental effects and improves scan-
ning resolution as well as providing an increased number of 
visualization options. 

The results of the preliminary tests are encouraging and 
while extensive clinical studies are required to assess the 
viability of such a system in medical practice, the scanning 
capabilities of the proposed podoscope exceed other exist-
ing systems.  

Future research will focus on analyzing both static and 
dynamic behavior for high-strain athletes as well as gait 
studies related to individuals with low physical activity. 
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Abstract— In this paper we present some aspects related to 
the analysis of surface quality for dental materials obtained by 
synthesis (photo-polymerization) process.  In the first part, the 
biocompatibility properties of dental materials are analyzed, 
using Fuzzy logic. In the second part, the images obtained 
from the digital microscope with 500x of magnification, of 
some samples made of photo-polymerizable materials are 
analyzed using software dedicated to image processing. The 
results of these procedures are presented in a modular way in 
order to highlight both the 3D surface profile and the shape of 
roughness variation along the selected direction on the studied 
surface. In the final part of the paper we presented some con-
clusions both concerning the mechanical tests and images 
analysis. 

Keywords— dental prosthesis, photo-polymerization proc-
ess, digital microscopy. 

I.   INTRODUCTION  

There was a substantial revolution in dental prosthetics 
along with the occurrence of oral implant procedures. Oral 
implant allowed dental prosthetics to use additional pillars 
that might be inserted where necessary in the prosthetic 
area. Thus, some edentations that not so long ago could be 
approached only by mobilizable or entire mobile systems 
can be obtained today by fixed prosthetic restorations. [1] 

The prosthetic parts can be exclusively attached on im-
plants (pure implanter) or mixed (dental-implanter). Pros-
thetic works on implant may replace from a single tooth to 
an entire arcade.  

They can be made of various materials: metal-acrylate or 
metal-ceramics. Many times though, the metal-ceramics 
works (with porcelain antagonists) are preferred especially 
for the integral rigidity of the structure. On the other hand 
the acrylic works present the benefit of shocks damping but 
are not resistant enough both to the forces developed during 
the food fragmenting and to the effect of fluid substances 
upon surfaces. [2] 

Also on the implantation support they can perform the so 
called implant prosthesis, which is a mobilizable prosthetic 
device. Based on a small number of implants they may 
manufacture a prosthesis including special aggregation 
systems that provide the prosthesis an increased stability 
and support in comparison to the normal one. Thus, by help 

of implants dentists may create abutments to apply different 
super-structures, connected to the fixed telescopic prosthe-
sis. At this time the fixed implantology prosthetics is domi-
nated by bolting but prosthetic works can also be cemented. 
The prosthetic abutment applied on the implant represents 
the trans-mucous component while the implant body is 
covered in order to display a natural tooth aspect. But one of 
the most difficult issues related to the mobilizable or mobile 
prosthesis construction and technology is represented by the 
manufacturing of artificial dental arcades, with the most 
possible individualized occlusal shape and within its frame, 
selecting and assembling artificial teeth.   

Artificial teeth are usually included in one of the follow-
ing situations: single maxillary mobile prosthesis, with 
noble alloys as antagonists, acrylic or diacrylic resins, in 
order to prevent their accelerated wear; alveolar ridge; 
rubbed off or periodontal antagonists; or the case when 
there is a single dental prosthesis or a metal bridge on the 
antagonist arcade. Wherever would be the position of teeth 
in prosthetic area, artificial teeth are defined by characteris-
tics related to color, shape, dimension and occlusal shape. 

Besides for the frontal teeth the order of importance is 
color, shape, height and width. From the material point of 
view, the used artificial teeth are consisting of PMMA co-
polymerized by reticular agents and usually these are provided 
with an increased resistance to cracking by using a greater 
amount of reticular agents. In the contact zone with the pros-
thetic basis, a lower concentration of reticular agent is re-
corded, than in the incisal, respectively occlusal areas, in order 
to facilitate the chemical connection to the polymers in the 
prosthetic basis. To provide the most physiognomic aspect, 
artificial teeth use a large range of pigments and to increase 
resistance of teeth, they are treated with inorganic micro-
particles. For long-term successful performance of all dental 
implant types the following general factors should be consid-
ered: biomaterials, biomechanics, dental evaluation, medical 
evaluation, surgical requirement, healing processes, prostho-
dontics, laboratory fabrication, post insertion maintenance. All 
practitioners involved in patient care should be knowledgeable 
regarding these factors and their interrelationships. Standards 
of dental practice would suggest the following general contra-
indications for the above three categories of dental implants: 
debilitating or uncontrolled disease, pregnancy, lack of  



Digital Microscopy Used in Synthetic Structures Analysis of Dental Prosthesis 231
 

  
 IFMBE Proceedings Vol. 36  

 

adequate training of practitioner, conditions, diseases or treat-
ment that severely compromise healing, e.g., including radia-
tion therapy, poor patient motivation, psychiatric disorders 
that interfere with patient understanding and compliance with 
necessary procedures, unrealistic patient expectations, unat-
tainable prosthodontic reconstruction, inability of patient to 
manage oral hygiene, patient hypersensitivity to specific com-
ponents of the implant.[12] 

II.   DETERMINATION OF BIOCOMPATIBILITY BASED UPON 
FUZZY LOGIC 

In order to determine the biocompatibility of the materi-
als used in dental prosthetics and implantology a question-
naire was conceived, which was filled in by a human sub-
jects’ sample with prosthetic works made of the same type 
of acrylic material. [6] 

Based on the questionnaire’s answers and suing a module 
of the software developed on Fuzzy logic, we accomplished 
the analysis of the materials used in manufacturing dental 
prosthetics works. The result of the analysis is materialized 
in a graphic presenting the analyzed dental material bio-
compatibility by means of percents, for the selected sub-
jects’ sample. 

 

Fig. 1 Main window of biocompatibility analyze software 

The first stage in biocompatibility analysis by Fuzzy 
logic consisted in introducing initial data in a main window 
(fig.1) considering the most two important causes leading to 
materials incompatibility: nourishment and health of the 
studied human subjects. Graphics were made at a percent 
scale of 1 to 100. To each of the two variables may corre-
spond from 2 to n concepts. Thus, for the “nourishment” 
variable we considered as valid the following concepts: 
“soft food”, “hard food”, “acid food” and “sweets”.  

For the second variable “health” we established the con-
cepts: “bad”, “average” and “good”. Fuzzy analysis continued 
with the second stage, introducing final data, where we estab-
lished a single variable as being biocompatibility (“bio”) with 
the following concepts: “null”, “partial” and “total”.  

Fuzzy type analysis assumes the compilation of initial 
data and of the final ones based upon the definition of cer-
tain rules that are presented in a separate window.  

Prior to starting the fuzzy analysis process we checked 
on software basis all the introduced data and rules to avoid 
the errors during analysis. 

 

 
Fig. 2 Biocompatibility results 

The last stage, concerning the analysis results was per-
formed using a soft simulator that calculated based upon the 
numerical values and established rules, the percentage of 
studied material biocompatibility.  

The obtained results reveal the fact that the biocompati-
bility level stage is remaining at low values due to the 
health state and nourishment style of the investigated sam-
ple of subjects. 

III.   POLYMERIZATION PROCESS OF RESTORATION 
MATERIALS SAMPLES – MICROSCOPIC ANALYZES 

Most of the restoration materials should withstand forces 
during manufacturing or mastication, so the mechanical 
properties are important in understanding and predicting the 
material behavior under load.  

Because a single mechanical property cannot represent a 
quality measure, the application of the involved principles 
in a range of mechanical properties is essential, especially 
considering the human factor implication.  

One of the most important applications in dentistry is the 
study of the forces applied to teeth and dental restorations. 
The maximum forces recorded by strain gauges and teleme-
try devices reach 250 to 3500N. [3] 

The forces developed in the dental occlusion for an adult 
subject decrease from the molar area towards the incisors, 
reaching forces values from 400 to 800N, upon the first and 
second molar. Of the same importance for the study of forces 
developed in the natural teeth occlusion, is the determination 
of stress and strains in the restoration type works, such as 
insertions, fixed connections, partial and total prostheses.  

One of the first investigations of the occlusion forces 
shows that average biting force in patients with replacement 
of first molar is determined at 250N for the restored part 
and 300N for the opposite side, in comparison to the aver-
age biting forces for permanent teeth, reaching 665N for 
molars and 220N for incisors.  
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In a different study, forces measured for patients with 
partial prostheses are form 67 to 235N. Generally, the force 
in women bite is 90N smaller than the one applied by a 
man. These studies indicate that the mastication force on the 
first molar with a fixed connection is approx. 40% of the 
force exerted by the patients with natural teeth. [10, 11] 

Recent measurements performed by help of strain gauges 
devices are much more accurate than those performed with 
other previous equipments, but generally the conclusions 
are the same.  

These measurements concluded that the forces distribu-
tion between the first premolar, second premolar and first 
molar in a complete dentition can be established as approx. 
15%, 30%, and 55% of the normal force.  

IV.   EXPERIMENTAL SETUP 

The experimental setup used for the microscopic analysis 
of the polymerizable dental materials samples consists of a 
digital microscope Keyence VHX-600 type, with objective 
magnification between 500x and 5000x, an object field of 0, 
25 mm2 and software suitable for the assessment studies and 
surface quality measurements, roughness, 3D representa-
tions. [4,5] The used samples were manufactured in the 
same conditions and assessed according to the same proce-
dures. 

 

Fig. 3 Keyence VHX-600 digital microscope 

   
Fig. 4 Samples images from Keyence VHX-600 digital microscope 

From the point of view of the polymerization process, an 
important aspect is represented by the polymerization time, 
which is a parameter affecting the mechanical characteris-
tics of the prosthesis teeth, dental restorations or implants.  

Polymerization time for the composite diacrylic poly-
merizable resins cannot be measured based on viscosity 
changes.  Approximately 75% of the process takes place in 
the first 10 minutes, the reaction continues slowly for 24h. 
The sub-polymerized layer at the surface has an internal 
conversion ratio of approx. 25%. By comparing some mate-
rials used for artificial teeth construction we may notice that 
in the case of dental acrylate (having the following charac-
teristics – compressive strength of 84 MPa, elastic modulus 
of 1700 MPa and elasticity limit of 55 MPa) this is used in 
dental technique offices in 80% situations unlike the ceram-
ics materials which are present only in 20% of situations.  

 

Fig. 5 TE-ECONOM  structure, photo-polymerization time of 5 min 
(images from measurement software) 

 

 

Fig. 6 Roughness profile variation 

Duropont composite material (having the characteristics 
– compressive strength of 90 MPa, elastic modulus of 1600 
MPa and elasticity limit of 45 MPa) presents a highly supe-
rior hardness to the presently used acrylates. Unlike these, 
the duropont composite polymerizes in 6 atm external pres-
sure conditions and even if it does not show the cromasit 
hardness, the favorable price makes it the most used mate-
rial for dental prosthetic works. During the performed tests 
we manufactured some working samples with the same size 
and volume. First working samples were made of TE-
ECONOM material and were polymerized for various time 
intervals (5 min, 6 min, 7 min and respectively 9 min) and 
monitoring the photo-polymerization process in order to 
avoid other environmental influences. 
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Fig. 7 VALUX-PLUS structure– photo-polymerization time of 5 min 
(500x digital microscope) and roughness profile variation in the area 
marked for sample VALUX-PLUS [9] 

The second material was VALUX-PLUS, in photo-
polymerization process, time 5 minutes and (fig.7.) From 
the performed measurements presented above we may ob-
serve the following: according to the materials polymeriza-
tion degree we notice changes in their aspect depending on 
the photo-polymerization time interval; for VALUX PLUS 
material we observed an incomplete polymerization due to 
the white spots upon the material surface, while for all the 
TE-ECONOM samples, the photo-polymerization was uni-
form, there were no white spots on the material surface; the 
tested materials withstand very well the applied forces con-
sidering that: these analyzed materials resisted up to a 2300 
N force, the equivalent of a 117 MPa strain for VALUX 
PLUS, respectively 2500 N, the equivalent of a 127 MPa 
strain for TE-ECONOM.  

V.   CONCLUSIONS  

All these results are determined considering that the bite 
force of a human being may reach the maximum value of 
270 N. We also noticed based on the surfaces profile analy-
sis that the photo-polymerization process determining the 
best surface quality must take place along a 6 min time 
interval for TE-ECONOM material and respectively along 9 
minutes for VALUX Plusmaterial. Analyzing the benefits of 
composite materials based upon resins, used as dental mate-
rials, we may find the following: they do not include Hg; 
due to a suitable edge adjusting and a volume constant  
in time they do not allow deposits in the contact area  
between the two materials (root and tooth); there is a  

biocompatibility with the human organism; they obtain very 
hard materials with high mechanical resistance and conse-
quently at least 20 years life cycle; the hardness of these 
materials being below the one of the dental enamel it does 
not scratch the antagonist teeth during mastication; the 
hardening reaction of these materials used in the dental 
office for root canals takes place in a few minutes, which 
proves to be very comfortable to the patient.  

In the future, these researches will be continued with 
evaluations from clinical practice and taking into account 
different substances which these materials get in contact.   
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Abstract— This paper verifies the robustness of a model 
based predictive control scheme for depth of anesthesia (DOA) 
regulation. The manipulated variable is Propofol, which is 
used in a Model based Predictive Control (MPC) algorithm for 
automatic induction and control of DOA. In turn, DOA is 
evaluated by means of the Bispectral index (BIS). The simula-
tion tests are performed on a set of 17 virtually generated 
realistic patients with significantly varying sensitivity to Pro-
pofol infusion. The results show a high-efficiency, optimal 
dosage and robustness of the MPC algorithm to induce and 
maintain the desired BIS reference while rejecting typical 
disturbances from surgery.  

Keywords— Depth of anesthesia (DOA), predictive control, 
propofol, bispectral index, robustness. 

I.   INTRODUCTION  

General anesthesia plays an important role in surgery and 
intensive care unit and requires critical assessment of in-
duced quantities of drugs into the patient. There are three 
major interactive parts in anesthesia: sedation, analgesia and 
neuromuscular blockade. 

Usually, anesthesiologists control the drug dosing during 
anesthesia by monitoring hemodynamic signals. This open-
loop technique reaches the target level of sedation fast, but 
it may result in minimal values (undershoot) which are not 
safe for the patient. On the other hand, if the drug delivery 
regulation is done automatically, anesthesiologists will have 
more time to concentrate on critical issues that may threaten 
the safety of the patient. Control of anesthesia poses a mani-
fold of challenges: multivariable characteristics, variable 
time delays, inter- and intra-patient variability, dynamics 
dependent on anesthetic substances and stability issues [1], 
[2]. Numerous PID controllers have been designed during 
decades, but since these controllers cannot anticipate the 
response of the patient and do not have any prior knowledge 
of the drug metabolism, the performances were sub-optimal. 
Therefore, model based strategies using fuzzy [3], adaptive 
[1] and predictive [4] control algorithms have been devel-
oped and applied in clinical trials. 

In this paper, we present a single input (Propofol) – sin-
gle output (bispectral index) model based predictive control 

(MPC) algorithm for controlling the depth of anesthesia. 
The patient models for prediction and for simulation pur-
poses are given in the second section, followed by the de-
scription of the control algorithm. The closed loop results 
are given in the fourth section for induction of anesthesia 
and for maintenance within clinically acceptable values 
while rejecting typical surgery disturbances.  

II.   PATIENT MODEL 

A.   The Pharmacokinetic-Pharmacodynamic Model 

Propofol is a hypnotic agent, for which the pharma-
cologic properties have been well described and studied in 
different kind of patients. Given its beneficial pharmacol-
ogical profile, Propofol is used as one of the drugs of choice 
for both induction and maintenance of the hypnotic compo-
nent of anesthesia and intensive care sedation . This drug is 
the input of the patient model and the output is the Bispec-
tral Index (BIS), a signal derived from the electro-
encephalogram (EEG). Using EEG, several derived, com-
puterized parameters like the BIS have been tested and 
validated as a promising measure of the hypnotic compo-
nent of anesthesia [5]. BIS values lie in the range of 0-100; 
whereas 90-100 range represents fully awake patients; 60-
70 range and 40-60 range indicate light and moderate hyp-
notic state, respectively. For the induction phase of DOA, a 
BIS value of 50 is considered suitable.  

In figure 1 the pharmacokinetic (PK) – pharmacodynamic 
(PD) blocks denote the 4th order compartmental model for 
Propofol [6], [7]. Compartmental models are used to repre-
sent the distribution of drugs in the body, i.e. mass balance. 
In each compartment the drug concentration is assumed to be 
uniform, as in a perfect and instantaneous mixing: 
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where 1x  [mg] denotes the amount of drug in the central 

compartment. The blood concentration is expressed by 
x1/V1. The peripheral compartments 2 and 3 model the drug 
exchange of the blood with well and poorly diffused body 
tissues. The masses of drug in fast and slow equilibrating 
peripheral compartments are denoted by x2 and x3 respec-
tively. The parameters kij for i≠j, denote the drug transfer 
frequency from the ith to the jth compartment and u(t) [mg/s] 
is the infusion rate of the anesthetic drug into the central 
compartment. The parameters kij of the PK models depend 
on age, weight, height and gender and can be calculated for 
propofol: 
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where Cl1 is the rate at which the drug is cleared from the 
body, and Cl2 and Cl3 are the rates at which the drug is re-
moved from the central compartment to the other two com-
partments by distribution. The lean body mass (lbm) for 
men and women have the following expressions: 

2
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and 
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height
⋅ − ⋅ , 

respectively. 
An additional hypothetical effect compartment was pro-

posed to represent the lag between drug plasma concentra-
tion and drug response. The concentration of drug in this 
compartment is represented by xe. The effect compartment 
receives drug from the central compartment by a first-order 
process and it is regarded as a virtual additional compart-
ment. Therefore, the drug transfer frequency from the central 
compartment to the effect site-compartment is equal to the 
frequency of drug removal from the effect-site compartment: 
ke0=k1e=0.456 [min-1]. Knowing ke0, the apparent concentra-
tion in the effect compartment can be calculated since ke0 
will precisely characterize the temporal effects of equilibra-
tion between the plasma concentration and the corresponding 
drug effect. Consequently, the equation is often used as: 

))()(()( 0 tCtCktC peee −⋅=�
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with Ce called the effect-site compartment concentration,. 
The BIS variable can be related to the drug effect concentra-
tion Ce by the empirical static but time varying nonlinear 
relationship [4], called also the Hill curve: 
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where E0 denotes the baseline value (awake state - without 
drug), which by convention is typically assigned a value of 
100, Emax denotes the maximum effect achieved by the drug 
infusion, EC50 is the drug concentration at half maximal 
effect and represents the patient sensitivity to the drug, and 
γ determines the steepness of the curve. The constant k10  

 

 

Fig. 1 Compartmental model of the patient, where PK denotes the pharma-
cokinetic model and PD denotes the pharmacodynamic model. 

B.   Nominal Patient Model Parameters 

A set of model parameter values for the  nominal patient 
are necessary in order to be used for prediction purposes. 
For comparison purposes, the same nominal patient as that 
given in [8] will be used in this study. The corresponding 
model parameters are given in Table 1. 

 
Table 1 Values of the parameters for the nominal patient used for predic-
tion of BIS values based on known Propofol infusion rates. 

parameter value 

      k10 (min-1)    0.119 

      k12 (min-1)    0.112 

      k21 (min-1)    0.055 

      k13  (min-1) 0.0410 

      k31  (min-1) 0.0033 

      V1 (l) 5.05 

      V2 (l) 30.6 

      V3 (l) 191.1 
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C.   Population Database 

The population database consisted of 17 virtually gener-
ated realistic patients, whose model parameter values are 
given in Table 2. These values are taken from [8] and based 
on a statistical analysis on inter-patient variability. These 17 
patient relevant sets are arranged in the decreasing order of 
their BIS sensitivity to the amount of propofol infusion. For 
the insensitive patient, the rates in the central compartment 
k10, k12 and k13 are high (0.149, 0.14 and 0.052, respectively) 
and the k21 and k31 rate constants are low (0.041 and 0.002, 
respectively). In the PD parameters, higher EC50 (3.7) indi-
cates the need for more drug to get to the same hypnosis 
level, higher γ (3.12) indicates higher nonlinearity (slope in 
the Sigmoid Hill curve) and lower ke0 (0.239) indicates 
sluggishness in response. For the sensitive patient k10, k12 
and k13 are low (0.089,0.084 and 0.031, respectively) and 
the k21 and k31 rate constants are high (0.069 and 0.004, 
respectively). In the PD parameters, lower EC50 (1.6) indi-
cates the need for less drug to get to the same hypnosis 
level, lower γ (2) indicates lower nonlinearity (slope in the 
Sigmoid Hill curve) and higher ke0 (0.459) indicates faster 
response. With these patients at hand, robustness of the 
control algorithm can be tested. 

III.   THE EPSAC-MPC APPROACH 

A.   Controller Design  

In the general MPC scheme represented in figure 2, the 
patient model is used to predict the current value of the out-
put variable (BIS). The difference between the measured BIS 
from the patient and the model output (residual), serves as 
feedback signal in the prediction block. With this residual 
and the input u, the prediction block predicts the future val-
ues of the output BIS. On the basis of these predicted BIS 
values, the controller calculates the future optimal infusion 
rates over a number of samples in the future, called the pre-
diction horizon. However, only the first calculated sample is 
applied to the process (i.e. principle of receding horizon).  

Prediction Controller Patient

Model

Predicted
BIS

Target 
BIS

Drug Rate u Measured
BIS

Model 
Output 

+-

Residual

Drug Rate u

Prediction Controller Patient

Model

Predicted
BIS

Target 
BIS

Drug Rate u Measured
BIS

Model 
Output 

+-

Residual

Drug Rate u

 

Fig. 2 MPC scheme for closed loop BIS regulation 

Table 2 Values of the parameters for the 17 patient set arranged in decreasing order of the BIS sensitivity to Propofol infusion [8]. 

Parameter 
Patient no. 

k10 k12 k21 k13 k31 ke0 EC50 γ 

1 (sensitive) 0.08925 0.084 0.06875 0.031425 0.004125 0.459 1.6 2 

2 0.14875 0.14 0.04125 0.052375 0.004125 0.239 1.6 2 

3 0.14875 0.112 0.04125 0.0419 0.004125 0.239 1.6 3.122 

4 0.14875 0.14 0.04125 0.052375 0.004125 0.239 1.6 3.122 

5 0.08925 0.084 0.04125 0.052375 0.002475 0.459 2.65 2.561 

6 0.08925 0.084 0.06875 0.031425 0.002475 0.349 2.65 2.561 

7 0.14875 0.112 0.06875 0.031425 0.002475 0.459 2.65 2.561 

8 (nominal) 0.119 0.112 0.055 0.0419 0.0033 0.349 2.65 2.561 

9 0.119 0.112 0.055 0.0419 0.0033 0.239 2.65 2 

10 0.119 0.112 0.055 0.0419 0.0033 0.239 2.65 2.561 

11 0.08925 0.084 0.06875 0.031425 0.002475 0.459 3.7 2 

12 0.14875 0.112 0.06875 0.031425 0.002475 0.349 3.7 2.561 

13 0.08925 0.084 0.06875 0.031425 0.002475 0.239 3.7 2.561 

14 0.08925 0.084 0.06875 0.031425 0.002475 0.239 3.7 3.122 

15 0.08925 0.084 0.04125 0.052375 0.002475 0.239 3.7 3.122 

16 0.14875 0.14 0.04125 0.052375 0.004125 0.349 3.7 2.561 

17 (insensitive) 0.14875 0.14 0.04125 0.052375 0.002475 0.239 3.7 3.122 
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In this paper, we apply the EPSAC (Extended Prediction 
Self-Adaptive Control) strategy described in detail in [9]. 
The EPSAC-MPC is based on a generic process model: 

( ) ( ) ( )y t x t n t= +                                    (4) 

The disturbance n(t) includes the effects in the measured 
output y(t) which do not come from the model input u(t) via 
the available model. These non-measurable disturbances 
have a stochastic character with non-zero average value, 
which can be modeled by a colored noise process: 

1 1( ) ( ) / ( ) ( )n t C q D q e t− −⎡ ⎤= ⋅⎣ ⎦                        
 (5) 

with: e(t) - uncorrelated (white) noise with zero mean value;  
C(q-1) and D(q-1) - monic polynomials in the backward shift 
operator q-1 of orders nc and nd. In this application, the dis-
turbance filter 1 1( ) / ( )C q D q− − is defined as a pure integra-

tor. The relationship between u(t) and x(t) is given by the 
generic dynamic system model: 

[ ]( ) ( 1), ( 2), , ( 1), ( 2),x t f x t x t u t u t= − − − −" "
      

 (6) 

In our case the input applied to the patient, ( )u t , represents 

the Propofol delivery rate. The model output is then repre-
sented by: 

1 Pr 2 Re( ) ( ) ( )e op d e m dx t m C t T m C t T= ⋅ − + ⋅ −
          

 (7) 

The process output is predicted at time instant t over the 
prediction horizon 2N , based on the measurements avail-

able at that moment and the future outputs of the control 
signal. The predicted values of the output are: 

( / ) ( / ) ( / )y t k t x t k t n t k t+ = + + +                   (8) 

Prediction of x(t+k|t) and of n(t+k|t) can be done respec-
tively by recursion of the process model and by using filter-
ing techniques on the noise model (5) [9]. In EPSAC for 
linear models, the future response is considered as being the 
cumulative result of two effects: 

( / ) ( / ) ( / )base opty t k t y t k t y t k t+ = + + +
             

 (9) 

where ( / )basey t k t+ represents: 

• effect of past control {u(t-1), u(t-2), ...} (initial con-
ditions at time t); 

• effect of a base future control scenario, called 

base ( | ), 0u t k t k+ ≥ , which is defined a priori; for 

linear systems the choice is irrelevant, a simple 
choice being { }base ( | ) 0, 0u t k t k+ ≡ ≥ ; 

• effect of future (predicted) disturbances n(t+k|t). 

while, ( / )opty t k t+ represents: 

• effect of the optimizing future control actions 

{ }( | ), ( 1| ), ( 1| )uu t t u t t u t N tδ δ δ+ + −…  

with base( | ) ( | ) ( | )u t k t u t k t u t k tδ + = + − + . The de-

sign parameter Nu, called the control horizon (a well-
known concept in MPC-literature), is considered in 
this paper equal to 1. 

 

The controller output is obtained by minimizing a cost  
function. The basic cost function is: 

[ ]
2

1

2
( ) ( / ) ( / )

N

k N

J r t k t y t k t
=

= + − +∑U
           

 (10) 

where r(t+k/t) is the desired reference trajectory. The cost 
function (10) is a quadratic form in U, which leads after 
minimization w.r.t. U to the optimal solution: 

)T T
−−

⎡ ⎤= ⋅ ⋅ −⎣ ⎦
1*U G G G (R Y                     

 (11) 

with R the reference trajectory,  

[ ]1 2( / )...... ( / )
T

base baseY t N t Y t N t= + +Y
 

[ ]( / )...... ( 1/ )
T

uu t t u t N tδ δ= + −U  and 

1

2

P ro p

...

P ro p

N

N

g

g

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

G

 
 

where 
1

PropNg ….
2

PropNg  are the coefficients of the unit 

step response of the PK-PD propofol model. The EPSAC 
strategy was implemented to control the value of BIS, using 
the PK-PD model presented from (1), (2) and (3). The pre-
diction model was used with the nominal values from table 
1, while each patient was simulated with the values from 
table 2. In this way, significant modeling errors are intro-
duced in the control scheme, accounting for inter-patient 
variability. In this study, the MPC control parameters are set 
to: N1=1, Nu=1 and a sampling time for control action every 
5 seconds.  

B.   Performance Evaluation 

In order to evaluate the performance in the closed loop, 
we introduce the index defined by 

∫ −=
τ

τττ
0

)()( dBISRIAE
                     

 (12) 

with R(τ) the desired reference BIS value, in this case set to 
BIS=50, BIS(τ) the real output of the patient and τ the time 
instant. Notice that the index defined in (12) is known as the 
integral absolute error (IAE).  

Next, it is important to introduce realistic disturbances, in 
this case typical surgery stimuli. A standard stimulus profile 
has been defined as in figure 3, whereas each interval  
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denotes a specific event in the operation theatre. Hence, 
stimulus A mimics the response to intubation; B represents 
surgical incision followed by a period of no surgical stimu-
lation (i.e. waiting for pathology result); C represents an 
abrupt stimulus after a period of low level stimulation; D 
shows onset of a continuous normal surgical stimulation; 
E,F, and G simulate short-lasting, larger stimulation within 
the surgical period; and H simulates the withdrawal of 
stimulation during the closing period.  
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Fig. 3 The artificially generated disturbance signal 

IV.   RESULTS  

A.   Induction Phase 

Ideally, the induction of the patient in an operational 
DOA is required to be done as soon as possible, such that 
few time is lost before the surgeon can start. It is therefore 
desirable that the patient reaches the BIS=50 target and 
remains within the target value without much undershoot, 
i.e. values below BIS=30 should be avoided. A predictive 
controller can be either i) tuned such that the control effort 
is very significant, thus the response will be fast, at the cost 
of undershoot values; either ii) tuned in a conservative 
manner, such that the response is smooth but slow. This is 
achieved by tuning the value of the N2 parameter (i.e. the 
prediction horizon). Figures 4 and 6 depict the results for 
prediction horizon of N2=35 and N2=12, respectively. Since 
our pool of patients varies significantly in the degree of 
sensitivity to Propofol according to the nonlinear relation 
from (3), it is clear that to obtain a good result for the entire 
set of patients, one must have a conservative controller, 
which brings smoothly the Ce values to their optimal levels, 
as concluded from figures 5 and 7, respectively.  

The corresponding IAE values for each patient for the 
induction phase with the aggressive and the conservative 
MPC strategies have the mean and standard deviation  
198.14±84.68 respectively 163.41 ±49.19. 

B.   Maintenance Phase 

During the maintenance phase, it is important that the 
controller rejects the disturbances as soon as possible,  
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Fig. 4 Closed loop response of BIS during the induction phase with the 
conservative controller, for N2=35 
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Fig. 5 Closed loop response of propofol rate and Ceduring the induction 
phase with the conservative controller, for N2=35 
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Fig. 6 Closed loop response of BIS during the induction phase with the 
fast/aggressive controller, for N2=12 
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Fig. 7 Closed loop response of propofol rate and Ce during the induction 
phase with the aggressive controller, for N2=12 

keeping the patient within the BIS interval of 40 to 60 BIS 
values (thus around the BIS=50 value). The controller re-
sults for rejecting the disturbances defined in figure 3, are 
given in figures 8 and 10, for the two control designs, re-
spectively. It can be observed that the aggressive controller 
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presented in figure 10 has a faster response to the distur-
bances but the undershoot is considerably greater than the 
case of the conservative controller. During this phase we 
can say that we obtain better performances if we use the 
conservative controller 
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Fig. 8 Closed loop response of BIS during the maintenance phase with the 
conservative controller, for N2=35 
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Fig. 9 Closed loop response of propofol rate and Ce during the mainte-
nance phase with the conservative controller, for N2=35 
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Fig. 10 Closed loop response of BIS during the maintenance phase with 
the aggressive controller, for N2=12 
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Fig. 11 Closed loop response of propofol rate and Ce during the mainte-
nance phase with the aggressive controller, for N2=12 

V.   CONCLUSIONS  

In this paper, we discuss the robustness of a predictive 
anesthesia control strategy applied to a set of 17 virtually 
generated realistic patients. The patients pose significant 
variation in the sensitivity to the applied drug rates and the 
controller shows good performance despite strong inter-
patient variability. The disturbance rejection tests are done 
on a realistic disturbance signal, capturing typical events 
from the operation theatre. Overall, the tuning of the predic-
tive control algorithm in terms of the prediction horizon 
plays a crucial role in defining the controller speed in the 
closed loop paradigm.  
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Abstract— To describe the human crystalline lens, mathe-
matical models are required. Advanced mathematical models 
are applied for human vision studies and biomechanical    
behavior of the crystalline lens. The accurate modeling of the 
crystalline lens is important in the development of intraocular 
lenses. This paper presents an overview of researches for  
human crystalline lens modeling using mathematical models. 

Keywords— human visual system, lens geometry, computa-
tional lens models. 

I.   INTRODUCTION  

The human lens is an elastic capsule containing cellular 
tissue of non-uniform gradient index. This index is difficult 
to measure and makes it difficult to deal with human lens 
parameters, especially for posterior surface of the lens that 
is difficult to image since it is seen through all the previous 
layers. The lens grows continually throughout life, with new 
epithelial cells forming at the equator, all the properties of 
the lens, are then age-dependent. 

The first one to use spherical curve to describe the lens 
shape was Gullstrand [1] in his eye model but from the first 
experimental data [2] it was seen that an aspherical coeffi-
cient must be taken into account also for the optical zones 
of the lens that are about 5 mm diameter for anterior surface 
and 4 mm diameter for posterior surface. 

In Table 1 some experimental results for anterior and 
posterior human crystalline lens radii and asphericity are 
given, the earlier experiments present average data, instead 
more recent experiments are age-dependent. 

Moreover it must be underlined that modern imaging 
techniques, e.g. magnetic resonance [3, 4], are able to    
produce 3D image of the lens against previous imaging 
techniques, e.g. Scheimpflug lamp [5], which are able to 
produce one single meridian image.  

The accurate modeling of the crystalline lens is important 
in research of intraocular lenses, so mathematical models of 
the lens based on geometrical constraints derived by the 
images must be used. 

In this paper an overview of the most known mathemati-
cal models used for modeling the human crystalline lens is 
presented and analyzed. 

Table 1 Radii of curvature, conic asphericities and relevant standard 
deviations of anterior and posterior lens experimentally determined by       
various authors. Number of eye and age with related ranges or standard 
deviation are also reported (D stands for accommodation power in   di-
optres, A stands for age in years) 

Author 
Anterior 

radius (mm) 
Anterior 

asphericity 
Posterior 

radius (mm) 
Posterior 

asphericity 

Lowe and Clark 
(1973), in vivo 

11.26 –– –– –– 

Howcroft and 
Parker (1977), in 
vitro 

7.3 ± 0.3 
– 1.08 ± 

9.412 
– 5.4 ± 0.1 

– 0.12 ±  
1.74 

Glasser and 
Campbell (1999), 
in vitro 

4.32 + 
0.068·A 

– 1 
– 3.14 – 
0.05·A 

– 1 

Dubbelman et al. 
(2001), slit lamp 

12.9–0.057·A – 4 ± 4.7 
– 6.5 - 

0.017·A 
– 3 ± 3.6 

Rosen et al. 
(2006), in vitro 

7.5 + 0.046·A – 0.8 ± 1.7 – 5.5 – 1.1 ± 1.5 

 
In chapter II six different models are presented: conic 

model, figuring conicoid model, Hermans conic patch 
model, Kasprzak hyperbolic cosine model, Urs 10th–order 
Fourier series model, Giovanzana parametric model.  

In chapter III are presented the results for curvature and 
longitudinal spherical aberration analysis for each model. 

II.   MATERIALS AND METHODS 

In this part six different mathematical models used to de-
scribe the lens shape are presented. All the models are rota-
tionally symmetric along the optical axis z, and their form is 
presented in the yz-plane where y is the distance from the 
optical axis and z is the sagitta. 

All the models presented in the following part will refer 
to Fig. 1 for the definition of geometrical constraints. 

 
Fig. 1  Reference frame definition for a crystalline human lens 
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A.   Conic Model 

The most known and used model for describing an optics 
revolution surface, e.g. cornea, crystalline lens and also 
ophthalmic lens, is the conic model. Its general equation is: 

y2 = 2Rz - (1 + q)·z2                                           (1) 

where R is radius of curvature and q is the aspheric coeffi-
cient. This formula is really important in optometry since 
the radius of curvature could be linked to the power of the 
surface described by equation (1). To derive these two coef-
ficients a least square method is usually adopted to mini-
mize the distance between the model and the raw points 
extracted by the imaging of the lens. 

To describe the lens surface equation (1) must be modi-
fied adding two constraints, one for anterior and one for 
posterior part of the lens. These constraints are the anterior 
thickness ta, and the posterior thickness tp. 

These geometrical constraints are derived from the image 
of the lens if the equator is clearly visible in the image, or 
are taken as a ratio of the total thickness, t, of the lens. 

The final form of the conic model for anterior and poste-
rior part of the lens in term of sagittal z is then: 

y2 = 2Ra·(z + ta) – (1 + qa)·(z + ta)
2                     (2a) 

y2 = 2Rp·(z – tp) – (1 + qp)·(z – tp)
2                    (2b) 

where Ra is taken positive and Rp is taken negative; the 
form used in equation (2a) and (2b) let the lens equator 
stands on the y-axis. 

B.    Figuring Conicoid Model 

The conic model itself does not provide a smooth junc-
tion of anterior and posterior part at the equator. This hap-
pens only for particular combinations of R and q.  

To overcome this problem the figuring conicoid model is 
introduced [6]. The addition of figuring terms to equation 
(1) was already used in lens design [7] to modify the lens 
out of the optic zone.  

In Smith’s original formulation the number of figuring 
terms is not specified in a following work [8] the same work 
group define a number of three figuring conicoid, two of 
them linked to the geometry of the lens and one taken as 
free parameters assessed with least square method. 

The final form of the figuring conicoid model for anterior 
and posterior part of the lens in term of sagittal z is then: 

y2 = 2Ra·(z + ta) – (1 + qa)·(z + ta)
2 + 

             + v1a·(z + ta)
3 + v2a·(z + ta)

4 + v3a·(z + ta)
5         (3a) 

y2 = 2Rp·(z – tp) – (1 + qp)·(z – tp)
2 + 

        + v1p·(z – tp)
3 + v2p·(z – tp)

4 + v3p·(z – tp)
5         (3b) 

where v1a, v2a and v3a are the figuring terms for anterior part 
and v1p, v2p and v3p are the figuring terms for posterior part. 
Three conditions must be satisfied at the equator of coordi-
nate (0, Req): 

1. y at the equator must be the same for equation (3a) and 
(3b) 

2. to have a smooth joint at the equator dy/dz = 0 when      
z = 0 

3. to have a smooth joint at the equator also (d2y/dz2)a = 
(d2y/dz2)p 

Solving these conditions for the equation (3a) and (3b) lead 
to the following equations for five parameters: 

v1a = (4Req
2 + 2qata

2 + v3ata
5 + 2ta

2 – 6Rata)/ta
3        (4) 

v2a = – (3Req
2 + qata

2 + 2v3ata
5 + ta

2 – 4Rata)/ta
4        (5) 

v1p = – (4Req
2 + 2qptp

2 – v3ptp
5 + 2tp

2 + 6Rptp)/tp
3       (6) 

v2p = – (3Req
2 + qptp

2 – 2v3ptp
5 + tp

2 + 4Rptp)/tp
4        (7) 

v3p = (qp – qa + 3v1p(2tp – ta) + 6v2p(2tp – ta)
2 –  

               – 3v1ata – 6v2ata
2 – 10v3ata

3)/(10(2tp – ta)
3)        (8) 

as it can be seen the free parameter v3a can be found using a 
least square method. 

C.   Hermans Conic Patch Model 

Another approach used by Hermans et al. [4] and based 
on the works of Dubbleman and Van der Heijde [5] and 
Hermans et al. [9], is to use different conic patches for the 
different zones of the lens. Their model is a parametric 
curve with a set of parameters that have a physical meaning; 
being formed by an anterior and posterior conic function as: 

y2 = 2Ra·(z + ta)                             (9a) 

y2 = 2Ra·(z – tp)                          (9b) 

where the anterior part (9a) stops when y = 2.5 mm (the 
radius of anterior optical zone) and the posterior one (9b) 
when y = 2 mm (the radius of posterior optical zone). These 
functions are then linked together by other two conics for 
anterior and posterior part that join at the equator plane, and 
are of the form: 

22

2

eq
zkc11

cz
Ry

−+
−=

                               

 (10) 

where Req is the equatorial radius of the lens, k = 1 + q is the 
asphericity coefficient and c is the curvature of the conicoid 
junction. 

To assure a continuous junction and a continuous deriva-
tive between the different conic patches c and k for anterior 
and posterior surface must satisfied the following equations: 
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where the terms (zp, yp) stands for the interception of the 
junction zones with the anterior or posterior optic zone. 

D.   Kasprzak Hyperbolic Cosine Model 

Only few authors try to use different equations to de-
scribe both the anterior and posterior lens surface by a 
unique function, such as Kasprzak [10] hyperbolic cosine 
functions, Urs et al. [11] 10th–order Fourier series.  

Kasprzak model is particularly interesting since it has a 
continuous curvature profile. This model uses a function to 
describe shape of the lens, given in polar coordinates: 

ρ(θ) = ρa(θ) + ρp(θ) + t/2                         (13) 

where ρ(θ) is the distance from the lens centre along the 
angle θ that varies from 0 to π. The function has anterior 
and posterior contribution given by: 

ρa(θ)=(aa/2)·[cosh((π – θ)ba) – 1]·[1 – tanh(m(sa – θ))] (14a) 

      ρp(θ)=(ap/2)·[cosh(θbp) – 1]·[1 + tanh(m(sp – θ))] (14b) 

where a and b can be derived by the lens radius and thick-
ness t and the hyperbolic tangent terms give an appropriate 
cut–off function that reduce the mutual influence of the 
anterior and posterior contribution. The coefficients m and s 
describe the slope and the shift of the hyperbolic tangent. 
But Kasprzak do not give a method to evaluate the coeffi-
cients expect least square method. 

E.   Urs 10th–Order Fourier Series Model 

As for Kasprzak model the Urs one [11] uses trigonomet-
ric functions instead of conics.  

The Fourier series in a general form is written as: 

( ) ( ) ( )∑
=

θ=θρ
10

0n
n ncosb

                            

 (15) 

where the anterior thickness is found when θ = π, the poste-
rior thickness for θ = 0 and the equator for θ = π/2. 

A remarkable difference between the Urs model and  
the Kasprzak one is that she was able to assess the bn  

coefficients and create then an age-dependent model so that 
equation (15) becomes: 

( ) ( ) ( )∑
=

θ×+=θρ
10

0n
2n1n ncosageAA

              

 (16) 

In Table 2 are given the results of Urs et al. [11] experiment 
with the values of the An parameters, valid in the age range 
from 20 to 69. Other studies from Schachar [12, 13] demon-
strate that out of this range the trend of radius of curvature 
and thickness may be different from Urs et al.  

Table 2 Fourier coefficients of the age-dependent Fourier model 

Parameter An1 An2 

A0 2.6466 812.11⋅10–5 

A1 0.2246 170.62⋅10–5 

A2 – 0.97938 – 297.37⋅10–5 

A3 0.010573 – 34.901⋅10–5 

A4 0.37993 – 26.276⋅10–5 

A5 – 0.032321 1.6647⋅10–5 

A6 – 0.16846 69.192⋅10–5 

A7 0.027934 – 9.5571⋅10–5 

A8 0.066522 – 42.251⋅10–5 
A9 – 0.014232 1.7295⋅10–5 
A10 – 0.021375 18.638⋅10–5 

F.   Giovanzana Parametric Model 

A parametric model that is able to assess the coefficients 
according to geometrical and optical constraints is the 
model proposed by Giovanzana et al. [14] and then revised 
in [15]. This model is based on Chien et al. model [16] but 
with the addiction of such constraints the coefficients can be 
assessed without any numerical method, e.g. least square.  

The anterior part of the lens can be described by paramet-
ric function for π/2 < u < π as: 

za(u) = (b0a + b1a(π – u)2 + b2a(π – u)4)·cos(u)       (17a) 

ya(u) = aa·sin(u)                           (17b) 

while the posterior part of the lens can be written for 0 < u < 
π/2 as: 

zp(u) = (b0p + b1pu
2 + b2pu

4)·cos(u)           (18a) 

yp(u) = ap·sin(u)                           (18b) 

To derive the coefficients ai and bi, geometrical constraints 
was imposed adopting the following considerations: 

1. y at the equator must be the same for equation (17b) 
and (18b) 

2. in the optical axis the value of the equation (17a) must 
be equal to thickness of the anterior side ta 



An Overview on Mathematical Models of Human Crystalline Lens 243
 

  
 IFMBE Proceedings Vol. 36  

 

3. in the optical axis the value of the equation (18a) must 
be equal to thickness of the posterior side tp 

Also the following optical constraints are considered: 
4. in the optical axis the curvature radius of the anterior 

side Ra must be respected 
5. in the optical axis the curvature radius of the posterior 

side Rp must be respected 
6. 6th–order Taylor expansion series of equation (17a) 

must be equal to the 6th–order Taylor expansion series 
of equation (2a) of the conic model 

7. to ensure continuity in the equatorial plane the same 
radius of curvature for both sides of the lens was im-
posed 

In particular the constraint number 6 allow to entangle the 
aspheric coefficient, typical of conic model, into the para-
metric model. Solving these conditions for the equation (17) 
and (18) lead to the following equations for eight   parame-
ters: 

aa = ap = Req                                               (19) 

b0a = ta  and  b0p = tp                          (20) 

b1a = 1/2·(ta – Req
2/Ra)  and  b1p = 1/2·(tp + Req

2/Rp)    (21) 

b2a = 5/24·ta – 1/12·Req
2/Ra – (1 + qa)/8·Req

4/Ra
3        (22) 

b2p = b2a + 2·(π2 + 8)/π4·(ta – tp) – 2Req
2/π2·(1/Ra + 1/Rp) (23) 

These set of constraints are linked to the contour extremis of 
the lens profile, by thickness t and equatorial radius Req; to 
optical properties of the central zone, by the radius of curva-
ture R; to the whole optical zone, by the aspherical coeffi-
cient q; and let the model to have a continuous curvature 
along the whole profile. 

G.   Methods 

To analyse these models data in Smith et al. [8] are used. 
In particular are used as reference data of Kasprzak model 
since as already said the author don’t give any method to 
find the model coefficients. Geometrical and optical con-
straints of the lens are summarised in Table 3. In particular 
in [8] the values of the asphericity coefficient q are not 
provided and are then founded with a least square method. 

Table 3 Lens constraints 

Ra qa Rp qp t ta / tp Req 

5.431 – 0.078 – 4.454 – 0.61 5.014 0.874 3.992

 
Curvature analysis is performed on the different models.  

The radius of curvature is given by next formula: 
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where R is the radius of curvature and y and z are param-
eterised respect to u. 

III.   RESULTS 

Using the data of Table 3 the conic model can be found. 
Applying formula (24) the curvature data is found and   
plotted against the distance from the optical axis (Fig. 2). 
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Fig. 2 Radius of curvature of the conic model versus y direction 

Anterior part of the lens is on the left side from 0 to 4, 
and posterior one is on the right part from 4 to 0. The verti-
cal lines in the plot represents from left to right the anterior 
optic zone, the equator, the posterior optic zone. 

Both side of the lens present an increasing value or the 
radius of curvature according to the asphericity value.  

It can be also seen the jump in curvature at the equator. 
The figuring conicoid model parameters data are summa-

rised in Table 4. In particular the value of parameter v3a is 
found with a least square method, the rest of parameters are 
found according to formula in section II.B. 

Table 4 Figuring conicoid model parameters 

Parameter Anterior surface Posterior surface
q – 0.078 – 0.61 

v1 (mm–1) – 0.432650 0.179712 
v2 (mm–1) 0.142355 0.000749 
v3 (mm–1) – 0.045000 0.000934 

 
In Fig. 3 the radius of curvature for the figuring conicoid 

model is plotted against the distance from the optical axis.  
It can be immediately seen that curvature of the model is 

continuous and in both optic zones the curvature is close to 
the conic model. 
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Fig. 3 Radius of curvature of the figuring conicoid model versus y      
direction 

Hermans conic patch model parameters are summarised 
in Table 5. The parameters are concerning only the junction 
zones since both the optical zones have q = –1. 

Table 5 Hermans model parameters 

Parameter Anterior surface Posterior surface 
c (mm–1) 0.786 0.672 

k 0.309 0.245 
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Fig. 4 Radius of curvature of the Hermans model versus y direction 

In Fig. 4 the radius of curvature of the Hermans conic 
patch model is plotted. As it can be seen the curvature in the 
optical zones does not follow the conic model due to differ-
ent asphericity coefficient. Moreover the model presents a 
curvature jump for every zone passage. 

In Table 6 the data for Kasprzak model taken from [8] 
are summarised. All the coefficients are derived by least 
square method. 

 
 

Table 6 Kasprzak model parameters 

Parameter Anterior surface Posterior surface
a 0.965 0.977 
b 1.186 1.061 
s 1.808 1.669 
m 3.706 

 
In Fig. 5 the radius of curvature for the Kasprzak model 

is plotted. It can be seen that this model presents a continu-
ous curvature all along the lens shape. 
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Fig. 5 Radius of curvature of the Kasprzak model versus y direction 

Urs model depends only by age from [8] is known that 
the lens analysed is a seven year old ex vivo lens it is de-
cided to take the age input data for Urs parameters as 7. 
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Fig. 6 Radius of curvature of the Urs model versus y direction 

Radius of curvature for the Urs model is plotted in Fig. 6. 
As it can be seen the model presents much more variability 
against the other models. 

In Table 7 the parameters for Giovanzana model are 
found using as input the data of Table 3. 
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Table 7 Giovanzana model parameters 

Parameter Anterior surface Posterior surface 
b0 2.339 2.675 
b1 – 0.298 – 0.451 
b2 0.060 0.067 

 
Fig. 7 presents the radius of curvature of Giovanzana 

model. 
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Fig. 7 Radius of curvature of the Giovanzana model versus y direction 

As it can be seen the model is continuous all along the 
surface and is close to the conic model, in the optic zones, 
and to the figuring conicoid model all over the surface. 

IV.   DISCUSSION AND CONCLUSION 

Several simple models such as circular, parabolic or 
conic sections are usually adopted to describe the surfaces 
of the human crystalline lens. 

More complex mathematical models such as figuring 
conicoid [8], conic patch [4], hyperbolic cosine [10], Fou-
rier series [11], parametric curves [13] use more coefficients 
typically derived by fitting techniques [17], or derived from 
geometrical and optical constraints. 

Figuring conicoid, Kasprzak, Urs and Giovanzana     
models present a continuous curvature that is important for 
models that can be used in FEM analysis. 

Kasprzak and Urs models present more difficulties to    
assess the coefficients, the first one since is not given by the 
author any method to find them; the second since they are 
presented only dependent by age. 

Figuring conicoid model and Giovanzana model are very 
similar in shape and in the way they assess the coefficients. 
However Giovanzana model is able to fully derive the coef-
ficients by geometrical and optical constraints. 

Both these models presents a radius of curvature similar 
to the conic model in the optical zone and this is for sure 

important for the optical properties of these two models that 
can be easily used then to modelised a human lens more 
similar to the real shape of the lens. 
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Abstract— The objective of this paper is to present a mathe-
matical analysis of the human crystalline lens in Giovanzana 
parametric model. This model can serve to improve computa-
tional modeling, such as finite element modeling of the human 
crystalline lens. 

Keywords—  human crystalline lens, lens geometry, geomet-
rical constraint. 

I.   INTRODUCTION  

The human crystalline lens, one of the most complex    
optical elements of the eye appearing as biconvex lens, is 
located behind iris, pupil and in front of vitreous body [1].  

In the last decades an important research effort has been 
directed to understand different aspects of the human crys-
talline lens, ranging from the physical to the biological 
process involved [2, 3, 4, 5].  

There is much interest in mathematical analysis and 
computational modeling of human crystalline lens [6, 7, 8].  

Numerical modeling requires access to high quality data 
on geometric and material properties of the lens. 

Chien et al. [8] proposed and analysed twelve different 
mathematical lens models. The best function that fits     
Fincham’s lens data [9] from photomicrography is: 
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sin

cos4
2

2
10
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(1) 

where u is the parameter ranging between 0 to π/2, z is the 
direction along the optical axis, y is the distance from the 
optical axis in radial direction, a and bi are coefficients 
which are found with a fitting process. 

The parametric model proposed is based on Chien et al. 
model [8] in which the coefficients a and bi are derived 
from geometrical constraint and not by fitting methods.  

This method is close to the one in [10] but it differs for 
the change of a constraint that implies different optical 
properties of the final model. 

Three real lens images are then analysed comparing the 
proposed model with the lens shape. Merit function and 
curvature data are shown. 

II.   MATERIALS AND METHODS 

Following Chien et al. model [8] the anterior part of the 
lens can be described considering parametric function for          
π/2 < u < π: 
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while the posterior part of the lens can be written for 0 < u < 
π/2 as: 
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where u substitution with (π − u) allows to mirror the equa-
tion (2) and simultaneously gives a continuous passage 
through the junction zone due to parameterization. 

This definition is compatible both with a canonical 
mathematical definition of the angles where the angles grow 
counter clockwise and with the lens disposition in an optical 
system so that the anterior part of the lens stands on the left 
and the posterior part stands on the right of the equatorial 
plane that pass through the origin of the axis. 

Any geometrical constraints, such as the vertical tangent 
in the optical axis or the horizontal tangent in the junction 
zone at the equator, were already proposed by Chien et al. 
[8] in order to identify possible model equations.  

To derive the eight coefficients ai and bi, eight geometri-
cal constraints was imposed adopting simple considerations. 

We now show the geometrical constraints used to define 
the first set of parameters.  

To respect the lens shape, both the equation at the equa-
tor (where za = zp = 0) must be equal to the lens equatorial 
radius Req, than ya(π/2) = yp(π/2) = Req. 
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Taking into account the lens shape, in the optical axis    
(ya = yp = 0) the za value of the functions (equation 2) must 
be equal to thickness of the anterior side ta, while the zp 
value of the functions (equation 3) must be equal to thick-
ness of the posterior side tp, than za(π) = ta and zp(0) = tp. 

These set of constraints are linked only to the contour ex-
trema (thickness and equatorial radius) of the lens profile, 
so that we have call them geometrical constraints.  

By the first condition and the second condition the coef-
ficients aa, ap, b0a and b0p were easily found: 

eqpa Raa ==
                                

(4) 

aa tb =0   and  pp tb =0                           
(5) 

To ensure the optical properties, in the optical axis (ya = yp 
= 0) the curvature radius of anterior side Ra and posterior 
side Rp must be respected, so that r(π) = Ra and r(0) = Rp. 

Calculating r(θ) by the formula in differential geometry 
for u = 0 and u = π the following relationships were       
obtained: 
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(6) 

Replacing in equation (6) aa, ap, b0a and b0p, derived from 
equations (4) and (5), the coefficients b1a and b1p were 
found: 
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The previous constraints ensure a good trend of the       
optical zone only at a first order of approximation.  

To let the model follow more the shape of the lens is 
necessary to expand the equation in Taylor series.  

The explicit equation of the model for anterior part can 
be expressed as: 
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(9) 

where the function (a·sin(y/a)) it has been explicitated. 
On the other hand the surfaces of the lens are usually    

approximated in the literature as conicoid [11]: 
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where the term ta gives the displacement of the conicoid so 
that the equator stands in z = 0. 

The conicoid has an important feature when that function 
is used to fit an image that can be the imaging of the crystal-
line lens or of the cornea or other optical surfaces. The term 
R is the curvature radius of the central zone when y = 0, so 
that it is linked to a punctual characteristic of the surface. 
The term q is the aspherical coefficient as already pointed 
out and it is linked to the size of the fitting zone [6]. This 
characteristic of the q coefficient is for sure not ideal if we 
want to fit a single conicoid on the lens surface but for our 
purpose is important since it is linked to a whole region of 
the lens and not only to a single point. 

If we in fact expand in Taylor’s series the aspheric func-
tion till the 6th term we obtain: 
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and if we do it for the Chien equation [8] we obtain: 
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If we want that in a region close to the optical axis, corre-
sponding to the fitting zone, the model follows the aspheric 
equation.  

We can easily found the coefficients b0a and b1a which 
meaning is already explained before in (11) and (12).  

Instead equating: 
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we can find the last coefficient b2a: 
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as it can be seen this constraints is closely linked to the 
shape of the whole anterior surface, by the use of the q 
coefficient.  

On the other hand if we would like to construct the 
aspheric function from the model we can find the aspheric-
ity coefficient q: 
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where the terms referred to the anterior part of the lens may 
be substituted with the ones referred to the posterior one to 
find the posterior asphericity. 

We have now to assess the last coefficient, to ensure con-
tinuity in the equatorial plane (za = zp = 0) the same radius 
of curvature for both sides of the lens was imposed: 

( ) ( )2/2/ ππ pa rr =
                             

(16) 

in the equatorial plane, where u = π/2, the radius of curva-
ture is given by: 
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One can demonstrate that the derivate of ya”(π/2) = yp”(π/2) 
= – Req so that the equation (20) becomes after some  
substitutions: 
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and as a result: 
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These set of constraints are linked to optical properties of 
the central zone, by the radius of curvature R; to the whole 
optical zone, by the aspherical coefficient q; and let the 
model to have a continuous curvature along the whole pro-
file, so that we have call the optical constraints. 

Moreover, all the geometrical and optical constraints in-
volved in the model are often available in the literature and 
frequently several equation relate this parameter with    
accommodation and age [5, 11]. 

The proposed model is compared against shadow-
photogrammetry imaging provided by R. Urs and F. Manns 
of the Ophthalmic Biophysics Center, Bascom Palmer Eye 
Institute, University of Miami Miller School of Medicine, 
Miami, USA, testing shape, volume and curvature [7]. 

The images referred to three lenses relevant to a 20, 42 
and 63 year old in vitro lens (Fig. 1). 

 

Fig. 1 Human crystalline lens of 42 year old men acquired by shadow-
photogrammetry imaging 

For the optical constraints a fitting process was used. 
Over a defined diameter a conics was fitted on the lens 

contour using a least square method.  
In particular was used the MATLAB built-in function 

[12] that use the Levenberg-Marquardt algorithm [13, 14, 
15] which solves nonlinear least squares curve fitting     
problems of the form: 

0),(min 2

2
=qrf

                         
(21) 

as MATLAB optimization toolbox explains, with this 
method is possible to evaluate the anterior and posterior 
radius, Ra and Rp respectively, and asphericity coefficient, 
qa and qp respectively. Data for both geometrical and optical 
constraints are summarised in Table 1. 

Table 1 Constraints adopted to define the shape of the lens adopting the 
proposed model, to compare it with the other models mentioned in the first 
column (values in mm) 

Lens contour Ra Rp qa ta tp t Req 

20 7.207 4.884 – 2.862 1.580 2.465 4.045 4.447

42 8.877 5.968 – 1.477 1.908 2.377 4.285 4.662

63 14.015 6.327 2.8 1.869 2.646 4.515 5.108
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The shape of the proposed model is compared with the 
20, 42 and 63 year old lens contour, plotting above the lens 
profile the magnified normal deviation. To summarize this 
results it was adopted the merit function proposed in Smith 
et al. [6], which is the sum of the square error evaluated 
along the normal to the lens profile of the proposed model. 

The merit function was performed in the optical zones, in 
the junction zones and in all the lens profile. Moreover, 
maximum and average distances between models are  
calculated. 

A solid of revolution was created and then the volume is 
assessed. The radius of curvature was calculated using the 
method presented in [11] and it is plotted against the radial 
y–axis. 

III.   RESULTS 

Figure 2 shows the results of the normal deviation, with 
its sign, of the proposed model fitted on different age lens 
contour, magnification is 20 times. It can be seen that, 20 
year old and 42 year old contours are fitted better then 63 
year old contour, if we do not consider the red zone in the 
20 year old model that should be arise from an error in the 
Canny filter the maximum deviation is lower 0.06 mm over 
the two contours. 

The 63 year old model presents much more deviations 
then the other two with a maximum deviation of 0.175 mm. 
This may arise due to contour that is less clear then the 
other models, and also the fact that there are imbalances 
between the superior and inferior parts of the lens. The 
superior one presents less deviation then the inferior one. 
Further investigations have shown that the difficult in the 
contour evaluation with Canny filter may introduce errors 
during the rotation of the lens, leading to imbalances and 
fitting errors. 

Looking at the anterior (|y| < 2.5 mm) and posterior (|y| < 
2 mm) optic zone (the y amplitude is selected following the 
work of Hermans et al. [5]) we can see that the proposed 
model is very close to both the 20 and 42 year old with 
deviations of the order of 10-5, for the 63 year old model the 
deviation is one order more. 

From an optical point of view this means that the pro-
posed model is close to fitting conics in both the anterior 
and posterior optic zone leading to a situation where there 
optic difference between the proposed model and the stan-
dard conics model is not as high as it will be seen in the  
chapter IV. 

 (a)  

(b)  

(c)  

Fig. 2 Comparison between the shape of the proposed model and different 
lens contours: (a) 20 year old, (b) 42 year old, (c) 63 year old. The normal 
distances between the models, magnified 20 times, are depicted above the 
profile of the proposed model. 

In Table 2 the deviations between the model and the lens 
contours are quantitatively summarized by the merit func-
tion for the whole lens and for its portions, together with the 
maximum and the average distances. Analysing these re-
sults similar conclusion can be drawn: 

• the merit function between the proposed model and the 
42 year old lens contour is the least in all the profile, 
and in the different sections except the anterior optic 
zone 
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• the merit function between the proposed model and the 
20 year old lens contour is the least in the anterior optic 
zone 

• the merit function assumes highest values in all the 
profile and in all the sections between the proposed 
model and the 63 year old lens contour 

• average and maximum deviations confirm that the pro-
posed model fits better over the 42 year old lens con-
tour, so mid-age lens, then the other extrema age lenses 

Table 2 Merit function, maximum and average deviation of the pro-
posed model against the lens contours. In addition to results for the 
entire lens profile, the values of merit function in anterior optic zone (z 
< 0, y < 2.5 mm), posterior optic zone (z > 0, y < 2 mm), and the two 
junction zones are shown 

Merit function [mm2] 
Lens 

contour Anterior 
optic zone 

Anterior 
junction 

zone 

Posterior 
junction 

zone  

Posterior 
optic zone 

All 
profile 

20 1.70⋅10-5 2.89⋅10-4 3.25⋅10-4 6.69⋅10-4 4.41⋅10-4 

42 7.44⋅10-5 1.33⋅10-4 9.20⋅10-5 2.00⋅10-5 1.16⋅10-4 

63 5.88⋅10-4 3.17⋅10-3 5.26⋅10-4 8.08⋅10-5 1.50⋅10-3 

 
Fig. 3 shows the trends of the radius of curvature along 

the lens profile of the models. The curves are plotted against 
the y direction, anterior part of the lens from 0 to Req and 
posterior one from Req to 0. 

In Fig. 3a the radius of curvature of the 20 year old lens 
contour is plotted. It is possible to see that the anterior part 
shown an asphericity value higher then the posterior part, 
but if it is used the calculation for the posterior part will 
lead to an asphericity value of qp = – 1.256. 

In Fig. 3b the 42 year old lens contour radius of curvature 
is higher both in anterior and posterior part but it can be 
seen that except for the anterior part the shape of the curva-
ture does not completely change. In fact the anterior 
asphericity, which drive most the curvature in the optic 
zones, changes from – 2.862 to – 1.477 but the posterior 
asphericity does not present a substantial difference,           
qp = – 1.402, the change is about 11 %. 

According to the literature [11] the anterior and posterior      
radius of curvature increases also in Fig. 3c that show the 
radius of curvature of the 63 year old lens contour. The 
interesting thing is again the shape of the curvature which 
from the anterior junction till the posterior optic zone     
remains as previous cases.  

The posterior asphericity in the last case is qp = – 1.246 
which present a difference of less the 1 % with the 20 year 
old lens. So according to the shape of the three curvatures 
we can say that the curvature at the equator does not show 
sensible differences, the same does the asphericity  

coefficient. Much difference instead arises on the anterior 
surface. As last data the optical power of the lens of the 
three ages is provided in Table 3, this was calculated using 
1.42 as lens refraction index and 1.336 as surrounding me-
dia index and using common formulas [11]. 
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Fig. 3 Radius of curvature of the proposed model fitted over three lens 
contours, plotted versus y direction, anterior part of the lens is on the 
left side from 0 to 4, and posterior one is on the right part from 4 to 0.  
(a) Proposed 20 year old lens contour; (b) 42 year old lens contour;   
(c) 63 year old lens contour. 
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Table 3 Vertex power for the three lens contour 

Lens contour Volume [mm3] 

20 29.42 

42 23.94 

63 19.49 

 
This data are in agreement with radius founded by Urs et 

al. [7] and so to vertex power.  
From this data the lens paradox that Brown [16, 17] and 

Dubbelman and Van der Heijde [18] found does not arise. 
With lens paradox we mean that lens radius decreases with 
age so that the power of the lens increases, against the total 
power of the eye that decrease, and this is the well known 
hyperopisation through age. Of course we would like to 
remind that the set of data presented here is not as extensive 
as other studies in the literature. 

IV.   DISCUSSION AND CONCLUSION 

Geometrical behaviours of the model are in good agree-
ment with the other ones described in the literature as can 
be seen in the results.  

In particular the merit function MF in the optic zone 
against real lens contours is higher then MF against models 
but the value is comparable with other studies in the litera-
ture [6]. The best results for the anterior and posterior optic 
zone were in the mid-age 42 year old lens contour. 

Radius of curvature shows a similar trend; these circum-
stances signify that the model is able to evaluate the optical 
properties. In particular it has been seen from the lens con-
tour that the posterior radius of curvature, that is the one 
that drive more the optical properties of the lens remain 
quite stable over different ages while is the anterior radius 
of curvature that change much more. 

This model can also be applied to lens nucleus shape 
modeling. 

In future improvement of the proposed model, the coeffi-
cients will be derived from more imaging data of different 
age crystalline lenses. Also the internal structure of the lens 
shall be taken into account for optical analysis, such as 
optical power and spherical aberration. 
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Abstract— The objective of this paper is to present results of 
the theoretical and experimental researches for determination 
of an approximation of human corneal surface with superellip-
soids using computational geometry. The mathematical for-
mula permits a complex representation and the tool allowing 
exploring the physical and optical characteristics of the cornea. 
The spatial shape of the cornea can be described using differ-
ent mathematical models with particular parameters for dif-
ferent subjects (women and men). These researches are      
applied in geometric constructions and computer aided design 
used in corneal refractive surgery, human vision studies, solid 
modelling and biomechanical behavior of the cornea. 

Keywords—  human corneal surface, superellipsoids, com-
putational geometry. 

I.   INTRODUCTION 

The ophthalmology has benefited from computational 
methods in computer graphics, used for evaluation of pa-
tient data [1].   

The visual analyzer is a complex system that has the pur-
pose to receive, analyze and synthetize the informations 
regarding the shape, the dimension, the colour, the move-
ment and the spatial depth of the objects in the surrounding 
area (Fig. 1). 

 
Fig. 1 The human eye – traverse section 

The accurately measurement of corneal shape, refractive 
power and thickness has become important with the con-
tinuously growing popularity of refractive surgery proce-
dures. Also, exact measurement of the corneal curvature is 
essential to properly fit contact lenses [1, 2]. 

Corneal topography is a modern invaluable tool to assist 
in the diagnosis and management of keratoconus as well as 
for the prevention of inappropriate refractive surgery in the 
patient groups [3 -10]. 

The cornea is the transparent front part of the eye that 
covers the iris, pupil, and anterior chamber (placed between 
air and aqueous humour), providing most of an eye's optical 
power, with a refraction index of 1.376. The refractive 
power of the cornea is approximately 43 dioptres, roughly 
two-thirds of the eye's total refractive power [11 – 21].  

The central dioptric power of the cornea (43 dioptres) 
results from the addition of the dioptric powers of the three 
optical interfaces (air - tear film = + 43.6 D, tear film - 
cornea = + 5.3 D, cornea - aqueous humor = - 5.8 D).  

The cornea presents the typical aspect of a divergent me-
niscus, in contact with transparent media having different 
refractive indices.  

Cornea is a transparent and refractive tissue having a 
fixed curvature. Because transparency is of prime 
importance the cornea does not have blood vessels; it 
receives nutrients via diffusion from the tear fluid at the 
outside and the aqueous humour at the inside and also from 
neurotrophins supplied by nerve fibres that innervate it.  

The adult cornea is normally clear, has a uniform surface, 
and is comprised of five layers:  epithelium, Bowman's 
membrane, stroma, Descemet's membrane and the endothe-
lium.  

The corneal shape is maintained by its elastic properties in 
conjunction with intraocular pressure, generated by the con-
tinuous production and outflow of aqueous humor in the eye.  

The adult cornea has a diameter of about 11.5 mm and a 
thickness of (0.5 - 0.6) mm in the center and (0.6 - 0.8) mm 
at the periphery.  

The normal cornea has an aspheric profile that is more 
steeply curved in the center relative to the periphery.  

The cornea is transparent for radiations comprised be-
tween (400 - 760) nm.  
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The transparence is influenced by anatomical and bio-
chemical factors, such as: the regularity of the cells, the 
parallelism of the fibers, the absence of the blood vessels.  

From the biochemical point of view, the transparence de-
pends on the hydration, which is arround 80 %. 
Transparency, avascularity, and immunologic privilege 
makes the cornea a special tissue.  

To model the eye as an optical system it is necessary to 
describe of the anterior and the posterior corneal surfaces. 

The aim of human corneal modelling is to determine the 
geometrical shape of the corneal surface using algorithms, 
to convert the input information to a mathematical descrip-
tion of the corneal surface. 

The anterior corneal surface has been frequently de-
scribed in the literature, as it can be measured by widely 
available techniques [11 – 20]. However, the literature  
provides only limited data on the posterior corneal surface 
[14, 15]; asphericity information is particularly scarce. 

The asphericity of the posterior cornea has been meas-
ured by different authours using a combined approach in-
volving a keratoscope to measure the anterior corneal sur-
face and pachymetry to measure the thickness profile of the 
cornea [2, 13, 15, 21]. 

II.   MATHEMATICAL MODEL 

A.   Theoretical Considerations 

The mathematical and computer models provide impor-
tant possibilities that are not available in the experimental 
studies, which make it to be a useful supplement to experi-
mental studies of the human cornea. 

In recent years, superellipsoids have received significant 
attention for object modeling with their simple and flexible 
shape description and efficient computer graphical represen-
tation, having an important potential for the 3D objects 
modeling [22, 23, 24]. Using a superellipsoid makes it easy 
to create simple 3d primitives.  

This type of implicit surface can represent various shapes 
to a high level of accuracy and allows the user to benefit 
from a generic graphics library, with the implementation of 
user objects or modules for specific applications. 

A superellipsoid, as an ellipsoid’s extension, is the result 
of the spherical product of two 2D models (two superellip-
ses) [22]. 

A superellipse, analogous to a circle, can be expressed 
using next relation:  
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where exponentiation with ε is a signed power function such 
that: 
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The a1, a2, a3  parameters  are scaling factors along the three 
coordinate axes. ε1 and ε2 are derived from the exponents of 
the two original superellipses. 

This flexibility achieved by raising each trigonometric 
term to an exponent is of particular interest to us. In simple 
terms, these exponents, control the relative roundness and 
squareness in both the horizontal and vertical directions. 

The shape of the superellipsoid cross section parallel to 
the [xoy] plane is determined by ε1, while the shape of the 
superellipsoid cross section in a plane perpendicular to the 
[xoy] plane and containing z axis is determined by ε2. 

A superellipsoid is defined as the solution of the general 
form of the implicit equation [23]: 
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(5) 

All points with coordinates (x, y, z) that correspond to the 
above equation lie on the surface of the superellipsoid. This 
is a compact model defined by only five parameters that 
permits to handle a large variety of shapes. 

The exponent functions are continuous to ensure that the 
superellipsoid model deforms continuously and thus has a 
smooth surface. 

This form provides an information on the position of a 
3D point related to the superellipsoid surface, that is impor-
tant for interior/exterior determination [24].  

We have an inside-outside function F (x, y, z): 

F (x, y, z)  = 1 when the point lies on the surface; 
F (x, y, z) < 1 when the point is inside the superellipsoid; 
F (x, y, z) > 1 when the point is outside. 
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III.   MATERIALS AND METHODS 

In this section we present a description of our dataset and 
a summary of the experiments performed.  

Based on the experimental research and the statistical 
analysis, we consider the examination data obtained in our 
previous work [25]. 

Gender distribution and age distribution by gender don’t 
differ significantly and therefore possible age dependencies 
are not influenced by gender [25].  

These measurements were performed in order to be able 
to investigate a possible statistical deviation. 

 The average radius of the anterior corneal surface was 
7.85 ± 0.25 mm. The average radius of the posterior corneal 
surface was 6.45 ± 0.20 mm. The ratio between the poste-
rior and the anterior radius of curvature was 0.82 ± 0.02. 
Mean corneal thickness was 0.572 ± 0.032 mm [25]. 

We proposed a method that permits an anatomical corre-
spondence between the original data and the created model. 
This allows us to visualize both textual information and 
imaging data of our classification results, aiding in clinical 
decision support.  

The computational geometric analyses in this paper are 
based on the use of the Wolfram CDF Player 8.0 application 
for computation that generated the 3D superellipsoids [26, 
27]. The choice of the geometrical formulation used in the 
analysis was chosen to ensure that the performance of the 
model is satisfactory and also to avoid errors associated 
with modeling materials.  

Multiple view range images were used to capture data for 
the entire surface of the superellipsoid. 

To test the geometrical computation the parameters for 
superellipsoids were chosen for the anterior corneal surface. 

The determined parameters for the approximation of    
human corneal surface with superellipsoids are: 

a1 = a2 = a3 = 1; ε1  = 1, ε2  = 0.8 ... 1.8. 
The fitting of contour points to the superellipsoid was 

evaluated by a defined distance measure using the inside-
outside function [28, 29]: 
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where (xi, yi, zi) are the detected contours points. 
Because the error function is nonlinear the problem of 

fitting given contour points to superellipsoid model is a 
nonlinear estimation problem. 

We used the Levenberg-Marquardt algorithm [30, 31, 32] 
which solves nonlinear least square minimization of the 
error function. 

In this case it is necessary to input a set of initial values. 
We considered that the origin of object-centered coordinate 

system is aligned to the center of gravity of all the n contour 
points. The distance between the outermost contour points 
along each coordinate axis of the object-centered coordinate 
system is the site of initial fitting curve. 

If it is increased the surface model, it is possible to cap-
ture the surface irregularities that distinguish between the 
different data. In the same time, using the correct superel-
lipsoid parameters ensures that we capture most of the ir-
regularities present over the measured of the corneal sur-
face. We determined that higher superellipsoid parameters 
that were able to provide a better model fit, but it was also 
susceptible to noise.  

For smooth continuity in the representation of the meas-
ured data, a mathematical procedure was developed for 
interpolating the locations where no measurement had been 
taken. At locations where no measurement has been taken, 
the corresponding locations are obtained by interpolation at 
neighbouring points. In addition, the interpolated values are 
constrained to be no greater than the measured values.  

As an evaluation of the measurement technique, the algo-
rithm was tested. 

IV.   CONCLUSIONS  

In the context of corneal surface, models and simulations 
are used to examine the function, structure and nonlinear 
dynamics as an accurate and rigorous tool for generating 
quantitative and qualitative predictions. 

Mathematical analysis of corneal models is often re-
stricted to special cases with particular features. Numerical 
simulations can expand the range and allow understanding 
how analysis of the special cases relates to more realistic 
situations.  

In this paper are proposed contributions concerning in 
determination of a new mathematical and graphical model 
using the superellipsoids for the corneal surface, with par-
ticular parameters for different subjects (women and men).  

The determined parameters for the approximation of     
human corneal surface with superellipsoids are:  

a1 = a2 = a3 = 1; ε1  = 1, ε2  = 0.8 ... 1.8. 

This analysis predict that the radius and asphericity of the 
vertical and horizontal meridians of individual subjects 
differ. As predicted by the analysis the anterior surface of 
the cornea becomes more curved with age, but more so in 
the horizontal meridian than in the vertical meridian.  

The radii of both anterior and posterior corneal surfaces 
and asphericity of anterior corneal surface are not signifi-
cantly age-dependent, but the asphericity of the posterior 
corneal surface is age-dependent.  

There is a stronger relationship between posterior 
asphericity and anterior asphericity of the cornea.  
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These results provide the possibility of optimizing the re-
fractive surgery by considering a new mathematical and 
CAD graphical model for the corneal surface. 

In future improvement of the proposed model, deform-
able surface and advanced techniques for surface extraction 
will be chosen. 
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Abstract— Thrombus aspiration is one of the available 

therapies for the treatment of thrombosis diseases. It is an 
effective option especially in the case of early stage clot forma-
tion. Nowadays there is a major research effort to improve 
catheter design in term of ease of use, less drawback and 
higher efficiency. The main aim of this study is to consider the 
performance of a standard catheter and predict the behavior 
of clot during the aspiration phase using computational fluid 
dynamics (CFD) techniques. Three cases are modeled and 
compared one another to assess catheter performance and 
efficiency according to different rheological models for the 
clot. In the first case the clot is considered to be Newtonian 
with early stage coagulation and no surface tension, in the 
second case the clot exhibits higher viscosity due to the longer 
time passed after coagulation, but it has not surface tension, in 
the third case the clot is assumed to be Newtonian which is 
formed in early stages of coagulation but has surface tension. 
In all cases clot is assumed to behave like a viscous fluid. 

Keywords—  Catheter, Clot, Viscosity, surface tension, CFD. 

I.   INTRODUCTION  

As a biological pump, heart needs nourishment and oxy-
gen that are supplied through the coronary system. The 
coronary system can face different diseases like blockage by 
thrombosis. Vascular injury can lead to platelet aggregation 
and coagulation which per se lead to thrombin. In this proc-
ess aggregation is the result of physical process while co-
agulation is the result of biochemical enzyme reactions [1]. 
Thrombosis is one of the main causes of mortality. There 
are different locations for thrombus formation: venous, deep 
vein, portal vein, renal vein. The thrombus formation proc-
ess is complex and relates to a number of mechanical, 
physiological and pathological parameters. Among theses 
many factors, rheological parameters [2] are the most im-
portant and, in turn, mainly relate to the ratio of thrombin to 
fibrinogen [3] and the time elapsed after clot initiation.  

Balloon angioplasty and stenting, fibrinolysis and me-
chanical thrombectomy are three approaches which can be 
used for the treatment. In any approach the efficacy of clot 
removal, procedure-related embolization rate and mortality 
are main parameters [4]. 

Angioplasty and stenting include: 

Exciter laser coronary angioplasty, Cutting balloon an-
gioplasty, Bare-metal stents, Drug-eluting stents. 

Thrombectomy consists of: Simple Aspiration Devices, 
Hydrodynamic devices, Fragmentation Devices (Directional 
atherectomy, Rotational atherectomy, Extraction Athrec-
tomy), Ultrasound devices. [4-5] 

However cutting balloon and laser angioplasty did not 
show any improvement in restenosis. The most common 
used device is Angiojet Rheolytic Thrombectomy System 
(Possis Medical, Minneapolis,MN, USA) and the Export 
XT Aspiration Catheter (Medtronic Vascular, Santa Rosa, 
CA) [5]. 

However, generally speaking the comparison of the ap-
proaches is sometimes hard to judge because of lack of 
consistent data. There are many different aspiration cathe-
ters especially regarding to the tip shape like TVAC (duck-
bill tip shape) (Nipro,Osaka, Japan), Thrombuster (Kaneka 
Medix Corporation, Osaka, Japan), Percusurge Export 
catheter (Medtronics, Minneapolis, MN), Rescue (oblique 
straight tip shape) (Boston Scientific, Natic, MA) and Diver 
CE Catheter (Invatec, Roncadelle, BS, Italy). For example 
TVAC showed high performance for intramural aspiration 
due to its special tip shape [6-7]. The aim of this work is to 
describe and better understand the clot behavior during 
absorption through catheter under different assumptions on 
clot rheology.  

II.   MATERIAL AND METHODS 

For absorption of clot, the catheter is deployed and 
guided along the coronary vessel to proximally reach the 
clot. From case to case the absorption can be even done 
from the distance of 2 cm. In the normal procedure it is 
sometimes needed to apply aspiration more than one time to 
absorb the entire clot.  

Usually the catheter for coronary purpose has 2-2.6 mm 
(6F-7F) diameter, almost half of the size of the coronary. 
(Figure 1) [7]. The catheter is formed of two lumens which 
are inside each other: the smaller tube is for guidance while 
the larger one is for clot absorption. However in this study 
the catheter assumed to have 0.85 mm diameter. 

In reality the applied suction pressure follows a diagram 
in such a way that it is almost flat in its starting phase, then 
decreasing to zero with steep slope [8], however in this 
work a constant negative pressure is applied through the 
catheter. 
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Fig. 1 Schematic view of Diver CE Catheter , A) tip shape and B) body 
shape for the catheter with and without lateral holes, [7] 

A.   Viscosity Models 

The mechanical properties of blood and clot are very im-
portant in predicting and modeling their behavior during 
suction. In this work the blood behavior is considered to be 
Newtonian. This is mainly true when the velocity is high 
enough, say the shear rate is higher than 100 s-1 [9].  The 
clot mechanical properties varies radically due to different 
parameters like blood hematocrit [10], time passed after 
coagulation, clot type and forming procedure [2]. The prop-
erties of blood are given in Table 1 according to Gay et al. 
[11]. 

Balossino et al. [8] considered the clot in its early time 
after coagulation when its viscosity is 0.035 Pa·s, ten times 
larger than normal blood viscosity and the surface tension is 
0.05 N/m. 

In this work it is assumed that clot absorption in blood 
field can be described as a two-phase flow and the Volume-
of-Fluid (VOF) technique is used to trace the interface of 
two phases [8].  

Table 1 Mechanical properties of blood and clot 

Parameters Value 

Blood density 1060 kg/m3 

Blood viscosity 0.0035 Pa·s 

Early clot viscosity 0.035 Pa·s 

Late clot viscosity 0.6 Pa·s 

B.   Modeling 

In this work the clot behavior is studied in the period af-
ter suction start, monitoring how much clot is absorbed and 
how its shape changes.  To the purpose three different cases 
are applied and considered. In case 1, the clot has just 
formed and is almost soft enough to be considered with a 
ten-time viscosity of blood (0.035 Pa·s) [8]. In this case 
surface tension is not considered between clot and blood, 
the vessel nor catheter. Furthermore blood density is set to 
1060 kg/m3. In case 2, the clot has a much higher viscosity 
(0.6 Pa·s) which corresponds to a longer time elapsed since 
coagulation initiation. In Case 3, the surface tension with 
amount of 0.1 N/m is considered to play a role while the 
clot viscosity is Newtonian (viscosity equal to 0.035 Pa·s). 
The geometry is meshed using ANSYS ICEM CFD 12.1 
(ANSYS Inc., Canonsburg, PA, USA) with tetrahedral 
elements. 

C.   Mathematics Background 

The adopted numerical procedure is based on the finite 
volume commercial package ANSYS/Fluent 12.1. First the 
domain is discretized to apply the finite volume form of 
equation of mass, momentum and volume of fluid interface.  

The formula of mass and momentum conservation for an 
incompressible fluid are as follow: 

0u∇ =                                          (1) 

( )u
uu p g

t

∂ρ + ∇ ρ = −∇ + ∇τ + ρ
∂                         

(2) 

where u is the fluid velocity, ρ is the fluid density, p is the 
pressure and τ is the stress tensor. The interface locations 
between the two fluids (blood and clot) are traced through 
Volume of Fluid (VOF) approach. In VOF methodology 
[12], the volume of each fluid is defined in the cell through 
the formula Fvol=γ·Vcell, where Vcell is the computational cell 
volume and γ is the liquid fraction in this cell.  When the 
cell is totally filled by one fluid, γ is equal to 1; if it is filled 
by the other, γ is equal to 0; if the cell is partially filled by 
either volume, γ should satisfy the following equation: 

( ) ( )1 0ru u
t

∂γ ⎡ ⎤+ ∇ γ + ∇ γ − γ =⎣ ⎦∂                          
(3) 

where ur is the velocity field at interface [13]. A single mo-
mentum equation is solved for the entire domain and the 
velocity filed is shared between the fluid phases [12]. 

The generic properties in each cell ( θ ) are computed ac-
cording to following equation [13]: 

( )1 21fluid fluidθ = γ ⋅θ + − γ θ
                              

(4) 
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In this study the adopted solution methods include: 
PRESTO for pressure, second order upwind for momentum, 
PISO for pressure-velocity coupling and Geo-reconstruct 
for volume fraction. 

The vessel diameter is 4.2 mm while the inside diameter 
of catheter is 0.85 mm in this study. A schematic view of 
the catheter tip in the artery is shown in Figure 2. The ap-
plied pressure through catheter is 100.000 Pa. 

III.   RESULTS  

Figures 3 shows snap shots of fluid (blood and clot 
movement) as time progresses from start of applying nega-
tive pressure. Clot is visible as black part in the figure. At 
early stage of clot absorption (0.005 s after suction start) the 
amount of absorbed early clot is higher than late clot. This 
trend will be same until all clot is absorbed, which means 
that it needs a little bit more time to absorbing late clot 
comparing to early clot. However this extra time is not 
significant. Anyhow the shape of clot during absorption is 
almost the same for theses two cases. Regarding to Figure 
3-c the shape of clot during absorption is completely differ-
ent when the surface tension is considered by the amount of 
0.1 N/m. Furthermore it seems that the absorbed clot in this 
case is almost the least at the same time comparing the two 
other cases (with no surface tension). However it is clear 
that the entire clot is absorbed via catheter in all the three 
cases. 

The velocity contours and vectors at the time 0.005 s af-
ter suction start for the first case are presented in Figure 4. 
The velocity differs radically from inside to outside the 
catheter. Furthermore there is a relatively large area of vor-
tex flow right at the tip, in upper region of the catheter. 
Inside the catheter the velocity shows a higher amount in 
the superior aspect of the catheter rather than in its inferior 
part. 

 

Fig. 2 Schematic view of the vessel, the catheter inside and the im-
posed boundary conditions 

 
Fig. 3 Snap shots of clot absorption when time progresses, for the three 
cases of A) early clot, Newtonian, viscosity 0.035 Pa•s, no sus, no surface tension; 
B) late clot, Newtonian, viscosity 0.6 Pa•s, no surface tension; C) Newts, no surface tension; C) Newto-
nian, viscosity 0.035 Pa•s, surface tension 0.1s, surface tension 0.1 N/m 

 

 

Fig. 4 The A) contour and B) vector maps of fluid velocity in the area 
around the catheter tip at time 0.005 s after suction start for the case of clot 
with viscosity 0.035 Pa•ss and no surface tension 
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IV.   CONCLUSIONS  

In this work the behavior of a blood clot is investigated. 
The preliminary results from modeling show that during the 
clot absorption procedure, the shape of clot and the ab-
sorbed amount vary according to the rheological properties 
of clot. So far clot properties have been changed in terms of 
viscosity, whether they are in an early and late phases of 
maturation. The case with surface tension has also been 
studied to assess whether it may cause a difference in the 
absorption rate. In the case of late clot type the amount of 
clot absorption slightly varies, but the clot shape is more 
importantly affected when surface tension is modeled. 

Numerical simulations clearly indicated that mechanical 
properties can play role in clot movement, which is different 
in the three cases. According to the model results in all 
cases, clot will be completely absorbed in a short time after 
suction start. It means that the applied pressure is large 
enough for aspiring all clot inside the vessel in all cases. 
When the surface tension is taken into account, simulation 
results indicate that it has a main effect on the clot shape 
during absorption. 

One may consider that manipulating the entrance geome-
try at the tip of catheter can lead to higher performance in 
term of less blood, but higher fraction of clot absorption. In 
future development, the effect of different designs of the 
catheter tip on clot aspiration will also be investigated. 
Since there is a limitation for the aspiration pressure mainly 
due the collapse of the arterial wall, the pressure parameter 
will also be studied to understand the whole system behav-
ior in terms of the ratio of clot to blood absorption. Fur-
thermore the applied negative pressure curve exhibits an 
extended plateau at the beginning and then a decrease while 
the adopted boundary conditions at the vessel wall are 
steady in the present study. Future work could include the 
systolic-diastolic change, too. 
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Abstract— Researching on the vestibular-sympathetic reflex 

mechanism requires as an intermediary step to establish a 
lumped model for the Vestibular Receptors. Knowing that 
Otolith Organs and Semicircular Canals are sensing changes 
in the head velocity on 6 degrees of freedom, the purpose of 
this paper is to set up models for both types of receptors, 
branching them into Regular and Irregular subcategories, and 
to consider a certain convergence of their outputs. The devel-
oped model for the Vestibular Receptors is tested in the sit to 
stand orthostatic stress scenario. 

Keywords—  vestibular-sympathetic reflex, vestibular recep-
tors, otolith organs, semicircular canals, fractional order  
systems. 

I.   INTRODUCTION  

The vestibular research domain has shown significant 
progress in the last decades, with an increasing interest in 
studying how the Vestibular System mediates several nerv-
ous reflex mechanisms. Such a reflex mechanism is the 
vestibular-sympathetic reflex, which has been highlighted 
by many scientists for its important role in cardiovascular 
regulation ([1]). 

At a simplistic level, the vestibular-sympathetic reflex 
can be considered consisting of vestibular receptors (affer-
ents), vestibular nucleus (central processing) and the sympa-
thetic system (efferent). In this context, the aim of the cur-
rent paper is to develop a lumped model for the Vestibular 
Receptors (VR), which could be further coupled with exist-
ing models for the Vestibular Nucleus ([2]), respectively 
with models of the sympathetic system (several models 
exist in the literature, initially built for the baroreflex me-
chanism – e.g. [3]). The long term goal would be to quantify 
through a mathematical model the action of the vestibular-
sympathetic system on the cardiovascular system during an 
orthostatic stress scenario. 

During an orthostatic stress scenario, like sit to stand, the 
motion of the head would be detected by both types of VR: 
Otolith Organs (linear acceleration) and Semicircular Ca-
nals (angular acceleration). Thus, it would be important that 
the model of the VR includes both types of receptors. 
Moreover, knowing that the frequency range of head 
movement is between 0.1 and 10 Hz, the frequency domain 
of interest for the developed models will be set accordingly. 

The task of modeling the VR (Otolith Organs and Semi-
circular Canals) is complex, mainly due to the distributed 
nature of these receptors. Because of this, one of the most 
common modeling approaches is to develop models of indi-
vidual receptors units based on experimental frequency 
characteristics ([4], [5], [6] and [7]). These studies are usu-
ally presenting a classification of the receptor units accord-
ing to their observed dynamic behavior (regular receptors 
and irregular receptors). Finally, despite all the progress in 
this direction, models that can characterize the whole en-
semble of VR are still missing.  

In this context, the aim of the current paper is to obtain a 
lumped model that could characterize, at least qualitatively, 
the dynamic behavior of the VR. 

The structure of the paper is as follows. Section II pre-
sents the structure of the general model for the VR. It also 
describes the models for Otolith Organs and Semicircular 
Canals, respectively the implementation manner. Section III 
presents the development of the modules designed to gener-
ate the excitatory input signals for the models. Section IV 
discusses how the outputs of the models and the sub-models 
are converging. Section V shows the simulation results and 
Section VI draws conclusions. 

Because the modeling procedure presented further refers 
actually to MIMO type systems, with multiple channels, for 
simplifying the presentation the notation u → y will be used 
when referring to an informational channel having the input 
signal u and the output signal y. Equivalently, we will refer 
to the orientation  u → y of a system or subsystem. 

II.   MODELING THE VESTIBULAR RECEPTORS 

The structure of the proposed model is presented in  
Fig. 1. Four types of receptor groups are considered: Regu-
lar Otolith Organs, Irregular Otolith Organs, Regular Semi-
circular Canals and Irregular Semicircular Canals. The 
model for each group is built based on the averaged dynam-
ics (frequency characteristics) of the receptors from that 
group. The inputs for each model are generated through 
special modules that transform the measured linear accelera-
tions (ax, ay, az) and angular velocity components (ωx, ωy, ωz) 
according to the excitatory direction or area of each receptor 
group. The outputs of the models (nOO, nSCC) are considered 
to converge linearly through summation or weighted sum-
mation. In the end, the nVR output signal is obtained. 
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Fig. 1 Model of the Vestibular Receptors 

A.   Models for Regular and Irregular Otolith Organs 

Due to the small number of parameters and to the good 
approximation capabilities, for the Otolith Organs we 
adopted the model from [4]. The model has the following 
form: 

)1(
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n
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+⋅=
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In [4], the parameters were obtained through identification 
based on the averaged experimental frequency characteris-
tics ([0.1-10] Hz domain) for Regular Otolith Organs, re-
spectively Irregular Otolith Organs. Thus, two models were 
obtained: one for the regular otoliths with the parameters 
{K=0.15, Tp=0.07 seconds, Td=0.027 seconds, n=0.15, 
m=1.43}, and one for the irregular otoliths with the parame-
ters {K=0.68, Tp=0.07 seconds, Td=0.045 seconds, n=0.3, 
m=1.21}. In respect to Fig. 1, the Regular Otolith Organs 
model has the orientation a → nR,OO, while the Irregular 
Otolith Organs model has the orientation a → nIR,OO. 

The dynamic behavior of the Regular Otolith Organs and 
that of the Irregular Otolith Organs differs in that the Irregu-
lar Receptors show a larger phase lead and larger amplitude 
at high frequency (also a larger slope for the amplitude-
frequency characteristics). This can be observed also from 
the models parameters – the irregular otoliths have larger 
gain K and derivative time constant Td. 

B.   Models for Regular and Irregular Semicircular Canals 

The model for the Semicircular Canals was adopted from 
[5] and has the following form: 
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The parameters were obtained in [5] through identification 
based on the averaged experimental frequency characteris-
tics ([0.1-4] Hz domain) for Regular Semicircular Canals, 
respectively Irregular Semicircular Canals. The model  

obtained for the Regular Semicircular Canals has the pa-
rameters {K=6.3, Tp1=7 seconds, Tp2=0.003 seconds, 
Td=0.004 seconds, n=0.08}, and the model obtained for the 
Irregular Semicircular Canals has the parameters {K=2.1, 
Tp1=3 seconds, Tp2=0.003 seconds, Td=0.02 seconds, n=0.3, 
m=1.21}. In respect to Fig. 1, the Regular Semicircular 
Canals model has the orientation a → nR,SCC, while the Ir-
regular Semicircular Canals model has the orientation a → 
nIR,SCC. 

Due to the values of the time constants Tp1, the differ-
ences between the dynamic behavior regarding the regular 
and irregular receptors are of the same nature as the ones 
presented for the Otolith Organs. 

C.   Model Implementation Issues 

Once the models are identified, the next step is to find the 
proper procedure for implementing these models in a simu-
lation environment (e.g. Matlab/Simulink). The issue that 
emerges is that the models described through (1) and (2) fall 
into the category of fractional order systems. Fractional 
order systems can not be implemented directly and usually 
different approximation methods are used to find the equiv-
alent integer order system. The papers in which such models 
are developed from experiments (e.g. [4], [5], [7]) avoid 
using such methods by presenting only frequency character-
istics or a time domain response for specific input signals 
(e.g. trapezoid). Our intention here is to implement the 
models through the use of approximation methods so that it 
would permit time domain simulations with any type of 
input signals. 

In case of equations (1) and (2), two types of fractional 
order elements are presented: a fractional derivative - sn and 
a fractional power zero (1+Ts)m.  

For the fractional derivative quite a few approximation 
methods can be found in the literature. From a careful com-
parative analysis of the methods implemented in the Non-
Integer Matlab Toolbox ([8]) – Crone method, Carlson’s 
method, Matsuda’s method - we reached the conclusion the 
Crone method produces the best results. Basically, the main 
idea of the Crone method, initially developed in [9], is to 
approximate the fractional order derivative over a prede-
fined frequency range through N zero-pole pairs: 

∏
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(3) 

The order N depends on the frequency range and on the 
minimal accepted approximation error. The manner in 
which the zero-pole pairs are computed is further discussed 
in [8]. 

For the fractional power zero the most appropriate ap-
proximation method found in the literature was that of  
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Charef ([10]). Charef’s method was actually developed for 
approximating a power pole, but by inversing the sign of the 
fractional power the power pole becomes a power zero. The 
specific formula for this method resembles with that of the 
Crone’s method: 
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In our case the power exponent m from (4) would be nega-
tive, which would lead to an inversion of the nominator and 
denominator of the approximating integer order transfer 
function. In the end, for implementing Charef’s method a 
Matlab script was developed based on the algorithm de-
scribed in [10]. 

Next, we used Crone method and Charef’s method to de-
termine de integer order models corresponding to equations 
(1) and (2). It should be also mentioned here that for frac-
tional order systems, in the absence of time domain meas-
urements, frequency characteristics represent the only way of 
assessing the approximation errors of models like (3) and (4). 

For the two Otolith Organs models (regular and irregu-
lar), both Crone method and Charef’s method were used. 
Based on the comparison between the frequency character-
istics calculated analytically for the fractional order model 
and the computed frequency characteristics of the approxi-
mation integer order models, the maximum error in ampli-
tude and phase were below 0.3 dB and below 5 degrees on 
the frequency domain of interest ([0.1 -10 ]Hz). The order N 
for the approximations was 6 for the Crone method and 5 
for Charef’s method.  

For the two Semicircular Canals models (regular and ir-
regular), only the Crone method was needed. The maximum 
approximation errors in amplitude and phase were below 
0.05 dB and below 1.5 degrees on the frequency domain of 
interest ([0.1 -10] Hz). The order N for the approximations 
with the Crone method was 6. 

Two additional issues surfaced at the implementation of 
the Semicircular Canals models. The first issue was that in 
order to reproduce the results presented in [5] the fractional 
power n was modified from 0.008 to 1.008 for the regular 
receptors and from 0.3 to 1.3 for the irregular receptors. The 
second issue relates to the fact that the frequency character-
istics presented in [5] are on the frequency domain of [0.1-
4] Hz instead of [0.1-10] Hz. However, by comparing the 
frequency characteristics of the model with the experimental 
results from [6] on the frequency domain [1-10] Hz it was 
concluded that the model’s extrapolation capabilities on the 
frequency domain of interest are acceptable. 

As a last remark regarding the implementation of the four 
models, it should be mentioned that the output of each 
model was summed with the mean firing rate (MRF). The 
averaged MFR for each group of receptors corresponding to 
each of the four models were extracted from [11] and [5]. 

III.   GENERATING THE EXCITATORY SIGNALS FOR THE 
OTOLITH AND SEMICIRCULAR RECEPTORS 

The large number of afferents that innervate the motion 
receptor organs of the vestibular system are divided into 
two groups, based on their function and location: otolith 
afferents and semicircular canals afferents. Each afferent 
has a different response in amplitude and phase to the same 
stimulus, although differences between afferents that belong 
to the same group are merely significant. The similarities 
between these neurons allow the usage of a single mean 
response for the whole group. This response can be obtained 
by composing either the inputs of the model, or the outputs. 

Composing the excitatory signals (the inputs) is more fa-
vorable, since the modeling complexity is reduced by using 
a single model for all afferents of the same group with mean 
values for its parameters. These values are calculated for a 
set of receptors considered representative for each group. 

The inputs for each module that generates the excitatory 
signals for each one of the two models (otolith organs and 
semicircular canals – shown in Fig.1) are considered to be 
coordinates of the acceleration and velocity in a fixed spa-
tial frame with origin in the left vestibular labyrinth (stereo-
taxic coordinates). 

Otolith organ afferents are located in the utricular and 
sacular maculae and they respond to linear head accelera-
tion. Each otolith afferent can be characterized by a polari-
zation vector, which summarizes its directional properties 
when the head is tilted in various directions with respect to 
the sagittal, coronal and transverse planes of the human 
body ([12]). The polarization vector indicates the afferent’s 
maximum sensitivity direction. In [7] Fernandez and Gold-
berg considered a stimulus excitatory if the force that gen-
erated the stimulus and the afferent’s polarization vector 
had the same direction. If these directions were opposite, 
the stimulus was considered inhibitory. Excitatory and in-
hibitory stimuli have different effects on the polarity of the 
afferents which cause pattern modifications in nervous 
discharges. So it is necessary to determine if a signal stimu-
lating the afferent is excitatory or inhibitory. 

Angular head acceleration is detected by afferents situ-
ated in the semicircular canals. Each inner ear has a set of 
three semicircular canals: anterior (AC), posterior (PC) and 
horizontal canals (HC). The normals to the canal planes can 
be considered axes of a fixed coordinate frame. When the 
head is in an upright position, the lateral canal axis is tilted 
back about 30°, with respect to a vertical axis pointing out 
of the top of the head. The vertical canal axes (AC and PC) 
are tilted back about 40° with respect to the negative naso-
occipital axis ([12]). 

As same as the otolith organ afferents, semicircular canal 
afferents can be divided into groups, depending on their 
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position in the three canals. Each group can be characterized 
by a maximum sensitivity vector, described in [5]. 

In computing the input acceleration and velocity signals 
for the model two properties are taken into consideration: 
magnitude and sign. The magnitude is responsible for the 
amplitude of the response, while the sign indicates if the 
input signal has an excitatory or inhibitory effect. These two 
values are calculated using predefined excitatory and inhibi-
tory areas for otolith afferents, respectively the velocity’s 
projections on the maximum sensitivity vectors for semicir-
cular canals. The necessity of using zones (and not vectors) 
for the otolith afferents is justified by the vast distribution of 
maximum sensitivity directions for otolith afferents that 
cannot be replaced by a mean sensitivity direction. 

The magnitude of the input signal for the otolith afferents 
model is calculated with the Euclidean norm: 

222
zyx aaaa ++=

                              
(5) 

where ax, ay, and az are the acceleration’s coordinates in the 
fixed spatial frame. The hypothetical predefined areas used 
for sign computing are shown in Fig. 2. Forward movement 
(ax > 0) has an excitatory effect, while backward movement 
inhibits the afferent. The sign and magnitude for the accel-
eration on the horizontal plane (hxy) are used to calculate the 
final value for the sign. 

 

Fig. 2 Predefined excitatory and inhibitory areas for the otolith afferents 

Both the magnitude and the sign of the input signal for 
the semicircular canals model are computed using the pro-
jections of the velocity on each canal’s maximum sensitivity 
vector (MSV) – e.g. Fig. 3b. In [5], MSV is described by 
the direction cosines in stereotaxic space. The projections 
on MSV are calculated by multiplying the cosines with the 
stereotaxic coordinates of the velocity: 
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where ωx, ωy, ωz are the velocity’s stereotaxic coordinates, 
LHC stands for left horizontal canals, RHC stands for right 
horizontal canals, etc. The magnitude and the sign of the  
 

input signal are obtained by summing the 6 equations, one 
for each canal from the right and the left inner ear: 

RACLPCRACLACRHCLHC ωωωωωωω +++++=           (7) 

 

Fig. 3 a) MSV for semicircular canals; b) input velocity’s projection on 
RAC MSV 

The resulting magnitude is different from 0, because of 
the position of complementary semicircular canals in almost 
coplanar planes: LHRH (171º - angle between MSV), LARP 
(170)º and RALP (173º) ([5]), as shown in Fig.3.a. The sign 
of the sum determines whether the signal is excitatory (sign 
is greater than 0) or inhibitory (sign is less than 0). 

IV.   CONVERGENCE OF DIFFERENT TYPES OF RECEPTORS 

The arising issue in manipulating the output of the mod-
els (Regular and Irregular Otolith Organs, respectively 
Regular and Irregular Semicircular Canals) is to establish 
the type of convergence of the afferents.  

Regarding the convergence of Regular-Irregular affer-
ents, the weighted summation is considered, as in other 
studies from the literature [13]. Considering the perspective 
of the vestibular-sympathetic reflex mechanism, the inputs 
will be perceived by groups of regular and irregular affer-
ents. Therefore, the weights corresponding to each type of 
afferents (kor, koir - Regular and Irregular Otolith Organs, 
respectively ksr, ksir - Regular and Irregular Semicircular 
Canals) are set according to the size of representative group 
– the receptor groups considered in [11] and [14]. Following 
this pattern, according to data from [11], the calculated 
weights are kor=0.6985 (234 regular receptors/335 recep-
tors), and koir=0.3015 (101 irregular receptors/335 recep-
tors). Considering information from [14], the calculated 
weights are ksr=0.6709 (212/316), and ksir=0.3291 
(104/316). 

The last issue is to set the Otolith Organs – Semicircular 
Canals convergence. According to studies from the litera-
ture [15], [16], [13], the result of the convergence will be 
provided after simple linear summation. 
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V.   SIMULATION RESULTS 

The developed models of the VR were tested in an or-
thostatic stress scenario, particularly body posture change 
from sit to stand position. The model used in these simula-
tions is the one presented in Fig. 1. 

The inputs for models are determined using a Matlab 
Simulink model that simulates the kinematics of the transi-
tion from sit to stand position. The values for the linear 
accelerations [m/s2] (as inputs for models of the Otolith 
Organs) and the angular velocities [deg/s] (as inputs for 
models of the Semicircular Canals) are validated using 
various studies from the literature (e.g. [17]). The relevant 
inputs for the mentioned scenario are presented in Fig. 4. 
The output of the first excitatory signal generator blocks, 
providing a resultant linear acceleration a is also illustrated 
in Fig. 4a (the resultant angular velocity will be the same as 
the only input for the sit to stand posture change). 
 

 

Fig. 4 Linear accelerations (a) and angular velocity (b) for sit to stand 
scenario 

The outputs of the Regular and Irregular Otolith Organs, 
respectively Semicircular Canals are shown in Fig. 5 and 6. 
The composite output of the VR model is presented in  
Fig. 7. 

As it can be observed in Fig. 5, 6 and 7, the firing rates  
of all VR models are corresponding qualitatively to the 

specifics of the considered scenario. The excitatory and 
inhibitory behaviors of the afferents are matching with the 
inputs from Fig. 4. 

 

 

Fig. 5 Firing rates from the models of the Otolith Organs 

 

Fig. 6 Firing rates from the models of the Semicircular Canals 

 

Fig. 7 The composite output of the VR model 

VI.   CONCLUSIONS 

The vestibular receptors are the first information process-
ing elements in the vestibular-sympathetic reflex, sensing 
linear and angular movement. In this direction, the current 
paper develops a lumped model for the Vestibular Recep-
tors based on the current information available in the  
literature. The obtained simulation results for orthostatic  
stress encourage the pursue of a model for the entire  



Developing a Lumped Model for the Vestibular Receptors 265
 

  
 IFMBE Proceedings Vol. 36  

 

vestibular-sympathetic reflex by coupling the VR model 
with models for the Vestibular Nucleus and for the Sympa-
thetic System. 
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Abstract— The description of multiscale processes in a uni-
fied and coherent fashion is of paramount importance in car-
diovascular computational physiology. In this paper, a model 
that links the process of cardiac excitation and contraction 
from a cellular to a tissue level will be presented. A model of 
the action potential will be linked to the kinetics (attachment 
and detachment) of the proteins responsible for cardiac con-
traction (via the so called “crossbridges mechanism”). As a 
final step, the coupling of the calcium-dependent kinetics 
model to a higher-scale model of the left ventricle will complete 
the multi-scale model of cardiac dynamics from the sub-
cellular level to the organ.  

Keywords—  Multi-scale modeling and simulation, cardiac 
modeling, action potential, dynamic calcium concentration, 
crossbridge kinetics. 

I.   INTRODUCTION 

Cardiac muscle can be represented in mathematical terms 
as a multi-scale model and can be described by different 
subunits as shown in Fig. 1 [1]. During the excitation-
contraction process (ECP), the cardiac muscle cell, also 
called cardiomyocyte is responsible for the contractile and 
relaxing periodic behavior of the heart.  

 

 

Fig. 1 Multi-scale model of a muscle (top left to bottom right): bundle 
of muscle fibres (muscle), myofibril, single muscle fibre (cell) and 
sarcomere (consists of thick (myosin) and thin (actin) filaments) 

Within the cardiomyocyte, the sarcomere is the funda-
mental unit, while calcium (Ca2+) is the key signalling ion 
of this process. Myocytes contract when the intracellular 
calcium concentration rises. To describe the ECP at cellular 
level, the Luo Rudy (LRII) model [2] [3], a well known 
cardiac cell model, is used and as a result, the action poten-
tial (AP) is calculated. A change in the concentration in the 
intracellular calcium produces a change in the action poten-
tial and is directly related to the kinetics at the protein level 
that are at the basis of cardiac contraction. Two protein 
chains are responsible for the basic contraction mechanisms 
in cardiac muscle (as shown in Fig. 1) at the sarcomere 
level. The actin-myosin sliding mechanism is well docu-
mented in cardiac literature [4] and is based on the chemical 
reactions of attachment and detachment between the actin 
and myosin protein chains. In this paper, the sliding mecha-
nisms and related kinetics, are determined by a four state 
model (4SM) [5]. 

To extend the coupling to a higher scale both models are 
implemented into a multi-scale model of the left ventricle 
(LV). The LRII and 4SM will provide a mathematical de-
scription of the sub-cellular and cellular scales and this will 
be an input within the LV model that will connect with the 
tissue and organ scales (e.g. it calculates, ventricular pres-
sure, energy and force (Fig. 2.)).  

This paper will present a multi-physics model of cardiac 
contraction that includes the ECP with dependence on the 
intracellular concentration ([Ca2+]) at different scales. To 
simulate the complex interactions between the different 
scales, from the cellular level to the muscle (tissue) level 
and organ level, an integrative approach, linking and modi-
fying the existing models that represent these scales will be 
presented in the sections that follow. 

 

Fig. 2 Coupling process from LR to LV via 4SM; based on [Ca2+] and 
[Ca2+] dependent actin-myosin-kinetics (kAM([Ca2+])) 
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II.   METHODS  

A.   Action Potential 

All cardiac cells have the ability to generate an electrical 
impulse, i.e. an AP. Therefore an initiated impulse will 
trigger the contraction from one cell to the next. Each car-
diac cell includes various time and voltage dependent chan-
nels [6] which are responsible for the behaviour and charac-
teristics of the AP. The AP is the combined result of all 
channel-currents and is measured at the membrane surface 
of a cell. It is divided into different phases as shown in  
Fig. 3. 

The fundamental ions affecting each phase of the AP are 
Na+, K+ and Ca2+. Dependent on their influx, efflux and 
concentration, all ion-specific channels that are related by 
the change a particular ion will also have an impact on the 
AP itself.  

 

 
 

Fig. 3 Phases of AP: Phase 1 – Depolarisation., Phase 2 - Plateau,   
Phase 3 - Repolarisation, Phase 4 – Resting potential 

B.   Luo Rudy Model 

The LRII model is widely used in the electrophysiology 
literature to simulate the AP. The numerical reconstruction 
of the ventricular AP is based on a Hodgkin-Huxley-type 
approach [7]. 

An advanced model of LRII by Livshitz and Rudy [8] 
accounts for the dynamic changes in ionic concentrations 
and ionic fluxes during the action potential and will be used 
further on this paper. The LRII model structure according to 
the processes that control myoplasmic concentrations of 
Ca2+, Na+, and K+ is shown in Fig. 4 [9].  

This model will use a set of differential equations based 
on [7] to calculate the action potential and the currents. The 
rate of change of membrane potential V is given by 

)stIt(I
Cdt

dV
+⋅=

1

 
(1) 

where C is the membrane capacitance, Ist is a stimulus cur-
rent and It is the sum of all ionic fluxes that carry a specific 
ion x. 

∑= xItI
 

(2)
 The general equation to calculate the current Ix of any chan-

nel is provided by 

)( xEmVxGAIxgxI −⋅⋅=
 

(3)
 

where x represents the specific ion, e.g. Ca2+, Na+, and K+, 
gx the total conductance, GAIx the fraction of channels that 
are open, Vm the membrane potential and Ex the Nernst 
potential. 

 

 

Fig. 4 Calcium dependence in Livshitz-Rudy model 

C.   Four State Model 

A change in the calcium concentration activates the proc-
ess of crossbridges (acting as extensions of myosin to attach 
and detach to actin). Changing myoplasmic Ca2+ concentra-
tion and myofilament sensitivity to Ca2+ are mainly attrib-
uted to the mechanism of Ca2+ contraction coupling in car-
diac muscle [10]. A link between the left ventricular 
pressure and the Ca2+ concentration may reveal the impact 
of regulatory proteins and kinetics of actin and myosin 
cross-bridge interaction on the calcium contraction coupling 
[11]. The model represents interactions between the actin 
and myosin for cross-bridge formation and includes the 
binding of Ca2+ to troponin C (TnC) on the actin myofila-
ment (TnCA).  

State 1 and 2 illustrate the phases of myosinheads (cross-
bridges) (M) not attached to actin (A). No force is generated 
by myosinheads due to their detached state. State 3 and 4 
show the phases of attached crossbridges, when force is 
generated. During state 2 and 3 calcium is strongly bound to 
troponin C (TnC) within the troponin complex located on 
the actin filament (A). 
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Fig. 5 Four State Model. TnCA, troponin C (TnC) protein molecule 
on the actin (A) myofilament; M, myosin head. ‘‘+’’ indicate strong 
bonds while ‘‘-‘‘ indicate weak bonds. K1, K2, K3 and K4 are meas-
ures of Ca2+-binding affinity. Ka , Kd and Kd’ are measures of cross-
bridge association and dissociation rates. 

 
The differential equations that describe this process are: 

][]][[
][

31 CaTnCAKTnCACaK
dt

TnCAd
+−=  

][' TnCAMKd+  
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][' CaTnCAMKd+
 

(5) 
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(6) 
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(7) 

][][
][

'4 TnCAMKCaTnCAMK
dt

TnCAMd
d−−=

 

       
            ]][[2 TnCAMCaK−  

(8) 

The total number of crossbridges will be calculated as  
follows: 
 

][][][ TnCAMCaTnCAMXA +=
 

  (9) 

D.   Left Ventricle Model 

To simulate the cardiac dynamics of the left ventricle we 
use the left ventricular model described in [1]. It represents  
 

 

different biological levels from the mechanisms of contrac-
tion up to the hemodynamics of the left ventricle. The 
model characterizes cardiac function via a set of equations 
that are described and calculated in [1]. The muscular en-
ergy (EXA) of the LV can be calculated based on the at-
tached and detached crossbridges (XA). This will provide a 
link to calculate the force (Fm) and left ventricular pressure 
(LVP) as follows: 

 
( )( )1log −⋅⋅+⋅= XAXABXAAE AAXA

 
(10)

   
( )mPXAAm EFEFF −⋅+⋅= 1

 
(11)

 

23 mT

m

LA

nF
LVP

⋅⋅

⋅=
 

(12) 

Full details of this formulation and its constants are pre-
sented in [1]. 

III.   RESULTS 

The mathematical model includes 25 ordinary differential 
equations (ODE), of which 18 ODE [8] in the LR II provide 
the intracellular calcium function needed to calculate the 
crossbridge kinetics in the 4SM. The kinetics are governed 
by additional 5 ODE described in [5], that are highly de-
pendent on [Ca2+]. The ODE in the 4SM supply an insight 
on the actin, myosin and troponin concentration at a particu-
lar time during an entire crossbridge cycle. Given the shown 
kinetics dependence on calcium that allows us to determine 
the proportion of attached and detached crossbridges (XA).  

The percentage of attached crossbridges is calculated by 
the following equation: 

 

XA =
[M Max] − [M]

[M Max]
=

[CaTnCAM] + [TnCAM]

[M Max]
 

(13) 

 

Distinguishing the LV muscular energy EXA is required 
to calculate other variables such as, Fm and LVP (Fig. 6). 
These are calculated using XA from the 4SM and further 
equations of the LV model [1] in a differential form to im-
plement and present the couple model in its entirety. 

Results were calculated, using the MATLAB® ODE 
suite. The coupling was achieved by a combination of ODE 
and algebraic equations, following [1] as a blueprint. Data 
paced at a cycle length of 400 ms is chosen according to 
related time-dependent initial conditions for the LR II from 
[8] and time-independent initial conditions for the 4SM and 
LV model from [5] and [1], respectively. 

[Ca2+] - [TnCA] - [Ca2+] - [TnCA+M] 
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IV.   DISCUSSION 

This model has been used successfully to study the me-
chanism of the cardiac ECP. Simulation results suggest that 
the coupled model is able to integrate well the calcium dy-
namics into the whole left ventricular model and is able to 
show different aspects of cardiac dynamics at different 
scales. Fig. 6 shows EXA, Fm and LVP, which are exemplary 
results of the macroscopic level based on the microscopic 
level as [Ca2+] and kAM([Ca2+]) (Fig. 2). The results show 
that the model exhibit high sensitivity to the crossbridge 
kinetics. Also, the specific behavior of CaTnCA within the 
kinetic model is a dominant and sensitive factor to deter-
mine the characteristics of other kinetic rates (Fig. 5). 
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Fig. 6 Normalized results for: LVP (blue line; divided by a factor of 120), 
Fm (dashed blue line) and EXA (green line) resulting from LV model with 
dependence on XA (dashed magenta line) from 4SM and [Ca2+] (red line; 
divided by a factor of 1.6) from LRII model 

V.   CONCLUSIONS  

In this paper we presented a multi-physics & multi-scale 
model of the LV. This model allows us to understand the 
consequences at the macroscopic (organ) level of the me-
chanisms of contraction in the heart. The overall coupling of 
the calcium dynamics that activates and affects the cross-
bridge kinetics from a protein to a cellular level, at the same 
time leads us to achieve and distinguish the mechanisms of 
ECP in the LV at an organ level. For future studies this 
multi-scale model can be used to understand how pharma-
cological intervention can affect cardiac contraction at dif-
ferent scales.  
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Abstract— Noncarious cervical lesions (NCCLs) restoration 
represents a unique clinical situation due to their multifacto-
rial etiology. Though the mechanical theory of cervical lesions 
formation is widely accepted, its mechanism is not fully under-
stood. The incidence of NCCL refers to the facial and oral as-
pects of the teeth. Finite Elements Method (FEM) were drawn 
up, applied with various occlusal forces and analyzed in order 
to observe the stress distribution. The standard biomechanical 
unit involves restorative material, tooth structure and inter-
face between the restoration and tooth. The purpose of this 
study was to examine the NCCL formation caused by occlusal 
forces and the behavior of restored and unrestored lesions.  

Keywords—  Finite Element Analysis, abfraction, cervical 
lesion, stress, displacement, restorative material. 

I.   INTRODUCTION  

Noncarious cervical lesions (NCCL) are considerable re-
storative challenges for the dentist. NCCL are defined as the 
loss of tooth structure at the cement-enamel junction. How-
ever, literature also describes other destructive processes 
that originate on the external surface of the tooth and affect 
it causing irreversible damage to the tooth structure, such as 
erosion, abrasion, attrition and abfraction. Dental erosion 
represents the physical results of loss of hard tissue caused 
by acid attack. Abrasion represents the pathological loss of 
hard tissue through abnormal mechanical processes. The 
term of dental attrition is used to describe the physiological 
wear of hard tissue. The term of abfraction describes a spe-
cial type of wedge shaped defect in the cervical region of 
the tooth.  

The tooth has not a rigid structure, hence it can suffer 
strains when various forces/loads are applied. Intraoral 
loads vary from 10N to 430N, the normal clinical values 
being considered of 70N [9]. One current hypothesis is that 
the tensile or compressive strains gradually produce micro 
fractures.  

Loads applied under various angles result in different 
flexures of the tooth: lateral flexure at occlusal loads of 40º 
or axial flexure at occlusal loads directed axially to the tooth 
(Fig.1).  

Lately, the numerical analysis methods have become in-
dispensable in solving engineering and biomechanical prob-
lems mainly due to their increasing reliability and accuracy. 

In the field of biomechanics, the finite element methods are 
able to address a wider range of problems than the conven-
tional methods, because of their structural and material 
complexity. However, both conventional and FEM present a 
major shortcoming concerning their inability to predict fail-
ure by fracture. 

The bulk of dentistry papers address the influence of den-
tal materials used in NCCL restorations focusing mainly on 
their retention/loss rates. Thus, there are few studies treating 
the biomechanical mechanism of NCCL and the selection of 
that restoration material which best exhibits the most appro-
priate elastic characteristics.  

The purpose of this study was a radical approach to the 
behavior of  an intact  and restored/unrestored tooth under-
going a mechanical load of various values.  
 

 

Fig. 1 Diagram of tooth flexure creating cervical stresses 

II.   MATERIALS AND METHODS 

A 2D mathematical finite elements analysis model was 
generated, using an intact normal human mandibular canine. 
The quality of the analysis results depends on the accuracy 
of the model. 

Properties of dental tissue are shown in Table 1. 

Table 1 Properties of dental tissue 

 
Materials 

Young’s modulus 
E 

[MPa] 

Poisson’s ratio μ 
 

Enamel 6,9.104 0,30 
Dentine 1,67.104 0,31 
PDL 12 0,45 
Bone 1,47.104 0,3 

Pulp 2 0,45 

Centric force 

cervical  
zone 

Eccentric force 

cervical 
zone 
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All materials were considered elastic (right proportion 
between stresses and specific strain and Hooke law valabil-
ity) and isotropic (with identical elastic characteristics on all 
directions). Longitudinal elastic modulus (Young’s modulus 
E) and Poisson’s ratio μ values for the materials used in the 
model were derived from standard texts [3].  

Numerical analysis was carried out using ALGOR-
Fempro solver. A plan model reproducing a vestibular and 
lingual section of the lower canine was created. A denser 
mesh with a large number of EF was built in the area of 
interest in order to obtain the best replica of the tooth and 
the most faithful analyses of the situation. To simulate ma-
terial continuity, all the parts of the dental structure are con-
sidered connected and forming whole body (Fig.2). 

Two situations of tooth loading were considered: 

a. Oblique nodal force at 40 degrees to vertical ap-
plied onto the vestibular aspect at h=8.993mm 
from cervical area of increasing magnitudes: 40, 
80, 120, 160, 200N (Fig.1.a.); 

b. Vertical nodal force of increasing magnitudes: 40, 
80, 120, 160, 200N applied onto the tip of the tooth 
(Fig.1.b.). 

The values of the loadings (40-200N) are considered “study 
loads” that cover the whole range of the clinical situations. 
The forces applied were of the same values, both for the 
vertical and tensile stress, in order to obtain the most accu-
rate results by means of comparison of the two situations. 

The study sets off from the working hypothesis that there 
are various differences in stress profile between healthy 
teeth and teeth with cervical enamel damage. 

III.   RESULTS 

The results of the present study are shown in the follow-
ing significant values: 

• Equivalent stress Von Mises σech;  
• Stress following tooth direction Z-Z; 
• Minimum main stress (compression effect) σ2; 
• Resultant displacement. 

Model I. Healthy tooth - lesion mechanism 

The present study used simulations of different values 
and positions of the loads, both vertical and oblique, on a 
healthy tooth. The result show that the most stress-prone 
area with the highest risk of mechanic damage is the cervi-
cal area of the tooth (Fig.1). 

 
 

A maximum stress at 0,1mm above the cervical line for 
an oblique load was noticed (Fig.3). 

The variation graphs for equivalent stress values of the 
eccentric and centric forces applied on the cervical interface  
were created (Fig.4, Fig.5). 

Model II. Tooth with cervical lesion  

Loads of different positions and magnitudes applied on a 
tooth with cervical lesion will lead to an increase of stress in 
the area.  

 

  
Fig. 2 2D model of the lower canine. 
Healthy tooth and tooth with lesion 

 
 

 
 

Fig. 3 Equivalent stress Von Mises distribution 
Curves of equal values corresponding to an eccentric force of F=160N 
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Fig. 4 Von Mises equivalent stress variation in the cervical interface for 
different position of a force: F=160N 
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Fig. 5 Comparison: eccentric force – centric force The node with maxi-
mum stress Von Mises values (0,1 mm from colet) 

 

Fig. 6 Displacements distribution for eccentric force of F=160N (curves 
and areas of equal stress) 

The lesion will become a stress concentrator with cracks 
propagating onto and into the tooth, ultimately leading to 
tooth fracture (Fig.7). 

The results obtained after simulations on a tooth le-
sionned on the cervical area were compared to those ob-
tained following simulations on a healthy tooth (Fig.8). 

The same values were considered of significance both for 
the healthy and lesionned tooth. 

Model III. Tooth with restored lesion 

Simulations on a restored lesion showed that after resto-
ration the values of the stress in all the elements of the den-
tal structure exhibited slight differences similar to those 
noticed in the healthy tooth (Fig.3, Fig.15). 

After restoration, both the stress concentrator in the bot-
tom of the cavity (Fig.16) and the displacement of stress 
towards the apex of the restoration will disappear (Fig.18). 

 
 

 

Fig. 7 Equivalent stress Von Mises distribution. Curves of equal values 
corresponding to a eccentric force of F=160N 
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Fig. 8 Comparison: intact tooth – tooth with cervical lesion for oblique 
force The node with maximum stress Von Mises values (0,1 mm from 
colet) 
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Fig. 9 Comparison: intact tooth – tooth with cervical lesion for centric 
force.  The node with maximum stress Von Mises values (0,1 mm from 
colet) 

Since the quality of any material is defined by its elastic 
characteristics (Young’s modulus E and Poisson’s ratio μ) it 
is extremely important to use those restoration materials 
which present the closest elastic characteristics to the mate-
rial to be restored.  

 
 

 
a. b. 

Fig. 10 Deformed  position of the lesion:  
a. eccentric force; b. centric force 

 

 

 

Fig. 11 Stress distribution following vertical axes of the tooth Z-Z in the 
bottom of the lesion for the eccentric force (positive values in the lesion) 

 

Fig. 12 Stress distribution following vertical axes of the tooth Z-Z in the 
bottom of the lesion for the centric force (negative values in the lesion) 

IV.   DISCUSSION 

Our study is based on the golden rule in engineering ac-
cording to which any stress will always follow the direction 
of the most rigid material, that is to say, of the material with 
the highest elastic modulus. 

The results obtained showed that:  
a. in the healthy tooth 
- maximum stress occurs in the cervical area irrespective 

of load direction (Fig.4); 
- maximum stress values occur at 0,1mm above the cer-

vical line (Fig.4.); 
- stress values in the cervical area increase with occlusal 

loads values (Fig.5); 
- Von Mises equivalent stress values for the same value 

of the load are higher for oblique loads (Fig.5). 
The results show that from a mechanic stand point, the 

maximum strain appears in the cervical area at 0,1 mm 
above the cervical line, irrespective of load direction. This 
is the area were the tooth is most exposed to flexure leading 
to a concentration of stress which increases with the occlu-
sal forces, ultimately leading to cracks. 
b. in the tooth with cervical lesion 
- Von Mises equivalent stress values are higher in the 

lesionned tooth than in the healthy tooth (Fig.8, Fig.9); 
- oblique loads lead to lateral flexure of the tooth and 

vertical loads lead to axial compression; 
- vertical direction of occlusal loads result in higher val-

ues of the stress in the lesionned area (Fig.13); 
- as a result of load direction on the tooth, a stretching of 

the tooth appears at oblique loads and a compression of 
the tooth appears at vertical loads (Fig.10); the phe-
nomenon determines positive maximum strain values in 
the bottom of the lesion (stretching strain) at oblique 
loads, respectively negative maximum strain values in 
the bottom of the lesion (compressive strain) at vertical 
loads (Fig.13); 

- maximum stress values appear in the bottom of the le-
sion which becomes a stress concentrator (Fig. 11, 
Fig.12); 
 

Maximum 
compressive stress 

Maximum 
tensile stress 

Compressive 
stresses 

Tensile 
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Fig. 13 Variation of maximum stresses Von Mises  values stress in the 
concentrator at various values of both eccentric and centric force 

- maximum stress values in the bottom of the lesion in-
crease with external loads (Fig.13); 

- the stress concentrator in the bottom of the lesion will 
lead, in time, to cracks and their propagation onto and 
into the tooth; this constitutes a risk factor for fracture 

c. in the restored tooth 
- after reconstruction, stress values in all structure ele-

ments register differences similar to those in the healthy 
tooth (Fig.3, Fig.14, Fig.16, Fig.17); 

- stress values in the dentine exhibit very close figures, 
indicating that the reconstruction material undergoes 
the same distribution of stress as the healthy tooth 
(Fig.17); 

- maximum strain in the reconstruction  appears in the 
bottom of it irrespective of the material used, direction 
and magnitude of loads; 

- considering that  maximum  strength  for  dentine ∼ σ a 

dentine = 105,5 MPa [5], it became clear that loads higher 
then F=80N will damage the tooth structure. 
 

 

Fig. 14 Equivalent stress Von Mises distribution 
Curves of equal values corresponding to a eccentric force of F=160N 
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Fig. 15 Von Mises stress values in the cervical interface for different posi-
tions of a oblique force F=160N 

 
 

 
 

Fig. 16 Detail - Equivalent stress Von Mises distribution 
Areas and curves of equal values corresponding to a  

eccentric force of F=160N 
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Fig. 17 Maximum Von Mises Stresses in the dentine. 
 Comparison: healthy tooth -  tooth with restoration 
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Fig. 18 Von Mises Stress along the cervical interface 

V.   CONCLUSIONS 

We appreciate that Finite Elements Method is a valuable 
complementary method which offers accurate images of the 
behavior of the structure under study, while being a nonin-
vasive method of analysis.  

With all the limitations of this numerical study, the fol-
lowing conclusions can be drawn: 

 
1. Any load applied on a tooth can result in enamel damage 
on the cervical area leading to NCCL and modest possibili-
ties of preventing the restart of the process.  
2. The cervical lesions induce a stress concentrator, which, 
in turn, leads to cracks on the surface of the enamel and 
even fracture of the tooth in the cervical area. 
3. As materials of choice in NCCL restorations, we suggest 
those with the closest elastic characteristics to the dental 
tissues to be replaced. 

FEM was also applied to analyze the behavior of restored 
lesions. The material fracture formulation is based on rotat-
ing crack model and propagation. The modeling technique 
presented offers an insightful understanding of the nonlinear 
relationship between loading capacity, damage and soften-
ing in multiple materials possible.  

The finite element code adopted allows an automatic in-
sertion of cracks, enables remeshing and accommodates self 
contact between the cracked interfaces. 

Numeric simulation of a NCCL process and its restora-
tions can became both an alternative to the clinical and ex-
perimental studies on the tooth behavior and a major part in 
selecting and developing biomaterials. 
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Abstract— Coronary artery diseases are at present com-
monly treated by minimally invasive treatment such as in-
travascular stents. However, such treatment is compromised 
by in-stent restenosis, a re-narrowing of the artery related to 
the injury of the vessel wall as a result of the local stress caused 
by the stent struts. The aim of this study is to develop a compu-
tational model to represent this tissue growth in a finite ele-
ment model of a stented coronary artery. 

A 1/6 symmetry section of a coronary artery was generated 
within ANSYS Mechanical APDL version 12.0 (ANSYS Inc.).  
A ‘ghost’ finite element mesh was used to represent the region 
of the vessel where neointimal growth is expected to occur.  
The model was used to assess the influence of the initial strain 
in the neointima on the stress state within the vessel under 
subsequent pulsatile pressure loading. 

These results suggest that, if the proliferative response 
within the neointima is related to local stress, some initial 
strain must be present during the deposition of the tissue.  A 
validated model has the potential to reduce the occurrence of 
restenosis through improved understanding of stent/artery 
interactions. 

Keywords— Restenosis, Stent, Finite Element Method. 

I.   INTRODUCTION  

Ischemic heart disease represents the most common 
cause of death in the world, and one of its manifestations is 
obstructive coronary artery disease [1]. 

Coronary artery disease is nowadays mostly treated with 
percutaneous coronary interventional procedures, in particu-
lar with stenting operations.  One of the main disadvantages 
of this technique is in-stent restenosis, a re-narrowing of the 
artery related to the injury of the vessel wall as a result of 
the local stress caused by the stent struts, which often oc-
curs a few months after this intervention [2]. 

Arteries have been studied for a long period, from vari-
ous points of view: morphology, physiology, anatomy, 
mechanical properties [3], in both animal models and hu-
mans. 

Vessel models in the literature tend to represent only the 
passive mechanical properties [4-5] when considering the 
interaction between the vessel wall and a stent; recent stud-
ies have included active vessel behavior, to improve under-
standing of restenosis [6] [7]. 

Boyle [7] studied the development of neointima using a 
cell-centred lattice-based approach. To represent the coro-
nary artery, three types of cells were modeled: smooth mus-
cle cells in their contractile or synthetic phenotype and 
endothelial cells.  Extracellular components taken in con-
sideration were extracellular matrix, matrix degrading fac-
tors and growth stimuli.  Finite element analysis was used to 
determine an initial stress-based injury criteria: stent de-
ployment into a hyperelastic cylinder was simulated using 
ABAQUS (SIMULIA).  This model does not take into con-
sideration the evolution of the stress state within the vessel 
during neointimal growth. 

The COAST (Complex Automata Simulation Technique) 
project [8] developed a multiscale framework: bulk flow, 
drug diffusion, and smooth muscle cell models were cou-
pled to predict restenosis following stent deployment.  After 
stent deployment, smooth muscle cell proliferation was 
shown to depend on the blood flow and drug concentration. 
A limitation of the model, with respect to the representation 
of the vessel and neointima, is that it considers the behav-
iour of smooth muscle cells and rupture of the internal elas-
tic lamina without considering the role of the extracellular 
matrix. 

The aim of this study is to propose a finite element model 
of stent expansion within the coronary artery to evaluate the 
stress distribution during stent implantation and the evolu-
tion of the state of stress during neointimal growth as a 
result of mechano-biological interactions. The novelty of 
this study is that the mechanical state of the vessel is up-
dated during the tissue growth response. 

It is proposed that a ‘ghost’ finite element mesh can be 
used to represent the region of the vessel where neointimal 
growth is expected to occur.  

An example of a first stage of neointima growth is simu-
lated by means of the modification of ‘ghost’ mesh proper-
ties: this represents change in neointimal constituents during 
the remodelling process.  The purpose of this initial work is 
to assess the feasibility of this approach and the influence of 
assumptions relating to the initial stress state of the neoin-
timal tissue.  
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II.   MATERIALS AND METHODS 

A.   The Stented Vessel Model with ‘Ghost’ Mesh 

A section of a coronary artery, with typical dimensions, 
was generated within ANSYS Mechanical APDL version 
12.0 (ANSYS Inc.): the aim of such a model is to capture 
both the stent expansion inside the vessel, with the subse-
quent stresses and strains, and the tissue growth inside the 
lumen, driven by a response to these mechanical stimuli.   

The model is symmetric and represents 1/6 of the section 
of a coronary vessel, as shown in figure 1. 

 
Fig. 1 Symmetric model of 1/6 of a vessel section 

It is proposed that a ‘ghost’ finite element mesh can be 
used to represent the region of the vessel where neointimal 
growth is expected to occur.  The effect on the stress state 
within the vessel is first evaluated under three distinct con-
ditions to assess the influence of the ‘ghost’ mesh behaviour 
on the solution. 

I. Vessel only (no ‘ghost’ mesh defined) 
II. Vessel with a ghost mesh in the inner side of the 

vessel (to represent potential neointimal tissue) 
with: 
a. “Killed elements” in the ghost mesh: killing 

elements allows the software to update the 
mesh geometry under loading without the 
generation of a stress state within the mate-
rial, and in particular does not store any strain 
information. 

b. Reduced material properties (Elastic modulus 
= 100 kPa): in this case the ghost mesh will 
contribute to a degree, dependant on the rela-
tive change in these properties, in determining 
the stress distribution within the vessel and 
neointima.  The state of strain will be updated 
as the ghost mesh deforms. 

Linear elastic material properties (E = 2 MPa) are assumed 
for the vessel. The geometry of the model is specified as 
follows: 

Vessel radius = 2 mm, Vessel thickness = 0.29 mm, 

Neointima thickness = 0.86 mm 

A single stent strut, represented by a rigid circular body of 
radius 0.1 mm, is displaced in the radial direction to a final 
position of 2.2 mm, as figure 2 shows, with contact defined 
between the strut and the inner vessel wall. A uniform pres-
sure of 16 kPa is applied to the inner vessel wall to repre-
sent the mean coronary artery pressure. 

X

Y

Z

 

Fig. 2 Expanded symmetry representation of vessel and stent struts 

The contact definition ensures that the stent does not 
“see” the presence of the ghost mesh and interacts only with 
the vessel inner surface. 

B.   Neointimal Growth and Pulsatile Pressure 

Following evaluation of the initial stress distribution re-
sulting from stent deployment, the early stage of neointimal 
growth has been simulated for both ‘ghost’ mesh models 
described above (II.a and II.b).  A thinner neointima 
(0.095mm) is defined to represent the initial stage of reste-
nosis. The test was then conducted in three steps:  

i. Stent strut displacement and mean coronary pres-
sure loading applied, 

ii. Update of ‘ghost’ mesh material properties to rep-
resent neointimal formation, followed by appli-
cation of the pressure to the new internal surface 
of the vessel, 

iii. Evaluation of stress distribution at minimum, mean 
and maximum coronary pressure values. 

The neointima is modelled with the same elastic modulus as 
the vessel and, as an initial simplifying hypothesis, neointimal 
growth is assumed to be homogeneous.  The range of coro-
nary pressures applied is illustrated in figure 3 (mean pressure: 
16 kPa, max pressure: 18 kPa, min pressure: 14 kPa). 
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Fig. 3 Variation in coronary pressures during cardiac cycle 

III.   RESULTS 

A.   Influence of ‘Ghost’ Mesh Properties on Vascular 
Stress Distribution 

An initial comparison was made of the stress distribution 
under application of only an internal pressure, with no strut 
displacement defined. In this case identical results were 
obtained with model I (simple vessel) and II.a (ghost mesh 
with killed elements), whilst the use of a reduced elastic 
modulus for the ghost mesh in model II.b gave very similar 
results, with peak stresses around 2% lower than the other 
two simulations (with E = 10 kPa for the ghost mesh). 

The stress distribution within the vessel wall after stent 
strut displacement and with application of a uniform inter-
nal pressure is shown for all models in figure 4a. 

A small difference is observed in the peak stresses be-
tween model I and II.a (<0.8% of the first principal stress), 
with small differences also between model I and model II.b 
(<0.3% for the 10 kPa ghost mesh).  The distribution of 
stress within the vessel wall is similar for all three models. 

Figure 4b shows results of three simulations in terms of 
first principal strains: the three models show the same strain  
through the vessel thickness. The main difference is  
observed between models II.a and II.b, where the update of 
strain in the ghost mesh is as expected, with no strain  
developed within the killed elements in II.a and a non-
uniform distribution of strain in the model II.b. 

 

 

Fig. 4 Comparison of a) stress and b) strain distribution after stent deploy-
ment and application of internal pressure to the vessel lumen.  I) Vessel 
only  II.a)  Vessel with killed element in neointimal ‘ghost’ mesh  II.b)  
Vessel with reduced stiffness in neointimal ‘ghost’ mesh 

B.   Neointimal Growth and Pulsatile Pressure 

Following the simulation of neointimal growth, through 
the update of material properties of the ‘ghost’ mesh, the 
stress distribution within the vessel was evaluated at the 
three representative pressure values.  Figure 5 shows the 
distribution of circumferential stress for all three models at 
the mean coronary pressure value.  The most significant 
variation in stress occurs within the neointima between 
models II.a and II.b. 

The variation of stress on the symmetry plane at the inner 
and outer surfaces of both the vessel wall and neointimal 
region at minimum and maximum pressures is reported in 
table 1.   

 

 
 

 

 

 

Fig. 5 Variation in circumferential stress for the three model types at the mean coronary pressure loading.  I) Vessel only  II.a)  Vessel with killed 
elements II.b)  Vessel with strain update 
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These results also demonstrate the large changes in 
neointimal stress observed between models II.a and II.b, 
although the stress distribution within the vessel is still 
comparable. 

Table 1 Variation in circumferential stress with model type and applied 
pressure at the inner and outer surfaces of both the vessel and the neointima 
regions 

  Circumferential stress (kPa) 

  Inner 
vessel 

Outer 
vessel 

Inner 
neointima 

Outer 
neointima

Pmin 486 265 N/A N/A 
I 

Pmax 483 284 N/A N/A 

Pmin 485 264 3 -1 
II.a 

Pmax 485 282 -1 1 

Pmin 455 231 448 384 
II.b 

Pmax 455 246 445 386 

IV.   DISCUSSION 

The models presented in this study examine variations in 
the initial strain of neointimal tissue generated in response 
to vascular injury after stent deployment.  It is unknown 
whether new tissue is generated with a state of strain similar 
to the tissue in the arterial wall or in a stress free state.  In 
order to understand the relationship between restenosis and 
the changes in structural response of the vessel during the 
remodeling process, it is necessary to develop hypotheses 
which describe the relationship between structural stress 
and biological processes occurring within the tissue.  De-
velopment of these hypotheses and implementation within 
this modeling framework will form the basis of future work.  
The simple hypothesis of homogeneous neointimal growth 
along the circumference of the vessel requires sophistica-
tion.  Spatial localisation of the neointima could be included 
within the model through a local stress rule.  However, 
regardless of the localisation of growth, the results pre-
sented here suggest that, if the proliferative response within 
the neointima is related to local stress, some initial strain 
must be present during the deposition of the tissue.   

It should also be noted that a purely structural approach 
is unlikely to fully describe the mechanisms associated with 
the cessation of the process of restenosis.  The ultimate aim 
of this research is the combination of the modeling  
framework presented here with existing models of the  

proliferative response to variations in fluid shear shear 
stress [6]. 

V.   CONCLUSIONS 

This study has examined the influence of the initial strain 
of neointimal tissue on the stress distribution within a 
stented artery under pulsatile pressure loading.  Further 
work will develop hypotheses of the mechano-biology of 
neointimal formation, implement these within the modeling 
framework and validate model outcomes.  A validated mod-
el has the potential to reduce the occurrence of restenosis 
through improved understanding of stent/artery interactions. 
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Abstract— Synthetic inhibitors for MMPs may become ef-
fective if they include a functional group as hydroxamic acid, 
carboxylic acid, sulfhydryl, etc. capable of binding the catalytic 
Zn, while at least one functional group provides a hydrogen 
bond interaction with the enzyme backbone, and one or more 
side chains will undergo effective van der Waals interactions 
with the enzyme subsites. 

Due to the fact that previous clinical trials that have used 
small inhibitor molecules and especially hydroxamic derivatives 
(batiamastat, marimastat) have shown poor clinical results and 
even malignancy rebound, the next generation of MMP inhibi-
tors is directed toward exodomain-substrate interactions. 

In the present study we have docked both known and ex-
perimentally tested inhibitors and also new proposed inhibitor 
models. Then we have compared binding affinities of the 
known compounds with those of three newly proposed ligands. 

The purpose of this study was evaluate the affinity degree of 
these hypothetic hybrid inhibitors for the catalytic domain of 
MMP13. 

The docking study performed with the open source software 
Autodock Vina, have generated promising results regarding 
the possibility to propose hypothetical but potent hybrid hy-
droxamic-allosteric inhibitors for the catalytic domain of 
MMP. Interactions between the newly proposed ligands and 
the catalytic site of MMP13 show new interesting alternative 
options for tunnel-like catalytic site enzymes. It appears that 
the direct Zn ion coordination is not solely responsible for 
enzyme inhibition but also allosteric inhibition may play an 
important role. 

Our results show that the proposed inhibitors, nominated as 
ligands 3, 4 and 5, mainly  dihydroxamic derivatives of di-
phenylether, has both hydroxamic potency but als the ability to 
perform allosteric inhibition at least for MMP13 catalytic site. 

Further studies will consider evaluation of these theoretical 
inhibitors by docking on other MMPs with different S1' pock-
ets.Regarding the proposed extended docking studies, we sup-
pose that the synthesis of ligand-5 and the experimental data 
should confirm our molecular docking results. 

Keywords— molecular docking, metalloproteinase, synthetic 
inhibitor, hydroxamate. 

I.   INTRODUCTION  

Matrix metalloproteinases (MMP) are representative en-
zymes involved in decomposition of the natural compounds 

in the extracellular matrix [1,2]. Zn and Ca are essential 
ions for these enzymes activity. Even if MMP plays impor-
tant roles in physiological processes, their overexpression 
plays also crucial roles in pathological processes as multiple 
sclerosis, arthritis, Alzheimer disease and especially in 
cancer and metastasis [3].   

Interactions between ligands and substrate macromole-
cules – as enzyme-substrate or enzyme-inhibitor interac-
tions – can be explored by molecular docking. Most of the 
methods are using molecular modeling algorithms that may 
involve either the exhaustive exploration of all possible 
ligand conformations and their relative position according 
to the enzyme. Some new software as Autodock Vina [4] is 
faster than the classical ones and are recommended to be 
used in ligand screening methods.  Any MMP catalytic site 
is characterized by a Zn atom and a conserved zinc binding 
motif, HExxHxxGxxH. Synthetic inhibitors for MMPs may 
become effective if they include a functional group as hy-
droxamic acid, carboxylic acid, sulfhydryl, etc. capable of 
binding the catalytic Zn, while at least one functional group 
provides a hydrogen bond interaction with the enzyme 
backbone, and one or more side chains will undergo effec-
tive van der Waals interactions with the enzyme subsites. 

II.   PURPOSE 

Due to the fact that previous clinical trials that have used 
small inhibitor molecules and especially hydroxamic deriva-
tives (batiamastat, marimastat) have shown poor clinical 
results and even malignancy rebound, the next generation of 
MMP inhibitors is directed toward exodomain-substrate 
interactions [5]. The third generation of MMP inhibitors 
show no Zn-biding activity and exploits the presence and 
depth of the S1' pocket in most metalloproteases. As MMP13 
shows a peculiar S1' loop on an additional S1' pocket side, 
and regarding the previous experimental data obtained by 
Johnson et al [6], we have imagined three new hybrid com-
pounds that conserve either the hydroxamic group and also 
develop an exosite-compliant domain.  

In the present study we have used the technique of  
molecular docking to explore the possibility of designing 
new selective inhibitors for MMPs based on an allosteric 
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regulation philosophy. Docking experiments were per-
formed either on experimentally tested inhibitors and also 
on three new proposed inhibitor models. We have compared 
binding affinities of the known compounds with those of 
proposed ligands. 

The purpose of this study was evaluate the affinity de-
gree of these hypothetic hybrid inhibitors for the catalytic 
domain of MMP13. 

III.   MATERIAL AND METHODS 

We considered useful to apply molecular docking 
method that attempts to predict non-covalent binding be-
tween a macromolecule (here a metallo-enzyme, MMP13) 
and a small molecule (MMP inhibitors) starting from their 
unbounded structures. Docking methods are reproducing 
chemical potentials, and thus the bound conformation pref-
erence and the free binding energy [7].  

In our docking study we have used a new program for 
molecular docking and virtual screening, Autodock Vina 
[4]. Vina uses Iterated Global Local Optimizer [8] which, 
briefly, uses a succession of steps consisting of a mutation, 
followed by a local optimization. In each step, the method 
of Broyden-Fletcher-Goldfarb-Shanno (BFGS) [9] is used 
for the local optimization that uses not only the scoring 
value but also its gradient. 

While the algorithm implemented in Vina is based on a 
heuristic scoring function, its computes for at least 4 times 
faster than other docking software. By using multithreading, 
Vina can further speed up the execution by taking advan-
tage of multiple CPUs or CPU cores. [4, 7]. 

Crystal structures for MMP13 (PDBID:830c) and the 
two known hydroxamic derivative inhibitors were chosen 
from ProteinDataBank [10]. In our study, for con- 
venience, the known ligands were nominated as  
ligand-1(4-[4-(4-chloro-phenoxy)-benzene-sulfonylmethyl]-
tetrahydro-pyran-4-carboxylic acid hydroxyamide) [11] and 
ligand-2 (2-{4-[4-(4-chloro-phenoxy)-benzenesulfonyl]-
tetrahydro-pyran-4-yl}-n-hydroxy-acetamide) [12]. New 
proposed ligands were depicted as ligand-3, 4 and 5 respec-
tively, and they represent ideal constructs, nominated as 
dihydroxamic derivatives of diphenylether (table 1). 

Models visualization and graphic representation was per-
formed by VMD, a molecular visualization program for 
displaying, animating, and analyzing large biomolecular 
systems using 3-D graphics and built-in scripting [13]. 

IV.   RESULTS 

The docking study performed with the open source soft-
ware Autodock Vina, have generated promising results 
regarding the possibility to propose hypothetical but potent 

hybrid hydroxamic-allosteric inhibitors for the catalytic 
domain of MMPs. In table 1 we are showing the docking 
results generated for three newly imagined MMP inhibitors, 
compared to two already described inhibitors with known 
crystallographic structure in complex with MMP-13 (colla-
genase 3). Affinity scores obtained for the described inhibi-
tors are correlated with experimental data described in lit-
erature [6]. 

Table 1 Gibbs free energy of binding for 5 different MMP13 inhibitors 

MMP Inhibitor 

Gibbs free 
energy of 
binding 

(kcal/mol) 

Chemical formula 

LIGAND 1 
4-[4-(4-chloro-
phenoxy)-
benzenesulfonyl-
methyl]- tetrahydro-
pyran-4-carboxylic 
acid hydroxyamide 

-9.6 

 

LIGAND 2 
2-{4-[4-(4-chloro-
phenoxy)-
benzenesulfonyl]- 
tetrahydro-pyran-4-
yl}-n-hydroxy-
acetamide 

-7,2 

LIGAND 3 
PROPOSED MODEL

-9,8 

LIGAND 4 
PROPOSED MODEL

-10,3 

LIGAND 5 
PROPOSED MODEL

-11,1 

We observed that ligand-5 experimental has the highest 
affinity for the MMP-13 catalytic site (free Gibbs energy of 
-11,1 kcal/mol). Moreover, all three newly imagined inhibi-
tors show higher affinities than previous known inhibitors 
(ligand 3  = -9,8 kcal/mol and ligand 4 = -10,3 kcal/mol, 
compared to ligand 1 = -9,6kcal/mol and ligand 2 = -7,2 
kcal/mol). The proposed structures for docked ligand-3, -4, 
and -5 are depicted in figure 1; ligand 5 seems to realize an 
optimal fit into the catalytic site (Fig. 1).  

Due to the fact that we have performed a comparative 
analysis between experimental data that shows only the Ki 
and not the free energy values, and while conversion  
between these constants ranges high output errors, we have 
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performed also a docking analysis for the compounds used 
in the mentioned experiments [11]. Thus, on the MMP13 
crystallographic structure we have docked ligand-1 and 
ligand-2 (see table 1) and we have obtained a good agree-
ment with the experimental structure. 

 

Fig. 1 Docking results for the new proposed dihydroxamic derivatives 
of diphenylether, nominated as ligand-3, -4 and -5. Posed conforma-
tions with the most favorable binding energy are located deep in the 
catalytic site tunnel 

While during docking process, the mobility of the side 
chains was limited, the position of the hydroxamic group is a 
little bit displaced from the crystallographic results (Fig. 2). 

Observing that the inhibitor position in the catalytic site is 
very close to the crystallographic location, we may consider 
that the values resulted from docking analysis are repro-
ducible and may be subject for further synthesis process. 

 

Fig. 2 Ribbon model of MMP13 catalytic site (yellow) with bound ligand 1 
(in blue stick-ball model, crystallographic structure; in CPK model, the 
docked structure by Autodock Vina). Zn ion - large blue sphere. 

Then, experimental data [11] shows that ligand-1 
(Ki=0.52nM) is a more potent inhibitor than ligand-2 
(Ki=1.9nM) [12], fact that is also demonstrated by docking 
procedure using Autodock Vina. 

V.   DISCUSSIONS 

Interactions between the newly proposed ligands and the 
catalytic site of MMP13 show new interesting alternative 
options for tunnel-like catalytic site enzymes. It appears that 
the direct Zn ion coordination is not solely responsible for 
enzyme inhibition but also allosteric inhibition may play an 
important role. Allosteric control of MMP2 action on gela-
tin was demonstrated by Ingvarsen et al [14].  

As the tested compounds, whose crystallographic struc-
ture is described in complex with MMP13 (PDBID:830c), 
both contain a phenoxy-benzensulfone group, we have 
imagined a symmetrical molecule (ligand 3) with conserved 
the aromatic bicyclic structure on which we have grafted 
two hydroxamic terminal groups, obtaining three dihydrox-
amic derivatives of diphenylether. Hydrophobic ligand 
areas are interacting with complementary areas in the 
MMP13 catalytic tunnel (Fig. 3). Ligand-4 has a supple-
mentary aromatic group, interacting with Pro242 and Ile 
243 in the S1' loop. Ligand 5 has a supplementary hydroxyl 
group that is defining probably  hydrogen bridge with Gly 
183. The most important aminoacid in this relation between 
the inhibitor ligand 4 or 5 and the MMP13 catalytic site is 
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Leu185. The aliphatic non-linear side chain of Leu185 goes 
parallel with the neighbor aromatic cycle, insuring a large 
contact surface between the enzyme hydrophobic pocket 
and the designed inhibitor. 

      

Fig. 3 Surface model of MMP13 catalytic site hydrophobic (yellow) and 
hydrophillic areas with bound ligand 5 (CPK stick-ball mode). 

Ligand-5 is able to form H-bonds with Gly183 and at the 
same time an extended apolar contact with Leu185, areas 
that are not classic described as Zn coordination sites. Thus, 
ligand-5 appears to be the best option prom the proposed 
inhibitors that will be able to perform allosteric modulation 
of MMP catalytic site activity. 

VI.   CONCLUSIONS  

Our results show that the proposed inhibitors, nominated 
as ligands 3, 4 and 5, mainly  dihydroxamic derivatives of 
diphenylether, has both hydroxamic potency but also the 
ability to perform allosteric inhibition at least for MMP13 
catalytic site. 

Further studies will consider evaluation of these theoreti-
cal inhibitors by docking on other MMPs with different S1' 
pockets. 

Regarding the proposed extended docking studies, we 
suppose that the synthesis of ligand-5 and the experimental 
data should confirm our molecular docking results.  
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Abstract— The  medical students’ interest in case studies 
used as an instructional strategy in modern medical education 
and in  teaching tools like virtual patients and simulations is 
growing. Professional skills and knowledge about palliative 
care are widely accepted to be deficient and the medical care in 
palliative care settings remains inadequate. Reduced student-
patient contact times in hospitals, mainly in palliative care 
settings with progressive chronic disease patients and increas-
ing cost of technology means generated the need to create 
innovative methods that help students develop their clinical 
skills. Palliative medicine interactive clinical case study simula-
tion (ICCSS) offers a cost-effective method to measure the 
impact of this virtual instructional tool on the students’ clinical 
skills. It helped us to measure and compare their choices made 
in diagnosis, treatment, and follow-up process prior and after 
an educational module in palliative medicine. By simulating 
the most common patient profiles for palliative medicine, the 
interactive clinical case study simulation (ICCSS) allowed us to 
record the students’ diagnostic and treatment decisions, to 
show the likely outcome of each decision, and to provide indi-
vidualized feedback to identify and correct inappropriate 
decisions. 

The interactive clinical case study simulation (ICCSS) can 
be successfully integrated with face-to-face teaching in pallia-
tive medicine like a supportive  and innovative  educational 
method. 

Keywords— interactive clinical case study simulations, edu-
cational tool, palliative medicine, effectiveness, medical stu-
dents. 

I.   INTRODUCTION  

Modern computer technology has made possible the crea-
tion of simulated clinical experience and the precise meas-
urement of patterns of clinical decision making. [1,2].  
Reduced student-patient contact times in hospitals, mainly in 
palliative care settings with progressive chronic disease 
patients and increasing cost of technology means generated 
the need to create innovative methods that help students  to 
develop their clinical skills. In addition  the current methods 
for assessing changes in students’ clinical practice by means 
of direct observation are  too costly and time-consuming and 
this also rise the need to develop alternative to traditional 

medical education [3,5,7]. E-Learning tools like virtual 
patients allow to help students to develop their clinical 
reasoning skills, without putting the patient at risk 
[4,6,].These educational methods maximize learning process 
offering exposure to new ideas and active discussions 
concerning: bad news communication strategy, differential 
diagnosis of the disease complications, alternative plans, 
prognostic estimations in quantitative terms. The learner has 
the opportunity to revise diagnosticand treatment decisions 
and is guided toward the optimal diagnosis and appropriate 
treatment. Clinical case  simulations can assess clinical com-
petence and provide an individualized educational experi-
ence. This kind of interactive technology environment can 
deliver complex  data rapidly and at a lower cost than any 
other outcome measurement strategy. The interactive case 
study also appreciates the learner’s behavior, it generates 
data of  greate validity and it can be distributed and adminis-
tered entirely by computer,  with a minimal commitment of 
time and resources. [9,10.11,12 ]. There is also a potential for 
collaborative learning to break the isolation of learners  realized 
in computer-based learning technologies. Advances in synchro-
nous distance education and collaborative technologies like 
Weblogs, message boards, chats, e-mail, and teleconferencing 
are making such collaborative learning more readily available. 

II.   METHODS 

Three interactive clinical case study simulations (ICCSS) 
were created by loading specific case information into a pre-
programmed software template that has been designed to 
mimic the clinical diagnostic process, treatment selection 
and  follow-up criterias in palliative medicine. 

The aim was the improvement of palliative care educa-
tion of medical students. The goals were to:  

(1) improve physician communications skills in regard to 
breaking bad news and end-of-life care;  

(2) integrate evidence-based medicine into patient recom-
mendations; and  

(3) enhance clinical skills in the practice of palliative medi-
cine, particularly the symptoms’, evaluation, diagnostic 
decision, new complications recognising and manage-
ment of total suffering. 
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These simulations were constructed as text-only module, as 
multimedia module with audio, video, and animation for 
maximum educational impact, and as an intermediate blend 
of text and multimedia. We  recorded a group of 40  stu-
dents’  baseline skills and knowledge in palliative medicine 
prior to the interactive clinical case study simulations 
(ICCSS) sessions. We administered the educational module 
in palliative medicine with  interactive clinical case study 
simulations (ICCSS) to the same group of students  and we 
appreciated  the students’  improvements in making diag-
nostic and treatment decisions, the ability to recognise and 
correct inappropriate decisions and the impact of the educa-
tional programme on the students’ clinical thinking. Three 
interactive clinical case study simulations included multi-
media material, images, movies and audio recordings about 
an advanced breast cancer patient, liver chirrosis with hepa-
tocarcinoma and a stage IV chronic obstructive pulmonary 
disease patient . The interactivity was based on quantitative 
and qualitative feedback. The interactive clinical case study 
simulations recorded every decision the students made in 
diagnosis, treatment, and follow-up. 

III.   RESULTS  

A number of 14 medical students ( 35%) out of 40 per-
formed correct diagnostic and treatment decisions prior  to 
the educational program in palliative medicine with interac-
tive clinical case study simulations ( ICCSS ), in compari-
son with  35 students (87 %) which selected  correct   the 
diagnostic, treatment and the follow –up criterias after the 
ICCSS palliative medicine module.(p<0,004). 

In addition, 21 students (52%) recognised their previous 
errors and  corrected them. 

Palliative medicine interactive clinical case study simula-
tions (ICCSS) offers a cost-effective method for measuring 
the impact of this virtual instructional tool on the students’ 
clinical skills. It helped us to appreciate their choices made 
in diagnosis, treatment, and follow-up process. By simulat-
ing the most common patient profiles for palliative medi-
cine , the interactive clinical case study simulations 
(ICCSS) allowed us to: 

-record the students’ diagnostic and treatment decisions, 
-show the likely outcome of each decision, and 
-provide individualized feedback to identify and correct 
inappropriate decisions. 

Most of the students considered that working with  ICCS  
was fun and the  format appealing. They found the cases 
interesting , the knowledge base of the cases appropriate 
and the key feature of the cases relevant for their clinical 
practice. 

IV.   DISCUSSIONS 

Medical educators are facing different challenges than 
their predecessors in teaching tomorrow’s physicians. The 
multiple changes in health care delivery and the advances in 
medicine have increased demands on academic faculty, 
resulting in less time for teaching than has previously been 
the case. 

For “new” fields such as palliative care, and complemen-
tary medicine or  genomics and geriatrics, is difficult to find 
time for teaching when medical school curricula are already 
challenged to cover conventional materials.

 
Traditional 

educator-centered teaching is yielding to a learner-centered 
model and the recent shift toward competency-based curric-
ula emphasizes the learning outcome, not the process, of 
education.[8] 

The Federal Interagency Working Group on Information 
Technology Research and Development has recommended 
the establishment of centers to explore “new delivery modes 
for educating medical practitioners and providing 
continuing medical education”.[ 11, 16, 20 ]. 

Simulation based learning provides: 

-interactive learning in virtual clinical setting  
-with no risk to patient and  
-no liability for error and  
-ability to provide real life clinical experience for 
superior learning.  

The more advanced and sophisticated computers simulation 
based e-learning products allow  students and medical 
professionals:  

-to easily learn complex medical processes and  
-perfect their skills.  

Simulation learning challenge and motivate students and 
help them to identify their own strengths and weaknesses. 

The important benefits of interactive clinical case 
simulations are: 

-better retention, understand better, 
-remember longer and decide faster,  
-critical thinking development,   
-freedom to make mistakes and learn from them,  
-schedule learning anytime anywhere. 

The interactive clinical case study simulations (ICCSS) in 
palliative medicine fits that description. 

Many studies of collaborative and interactive  learning in 
medicine have shown higher levels of learner satisfaction, 
improvements in knowledge, self-awareness, understanding 
of concepts, achievement of course objectives, and changes 
in practice.[ 12,13,14,15]. 

A growing emphasis on competency-based  medical edu-
cation has forced educators to reevaluate their traditional 
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roles.
 
In this changing time, educators no longer serve as the 

sole distributors of content, but are becoming facilitators of 
learning and assessors of competency. The interactive clini-
cal case study simulations (ICCSS) in palliative medicine 
offer the opportunity for educators to evolve into this new 
role by providing them with new resources to facilitate the 
learning process.  

We have found the interactive clinical case study simula-
tion (ICCSS) to be a useful teaching and assessment tool 
integrated in the palliative medicine module. It allows  
learning to be individualized (adaptive learning), enhancing 
learners’ interactions with others (collaborative learning), 
and transforming the role of the teacher.  

Learning enhancement permits greater learner interactiv-
ity and promotes learners’ efficiency, motivation, cognitive 
effectiveness, and flexibility of learning style. By enabling 
learners to be more active participants,  the interactive clini-
cal case study simulation (ICCSS) can motivate them to 
become more engaged with the content. 

 
Interactive learning 

shifts the focus from a passive, teacher-centered model to 
one that is active and learner-centered, offering a stronger 
learning stimulus. Interactivity helps to maintain the 
learner’s interest and provides a means for individual prac-
tice and reinforcement. Learners have control over the con-
tent, learning sequence, pace of learning, time.  All these 
allow them to tailor their learning style and experience to 
meet personal learning objectives. 

The learning process efficiency  is likely to translate into 
improved motivation and performance,  resulting in better 
achievement of knowledge, skills, and attitudes. The inter-
active clinical case study simulation (ICCSS) and multime-
dia learning materials offers learners the flexibility to select 
options to accommodate their diverse learning styles. The 
integration of this educational method into medical educa-
tion can favour the shift toward educators more involved as 
facilitators of learning and assessors of competency. [13, 
14] . 

The good correlation between the observer's (examiner) 
and the recipient's (medical student) perception of this 
educational tool  provides evidence of the validity of the 
assessment. Future areas for research may include assessing 
contexts for effective use of interactive technology envi-
ronment in medical education, the adaptation of  this educa-
tional tools to a wide variety of medical specialties and 
clinical settings, an exploration of methods for simplifying 
the e-learning creation process to gain wider acceptance and 
the use of a multimedia instructional design process by 
medical educators. In addition. data from ongoing evauation 
will also allow curricular refinement.  

V.   CONCLUSIONS  

The use of the interactive clinical case study simulations 
in palliative medicine demontrated effectiveness  improving 
the students’ scores on case study exercises and offered the 
oportunity to identify and correct inappropriate decisions. 
The interactive clinical case study simulations were used as  
supplementary learning and formative feedback resource for 
students in  a self-directed learning process. 

Case-based e-learning can be successfully integrated with 
face-to-face teaching in palliative medicine like a supportive 
and innovative  educational method.  

Virtual patients and computerized teaching methods in  
palliative medicine education are powerful tools for 
healthcare educators, offering  the right content when and 
where they need it.  

However, because students often focus on the decision to 
provide or withhold the  palliative care intervention, rather 
than paying attention to the patients’ and families’ values 
and concerns , face to face education (student- real patient) 
must be associated, mainly to improve students’ 
communications skills.  

This two educational methods could not be used 
interchangeably but integrated. 
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Abstract— The major limitation of the current percutane-
ous pulmonary valve implantation (PPVI) device is stent frac-
ture. In this study, patient-specific analyses were developed to 
reproduce the realistic loading conditions experienced by the 
device in-situ, in order to predict fractures. 

Biplane fluoroscopy images of 5 patients who underwent 
PPVI and experienced fracture were used to reconstruct the 
3D in-situ device geometry at 3 different times of the proce-
dure and cardiac cycle (end of balloon inflation, early systole 
and diastole). From the superimposition of these 3 stent con-
figurations, the displacements of the strut junctions of the stent 
were measured. Asymmetries were calculated in all 3 orthogo-
nal directions for every instant reproduced. 

A finite element (FE) model of the stent in the initial 
crimped configuration was created. The previously measured 
displacements were applied to 2 nodes of the FE stent model in 
the corresponding strut junction, and the stent deployment 
history was reproduced for each patient. A fatigue study was 
performed using the Goodman method and the Sines criterion. 
Both these methods were able to predict stent fracture in every 
analysed case. Furthermore, the zones with the highest risk of 
fracture predicted by the simulations included the areas where 
fractures were actually detected from X-rays images.  

Keywords— Percutaneous pulmonary valved stent, Patient-
specific, Finite element analysis, Mechanical fatigue, Fluoros-
copy images. 

I.   INTRODUCTION  

Percutaneous pulmonary valve implantation (PPVI) tech-
nique is based on the concept that a bovine jugular venous 
valve sewn inside a balloon expandable stent (MelodyTM, 
Medtronic Inc., USA) can be reduced in size by crimping it 
into a catheter, and then introduced through a peripheral 
vessel to the desired implantation site in the heart. 

Although nowadays PPVI is a successful alternative to 
surgery for patients with pulmonary valve dysfunction [1], 
stent fractures remain one of the major limitations of this 
technique [2]. Both bench experiments and computational 
analyses developed in the past were not able to predict this 
problem observed in the clinical experience [3, 4, 5]. This 
suggests that both experimental set-up and finite element 

(FE) analysis incorrectly reproduced the stent in vivo load-
ing conditions.  

The aim of this study was to enhance the modelling of 
PPVI loading conditions by reproducing patient-specific 
procedures in order to investigate stent fractures. 

II.   MATERIAL AND METHODS 

A.   Patients’ Selection 

Five patients (named patients I to V) who underwent 
PPVI and experienced fracture were chosen. Criteria for 
patients’ selection were the following ones: (i) PPVI proce-
dure should have been done in a catheterization laboratory 
equipped with Axiom Artis Flat Detector system (Siemens, 
Germany) to eliminate image distortion [3, 6]; (ii) fluoros-
copy exams should have been performed with the arm posi-
tions in the antero-posterior and perpendicular-lateral pro-
jections, in order to have projections of the device in 2 
orthogonal planes; (iii) fluoroscopic images should have 
been visible throughout the balloon expansion procedure 
and at least one cardiac cycle at implantation completed.  

Patients’ age at the time of implant was between 10 and 
18 years, and fractures were detected from X-rays images 
between the 1st and the 6th month after device implantation 
in all patients. The exact location of these fractures was 
detected from X-rays examination.  

Informed consent for research use was given by the pa-
tients or by their parents in case of minor age. 

B.   Reconstruction from Fluoroscopy Images 

Orthogonal 2D X-ray projections from PPVI fluoroscopy 
images allowed 3D in-situ stent reconstructions [3]. This 
was achieved by identifying the intersection points between 
the struts forming the stent in both fluoroscopy projections; 
these points were then projected into the 3D space by trac-
ing parallel rays (CAD software Rhinoceros, McNeel, 
USA). The intersection points between the rays determined 
the position of the strut junctions in the 3D space. The  
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junctions were subsequently joined together by straight 
segments to reproduce the zigzag wires of the device, and 
consequently the whole structure. The length of the recon-
structed segments (Lrec) was measured and compared to the 
real length (Lreal) of the stent struts, in order to estimate the 
reconstruction error as follows: 

real

realrec

L

LL
Error

−
=[%]                        (1) 

The stent configuration was reconstructed for each patient at 
the end of balloon inflation (pre-recoil), at early systole and 
at diastole in every patient. The 3D reconstructions were 
then aligned according to 2 axes and superimposed in order 
to eliminate stent rigid displacements due to heart beating 
and respiration motions. From this, it was possible to calcu-
late the displacements of every junction point from the pre-
recoil state through systole to diastole. Circumferential, 
radial and longitudinal asymmetries [3] were calculated for 
every patient, at the pre-recoil, systole and diastole steps. 

C.   Finite Element Modelling 

PPVI MelodyTM stent is made of 90%Platinum-
10%Iridium alloy with golden thick sleeves around the 
intersection junctions for reinforcement of the wire welding. 
The stent geometry for FE analysis was reproduced in the 
initial crimped status of the device into the catheter. A 
structured hexahedral mesh of 119,360 elements was used 
to model the platinum-iridium stent structure. To reproduce 
the golden coverings, an additional set of elements with 
depth of 0.025 mm was modelled around the junctions and a 
structured hexahedral mesh was generated using 36,320 
elements. Geometrical and material properties [3, 7] are 
listed in Table 1. 

Patient-specific stent deployment configurations were 
replicated in ABAQUS/Standard (Simulia, USA) using 
nodal displacement boundary conditions. These displace-
ments were those previously measured from the device 
reconstructions at different times of the procedure and car-
diac cycle (II.B). In particular, nodal displacements (x and y 
directions) were applied to 2 internal nodes of each strut 
junction of the stent. Due to this type of displacement con-
dition, some of the elements surrounding these nodes re-
sulted distorted, causing an abnormal stress distribution. 
Therefore, a set of 128 elements for every internal strut 
junctions and of 48 elements for every external strut junc-
tion, as well as the golden reinforcement elements, was 
subtracted from the model for the analysis of stress results. 
This hypothesis can be considered conceivable as fractures  
 

Table 1  Stent geometrical and material properties 

Wire diameter 0.33 mm 
Initial internal diameter 4.00 mm 
Initial overall length 34.32 mm 
Central zig-zag segment length 5.78 mm 
Terminal zig-zag segment length 5.62 mm 
 
PLATINUM 

 

Young modulus 224 GPa 
Poisson ratio 
Yield stress 
Ultimate strength, Sult 

Fatigue endurance strength, Se 

 

GOLD 
Young modulus 
Poisson ratio 

0.37 
285 MPa 
875 MPa 
263 MPa 

 
 

80 GPa 
0.42 

 
at the strut junctions have not been reported for MelodyTM 
stent once the golden reinforcements were introduced. 

Three displacement steps were performed spaced by 2 
elastic recovering steps for every patient. The first step led 
the stent from its initial crimped status to the end of balloon 
inflation; the second and the third ones replicated a cardiac 
cycle from systole to diastole. 

D.   Fatigue Analysis 

A fatigue analysis was performed using the Goodman 
method [8] and the Sines criterion [9]. The first plots the 
mean and the alternating stress (σm and σa, respectively) 
during the cardiac cycle for each element as points in a 
graph that shows also the material strength limits. Using the 
maximum principal stress component (σ) at systole (sys) 
and diastole (dia), σm and σa were calculated as follows: 

2
diasys

m

σσ
σ

+
=                           (2) 

2
diasys

a

σσ
σ

−
=

                          
 (3) 

Fatigue safety factor (FSF) was calculated as [10]: 

e

a

ult

m

SSFSF

σσ +=1

                         

 (4) 

where Sult and Se are the ultimate material strength and the 
fatigue endurance strength, respectively. 

The Sines criterion coincides with the Goodman method 
if the stress status is uniaxial. If the stress field includes two 
or three dimensions, the Sines criterion is more appropriate,  
being a multiaxial fatigue criterion. It uses the Von Mises 
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stress as the controlling parameter, whereas Goodman uses 
the maximum principal stress component. To evaluate the 
fatigue resistance with the Sines criterion, the equivalent 
Sines stress, for the comparison with the material strength 
Se, was calculated as in the first member of the following 
disequation: 

( ) emH
ult

e
a

S
S

S
J ≤+ ,2 33 σ

                   

 (5) 

where ( )
a

J 2 and σH,m are the amplitude of the mean 

square root of the second deviatoric stress invariant and the 
hydrostatic pressure respectively. 

III.   RESULTS 

A.   Reconstruction from Fluoroscopy Images 

The device reconstructions at the 3 different instants ana-
lysed are shown for one patient in figure 1a, while figure 2 
shows the superimposition of the initial crimped status of the 
stent and its 3 subsequent deployment steps. The maximum 
percentage error in the stent reconstruction was 8%. The re-
constructed stents presented asymmetries in all 3 orthogonal 
directions. As an example radial, longitudinal and circumfer-
ential asymmetries for one patient are shown in figure 3, 4 and 
5 respectively. Asymmetries strongly depended on the right 
ventricular outflow tract anatomy. In all patients, a common 
trend was observed in the longitudinal direction:  minimum 
values of standard diameter were always measured in the 
internal rings, between sections 2 and 6.  

 

Fig. 1 Stent fluoroscopy reconstructions for patient II at pre-recoil, systole 
and diastole (a) and corresponding FE deployed configurations 

         

Fig. 2 Superimposition of the stent fluoroscopy reconstructions for patient 
II at pre-recoil (black), systole (red), diastole (blue) and initial crimped 
(green) status – lateral and top views 

 

Fig. 3 Radial asymmetry measured in patient III at pre-recoil (black), 
systole (red) and diastole (blue) 

 

Fig. 4 Longitudinal asymmetry measured in patient III at pre-recoil 
(black), systole (red) and diastole (blue) compare comparison 
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Fig. 5 Circumferential asymmetry measured in patient III at pre-recoil 
(black), systole (red) and diastole (blue). Comparison with the circumferen-
tial symmetric value of 1.18, corresponding to the ratio between the longi-
tudinal and circumferential cell diagonals open in a symmetrically de-
ployed stent of 20 mm internal diameter 

B.   Finite Element Modelling 

Stent deployments was successful in all patients and the 
stent junction points reached the correct final position in x  
 

 

Fig. 6 Detail of the Von Mises stress map for patient IV, showing the 
location with highest stress 

 
 

and y direction (figure 2) as imposed by the nodal dis-
placement boundary conditions (figure 1b). The z coordi-
nate of these points was compared to the corresponding 
coordinate in the fluoroscopic reconstructions. The maxi-
mum difference between the FE analysis and the recon-
structed z coordinate was 0.78 mm (2.3% of the entire stent 
length in the crimped configuration).  

Table 2 reports Von Mises (σVM) maximum stresses 
reached in every patient and in every deployment step, as 
well as the maximum Sines stress (σSIN) and the inverse of 
the FSF. The maximum σVM was not located in the same 
ring for every patient and in 3 cases out of 5 it changed 
location at the end of each step. However, in every simula-
tion, the highest stress occurred close to the strut intersec-
tions, which are the most highly bent portions of the device 
(figure 6). The peak σVM was reached during diastole in 
every patient, and its values ranged between 516.1 and 
612.8 MPa.  

Table 2 Maximum Von Mises stresses, at every deployment step, maxi-
mum Sines stresses and the inverse of fatigue safety factor in the 5 
studied cases  

  I II III IV V 

σVM, max Prerecoil 519.8 508.0 528.1 510.0 563.9 
[MPa] Systole 530.9 521.3 523.0 515.8 593.9 
 
 
σSIN, max 

[MPa] 
 
1/FSF 

Diastole 
 
 

538.1 
 

408.9 
 
 

1.38 

526.5 
 

412.4 
 
 

1.93 

535.1 
 

348.6 
 
 

1.7 

516.1 
 

348.6 
 
 

1.51 

612.8 
 

394.7 
 
 

1.7 

C.   Fatigue Analysis 

Figure 7 shows the Goodman diagram for the II analysed 
case. The points falling above the Goodman line indicate 
the elements likely to fracture. Goodman method was a 
good fracture predictor in all cases. 

The Sines criterion predicted fractures in every case, with 
the most stressed regions in 3 cases out of 5 close to the 
strut intersections between the first and the second ring 
from the proximal end; in one case it was at the lowest ter-
minal crown and in the last one it was detected between the 
second and the third crown. In almost all simulations it was 
verified that the location of fractures, detected from X-rays 
images, was included in the zones with the highest risk of 
fracture predicted by Goodman and Sines criteria (figure 8).    
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Fig. 7 Goodman diagram for patient II 

 

Fig. 8 Stent fractures highlighted in the X-ray image for patient I (left) and 
Sines stress map in the corresponding simulation with highest risk fracture 
zones coloured in red (right)  

IV.   DISCUSSION 

PPVI procedure was performed for the first time in 2000 
as a less invasive treatment for right ventricular outflow 
tract dysfunction [11]. An increasing number of patients are 
benefiting from this technique that proved to be a successful 
alternative to surgery. Yet, a well recognised complication 
is stent fracture. Experimental and computational studies in 
the past have not been able to predict the device fractures, 
probably because the boundary conditions used were too 
much simplified. Thus, a patient-specific approach was used 
in this study, aiming at replicating more realistically the 
stent deployment history in 5 patients.  

Biplane fluoroscopic images were used to reconstruct the 
device shape in-situ, and to measure its deformation during 
the procedure and the cardiac cycle. This method allowed 

the calculation of the stent strut displacements, subsequently 
used in a stent FE model as boundary conditions. Reproduc-
ing the stent deployment from its crimped initial status up to 
its final configuration resulted in a more realistic stress 
distribution. As a result, the fatigue analysis, performed 
using Goodman and Sines criteria, was able to predict stent 
fractures in all 5 cases. This highlights the importance of 
realistic stent deployment to assess loading conditions and 
therefore the major role played by the interaction with the 
right ventricular outflow tract anatomy. Patient-specific 
analysis should be used for the study of fatigue stent frac-
ture. By applying the same methodological procedure to 
study patients who did not experience stent fracture after 
PPVI, the comparison between the fractured and the non-
fractured groups could lead to understand the variables 
which most affect PPVI stent failure.  

V.   CONCLUSIONS  

Reproducing patient-specific analysis with more realistic 
loading conditions can provide more accurate information 
regarding the stent mechanical performance and its fatigue 
life. 

Furthermore, from a clinical perspective, a better under-
standing of the phenomena inducing fracture in PPVI stents 
could help predict success/failure of the procedure for each 
individual patient before the procedure is performed. Hence, 
interventional cardiologist would be driven by engineering 
tools along with conventional clinical assessment to a more 
accurate patient selection and safer implantation. In addi-
tion, the results of patient-specific simulations could aid in 
settling a better post-operative planning, in order to monitor 
possible stent fractures. 
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The Study of Massive Trochanterion Fractures 
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Abstract— This paper studies the massive trochanterion 
fractures using two methods of fixation, namely DHS (Dy-
namic Hip Screw) and Gamma rod. The analysis is carried out 
both experimentally (photoelasticimetry and tests on human 
femur) and numerically (finite element method). 

Keywords— femoral bone, massive trochanterion, fracture, 
photoelasticimetry, finite element. 

I.   INTRODUCTION  

The massive trochanterion fractures are among the most 
common fractures seen in elderly subjects and can be gener-
ated even after minor trauma [1]. This type of fracture re-
quires an emergency surgery, minimally aggressive to speed 
up mobilization and reduce the subjects immobilization 
period in the supine position so that the recovery can be 
initiated early.  

Kyle’s classification of the trochanteric fractures divides 
them in four categories (Figure 1) [4]: 1 – stable intertro-
chanterion fractures without displacement and tearing; 2 – 
stable intertrochanterion fracture with displacement and 
minimum tearing; 3 – unstable intertrochanterion fracture with 
displacement and posterior-medial breakage; 4 – unstable 
intertrochanterion fracture with posterior displacement, poste-
rior-medial breakage and undertrochnaterion component.  

The stability is provided by the bone tissue or by the par-
ticular soft parts. This study examines the biomechanics of 
the osteosynthesis using two methods (Figure 2):  

1. DHS (Dynamic Hip Screw) – in which case the force 
arm unloads the body’s weight on a larger length, posi-
tioned between the femoral head and the plate fixed to 
the external cortex;  

2. Gamma rod – in which case the rod is inserted in the 
centre of the shaft, without opening the focus area of 
the fracture.  

 
Fig. 1 Trochanterion fractures – Kyle’s classification [4]  

 

Fig. 2  a) The fixation of the massive trochanterion – DHS method;  
b) The fixation of the massive trochanterion – Gamma rod [4] 

II.   EXPERIMENTAL ANALYSIS 

The study is carried out on two femoral bones that repre-
sent the massive trochanterion fracture. For osteosynthesis are 
used a DHS system (Figure 3) and the Gamma rod (Figure 4). 

The experimental setup is composed of the following 
elements: 1 –U2B10kN (HBM) force transducer that estab-
lish the value of the load; 2 –WA20mm (HBM) displace-
ment transducer that show the movement of the femoral 
head on the vertical direction; 3 - Catman Easy (HBM) data 
acquisition interface; 4 – Spider8 (HBM) data acquisition 
system. 

When using the DHS system the femur is loaded with the 
maximum mass of 134.6 kg, the recorded displacement of 
the femoral head being 14.48 mm. The higher values of the 
loaded weight produce pronounced crushing and the contact 
areas cannot support the load. 

When using the Gamma rod the maximum weight that 
loads the femoral bone is 161 kg and the displacement re-
corded in the vertical plane is 7.61 mm. In this case as well, 
the crushing problem in the contact area becomes extremely 
important. 

To highlight the state of stresses in the contact area be-
tween the metal elements and the bone matter we appeal on 
an optical investigation method, namely the photoelastici-
metry. Based on experimental optical principles and 
mathematical theory of elasticity, photoelasticity was noted 
from the very beginning to be a simple experimental tech-
nique with broad possibilities of application in the state of 
stresses and strain analysis. Unlike other tensometers meth-
ods (mechanical, optical or strain gauges method) which 



The Study of Massive Trochanterion Fractures 295
 

  
 IFMBE Proceedings Vol. 36  

 

provide information in discrete points, photoelasticimetry 
provides a complete full field of stresses, thereby enabling 
the determination of stresses (in magnitude and direction) at 
any point on the tested model [2], [3]. 

 

 

Fig. 3 Experimental setup for testing the model with the DHS system 

 

Fig. 4 The loading and straining manner using Gamma rod 

Thus, in Figure 5 is shown the three dimensional model 
obtained by casting epoxy resin, in which a DHS system is 
introduced.  

In terms of quality, analysing the distribution of the is-
ocromates (Figure 5b and 5c), the maximum load areas are 
in the points O1 and O2 as well as O3 and O4. 

In Figure 6 is presented the three dimensional model 
made from epoxy resin in which a Gamma rod is inserted. 

Qualitatively speaking, analysing the distribution of the 
isocromates (figure 6b and 6c), we can see that the maxi-
mum loaded areas are in the points O5, O6 and O7, O8. 

The results lead to important qualitative indications on 
the most loaded areas, representing the basis for a numerical 
analysis (finite element method) or giving information that 
deserves to be taken into account in choosing the optimum 
process in regard to the fixation of fractures of the massive 
trochanterion. 

 

a) b) c)

•O1

•O2

•O3

•O4

 

Fig. 5 Model obtained from  epoxy  resin – DHS system: a) model before 
loading; b) plane section through model without fracture; c) plane section 
through the model with fracture 

 

a) b) c)

•O5

•O6

•O7

•O8

 

Fig. 6 Model obtained from epoxy resin – Gamma system: a) model before 
loading; b) plane section through model without fracture; c) plane section 
through the model with fracture 

III.   NUMERICAL ANALYSIS 

For numerical modelling using finite element method  
the specific features of the osteoarticular system’s biome-
chanics should be considered. Finite element calls as input 
the actual numerical values of the elastic constants and of 
the loads. Great difficulties arise from trying to determine 
them.  

The bone is highly anisotropic and inhomogeneous and it 
is desirable that the idealized structure to be developed as 
such. If in which regards the development of the structure 
no unsolved problems remain, the most difficult problems 
come from determining the variable elastic characteristics 
of the bone tissue [1]. 

Difficulties also result in determining the values of the 
loads and their points of application. In general, the forces 
are transmitted to a bone through the joint surfaces, which  
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are three dimensional, with a rather complicated geometric 
configuration. In these circumstances, the consideration of 
concentrated loads is a rough shaping of the reality, and the 
consideration of a distribute load requires knowledge of its 
distribution law. 

The method has proved effective in objectively and ef-
fectively analysing complex structures, such as those of 
osteoarticular system. 

In this case a plane model is provided that corresponds 
with the two cases studied. The mechanical characteristics 
of the epoxy resin suitable to the experimental model are 
taken into account. 

Figure 7a shows the meshing design of the experimental 
model for the first studied case using triangular finite ele-
ments. The material used for the numerical simulation is 
epoxy resin. The loading is performed with a uniformly 
distributed load (q = 10 N/mm). Also, in figure 7a are de-
fined the used constrains. Contact elements are not defined 
in this application. Instead, the material characteristics for 
the fracture’s fixation system of the model are (epoxy resin 
and steel). 

The Tresca equivalent stresses distribution that are calcu-
lated based on the maximum tangential stresses distribution 
and the third resistance theory are shown in Figure 7b. 

 

 
a) 

 
b) 

Fig. 7 a) Meshing design for the DHS model 
      b) The variation of the Tresca equivalent stresses – DHS model 

In Figures 8 and 9 we can see the distribution of the Tre-
sca equivalent stresses, both in the fractured section D-D’ 
and in the area where the metal plate is inserted E-E’. The 
highest stresses are in the section area (D-D’). For the area 
where the metal plate is inserted, the maximum values of 
the stresses appear in the fourth screw. 

The same analysis regarding the meshing model (Figure 
10a) and Tresca equivalent stresses variation (Figure 10b) 
are done for the Gamma fixation system. 

 

Fig. 8  The variation of the Tresca equivalent stresses in the D-D’ section – 
DHS model 

 

Fig. 9 The variation of the Tresca equivalent stresses in the E-E’ section – 
DHS model 
 

The variation of the Tresca equivalent stresses are pre-
sented for the fracture section F-F’ (Figure 11) and for the 
area where the safety screw is inserted H-H’ (Figure 12).  

 
a) 

 
b) 

Fig. 10 a) Meshing design for the Gamma model; b) The variation of the 
Tresca equivalent stresses – Gamma model 
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Fig. 11 The variation of the Tresca equivalent stresses in the F-F’ section – 
Gamma model 

 

Fig. 12 The variation of the Tresca equivalent stresses in the H-H’ section 
– Gamma model 

IV.   CONCLUSIONS 

From the study conducted we can conclude the follow-
ing:  

- the numerical and experimental analysis identifies the 
area where the load is maximum, which is the surface 
area between the greater trochanter and the lesser tro-
chanter. 

- by using photoelasticimetry it could be underlined the 
stresses distribution in the fractured area of the femoral 
bone. 

- from Figures 7b and 10b results that the equivalent 
stresses Tresca have maximum values in the inferior fi-
bres of the rods (DHS and Gamma system), noticing  
 

 

 that for the Gamma system they have maximum value 
(σech T = 58.09 N/mm2) in comparison with the DHS 
system (σech T = 36.89 N/mm2). 

- as well, in the contact area between the rod (or screws) 
and the model (bone tissue or epoxy resin) the loads 
level could be quantified. 

- thus, according with Figures 8 and 11, the DHS system 
has the maximum stresses (σech T = 22.5 N/mm2), in 
comparison with the Gamma system (σech T = 10.03 
N/mm2). 

- Figures 9 and 12 show the equivalent stresses Tresca 
distribution in the areas where the two systems are fix-
ated, the femoral bone shaft. It can be noticed that, in 
this area, in the case of the DHS fixation system the 
equivalent stresses Tresca are 5.01 N/mm2, while for 
the Gamma system their value is 5.42 N/mm2. 

- the comparative study between the two systems used in   
the fixation of a trochanteric fracture shows that the 
Gamma system is the better choice; the disadvantage is 
that is also the expensive one. 
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Abstract— The paper presents a multi-physics and multi-
scale modeling approach on the closure dynamics of a bileaflet 
prosthetic heart valve. The modeling methodology consists of 
coupling a multi-scale model of the left ventricle contraction to 
a 3D CFD-FSI model, in order to investigate the closure of a 
cavity pivot bileaflet valve. The rebound motion of the valve is 
also modeled. The potential of the valve to generate throm-
bogenic and cavitation effects are assessed on the basis of the 
duration for which the blood flow is exposed to elevated wall 
shear stress, large negative pressure transients and increased 
flow vorticity. A special attention is given to the flow field in 
the hinge region of the valve. 

Keywords— multi-physics, multi-scale, mechanical heart 
valve, thrombogenicity, cavitation, hinge flow. 

I.   INTRODUCTION  

Cardiovascular engineering is one of the success stories 
in Bioengineering. A specific example of successful cardio-
vascular engineering applications is the design analysis of 
prosthetic heart valves [1]. Although existing techniques, 
including mechanical heart valves (MHV) and biological 
valves (BV), have stood the test of time there are still some 
important issues to solve regarding thrombogenecity of 
MHVs and life-time duration for biological valves. 

Computational Fluid Dynamics (CFD) has emerged as a 
promising tool, which, alongside experimentation, can yield 
insights of unprecedented detail into the hemodynamics of 
prosthetic heart valves. For CFD to realize its full potential, 
however, it must rely on numerical techniques that can han-
dle the enormous geometrical complexities of prosthetic 
devices with spatial and temporal resolution sufficiently 
high to accurately capture all hemodynamically relevant 
scales of motion [2]. Valve function is driven by interaction 
between the blood (fluid) and the motion of solid valve 
structure. In order to examine such systems computationally 
it is necessary to consider both the solid and the fluid phases 
simultaneously, which requires a fluid-structure interaction 
(FSI) analysis. Recent computational models have used both 
custom and commercial codes such as ANSYS-CFX,  
ANSYS-Fluent and LS-DYNA. 

These have been applied to the study of native mitral [3] 
and aortic [4] valves and also to determine the fluid dy-
namic performance of valve prostheses [5]. 

The effects of the heart, vasculature and the systemic re-
sponse to the changing physiological environment are often 
not included within local 3D models of valve function. 
Multi-physics and multi-scale modeling brings new insight 
by allowing such interactions to be investigated in silico. 
The use of FSI analyses has highlighted the need for im-
proved and interactive boundary conditions. Solutions in-
clude FSI analyses coupled with lumped parameter bound-
ary condition models which can represent biochemical reac-
tions at the cellular level and electro-mechanical events in 
the heart [6]. 

Patients with mechanical heart valve implants need to be 
under long-term anticoagulant therapy in order to minimize 
problems related to thromboembolic complications [7]. 
Cavitation bubble development due to the large negative 
pressure transients on the inflow side of the leaflet edge and 
their subsequent collapse may contribute to both the platelet 
activation and the structural damage of the valve [8]. 

The bileaflet mechanical heart valve (BMHV) has been 
used for almost two decades and remains the most widely 
implanted valve design. Like any other mechanical or bio 
prosthetic heart valve, bileaflet valves are not free from com-
plications. They can still cause major complications including 
hemolysis, platelet destruction, and thromboembolic events. 
Investigations have concluded that the stresses imposed on 
blood by MHVs during the closing phase, in both mitral and 
aortic position, can initiate hemolysis and the coagulation cas-
cade. Based on their attempts to investigate the leakage, hinge, 
and near hinge flow fields of different BMHVs [9], manufac-
turers continuously try to improve the design of their products. 

The work presented here is continuation of our previous 
efforts in building up multi-physics and multi-scale models 
of the BMHV’s fluid mechanics. Our previous work has 
been done with the purpose of investigating the hemolytic 
and cavitation potentials of the valves. Focusing on the most 
critical points of a valve dynamics, the closure and the re-
bound motion of its leaflets, we were seeking for evidence 
of high negative pressure transients, high vorticity and high 
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wall shear stress values in the hydrodynamic field [10]. Us-
ing the same modeling methodology, we are now extending 
our study to the whole cardiac cycle, focusing not only on 
the closure of the valve but also on the acceleration phase 
during systole and on the reverse flow during diastole. Spe-
cial attention is given to the hinge flow. The valve is con-
sidered in mitral position but other studies currently under 
development are dealing with both the aortic and the mitral 
valve simultaneously.           

II.   COMPUTATIONAL MODEL 

A.   CFD Model 

To build up the computer aided design (CAD) model, an 
explanted 23 mm tissue annulus diameter (TAD) bileaflet 
mechanical heart valve was laser scanned. The resulted 
CAD image of the assembled valve is shown in Figure 1. 

 

Fig. 1 The CAD image of the scanned valve, consisting of two identical 
leaflets and the housing 

Considering the valve to be mounted in mitral position, 
the CAD model was completed with two cylindrical cham-
bers representing the atrium and ventricle. The atrial  
chamber, positioned in the negative OX direction and the 
ventricular chamber, positioned in the positive OX direction 
are both 24 mm in length. For saving computational re-
sources, only one quarter of the valve was considered in the 
3D model. 

Blood was considered as an incompressible Newtonian 

fluid with density 3kg/m1100=ρ  and dynamic viscos-

ity skg/m004.0 ⋅=μ . The unsteady flow field inside the 

valve is described by the 3D equations of continuity and 
momentum (1), with the boundary conditions suggested by 
Figure. 2. 

( ) 0; =⋅∇Δ+∇=∇⋅+
∂
∂

uupuu
t

u μρρ              (1) 

 

Fig. 2 The overall CAD model and the associated boundary conditions 

The fluid-structure interaction model is outlined in    
Figure 3 and it is based on an explicit incremental method. 
Each leaflet rotates under the combined effects of hydrody-
namic, buoyancy and gravitational forces acting on it. At 

every time step, the drag z
Qf and lift x

Qf force exerted by the 

flowing fluid on an arbitrary point Q of the leaflet’s surface, 
are reduced to the centroid, G. The total contribution of drag 

z
GF  and lift x

GF  are added to the difference between the 

gravitational and buoyancy forces ( )AG − . 

 

Fig. 3 The fluid-structure interaction model 

The condition for the conservation of the kinetic moment 
is imposed, resulting in the dynamic equation (2) that    de-
scribes the motion. In equation (2), θd  represents the leaf-
let’s angular step, dt  is the time step, oldω  is the     angular 

velocity at the beginning of the current time step and M is 
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the total moment acted on the leaflet from the external 
forces. The moment of inertia of each leaflet 

is 2mmg21.7 ⋅=I . 

  2

2
dt

I

M
dtd old += ωθ

                        
 (2) 
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G

x
GG +−+=                (3) 

As there is speculation that vortexes are likely to occur after 
the first impact between the leaflet and the valve   housing, 
the rebound motion is also modeled. When, within the cur-
rent time step, the angular position exceeds 

dgrs. 7.63=rebθ  corresponding to a minimum distance be-

tween the leaflet’s periphery and the housing, a virtual tor-
sion spring with constant  is suddenly twisted between the 
current position and rebθ . The torque exerted by the spring 

is added to the gravitational force, thus reversing the  
leaflet’s rotation. The dynamic equation changes  
accordingly:  
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 (5) 

Displacements of every point Q from the surface of the leaf-
let are calculated as a function of the distance to the center 
of rotation Qr , its angular coordinate at the previous time 

step
oldQϕ , and the current angular step θd , according to 

equation (5). The current time linear displacements are 
added to the “old” coordinates and the moving boundary is 
displaced together with the mesh. 

B.   Left Ventricle Model 

For representing the contraction of the left ventricle 
(LV), a complex boundary condition is used. Figure 4 
shows the sub-levels of organization of the ventricle that 
were taken into consideration. The connection between the 
LV model and the valve model is also illustrated in figure 4. 

A constant pressure source is connected to the atrium via 
the mitral valve (input model). The blood fills the LV (out-
put model) and ejects a volume of blood into the arterial 
network via the aortic valve. Contraction in the cardiac 
muscle is described at a number of levels, starting from the 
level of the contractile proteins (actin and myosin), follow-
ing a hierarchical path, from the microscopic level up to the 
tissue (muscle level) and to the organ level, to finally reach 
the hemodynamic part of the LV and its arterial load.  
 

 

Fig. 4 Representation of the LV model and its different physical scales, 
coupled to the 3D model of the mitral valve [6].  

Complete details of the formulation of the model can be 
found in [11]. 

III.   RESULTS  

The computational model presented in section I has      
already been used to simulate the valve closure exclusively. 
The leaflets’ movement was separated into two consecutive 
phases i.e., the approach phase and the rebound phase. The 
influences of various parameters of the model, like the in-
tensity of the LV contraction and the resilience coefficient 
on the cavitation and hemolytic potential of the valve have 
been investigated [10]. 

In the current study, we have extended our searching for 
hemolytic and cavitation evidences to the whole cardiac 
cycle. Figure 5 shows the pressure and position histories of 
the valve over a 0.8 s long cardiac   cycle. A detail about the 
bouncing motion of the leaflets is included.    

The first to extract from our simulation data was the   
minimum pressure at the surface of the leaflets. The third 
panel of figure 5 shows that during the rebound motion, 
transient negative pressure spikes occur, whilst in the rest of 
the cardiac cycle the negative pressure values are low. The 
maximum negative pressure value recorded at the surface of 
the leaflets during the rebound was of -669.4 mmHg. That is 
below the vapor pressure of blood of -713 mmHg [12]. 

This suggests that, under the specifications taken into ac-
count in the model and with the inherent influence of the 
numeric in the results, no cavitation potential exists for this 
kind of valve. However, it might happen that, at hyper-
dynamic physiologic states (higher LV pressure rates) [12] 
and/or grater resilience coefficients [10], the negative pres-
sure spike be greater than the vapor pressure. This demon-
strates the potential for cavitation with implanted mechani-
cal valves in vivo.  

Yet other mechanisms responsible for cavitation exist. 
Vortex formations at the atrial side of the valve may con-
tribute to cavitation. In figure 6, the maximum vorticity at 
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the surface of the leaflets was plotted against time for the 
entire cardiac cycle. The maximum vorticity occurs during 
the rebound but still relatively high values are present after 
the valve closure, at mid-systole and later. That is due to the 
retrograde flow through the closed valve which may  
increase the hemolytic potential of the valve. 

 

Fig. 5 Total pressure drop on the valve and position history over the entire 
cardiac cycle, together with the minim pressure at the surface of the leaflets 

 

Fig. 6 Maximum vorticity and maximum wall shear stress at the surface of 
the leaflets vs. time 

A relevant indicator of platelet activation is the area    

under the wall shear stress vs. time curve ( )dtt∫ maxτ . The 

values of this integral that exceed sPa 5.3 ⋅  are indicators 
for platelet activation [13]. The second panel of figure 6 
shows the maximum wall shear stress values at the surface 
of the leaflet vs. time. Again, the maximum WSS value  

(14 kPa) occurs during the rebound but still high values are 
noticed at mid-systole and later.  Using a value of 0.25 kPa 
for the WSS and 0.4 s for the duration of the stress from the 
plot, WSS-time product of sPa 100 ⋅ is obtained as repre-
sentative of the area under the curve. The value exceeds the 
magnitudes of sPa 5.3 ⋅ suggested for platelet factor 3 re-
lease indicative of platelet activation. This extremely high 
value is due to the leaking valve during late systole and we 
have to look for its source in the incomplete closure of the 
valve and in the hinge flow field.  

Numerous researches have sought to characterize the 
flow field inside the hinge region of BMHVs in an effort to 
better understand the relationship between hinge design and 
thromboembolic potential. Most of studies have only cap-
tured two-dimensional velocity fields at selected locations 
[15], [17]. Researchers have resorted to numerical studies to 
obtain further information on the hinge flow fields.      
However, the relevance of their results seems to be insuffi-
cient, due to “lack of spatial resolution or the use of non-
physiologic flow conditions”. Simon et al [16] have imple-
mented a pseudo multi-scale approach to simulate the three-
dimensional physiologic flow in the hinge region of BMHV 
under aortic conditions.  

In the present study, we try to have a preliminary insight 
into the hinge flow field of a BMHV under mitral condi-
tions, using the multi-physics and multi-scale modeling  
approach described above. The hinge geometry was charac-
terized using the same nomenclature and methodology as in 
Simon et al. [16]. The leaflet ear was positioned within the 
hinge recess such that the gap width (distance between the 
bottom of the hinge recess and the tip of the leaflet ear, de-
fined as (b-a) in Fig. 7) was approximately 200 μm.     

 

Fig. 7 Side view of the hinge pivot and recess at fully closed position  

Figure 8 shows the valvular pressure drop and flow 
waveforms. The cardiac cycle duration was set to 0.8s 
which corresponds to a heart rate of 75beat/min. The in-
stances of time corresponding to the beginning of systole, 
mid-systole, end-systole, mid acceleration and peak-diastole 
are included. The flow waveform indicates a persistent 
leakage of the valve after its closure. There are two possible 
sources for this leakage in our model. One might be a slight 
deformation of the valve housing either at explantation or 
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during its preparation for scanning, as the housing and the 
two leaflets had to be separated. Most certainly, the second 
source for leakage is the small gap (0.1mm) that had to be 
foreseen between the leaflet and the hosing in order to 
model the rebound. That gap allows for the virtual spring 
(which we have introduced in our model to simulate the 
rebound) to be compressed by the closing leaflet and to ren-
der the elastic deformation energy back to the leaflet, throw-
ing it back. At the end of bouncing, the leaflet settles up at 
0.1mm away from the housing, thus maintain this gap all 
along the systole. A double size gap exists within each 
hinge, between the leaflet ear and the housing recess. The 
central gap between the two fully closed leaflets is much 
smaller. It means that most of the leakage is through the 
hinges and between the leaflets and the housing. 

 

Fig. 8 Valvular pressure drop and flow waveforms 

Under these circumstances, which may be thought as in-
herent somehow, we tried to have a look at the flow fields 
in the flat level of the hinge, at specific instances during the 
cardiac cycle (fig. 8 second panel). Figures 9 through 15 
illustrate these velocity fields. The direction of the forward 
flow is from right to left (from left atrium to the left ventri-
cle). Arrows point in the direction of the velocity vector and 
are colored and sized by velocity magnitude. For a better 
view of the velocity distribution within the flat level,  
contour plots were also added to each graph. 

Before the onset of the left ventricle contraction (begin-
ning of systole), the valve is still opened and a forward flow 
passes through the valve. This is the initial state (t=0s) of 
the valve for the current cardiac cycle. A forward jet at a 
maximum velocity of 1.26 m/s was found in the central re-
gion of the hinge (fig. 9). The same plot shows areas of low  

 

 

Fig. 9 Flow field at early systole for a 23-mm mitral valve, flat level  

velocity in the lower (atrial) and upper (ventricular) corners 
of the hinge, thus indicating possible vertical flows in those 
regions. 

One hundred and fifty milliseconds later, at mid-systole, 
the valve is fully closed and a backward leakage jet is ob-
served towards the atrial corner of the hinge (fig. 10). As 
Leo explains [14], this leakage jet is drawn towards the 
atrial side of the hinge, at early-systole, by the leaflet. The 
maximum velocity in the flat-level plane of the hinge is 
9.59 m/s. This is much greater than any of the two values 
given by Leo for the same valve (3.17 m/s at early systole 
and 2.4 m/s at mid systole). 

 

Fig. 10 Flow field at mid-systole for a 23-mm mitral valve, flat level; high 
backward flow velocities of nearly 10 m/s are present because of the  
leakage   

A similar backward leakage jet was found at the end of 
systole (fig. 11) but the maxim velocity is a little bit lower 
(9.37 m/s). 
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During the diastole, at mid-acceleration, the forward flow 
recovers, with the same location relative to the leaflet’s ear 
as it was at the end of the previous diastole (fig. 9) but, with 
a maximum velocity of 0.96 m/s (fig.12) only. The maxi-
mum velocity is much lower than the one reported by Leo 
for the mid diastole. This is the moment when the small 
flow velocity adjacent to the central forward jet starts gen-
erating vortical structures in the corners of the hinge  
(fig. 13). 

 

Fig. 11 Flow field at end-systole for a 23-mm mitral valve, flat level; high 
backward flow velocities of nearly 10 m/s are present because of the  
leakage. 

 

Fig. 12 Flow field at mid-acceleration for a 23-mm mitral valve, flat level 

Towards the peak diastole (fig. 14) the forward central 
jet increases in intensity, the maximum velocity reaching 
the value of 2.5 m/s. This value is much closer to the one 
reported by Leo (3.2 m/s). The vortical flow in the corners 
increases in intensity (fig. 15). 

 

Fig. 13 Streamlines at mid-acceleration for a 23-mm mitral valve, flat 
level; vortical structures occur in the both the atrial and the ventricular 
corner of the hinge recess  

 

Fig. 14 Flow field at peak-diastole for a 23-mm mitral valve, flat level 

 

Fig. 15 Streamlines at peak-diastole for a 23-mm mitral valve, flat level; 
vortical structures develop in the both the atrial and the ventricular corner 
of the hinge recess 
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IV.   CONCLUSIONS  

By coupling a multi-scale model of the left ventricle con-
traction to a three-dimensional CFD-FSI model of a bileaf-
let mechanical heart valve, we succeeded to draw a picture 
of the global biomechanics of the valve and to investigate 
the possible sources for hemolytic and cavitation draw-
backs. A special attention was given to the hinge flow field; 
the results being compared to the experimental ones ob-
tained by other authors for the same type and size of the 
valve. The general aspects of the simulated hinge flow field 
were close to the experimental ones, the differences be-
tween some of the values being probably caused by some 
damage that has been brought to the explanted valve and by 
the rebound model which knowingly leaves a leakage gap 
between the leaflets and the valve housing. 

These results encourage us to continuing our modeling 
adventure by struggling to get a better representation of the 
valve geometry and by improving our rebound model such 
that its influence on the flow field is reduced to the mini-
mum.  We are also aware that the two cylindrical chambers 
representing the atrium and the ventricle are poor approxi-
mations of the real geometries of both chambers. Interesting 
debates about the effects that the actual geometry of the 
heart might have on the valve functionality are already pre-
sent in the literature. For example, dependence of the valve-
valve interaction on the flow conditions is expected [18]. 
Therefore, replacing the cylindrical representation of the 
adjacent chambers of the valves with more realistic geomet-
rical models is also foreseen. 

At the same time, the CFD part of the model will be im-
proved by switching from the laminar model that we have 
used to a turbulent one, thus allowing us to have a better 
view at the global and local flow fields. We would also be 
happy to cooperate with our partners from MeDDiCA, par-
ticularly with ISS, by comparing their 3D PIV measure-
ments with our numerical simulations. 

To the best of our knowledge, the current study is the 
first numerical modeling insight into the hinge flow field of 
a bileaflet mechanical heart valve in mitral position. All 
other studies published so far concern either the aortic posi-
tion or they are just experimental investigations. We con-
sider MeDDiCA as the best chance we’ve had to involve 
ourselves in such an interesting but challenging scientific 
activity. 
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Abstract— Primary percutaneous coronary intervention is 
effective in opening the infarct-related artery in patients with 
myocardial infarction with ST-segment elevation. However, 
the embolization of athero-thrombotic debris induces micro 
vascular obstruction and diminishes myocardial reperfusion.  
The aspiration catheter’s design, the coronary anatomy and 
the physical properties of the thrombi are key factors in ensur-
ing a successful interventional procedure. 

The aim of our study is to use computational fluid dynamics 
(CFD) analysis for assessing the impact that the thrombus age 
and the coronary anatomy might have on the aspiration effi-
ciency. A generic model of an Export AP (Medtronic) catheter 
tip was created and extended with distal shafts having differ-
ent bend angles. Double bended catheter shafts were also con-
sidered. A two-phase CFD model with different values for the 
viscosity of the thrombus was implemented in ANSYS-CFX, 
allowing us to explore the impact of the viscosity on the effi-
ciency of the aspiration. 

Some authors have recently used in-vitro tests for exploring 
the impact of the bends angles and thrombus age on the effi-
ciency of some commercial thrombus aspiration devices, in-
cluding the Export catheter. 

Based on a fundamental study we tried to look for some ex-
planations for their findings. 

 
Keywords— percutaneous coronary intervention, catheter, 

thrombus aspiration, thrombus age, bending. 

I.   INTRODUCTION  

Primary percutaneous coronary intervention (p-PCI) has 
emerged as the preferred treatment of ST-elevation myocar-
dial infarction. It has been proved to be a very effective 
procedure in obtaining patency of the infarct-related artery 
[1]. However, in 5-50% of cases, distal embolism by throm-
bus or ruptured plaque can occur, thus limiting the effec-
tiveness of myocardial reperfusion and leading to larger 
myocardial damage and worse prognosis [2]. Despite the 
epicardial vessels reopening, this distal micro-embolization 
entrains microvascular obstructions thus leading to the no 
reflow phenomenon.   

Numerous thrombus aspiration systems have been de-
vised and intensively studied until today. The “ideal” cathe-
ter must be rapidly exchangeable, easily manageable and 
have a sufficiently large lumen to effectively absorb the 
thrombi [3]. The manual devices like the Diver® (fig. 1a), 
the Pronto® (fig. 1b) or the Export® catheter (fig. 1.c) are 
the most popular. Yet numerical analyses of thrombus aspi-
ration performed by Pennati et al [4] showed that the cathe-
ters with side holes have a worse performance if compared 
with single central lumen catheters.  

Probably, one of the most extensively studied thrombus 
aspiration catheters is the Export catheter manufactured by 
Medtronic (Minneapolis, Minnesota, USA). Some experi-
mental studies, [3] and [5], have recently tried to identify 
factors which could explain the success or the failure of 
thrombus aspiration using Export catheters. 

 
a) 

 
b) 

 
c) 

Fig. 1 Thrombus absorption catheter designs: a) Diver, b) Pronto, c) Export 
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The efficiency of the Export catheter has been investi-
gated experimentally, in correlation with the diameter and 
the bending angle of the coronary artery [3]. The same pa-
per also describes how the thrombus age might affect the 
thrombus aspiration efficiency. 

The respective study highlights a strong impact of the 
coronary artery’s diameter on the efficiency of the thrombus 
aspiration. The efficiency of the thrombectomy has been 
evaluated according to the percentage of the total clot mass 
that has been aspired by the catheter. The same authors have 
noticed that neither the thrombus age nor the bending angle 
of the vessel has a significant effect on the thrombus aspira-
tion. However, similar works done by Pioud et al. [5] sug-
gest some possible effects of double bended vessels on the 
thrombus aspiration efficiency. 

Even though these kind of experimental studies are ex-
tremely useful and reliable, they still raise a lot of questions. 
A good alternative for straightening out this matter is resort-
ing to numerical simulation. Very few authors have at-
tempted so far to do numerical simulation of the thrombus 
aspiration. Pennati at al. have recently tried to simulate 
thrombus aspiration using two realistic models of catheter 
tips [4]. Starting from the belief that different commercial 
aspiration catheters could produce different thrombus re-
movals; the authors have tried to clarify the blood clot suc-
tion phenomenon in aspiration catheters and identify the 
main design parameters. 

The aim of the present study is to develop a numerical 
simulation tool meant to investigate the impact of the coro-
nary artery anatomy on the efficiency of the thrombus  
removal. A CFD analysis of the thrombus aspiration from a 
3.6 mm coronary artery using an Export AP catheter tip was 
simulated. The impact of the thrombus age and of the artery 
bend angles on the efficiency of aspiration device was in-
vestigated.      

II.   MATERIALS AND METHODS 

For the numerical analysis we used the same methodol-
ogy as Pennati et al. did, except for the 3D reconstruction of 
the catheter tip. Based on measurements made on the tip of 
a 0.068” Export AP 6F catheter and some data available in 
the literature [6], we created the computer aided design 
(CAD) model illustrated in fig.2.  

The tip of the catheter was then introduced in a straight 
tube, 3.6 mm in diameter, representing the coronary artery 
from which the thrombus is extracted.  The CAD model of 

the catheter tip was extended with either a straight or a 
bended distal shaft. The vessel was extended over the same 
distance. Different bending angles (30°, 60° and 90°) have 

been introduced, at 3 cm from the tip of the catheter (fig. 3).  

 

Fig. 2 CAD model of the catheter tip 

A second set of CAD models was created for simulating the 
thrombus absorption from a double bended artery (fig. 4). 

 

Fig. 3 Single bended catheters 

 

Fig. 4 Double bended catheters 

The thrombus absorption was then simulated in ANSYS-
CFX, based a two-phase laminar flow model. Blood and 
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thrombus were modeled as two immiscible fluids having a 
density of 1600 and 1300 kg/m3 respectively. The dynamic 
viscosity of blood was set to 0.0035 Pa-s. Two different 
values of the dynamic viscosity of the thrombus were used, 
thus mimicking two different ages of the clot: 0.035 Pa-s for 
a 6-hour thrombus and 0.6 Pa-s for a 12-hour thrombus. The 
vessel was considered to be fully clotted over a distance of 
2 cm. The catheter tip was positioned proximal to the 
thrombus as indicated in fig. 5. 

A constant pressure of -100 mmHg was applied at the out-
let of the catheter while at both ends of the vessel the pres-
sure was set to 100 mmHg, thus resulting in a 200 mmHg of 
difference in pressure between the outlet of the catheter and 
the interior of the vessel. This looks to be coherent with a 
vacuum of about 700 mmHg generated with the syringe and 
pressure drop across the shaft [3]. The whole fluid domain 
was initialized at 100 mmHg of pressure. 

 

Fig. 5 Position of the catheter tip relative to thrombus before the aspiration   

During the transient simulation, the total mass of clot still 
remaining in the vessel and the catheter was monitored.  

III.   RESULTS AND DISCUTIONS 

Four sets of simulations were carried out. The first set of 
simulations was carried out for the 6-hour thrombus 
( 035.0=thrombusμ  Pa-s) and the second one for the 12-hour 

thrombus ( 6.0=thrombusμ  Pa-s). 

Figure 6 show the histories of the mass percentages of 
the 6-hour thrombus still remaining in the vessel during the 
aspiration through the straight and the bended catheters. It 
becomes clear that the bends of the catheter and the vessel 
don’t have any effect on the aspiration efficiency. This is 
consistent with the experimental observations of Leormain 
[2] and Pioud [4]. 

The same conclusion concerning the impact of the bend 
angles on the aspiration efficiency emerges from the next set 
of simulation results, which have been obtained for the 12-
hour thrombus. However, a different behavior of the aspira-
tion process for the more viscous thrombus was observed. 
Figure 7 suggests that the pressure wave travels slower 
through the catheter, thus making the effective aspiration 
begin a little bit later than for the less viscous thrombus. 

 

Fig. 6 The 6-hour thrombus mass percentage still remaining in the vessel 

 

Fig. 7 The 12-hour thrombus mass percentage still remaining in the vessel 

Another major difference occurred later, when the 
thrombus was fragmented (fig. 8a). As a consequence, al-
most 50% of the clot mass was captured between the outer 
surface of the catheter and the interior of the vessel (fig. 8b), 
thus remaining there for a long time. Only after approxi-
mately 0.5s, the thrombus debris was completely absorbed 
from the vessel. Thrombus fragmentation may be dangerous 
due to the risk of distal embolism. However, a better rheo-
logical model of the thrombus is necessary for assessing the 
risk of fragmentation. The surface tensions and the elastic 
behavior of the thrombus might improve its cohesion.     

The third and the fourth set of results were obtained for 
the double bended catheter. Aspiration of the 6 and 12-hour 
thrombus at different bending angles was simulated. A 
comparison between the aspiration characteristics of the 
single bended and the double bended catheters is illustrated 
in figure 9, for both the low and the high viscosity throm-
bus. The delay of the thrombus aspiration with our double 
bended catheter model is due to a greater length of the distal 
shaft compared to the single bended catheter; it takes a 
longer time for the pressure wave to reach the tip of the 
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catheter. Based on the results presented in figure 9 we might 
say that the second bend of a catheter doesn’t have any 
effect on the aspiration capability of the catheter. 

 
a) 

 
b) 

Fig. 8  a) Clot velocity vector plot and volume fraction contour around the 
inlet of the catheter at the moment when the thrombus was fragmented 
(t=0.025s), b) Clot volume fraction contour after thrombus fragmentation, 
when blood was aspired by the catheter (t=0.07s).   

 

Fig. 9 Comparison between the aspiration characteristics of the single- and 
the double-bended catheters, at different bending angles and thrombus 
viscosities 

IV.   CONCLUSIONS 

Based on a two-phase CFD model, simulation of throm-
bus aspiration was carried out. Our aim was to assess the  
 

impact that the thrombus age and the bending angles of the 
distal shaft of the catheter have on the efficiency of the 
thrombus aspiration. The thrombus aspiration was affected 
neither by the bending angles nor by the number of bends. 
However, the length of the catheter seems to be determina-
tive for the delays in aspiration. 

On the other hand, the viscosity of the thrombus has a 
greater impact on the aspiration. The viscous thrombi got 
fragmented during their aspiration thus creating the prem-
ises for distal embolization. According to other simulation 
tests that we carried out but we didn’t include in this paper, 
not only when partially penetrated by the catheter’s tip, the 
thrombus gets fragmented. Even if the catheter is placed at 
2cm relative to the proximal end of the thrombus, fragmen-
tation occurs. However, we are aware that a non-Newtonian 
model for the thrombus might be more realistic, as would 
some sort of surface tension effect, thus explaining the dif-
ferences between our results and those of Pioud et al.  
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Abstract— This paper presents a mathematical model and 
numerical simulation results on transport and targeting of a 
medical substance carried by magnetic nanoparticles through 
a high gradient magnetic field. In our study we use simpler yet 
consistent models for the hemodynamic flow, and more 
complex, realistic computational domains based on medical 
images for the iliac arterial branching. The biocompatible 
drug carrier is injected in the blood. An optimized array of 
permanent magnets generates the targeting magnetic field, in 
the process of medication delivery in the region of therapeutic 
concern. 

Keywords— magnetic drug targeting, flow – magnetic field 
interaction, numerical simulation, optimization. 

I.   INTRODUCTION  

Magnetic drug targeting (MDT) is a noninvasive modern 
technique to reduce the side effects related to the excessive 
distribution of powerful medication and improve its 
efficiency. In this therapy, the medication carried by 
superparamagnetic nanoparticles and injected in the blood 
stream interacts with an external magnetic field aimed at 
targeting the drug and fixing it mostly in the region of 
interest (ROI) for optimal delivery [1-3].  

For example, tumor formations excision may be 
improved by destroying more of the affected tissue rather 
than healthy tissue through magnetic drug targeted 
therapies. Worth noting, magnetic targeting has also 
industrial applications (e.g., micro stirring devices) [4]. 

In this paper we focus on the analysis and optimization 
of a static magnetic field source (e.g., a permanent magnet), 
able to generate a high gradient magnetic field, to obtain a 
localized and an as high as possible fluid flow – magnetic 
field interaction that may prolong the time of residence of 
the medication in the ROI. To this aim, we investigated, 
first, simpler two-dimensional idealized models (e.g., 
channels, ducts) for the interaction of the aggregate fluid 
(blood and magnetic drug) with the magnetic field; next we 
turned our attention to more complex 3D models.  

Finally, using the permanent magnet configuration found 
through this procedure, we investigate the flow – field 
interaction in a more realistic, medical image based model 
for the aorta and iliac arteries. To start with, the magnetic 

field source optimization process begins with the study of 
2D models for the blood flow – magnetic field interaction 
analysis. Next, a more complex case described by an 
idealized 3D computational domain was considered. 
Finally, using the optimized array of magnets we studied the 
flow – magnetic field for a more realistic model, based on a 
3D computational domain built out of medical image. The 
numerical simulations were performed in the finite element 
method (FEM) technique. 

II.   THE MATHEMATICAL MODEL 

In this study we neglect the flow-vessel walls structural 
interactions. Previous studies [6] revealed that, although a 
problem of concern in many circumstances, it is less so in 
magnetic drug targeting. The magnetic drug transport and 
fixation problem is analyzed by coupling the magnetic field 
model to the fluid flow. The aggregate fluid – blood and 
medication – has the magnetic properties of the drug carrier 
(a superparamagnetic material). First, the static magnetic 
field problem of the permanent magnet is solved for to find 
the (magnetization) body forces. Next, the fluid-flow 
interaction is studied. In this two-step approach we neglect 
the reaction of the flow upon the external magnetic field. 
The reason is the relatively low velocity field in 
hemodynamic.  

A.   The Magnetic Field Model 

The magnetic field source is an array of permanent 
magnets. The magnetic field model is governed then by 

Ampère’s law 

 ∇ × H = 0                                 (1) 

Magnetic flux law 

 ∇ ⋅ B = 0                                   (2) 

Constitutive law for 

B = μ 0μ r,mag H + Brem  (permanent magnet)           (3) 

B = μ0 H + M ff H( )[ ] (aggregate fluid)             (4) 

B = μ0H  (elsewhere)                         (5) 
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Here, μ0 is the magnetic permeability of air; μr is the 
relative magnetic permeability of the permanent magnet; H 
is the magnetic field strength; B is the magnetic flux 
density; Brem is the remanent magnetic flux density; and Mff 
is the magnetization of the aggregate fluid, a function of H. 
Using the magnetic vector potential A (and the divergence 
free gauge condition) 

B = ∇ × A,   ∇ ⋅ A = 0 ,                         (6) 

the mathematical model for the magnetic field problem is 

  
∇ × μ0

-1μr
-1∇ × A( ) = 0.                     (7) 

The computational domain was conveniently extended (i.e., 
the confining boundary was set “far away”) such that 
magnetic insulation boundary conditions n × A = 0( )  may 
be set. Alternatively, “infinite elements” may be used. 
Although this latter approach leads to computational 
domains of smaller sizes, hence fewer elements, the 
computational effort may be larger than acceptable. 

B.   The Hemodynamic Model 

The magnetic fluid aggregate is assumed Newtonian, 
with constant properties, and its flow is incompressible and 
laminar [5], [6]. This approach is consistent with larger 
arteries, of “resistive” nature [11]. Different rheological 
models may be needed in different sections of the arterial 
tree. The flow model is described then by 

momentum balance (Navier-Stokes) 

ρ
∂u
∂t

+ u ⋅∇( )u⎡ 
⎣ ⎢ 

⎤ 
⎦ ⎥ 

= −∇ − pI + η ∇u + ∇u( )T( )[ ]+ fmg ,    (8) 

mass conservation 

∇ ⋅ u = 0.                                         (9) 

Here u is the velocity field, p is pressure, ρ is the mass 
density (1,060 kg/m3]), η is the dynamic viscosity 
(0.005 Pa⋅s]), and I is the unity matrix. The magnetic body 
forces in eq. (8), due to the fluid aggregate magnetization in 
an external magnetic field, are given by fmg = μ0 M ⋅∇( )H 

[7]. We recall that the ensemble blood and magnetic drug 
carrier behaves as a magnetizable fluid that bears the 
magnetic properties of the material of which the magnetic 
nanoparticles are made of.  

The boundary conditions that close the hemodynamic 
model are either constant or pulsatille inlet velocity, 
uniform pressure condition at the outlet(s), and no-slip 
(solid wall) conditions at the vessels walls. Mass transfer 
through the vessels walls is neglected in this study.  

It should be mentioned that the magnetic field used in 
MDT is too small to impede the flow by interacting with the 
hematocrit and O2 concentration in blood. In the absence of 
the magnetic particles used in MDT much higher magnetic 
flux densities are needed to influence the blood flow [12]. 

III.   MAGNETIC FIELD SOURCE OPTIMIZATION 

Several arrays of permanent magnets were studied in order 
to find out the highest gradient magnetic field source structure.  

A.   2D Models and Analysis 

First, a simple 1 cm wide and 0.2 cm tall rectangular 
permanent magnet is considered. Then, nine configurations 
of permanent magnet arrays were studied. For each 
configuration three cases were analyzed. They were 
obtained by varying the magnets width (d1) and the spacing 
(d2), i.e. the aspect ratio (AR) d1/d2, while keeping the same 
overall dimensions of the array: height (0.2 cm) and total 
length (1 cm). 

 

a. 

 

b. 

 

c. 

Fig. 1 The array of magnets in the 2D models: (a) 2; (b) 3; (c) 4 
magnets 

AR was varied between 0.4…5, and the arrays were used 
as magnetic field sources in the magnetic field – flow 
interaction 2D model. 

The magnetic field model (7), solved first, provides the 
magnetic vector potential A. The magnetic body forces, fmg, 
are next determined, and used in the field-flow interaction 
model (8)-(9). Fig. 2 shows the 2D computational domain.  

The numerical model (1) – (9) was implemented and 
numerically solved by Comsol FEM [8]. The simulation 
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results, for pulsatile flow conditions, were analyzed with the 
aim at finding the optimal array of magnets, judged by the 
associated magnetic body forces (i.e., the magnetic field 
gradient). In this 2D model there are two components of fmg: 
the horizontal (Ox) component, fmg,x, opposite to the flow, 
and the vertical component (Oy), fmg,y, that attracts the 
aggregate fluid to the vessel wall. As the magnetic targeting 
effect is more significant during the minimum mass flow 
rate interval, we focus on this specific moment. 

 

Fig. 2 The 2D computational domain and the boundary conditions 

Both components are important: fmg,x (parallel to the 
stream) acts into extending the time of residence of the 
aggregate fluid in the ROI (by slowing down the flow). The 
vertical component (orthogonal to the stream), fmg,y, 
enhances approach velocity to the vessel walls in the ROI. 
Both effects are more important during the low mass flow 
interval of the pulsating arterial flow. Fig. 3, 4 show the 
magnetic body forces at the wall.  

They are averaged over the span of the magnet shadow 
(its projection on the upper wall of the channel, Fig. 2).  

 

Fig. 3 The average magnetic body force fmg,x for different arrays and 
ARs 

Sure, at the wall, the flow velocity is zero (in virtue of 
the no-slip condition) but the magnetic forces reach here 
their upper (asymptotic) bounds. These values are used for 
comparison purposes. 

The simulation results show that the larger the array the 
higher is the stream-wise gradient of the magnetic field 
whereas the vertical component does not vary significantly. 
We may then conjecture that the smallest array (2 magnets) 
may be an advisable choice. Moreover, increasing ARs – 
leading to a compact magnet – provides better design.  

 

Fig. 4 The average magnetic body force fmg,y for different arrays and 
ARs. 

It is interesting to notice that the 4 magnets array gives a 
maximum stream-wise force with respect to the AR for 
d1~d2. In what follows we look at these results in a 3D 
layout – for this notional flow geometry – to verify whether 
these 2D results are still valid. 

B.   3D Models and Analysis 

The three arrays (2×2, 3x3, 4x4 magnets), occupying the 
same 3D volume, were studied for different ARs. Fig. 5 
shows the computational domain for a notional vessel with 
the 4x4 array of magnets. The non-magnetic mass that 
embeds the array is not shown here, for better view. 
 

 

Fig. 5 The FEM mesh for the 4×4 array of magnets –3D notional model. 
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The mathematical model that describes the static 
magnetic field and the pulsating hydrodynamic flow 
coupled problems (1)–(9) were solved numerically [8]. The 
boundary conditions are consistent to the previous 2D 
models. The mass flow rate has the same time variation as 
in the 2D analysis 

Uin t( ) = U0 sin ωt( ) + sin ωt( )2⎡ 
⎣ ⎢ 

⎤ 
⎦ ⎥ 
,                 (10) 

where U0 = 50 cm/s, and ω = 2πf rad/s, f = 60 beats/minute. 
The remanent flux density acts in the Oz direction, and 

the flow is in Ox direction. Oy direction, typical for 3D 
here, makes the difference between the 2D and 3D models.  

 

Fig. 6 The body force fmg,x for different arrays and ARs – 3D models 

 

Fig. 7 The body force fmg,y for different arrays and ARs – 3D models 

In our study of the optimal magnet array we pursued the 
same steps, solving the problem for different ARs. The 
averaged body forces are shown in Fig. 6, 7, 8. Apparently, 
the 2×2 array provides for the best solution. However, the 
body forces decrease with increasing AR. This effect was 
noticed for the body force transversal to the walls (Fig. 4) in 
the previous 2D analysis. Here we note the same 
(decreasing) trend exhibited by the stream-wise component. 
This behavior, different in the 2D analysis (Fig. 3), may be 
explained by a 3D effect, not evidenced by the simpler 2D 
model. As expected, the d1~d2 case is best for the 2×2 array. 

 

Fig. 8 The body force fmg,z for different arrays and ARs – 3D models 
 
The magnetic body force component (almost) 

perpendicular to the wall (responsible for conveying the 
drug to the vessel wall) has a knee for AR ~ 2. For values of 
AR less than 2 it exhibits a steep decrease with respect to 
AR, whereas for larger than 2 values of AR the decrease 
flattens. Apparently, for AR in the range 3…5 this 
component is almost constant. 

 

 

Fig. 9 The magnetic field and flow at the minimum mass flow rate. 
Recirculation areas build up and magnetic body forces may help conveying 
the medication to the ROI 
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It is interesting to notice that, as for the 2D analysis, the 
4×4 array (16 permanent magnets, each 0.143 cm wide, 
equally spaced by 0.143 cm from each other) has a 
maximum at AR ~ 1 (d1~d2), when it provides its highest 
magnetic field gradient. This arrangement behaves almost 
as well as the 4x4 array in what concerns the stream-wise 
body force for lower values of AR.  

Fig. 9 shows the magnetic field spectra (field lines and 
boundary surface map for the magnetic flux density) and the 
flow field (velocity streamlines) for the 4×4 array of 
magnets. A magnified view of the region where the magnet 
is located (presumably, nearby the region of therapeutic 
interest) provides details of the flow field. Recirculation is 
generated at every minimum mass flow rate. These 
particular moments provide for best conditions for the 
injected medication to diffuse in the therapeutic ROI. 

IV.   A MORE REALISTIC MODEL 

To approach as closer as possible the medical procedure 
of the magnetically targeted drug transport and fixation a 
more realistic (i.e., patient related) computational domain is 
needed. To this aim, we used a DICOM image set acquired 
by a MRI scanner. Fig. 10 shows several slices in the set 
that may provide the needed imagistic information. The 
ROI were segmented out and processed using a set of 
imagistic reconstruction tools [9]. 
 

 

Fig. 10 Slices from a MRI DICOM set containing information about the 
human arteries in the chest and abdominal region that were used as source 
for the reconstruction process of the aorta and iliac 3D solid model 

The computational “box” that contains the magneto-static 
problem of the 4×4 permanent magnet array (d1=d2) was 
generated using a CAD program [10] (Fig. 11). Particular 
care was devoted to model the magnetic array itself. During 
the meshing process the 16 permanent magnets may suffer 
unwanted edge fillet processes that would request a much 
too fine mesh to provide satisfactory numerical accuracy. 
We overcome this inconvenient by analytically modeling 
the 4×4 array. The model was FEM discretized (Fig. 12).  

The blood vessel is part of the arterial tree called of 
“resistance” type with diameters in the range 20-25 mm 
[11], [6]. Therefore the pressures at the inlet and outlet flow 
ports may vary synchronously. We assume pI = 11,000 
N/m2, p2 = 10,000 N/m2, and p3 = 10,000 N/m2, where here 
pi(t) = pi[1 + Ksin(t + 3/2)], i = {I, 2, 3}, and K is a factor of 
order 10-1 (here, K = 0.2). 

 

Fig. 11 The reconstructed 3D solid model of the arteries. The 4×4 array of 
magnets is shown (enlarged) aside. Only the magnets are shown 

 

 

Fig. 12 The FEM mesh – approx. 265,000 Lagrange tetrahedral elements 

 

Fig. 13 The unperturbed, pulsating flow – at minimum mass flow rate 
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Fig. 13 shows the flow unperturbed by the magnetic field 
through velocity arrows and pressure surface color map. 
The non-zero average mass flow rate and the outlet 
conditions set for the downstream boundaries do not 
promote recirculation built up. 

Fig. 14 shows the magnetic and the flow field at 
minimum mass flow rate. Here, although less effective than 
for the flow with zero mass flow rate intervals (section III, 
Fig. 9), the magnetic body forces do modify, locally, the 
flow pattern. 

  

 
 

  

 

Fig. 14 The flow with magnetic field – at minimum mass flow rate 

 
The investigation of this transport effect combined with 

the diffusion of medication through the vessel walls makes 
the object of a future research. In this study the drug that 
coats magnetic nanoparticles has not a distinct identity and 
it is rather dispersed in the blood stream. 

V.   CONCLUSIONS  

Magnetic drug targeting (MDT) may be an invasive 
procedure therefore the design of the magnetic field source 
to best provide for medication delivery is of concern, and 
this paper reports numerical simulation results on its 
optimization. Different array-type of magnets were  
 

 

investigated, and compared based on the field gradient they  
produce. Apparently, the 2D and 3D models lead to 
different results, and it is suggested that the optimization 
(hence, the flow-field interaction itself) needs to be 
conducted on 3D models. Finally, to port these findings to a 
more realistic situation, a 3D model obtained out of patient 
specific MRI imagery for a segment of the arterial tree was 
built. The pulsating arterial flow – magnetic field was then 
investigated. 
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Abstract— This paper presents the results from a simulation 
of Transcranial Magnetic Stimulation using realistic brain 
model. The simulation found some interesting results regard-
ing the distribution of the electric field induced in the cortex. 

Keywords— Transcranial magnetic stimulation, coil posi-
tion, bioelectromagnetism. 

I.   INTRODUCTION  

Transcranial Magnetic Stimulation (TMS) allows direct 
initiation of cortical activity, adding a new dimension to 
studies of the human brain. In TMS, the cortical cells are 
stimulated non-invasively by strong magnetic field pulses 
that induce a flow of current in the tissue leading to mem-
brane depolarization and thereby to neural excitation. 

TMS is used in neurology to determine different condi-
tions by evaluating the cortical-motor threshold or to assess 
the continuity of nervous pathways. 

In recent years TMS has proven its capabilities in treat-
ing psychiatric conditions like depression or schizophrenia. 
There is also a lot of research under development for the 
treatment of other psychiatric conditions [1][2]. 

Because psychiatric treatments imply stimulation (or in-
hibition) of certain cortex gyrus, we designed a simulation 
to see the effects of a circular stimulation coil on a realistic 
model of the cortex. 

II.   TMS – BASIC PRINCIPLES 

The neurons are stimulated by applying a rapidly chang-
ing magnetic field. In TMS the excitation is obtained 
through a pulse current that drives a coil situated in the 
vicinity of the head (figure 1). The source of the activation 
of neurons is the electric field E induced in the tissue by the 
varying magnetic field (Faraday’s Law) [3]: 

t

B
E

∂
∂−=×∇                                    (1) 

At cellular level the electric field E affects the transmem-
brane potential which may lead to local membrane depolari-
zation and firing of the neuron (figure 2) [4]. 

 
Fig. 1 TMS mechanism – macroscopic view [3] 

 
Fig. 2 TMS mechanism – cellular level [3] 

III.   SIMULATION SETUP 

Because the surface of the cortex is highly irregular, we 
wanted to view the effects of stimulation on a realistic brain 
model. To reach our goal we designed a double 70 mm 
copper circular coil placed in the vicinity of the brain. The 
brain is represented by an anatomically correct right side 
hemisphere.  The simulation was performed using 3D Finite 
Element Modeling software. 

The generally accepted time periods for TMS are 200-
500 µs [5]. The coil is excited by a 1 kA current with a 
frequency of 2.5 kHz, which corresponds to duration of 400 
µs for each pulse. This time period is similar to the one used 
by Magstim Rapid2 magnetic stimulators.  

The brain hemisphere was modeled as a 3D solid object 
composed of 261 faces (figure 3). It includes white and gray 
matter, modeled as a homogeneous volume. Conductivity of 
the brain was set according to recent research regarding 
brain conductivity. For body temperature and frequencies 
between 10 Hz-10 kHz the conductivity was set to 1.79 S/m 
[6].   
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Fig. 3 Cortex views 

The exterior diameter of the coil loops is 70 mm, and the 
interior 40 mm. The coil and cortex objects were included 
in a sphere containing air. This enclosure has the radius 10 
times bigger than the radius of the coil loops. This allows us 
to set the Neumann condition on the exterior surface of the 
enclosure without important distortions to the magnetic 
field produced by the coils.  

To mimic realistic stimulation conditions, the coil was 
positioned parallel to the scalp, rather than to the surface of 
the cortex. The center of the stimulator is positioned at 
coordinates (0, 0, 0), and the coils are parallel to the YZ 
plane (figure 4). 

 

Fig. 4 Overview for the position of the coil relative to the brain 

IV.   RESULTS AND DISCUSSIONS 

The solution was solved for 753554 degrees of freedom. 
The overview of the results is in concordance with our ex-
pectations – the biggest values for induces electric field are 
located under the center of the stimulator. But the distribu-
tion is not uniform (figure 5).  

Although one could expect bigger values for the electric 
field in the gyri, since they are closer to the coil, we find 
higher intensities along the channels (called sulci) between 
them. 

For the vertical slices, their positions were chosen to in-
clude the center of the stimulator and the points under the 
inner margin of the left coil (figure 6).  

 
Fig. 5 Overview of induced electric field (V/m) 

 (a)  

 (b)  

Fig. 6 XZ plane slices for induced electric field (V/m). Slice position: (a) 0 
mm; (b) +55 mm 
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Figure 7 contains vertical slices through the center of 
each coil. The difference between the maximum values in 
the two slices is due to the distance between each coil and 
the brain. 

For the horizontal slices, their positions were chosen so 
that they include the points under the center of the stimula-
tor (figure 8 a), or the points under the inner margin of the 
coils (figure 8 b and c). 

If we look at different slices through the cortex, we real-
ize that the biggest values for the electric field are not nec-
essarily in the closest vicinity of the coil, but rather in the 
tight sulci (depressions or fissures in the surface of the 
brain). This means that stimulation can occur at rather 
smaller power levels in sulci (figure 6, 7 and 8). 

 (a)  

 (b)  

Fig. 7 XZ plane slices for induced electric field (V/m). Slice position: (a) -
36 mm; (b) +36 mm 

 (a) 

 (b) 

 (c) 

Fig. 8 XY plane slices for induced electric field (V/m). Slice position: (a) 0 
mm; (b) +23 mm; (c) -23 mm 
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The highest value for the induced electric field is 86 
mV/m and is located in the lateral sulcus (also called Syl-
vian fissure). Electric field values in the gyri are smaller 
than 50 mV/m. 

Analyzing the results obtained we see that the electric 
field intensity is at least 20-30% higher in the sulci then in 
the gyri (figure 6, 7 and 8). Also, the highest values of the 
electric field are found in the lateral sulcus, despite the fact 
that the it is not perfectly under the center of the stimulator. 
The maximum value in that sulcus is almost double the 
value in the gyri located under the center of the stimulator 
(figure 5 and figure 6a). 

V.   CONCLUSIONS 

Our results show that the shape of the targeted area of the 
cortex greatly influences the distribution of the induced 
electric field during TMS. This effect has a big impact on 
the locus of stimulation, and should be taken into considera-
tion by physicians when applying TMS. 

More studies are needed to confirm our findings, includ-
ing more complete models that contain the scalp, skull, 
cerebrospinal fluid and the cortex. 
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The Romanian Public’s Perception of Electromagnetic Fields Risk  

D. Curseu, M. Popa, and D. Sirbu 
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Abstract— Potential health risks from exposure to electro-
magnetic fields (EMF) are a hot topic in recent environmental 
health research. The aim of this survey is to help understand-
ing of the perception that the Romanian public has upon the 
links between electromagnetic fields and health. Nervous-
ness/restlessness, headache and sleep disturbances were the 
most often reported symptoms and power lines, mobile phones, 
microwave ovens, computers and TV screens were perceived 
as the main EMF sources suspected to be associated to symp-
toms. The general results show that the level of knowledge 
about the event increases the concern about risks incurring 
from it. Population’s information level was strongly related to 
level of perceived risk, growing concern about EMF. 

Keywords— Electromagnetic fields, risk perception, envi-
ronment, health. 

I.   INTRODUCTION  

In today’s world, there is increasing concern about vari-
ous suspected environmental illnesses. The electric and 
magnetic fields are unavoidably produced wherever electri-
cal energy is generated, transmitted or used, and are thus 
inherent in modern societies. These fields surround all elec-
trical wires and all electrical equipment, such as computers, 
televisions, electrical stoves, telephones, transformers, elec-
tric heaters, cell phones, fluorescent lights, all types of  
wireless devices and more. The health consequences of tech-
nological developments can be difficult to predict and man-
age, and the public reaction is largely hesitant and in many 
cases tends to develop a negative attitude toward this matter. 

Despite evidence that there are no adverse health effects 
within guideline limits, a number of individuals have re-
ported a variety of health problems that they have attributed 
to exposure to electromagnetic field (EMF). These indi-
viduals have often been described as being “electromagnetic 
hypersensitive” (EHS), and EHS is considered a new illness 
of industrialized society. Although there is little scientific 
evidence to support the idea of EHS, the World Health 
Organization (WHO) says the "symptoms are certainly real" 
and "can be a disabling problem for the affected individual". 
Reacting to this rising tide of claims of a new illness, the 
WHO issued a fact sheet on the allergies, which it dubbed 
"electromagnetic hypersensitivity" and likened it to  
multiple chemical sensitivities [1]. The understanding of 

risk perception is of fundamental importance not only to 
improve the communication between scientists and the 
general public, but also to evaluate the plausibility and rele-
vance of claimed effects such as “electromagnetic hypersen-
sitivity”. 

The aim of this work was to assess the Rumanian Pub-
lic’s perception upon the links between electromagnetic 
fields and health and to looks at what proportion the popula-
tion has received information on EMF and whether receiv-
ing this information affects levels of concern about possible 
health risks. 

II.   MATERIAL AND METHOD 

In order to assess and understand in detail the public’s per-
ception of electromagnetic fields risk and to investigate popu-
lation’s information upon this issue, a questionnaire was 
handed out to 500 of adult residents from Cluj-Napoca. The 
reply rate was 65 % (325 responders). The survey’s effective 
respondents were almost gender balanced (with 55% male and 
45% female). More than half of the interviewed were above 
45 years old (48% aged between 20-45 years old and 52% 
between 46-70 years old), and 60% of them have high school 
diploma and above. The current jobs of the respondents are in 
the industries of service (24%), students (20%), retired 
(17.2%), manufacturing (12%), health or education (10.8%) 
freelance (8%) and house persons (8%). 

III.   RESULTS  

The particular questions were designed to assist in de-
termining the levels of environmental health concern, risk 
perception and general information about EMF.  

The first part of the study looks at the place of EMF be-
tween the other environmental issues.  

As Figure 1 show, the electromagnetic fields are not the 
top health concerns in people’s minds, and the responders 
were most concerned about air pollution than any other envi-
ronmental health risk. Among the 10 environmental factors 
presented as potential threats to health, the sources of elec-
tromagnetic fields appear in the lowest three positions. 

After the study of environmental issues that people per-
ceive as affecting their health, we looked in more detail at 
the specific area of EMF. 
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Fig. 1 Main concerns on environmental issues 

The respondents were presented a list of objects and 
asked which of them emit EMF in order to assess their 
knowledge about the possible source of EMF. Broadcasting 
stations, TV towers and mobile communication masts were 
cited by a majority of respondents (66%), followed closely 
by mobile telephones (64%) and power lines or transformer 
stations (58%). High mentions are also noted for visual 
display units or TV sets (44%), computers (40%), radar 
equipment (39%) and electrical household appliances (35%) 
and much lower mentions are recorded for wireless com-
puter networks (12%) and electric wiring in houses (9%). It 
is worth noting that only 8% of interviewed say that every-
thing on the list is a source of EMF and 2% of them don’t 
recognize any source of EMF. See Table 1.  

Table 1 Public's awareness about the sources of EMF 

Possible source of EMF recorders 

Broadcasting stations, TV towers or telecommu-
nication masts 

66% 

Electrical appliances at home (electric clocks,
hairdryers, vacuum cleaners, microwave ovens etc) 

35% 

Electric wiring in houses 9% 

Computers 40% 

Wireless computer networks 12% 

Light sources (fluorescent tubes or other) 14% 

Mobile phones 64% 

Power lines or transformer stations 63% 

Anti-theft devices (e.g. motion detectors of alarm
systems, security gates/barriers) 

18% 

Radar stations 27% 

Railways 24% 

Visual display units or TV sets 44% 

All of these 8% 

None of these 2% 

  

 

Fig. 2 Distributions of perceived risk according to rating scale 

When the subjects were asked to reply to the question 
“How concerned are you about the potential health risks of 
electromagnetic fields?” the public is evenly divided on the 
matter. While 48% of respondents say that they are indeed 
concerned about the potential health risks of EMF, a slightly 
larger proportion of the poll (50%) say they are not very 
concerned or even not at all concerned about this issue and 
only 2% have no opinion on the matter. A socio-
demographic analysis reveals that young people aged 20 to 
45 are less likely to be concerned about the adverse health 
effects of EMF (only 35% of this age group, compared with 
61% in the other age group).  

Risk perception was studied by means of rating scales 
from 0=No risk at all to 6=A very large risk. “Don’t know” 
answers were treated as missing data. Because the people 
tend to believe that others are at greater risk then them-
selves, the respondents were asked to judge both general 
risk (the risk to others), and personal risk (risk to them-
selves). These ratings typically differ as to level. Personal 
risks are typically judged as smaller than general risks. The 
differences between personal and general risk suggest that it 
is probable that people believe they can protect themselves 
from the hazards. The risks were rated at the level rather 
small – moderate. The data are illustrated in Fig. 2. 

Not to suggest any possible answer, the interviewed were 
asked to list the five most common symptoms which could 
be associated with the electromagnetic field exposure. The 
answers may be classified into the following groups - the 
first two are further specified: 

• Nervous system symptoms; nervousness/restlessness, 
headache, sleep disorders, stress, anxiety, and neuras-
thenia.  

• Cardiac arrhythmias, tinnitus/ ringing in the ears  
• Hormonal disorders, eye symptoms, and digestive prob-

lems 
• Other responses concerned different types of cancer, 

reproductive and pregnancy problems and various 
symptoms attributed to the sick building syndrome. 
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Overall, the most common symptoms encountered 
among the responses were nervousness/restlessness, head-
ache and sleep disturbances. Other more specific symptoms 
such as cancer or pregnancy problems occurred less consis-
tently among these descriptions. 

These reactions were analyzed in different situations and 
have been attributed to different sources. 45% of respon-
dents considered that the most common situations appear 
“at work”, 31% specified “at home”, and 24% reported 
“outdoors” as places for apparition of these problems. Ex-
cepting mobile phones, the sources of radiofrequency (RF) 
fields such as telecommunication masts, broadcasting or TV 
towers and radar stations were not mentioned as being a 
common source of problem. A quarter (26%) of respondents 
affirms that mobile phones affect citizens’ health to a major 
extent. Power lines or transformer stations, visual display 
units (especially computers and TV screens), and some 
electrical appliances (especially microwave ovens) were 
frequently mentioned also. More general suspected sources 
included "all EMF sources", or "all EMF from household”. 
There were no clear patterns between the reported symptoms 
and their suspected sources. 

One of the most important criteria used when taking a 
decision or forming an opinion on any particular issue is 
information. Therefore, the survey looks at the extent to 
which information on electromagnetic fields has been re-
ceived by the population. Only 38% of the responders say 
they have received information on the potential health risks 
of EMF. The majority of respondents (62%) report that they 
have not received any information on the matter. Among the 
majority proportion of the poll who had not received this 
information, just 36% say they are worried compared to 
69% among those who received information. Education and 
occupation have a significant influence. In terms of educa-
tion, 39% of those who have high school diploma and above 
had received information on these potential health risks 
compared with just 7% of those who left school at age 16 or 
before. A similar disparity is seen on the basis of occupa-
tion. Among students this figure rise to 46%, and ap-
proaches one in three for managers and those working in 
health or education compared with just 9% of house per-
sons, 11% of the retired and 17% of manual workers.  The 
results show that 40% of respondents claim to be not very 
satisfied with the information received because the material 
they had received was insufficient or not objective. How-
ever, when respondents were asked about the two main 
ways they received information on potential health risks 
linked to EMF, television (75%) and newspapers and maga-
zines (54%) were by far the most frequently mentioned. 
21% of those questioned say they received information over 
the Internet, and fewer than 5% of the respondents men-
tioned specialist publications (science or health journals) 

and other channels of information, such as official publica-
tions, institution manuals, seminars, information in the 
workplace, books or conferences. 

Preference for the Internet is best explained by age, edu-
cation and occupation. While over a third (38%) of the 
youngest age group would prefer to receive information 
regarding EMF via the Internet, only 5% of those aged 46 
and above have the same preference. Education is also an 
important determinant in the selection of this medium: only 
4% of the least educated opt for the Internet as a way of 
receiving information on this subject, and for those edu-
cated stands at more than five times this figure (27%). Oc-
cupation is responsible for even more striking variations. 
Combining the factors of education and age, a third (65%) 
of students opts for this medium. A high figure of 42% is 
also recorded amongst managers. The figures fall to 16% 
for manual workers, 10% for house persons and just 4% 
among the retired. 

In the light of the general criticism of the role of public 
authorities in this aspect of public health protection, it is 
interesting to look at how respondents feel that the authori-
ties should act in this area. The most opinions were that 
public authorities should inform the public as to the poten-
tial health risks linked to EMF (53.8%). Other recommenda-
tions were setting safety standards for products (39%) and 
developing guidance for public health protection (38%), 
harmonizing national safety standards and policies with 
those of EU (36%), and even reviewing of the status of 
scientific evidence and financing of the research (22%) 
were proposed as a possible measure. 

IV.   DISCUSSIONS  

Over the course of the past decades, numerous electro-
magnetic field sources have become the focus of health 
concerns. It is recognized that this topic has received differ-
ent awareness in various European countries: In Sweden, a 
substantial part of the EMF research and health related 
efforts is directed towards “electromagnetic hypersensitiv-
ity” primarily in relation to office work situations and visual 
display units. In other countries like Austria and Germany, 
concerns of people appear to be more concentrated on the 
exposure at home and focused on power lines and transmit-
ter stations [2].  

Studies of the risk perception of EMF have been carried 
out using various methods, including psychometric (ques-
tionnaire) techniques. These studies indicate that people in 
general do not rate electromagnetic sources as being among 
the highest sources of risk. The power lines are typically 
rated as having more severe consequences than other 
sources being much less controllable and much less  
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equitable then those from electrical appliances at home [3]. 
According to respondents' assessments, the power lines, 
mobile telephones, microwave ovens, computer and TV 
screens are considered the most risky source of EMF, which 
may affect their health in the fullest extent. Mobile phones, 
with their widespread adoption across the Romania in the 
past decade, are not only common place particularly 
amongst younger age groups but have generated substantial 
claims and denials as to the possible long-term harm they 
may cause to users. It is well known that voluntary exposure 
is an important factor in risk perception. Generally, people 
who do not use mobile telephones perceive the risk as high 
from the fields emitted from mobile telephone base stations. 
However, more a quarter of interviewed consider that mo-
bile phones affect citizens’ health to a major extent, but they 
are less worried by base stations. 

In most of the cases (58%), the interviewed suggested their 
suspected association between an EMF source and some nerv-
ous system symptoms (nervousness/restlessness, headache 
and sleep disturbances). Because scientists cannot exclude 
that EMF may cause health problems, the application of the 
precautionary principle is debated heavily. It seems that 
precautionary measures will increase trust in risk manage-
ment, which in turn will result in lower risk perceptions [4]. 

Risk perception depends on several factors, many of 
which are relevant for electromagnetic fields. They include 
lack of familiarity with the agent, difficulty in understand-
ing interaction mechanisms, and uncertainty in scientific 
knowledge [5.] Because of uncertainty about health risks 
associated with EMF exposure, the public is more likely to 
experience difficulty in evaluating the available information 
and rely more on perceptions than facts when drawing con-
clusions. MacGregor and co-workers provided subjects with 
a brochure which discussed the ‘possible, but not proved’ 
health effects of ELF exposure. After reading the brochure, 
subjects perceived the health risks of ELF exposure as high-
er than before reading the brochure [6]. In another study, it 
was recommended to provide laypeople with information to 
take away exaggerated fears, thus lowering perceived risks 
[7]. In our study, 36% of respondents who have not received 
any information on the potential health effects of electro-
magnetic fields were worried compared to 69% among 
those who received information. This suggests that the in-
formation may have a backlash effect, increasing worries 
rather than decreasing them. On the other hand, mass media, 
which usually tend to scare-mongering, exert a powerful 
influence on people’s perceptions. 

V.   CONCLUSIONS  

The sources of EMF appear in the lowest three positions 
in context of public concerns for environmental issues. 

Young people tended to be less concerned about the adverse 
health effects of EMF than older people did. Personal risks 
are judged as smaller than general risks, probably because 
the people believe they can protect themselves. Nervous-
ness/restlessness, headache and sleep disturbances were the 
most often reported symptoms and power lines, and the 
mobile phones, microwave ovens, computers and TV 
screens were perceived as the main EMF sources suspected 
to be associated to symptoms. 

Information may have a backlash effect, increasing wor-
ries rather than decreasing them. This could be interpreted 
as an indication that information on these potential health 
risks has a major impact in increasing levels of concern. It 
could also be that people who tend to be more worried 
about the issue are more likely to look for information. 
Education and occupation have a significant influence, and 
the Internet is likely to become one of the preferred chan-
nels of information in the near future as it is chosen by more 
young people. 

In future work, it would be interesting to relate perceived 
EMF risks to measures of precautionary attitudes. 
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Abstract— An arteriovenous fistula (AVF) is a surgical ves-
sel connection between an artery and a vein. It is created in 
end stage renal disease to provide adequate blood access for 
hemodialysis. In the present study, the local hemodynamics is 
investigated in a patient-specific AVF using a computational 
fluid structure interaction (FSI) simulation. The fluid and solid 
governing equations are solved using ANSYS (ANSYS, Inc.).  

We focus on an end-to-side AVF between the end of the ce-
phalic vein and the brachial artery. The geometry of the vessel 
lumen is obtained from CT-scan angiography. The vessel wall 
is modeled as a monolayer of shell elements of uniform thick-
ness, since the actual wall thickness cannot be obtained from 
medical images. We investigate the effect of the presence of a 
severe stenosis upstream of the anastomosis by comparing two 
different geometries: model 1 consists of the complete patient-
specific AVF, presenting a stenosis inside the proximal brachi-
al artery and an enlargement at the cephalic vein; model 2 is 
obtained from model 1 by substituting the stenosed artery with 
a straight cylinder. For both models, a physiological time-
dependent velocity inlet profile and flow-dependent resistive 
pressure outlets are imposed as boundary conditions. The 
hyperelastic, 3rd-order Yeoh model is used as constitutive law 
to model the vessel wall.  

The presence of the stenosis increases the mass flow 
through the cephalic vein by 9.6%, which could have a positive 
effect on the hemodialysis access in terms of flow rate. Howev-
er, the stenosis causes an enlarged area of the vein subjected to 
low wall shear stresses and high oscillatory shear indices, 
which are risk factors for atherosclerotic plaque and neo-
intima formation. 

Keywords— arteriovenous fistula, fluid-structure interac-
tion, hemodynamics, wall shear stress, oscillatory shear index. 

I.   INTRODUCTION  

Most patients with end stage renal disease require hemodia-
lysis. This treatment requires a permanent vascular access 
easily available and able to provide a blood flow equal to 300-
500 ml.min-1. An arteriovenous fistula (AVF) is a surgically-
created connection between an artery and a vein. Subjected to 
arterial pressure, the vein gets arterialized after about three 
months. When the fistula reaches its maturation state, it acts as 
a low resistance, high compliance pathway between the high 
pressure arterial system and the low pressure venous system[1]. 
The lifespan of an AVF is limited from a few days to about 10 
years, the failure being due to insufficient or excessive blood 

flow inside the cephalic vein. The reason for its failure remains 
an open question. It has been observed that stenoses are present 
in about 20% of mature AVF[2]. We would like to investigate 
whether the stenosis may affect the flow rate distribution in the 
AVF and therefore the long-term efficiency of the AVF.  

Investigating the hemodynamics in the AVF cannot be 
easily performed in vivo: Echo-Doppler measurements can 
provide the averaged velocity inside vessels but neither 
local velocity profiles nor parameters such as the wall shear 
stress (WSS). The hemodynamics inside the AVF has pre-
viously been investigated using computational fluid dynam-
ics simulations[3-4], but no previous study has considered 
the case of a stenosed AVF. 

Our purpose is to investigate how the presence of a ste-
nosis at the proximal brachial artery may affect the hemo-
dynamics in a patient-specific geometry with an FSI simula-
tion. 

II.   METHODS 

A.   Geometry, Mesh and Numerical Method 

We analyze a patient-specific end-to-side brachio-
cephalic fistula at the elbow region. The geometry consists 
of the AVF lumen reconstructed from CT-scan angiography 
medical images[3]. All the clinical measurements are con-
ducted on a patient at rest, in supine position and without 
external constrains on the AVF. We investigate two differ-
ent geometries. Model 1 consists of the complete patient-
specific AVF shown in figure 1. It presents an 80%-stenosis 
along the proximal brachial artery and an enlargement in the 
cephalic vein. Model 2 is obtained from model 1 by substi-
tuting the stenosed artery with a straight cylinder (box in 
figure 1). The cylinder is connected to the brachial artery 
2.5 cm upstream of the anastomosis. 

The vessel wall is modeled as a monolayer of shell ele-
ments. The wall thickness is set to be equal to 0.1 times the 
diameter of the brachial artery, since the actual value cannot 
be deduced from the medical images.  

The mesh of model 1 consists of 89×103 shell elements 
for the vessel wall and 783×103 elements for the vessel 
lumen. In model 2, the vessel wall is meshed with 71×103 
shell elements and the lumen with 621×103 elements. 
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Fig. 1 Geometry of the patient-specific AVF and time-dependent velocity 
profile imposed as inlet boundary condition. The geometry used for model 
2 is shown in the box 

The fluid structure interactions are simulated coupling 
ANSYS-CFX and ANSYS-Mechanical (ANSYS, Inc.) 
implicitly. A convergence study has been done in order to 
tune the time-step to guarantee numerical stability. We look 
for the optimal time-step for which (i) the numerical model 
is stable, (ii) the computational time is the smallest, (iii) the 
temporal resolution is sufficient to capture the time-
dependent flow features. All the following results are calcu-
lated with a time step of 10-2 s. 

B.   Mechanical and Rheological Properties 

The vessel wall is assumed to be homogeneous, isotropic 
and hyperelastic in both models. It has to be noted that, to 
the knowledge of the authors, no AVF wall properties data 
exists in the literature.  We assume both the artery and the 
vein follow the 3rd-order Yeoh model[5]. The law constants 
are chosen, so that the diameter of the mid-brachial artery 
varies by 10% over one cardiac cycle.  

Blood is modeled as an isotropic, homogeneous and non-
Newtonian fluid; its density is considered equal to 1050 
kg.m-3. The apparent viscosity μ follows Casson model: √ߤ ൌ ටఛబఊሶ  √݇ ,                                 (1) 

where τ0 represents the yield stress, ߛሶ  the shear rate and k 
the consistency. We set the model parameters according to 
experimental data for low shear rates[6]: τ0 = 4×10-3 Pa, k = 
3.02×10-3 Pa.s. 

C.   Boundary Conditions 

A time-dependent velocity profile measured by echo-
Doppler on the patient on the same day as the CT-scan 
angiography is applied at the inlet of the proximal brachial 
artery (figure 1). The peak Reynolds number is 800, mean 
Reynolds number 650 and Womersley number 4. At the  
 

outlets, we impose purely resistive boundary conditions. 
The values of the resistances are tuned to obtain a mean 
flow rate of 350 ml.min-1 in the cephalic vein. 

D.   Hemodynamic Parameters 

We call wall shear stress (WSS) the modulus of the two-
component vector: ૌܟ ൌ ߤ  డܞడ(2)                                    , ܖ 

where v is the velocity vector and n the unit vector normal 
to the vessel wall. In an healthy brachial artery, the WSS is 
1-2 Pa[2], which we will refer to as the healthy physiologi-
cal range.  

The temporal gradients of WSS (WSSGt) are defined as: ܹܵܵܩ௧ ൌ  డௐௌௌడ௧  .                              (3) 

It has been assessed that the presence at a specific location 
of instantaneous high WSSGt and large variations of this 
index during the cardiac cycle are directly related to endo-
thelial cell proliferation and intimal hyperplasia[7].  

The oscillatory shear index (OSI) is defined by: ܱܵܫ ൌ 0.5 ቆ1 െ ቚ ௐௌௌ ௗ௧బ ቚ |ௐௌௌ| ௗ௧బ ቇ,                    (4) 

where T is the cardiac period. By definition, the OSI index 
varies between 0 and 0.5. It takes into account the oscilla-
tions in the flow direction: the larger the index, the more 
important the wall shear oscillations. 

III.   RESULTS 

A.   Hemodynamics 

The velocity profile analysis in model 1 shows a time-
varying velocity profile following the Womersley solution 
in the proximal brachial artery. A peak velocity of 2.1 m.s-1 
is observed at the stenosis (location A, figure 2).  

We compare the flow rates in the different branches of 
the AVF in both models to investigate the influence of the 
stenosis on the flow redistribution. The critical flow rate for 
hemodialysis treatment is the venous one. We observe that, 
for the same incoming flow rate, the stenosis in model 1 
leads to an increase in the cephalic vein flow rate to 9.6%. 
A stenosis located on the arterial side may then actually 
enhance the blood flow entering the vein owing to a flow 
redirection. Figure 2 illustrates the change in the streamline 
directions: more streamlines enter the cephalic vein in  
model 1. It is a consequence of the helical motion induced 
downstream of the stenosis (Figure 2a). 

 

 

model 1 

model 2 



326 I. Decorato et al.
 

 IFMBE Proceedings Vol. 36  
  

 

 
Fig. 2 Velocity vectors along 20 streamlines in the region of the anastomo-
sis calculated at peak systole in models 1 (a) and 2 (b). The grey scale 
represents the velocity magnitude 

 

Fig. 3 Spatial distribution of WSS at peak systole. The WSS is the highest 
at locations A (80%-stenosis), B (15%-stenosis) and C (neck of anastomo-
sis). It is the lowest downstream of location E on the venous side 

B.   Wall Shear Stresses 

The WSS spatial distribution at the peak systole is shown 
in figure 3 for model 1. The WSS falls within the healthy 
physiological range in the proximal brachial artery upstream 
of the stenosis. The vessel tortuosity leads to local WSS 
values up to 10 Pa. The highest WSS is found at the level of 
the stenosis (location A), where it approaches 60 Pa. We 
observed a second region of high local WSS (~15 Pa) at 
location B, where the lumen cross-sectional area is reduced 
by 15%. The anastomosis (location C) is the third region 
subjected to high WSS (~18 Pa): it is induced by the incom-
ing flow impacting onto the bifurcation. On the venous side, 

the patient endures a venous enlargement over most of the 
cephalic vein. This entire region is subjected to low WSS 
(~0.15 Pa). High values of OSI (~0.3-0.4) are observed 
downstream of the stenosis and the anastomosis. The area 
with the largest OSI (> 0.4) is observed 1-3 cm downstream 
of location E, in the enlarged region of the cephalic vein. 
Most of the cephalic vein therefore experiences WSS ten 
times lower than the healthy physiological range and OSI 
larger than 0.3. The combination of both factors may play 
an important role in the atherosclerotic plaque formation 
observed in this region[7].  

Previous studies highlighted the role of the WSSGt on the 
endothelial cell migration processes[8]. We therefore inves-
tigated its evolution during the cardiac cycle T in model 1 
(figure 4). The maximum absolute values of WSSGt occur 
at location C during the systole (WSSGt = 63.9 Pa.s-1 at t/T 
= 0.1 and WSSGt = 74 Pa.s-1 at t/T = 0.2). The WSSGt expe-
riences large temporal variations over the cardiac cycle. It 
continues to oscillate during the diastolic phase of the car-
diac cycle, but the oscillations tend to reduce in amplitude 
(~40 Pa.s-1). The presence of high temporal gradients is 
typical at the neck of the anastomosis[8].  Temporal gra-
dients remain otherwise small. Their second highest value is 
found at location D, but figure 4 shows how much lower 
their amplitude is.  

 

Fig. 4 Temporal variation of WSSGt at locations C (◊) and D (○) in model 
1. The location of point D can be found in figure 3 

Hardly any difference is found when we compare the 
WSS values for both models (model 1: with stenosis, model 
2: without stenosis). Regions of non-physiological WSS are 
found in both models at the same locations. A difference in 
the WSS values is found at location B, the WSS being 25% 
higher in the presence of the stenosis: it is a consequence of 
the higher flow entering the vein. Inside the cephalic vein, 
the WSS is again similar in both models 1 and 2, the peak 
WSS being much lower than the physiological WSS. 
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Abstract— Left Ventricular Assist Devices (LVADs) gener-
ally operate at a constant speed in the human body. This 
causes a decrease in the pulsatility of hemodynamic variables. 
To increase the pulsatility a stepwise change was applied to the 
LVAD operating speed over a cardiac cycle. To do this, a nu-
merical cardiovascular system model and a pump model were 
used. The model was developed by considering the static char-
acteristics of the MicroMed DeBakey LVAD. First, the simula-
tions were performed at constant operating speeds, 8500 rpm, 
9500 rpm and 10500 rpm. Pulsatility indexes were calculated 
for left ventricular (LV) pressure, aortic pressure, LV volume 
and LVAD flow. Cardiac output (CO) was calculated at con-
stant operating speed and these values used for comparing the 
pulsatility indexes with stepwise and constant operating 
speeds. The LVAD was operated at two different constant 
speeds in the stepwise operating speed simulations. Low and 
high operating speeds were adjusted so as to obtain the same 
cardiac output values with the constant operating speed simu-
lations. The operating speeds in the simulations were 7800-
11250 rpm, 9300-11250 rpm and 10300-11250 rpm. The same 
cardiac output values were obtained with an increase in the 
pulsatility of the hemodynamic variables without significant 
changes in their shapes except the LVAD flow. The obtained 
results show that it is possible to obtain more physiological 
results by applying a stepwise change to LVAD operating 
speed over a cardiac cycle. 

Keywords—  Heart pumps, LVADs, pulsatility, static char-
acteristics, stepwise speed control. 

I.   INTRODUCTION  

Left Ventricular Assist Devices operate at a constant 
speed in the human body. This speed causes a decrease in 
pulsatility in the hemodynamic variables such as LV pres-
sure, LV volume, aortic pressure, flow rate of the LVAD. In 
full support the aortic valve remains closed over a cardiac 
cycle and all the blood flows through the LVAD [1]. The 
remaining pulsatility in an LVAD assisted heart exists be-
cause of contractions of the LV. This low pulsatility condi-
tion, may lead to aortic insufficiency and other long-term 
vascular complications. More physiological LVAD opera-
tion may alleviate these problems. 

Several attempts to improve the assistance of the LVADs 
in the human cardiovascular system have been described in 

literature. Moscato et al. developed a control strategy that 
provides an explicitly definable loading condition for the 
failing ventricle [2]. The studies show that there is a relation 
between the motor current and hemodynamic variables in an 
LVAD assisted heart. This relation was used to develop 
LVAD control strategies [2-6]. The LVADs show deleteri-
ous effects such as suction when the operating speed 
reaches a relatively high value. There are studies to detect 
and prevent the suction in the literature [7-11]. These stud-
ies show sufficient support to the circulation system and 
prevent suction.  

Pulsatility in the hemodynamic variables decreases in an 
LVAD supported heart however pulsatility is a desired 
effect in a VAD assisted heart and can be obtained by using 
a pulsatile flow VAD. In a continuous flow VAD pulsatility 
diminishes and afterload increases [12]. In this paper, a 
different approach is presented to improve the long-term 
support capability of the LVAD. A stepwise operating 
speed change was applied to obtain pulsatility in hemody-
namic variables over a cardiac cycle. 

II.   METHOD 

To apply a stepwise operating speed over a cardiac cy-
cle, a numerical human cardiovascular system (CVS) model 
and a numerical model for Micromed DeBakey LVAD were 
used.  The operating speed was increased instantly when LV 
pressure reaches its peak value and kept constant until it 
reaches the lowest value. When LV pressure reaches its 
lowest value, the LVAD operating speed was adjusted to the 
low value again and kept at this value until peak LV pres-
sure was observed again. The results were compared with 
constant speed operation, rendering the same overall cardiac 
output. For an accurate comparison pulsatility indexes (PI) 
were defined for the hemodynamic variables. 

The numerical CVS simulation model consists of an ac-
tive left ventricle (LV) and right ventricle (RV), left atrium, 
right atrium, aortic valve (AV), mitral valve (MV), tricuspid 
valve (TV), pulmonary valve (PV), aorta, systemic veins, 
pulmonary arteries and pulmonary veins. The equivalent 
electric analogue is given in Fig.1. Abbreviations are given 
in Table1. 



A Method to Increase the Pulsatility in Hemodynamic Variables in an LVAD Supported Human Circulation System 329
 

  
 IFMBE Proceedings Vol. 36  

 

 
Fig. 1 Equivalent electric analogue of CVS model and LVAD 

Table 1 Symbols 

Nomenclature 
AV Aortic valve Subscripts 

C Compliance ao aorta 

e Activation function la left atrium 

E Elastance lv left ventricle 

K Pump coefficeint pa pulmonary arteries 

L Inertance pv pulmonary veins 

MV Mitral valve ra right atrium 

PV Pulmonary valve rv right ventricle 

Q Flow rate sv systemic veins 

R Resistance d diastolic 

T Heart beat period,  s systolic 

t  instantaneous time 1 peak systole 

TV Tricuspid valve 1 number of pump coefficient 

ω Rotation speed 2 peak diastole 

ΔP Pressure difference 2 number of pump coefficient 

 
Parameter values and the equations for compartments are 

taken from the available literature and all the parameter 
values and equations were used in the numerical model can 
be found in [13-16]. Elastance and activation functions of 
the ventricles were taken from [17]. The elastance function 
(1) of the ventricles is calculated by using the activation 
function (2). The activation function describes the contrac-
tion and relaxation phases in the ventricles. 
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The symbols are referenced in Table 1. The same equation 
was used in both ventricle models but the parameter values 
were different. Es and Ed for the LV were 2.5 mmHg/mL 
and 0.1 mmHg/mL respectively. Es and Ed for the RV were 
1.15 mmHg/mL and 0.1 mmHg/mL respectively [17]. T 
was adjusted to 0.8 sec and kept constant in all the simula-
tions. T1 was adjusted 0.3*T and T2 was adjusted 0.45*T. 
Dilated cardio-myopathy was induced by reducing the Es 
value for both ventricles to 0.5 mmHg/mL.  

A numerical pump model was developed to simulate the 
MicroMed DeBakey LVAD by considering the static char-
acteristics of the pump. Static characteristics of this pump 
are given in Fig. 2. Detailed information about the meas-
urements of pressure across the LVAD can be found in [18]. 
The model used in the simulations is given below: 

2
21 ωKQKP +=Δ

                               
(3) 

The values of K1 and K2 were estimated to be -0.264 
mmHg/mL/s and 0.0035 mmHg/s2 respectively.  

The numerical pump model was implemented in the CVS 
model and simulations were performed for constant operat-
ing speed at 8500, 9500 and 10500 rpm. After completing 
the simulations at constant operating speeds, simulations 
were performed for stepwise LVAD operating speeds. In 
the stepwise operating speed simulations the LVAD 
switched to high speed at the peak LV pressure and kept 
constant until LV pressure reaches its minimum value. 
Three different simulations were performed at 7800-11250 
rpm, 9300-11250 rpm and 10300-11250 rpm operating 
speeds to obtain the same cardiac outputs as observed in the 
simulations for constant operating speeds. The maximum 
speed was set to 11250 rpm to prevent the suction. The 
LVAD operating speed and LV pressure are given in Fig 2. 

 

 

Fig. 2 a) Static characteristics of the MicroMed DeBakey LVAD,  
b) LVAD speed (-continuous line), LV pressure (--dashed line) 

To determine and make a comparison between the pulsa-
tility in the hemodynamic variables, pulsatility indexes were 
calculated as below. 

}2/)minmax/{(}minmax{ XXXXPI +−=
        

(4) 

The parameter X is used for the hemodynamic variables that 
were considered in the simulations; LV pressure, aortic pres-
sure, LV volume and LVAD flow. The subscripts of max and 
min in the (4) denote maximum and minimum values of these 
hemodynamic variables. Simulations were performed using 
the Matlab Simulink tool. Solver and maximum step size 
were set to ode15s and 0.0002 s respectively. 

III.   RESULTS 

Simulations were performed for healthy and pathological 
conditions without LVAD support first. LV pressure, aortic 



330 S. Bozkurt et al.
 

  
 IFMBE Proceedings Vol. 36  

 

pressure, LV volume and cardiac output (CO) for healthy 
and pathological conditions are given in Fig.3 and summa-
rized in Table 2. 

LV pressure, aortic pressure and LV volume under as-
sisted conditions at constant speeds are given in Fig 4. 

For increasing constant LVAD operating speed LV pres-
sure decreases and aortic pressure increases with increasing 
LVAD operating speed (Fig. 4). End-systolic and end-
diastolic volume of the LV decrease with increasing con-
stant operating speed. LV pressure, aortic pressure and LV 
volume under assisted conditions at stepwise changing 
speed are given in Fig 5. 

 

 

Fig. 3 a) LV pressure (- healthy, -. pathological), aortic pressure  
(-- healthy, : pathological) b) LV volume (- healthy, -- pathological) 

 

Fig. 4 a) LV pressure and aortic pressure at 8500 rpm, b) LV pressure and 
aortic pressure at 9500 rpm, c) LV pressure and aortic pressure at 10500 
rpm, (-- LV pressure, -aortic pressure), d) LV volume at constant speed (- 
8500 rpm, -- 9500 rpm, -. 10500 rpm) 

Table 2 Simulation results 

  Plv[mmHg] Pao[mmHg] Vlv[ml] CO[mL/s] 
Healthy 7-120 79-121 53-122 86.3 

Pathological 17-78 58-78 160-202 52.5 

 
The shapes of the hemodynamic signals at the stepwise 

operating mode are similar to the constant operating speeds 
over a cardiac cycle. Stepwise change of the LVAD operat-
ing speed hardly changes the shape of the hemodynamic 
signals. However the amplitude of the aortic pressure signal 
doubles. The LVAD flow for constant and stepwise operat-
ing speeds are given in Fig. 6.  

The shape of the LVAD flow changes significantly due 
to sudden change in the LVAD operating speed. The PI 
values of the LV pressure, aortic pressure, LV volume and 
LVAD flow were calculated according to equation (4). The 
change of PI values for the considered hemodynamic vari-
ables at the constant operating speeds and stepwise operat-
ing speed are given in Fig. 7. 

 

 

Fig. 5 a) LV pressure and aortic pressure at 7800-11250 rpm, b) LV pres-
sure and aortic pressure at 9300-11250 rpm, c) LV pressure and aortic 
pressure at 10300-11250 rpm, (--LV pressure, -aortic pressure), d) LV 
volume (- 7800-11250 rpm, --9300-11250 rpm, -.10300-11250 rpm) 

 

Fig. 6 a) LVAD flow at constant operating speed (- 8500 rpm, -- 9500 rpm, 
-. 10500 rpm), b) LVAD flow at stepwise operating speed (- 7800-11250 
rpm, -- 9300-11250 rpm, -. 10300-11250 rpm) 

 

Fig. 7 PI of the LV pressure, aortic pressure, LV volume and LVAD flow 
for constant operating speed and stepwise operating speed (o: stepwise 
speed change, x: constant speed) 

As shown in Fig 6, maximum value of the LVAD flow 
increases and minimum value decreases to obtain same mean 
CO values with the constant operating speed mode at step-
wise operating speed. The peak values are not excessively 
high, the human CVS can handle these short term peak flows 
because of the large compliance of arterial system. 
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Stepwise change in the operating speed over a cardiac 
cycle provides increase in the pulsatility in all the hemody-
namic variables considered (Fig. 7). The systolic aortic 
pressure is increased if the operating speed changes step-
wise over a cardiac cycle. PI values decrease for increasing 
cardiac outputs in both constant and stepwise change of 
speeds except for the LV volume. The difference between 
the maximum and minimum values in hemodynamic vari-
ables decreases for constant and stepwise operating speeds 
for increasing cardiac output values.  

IV.   DISCUSSION 

In this paper a method was proposed and applied to in-
crease the pulsatility of the hemodynamic variables in an 
LVAD assisted circulation system. It is possible to increase 
pulsatility and systolic aortic pressure if the operating speed 
changes stepwise without a significant effect on the shape 
of the hemodynamic variables except the LVAD flow. CO 
values did not change indicating that support quality of the 
LVAD is improved. In this study high speed was kept con-
stant at 11250 rpm and the lower speed was changed. The 
operating speeds could be adjusted by considering heart 
rate, the inlet and the outlet pressure of the LVAD or any 
other parameter can be measured or estimated to obtain 
more physiological results and a better support. Also a 
pump model was developed by using the static characteris-
tics of MicroMed DeBakey LVAD. A dynamic pump model 
would give better and more accurate simulation results, 
because dynamic pump load changes due to contractions of 
LV. In the simulations operating speed was changed instan-
taneously which is impossible in a real application. In real 
pumps, there will be a transition time from one speed level 
to next. To develop controllers capable of achieving this are 
subject of ongoing research. 

At constant LVAD operating speeds aortic valve incom-
petence would occur due to change of pulsatility [19]. At 
stepwise operating speed mode pulsatility increases and it 
can potentially be a method to solve insufficiency problems 
in an LVAD supported human CVS.  
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Abstract— Anatomical features and a complex vascular sys-
tem characterize the liver. The blood flow results as a complex 
interaction between fluid, vascular system complex geometry 
and liver functional and structural features. The disease pres-
ence produces pathological changes that may induce hemody-
namic perturbations not only due to geometry modification 
but especially due to liver perfusion alteration. The analysis of 
the blood flow dependence on the geometry variability in phy-
siological condition could emerge in its parameterization and 
quantification. This may eliminate the confusion between 
blood flow modification due to geometry variability in physio-
logical conditions and flow alteration due to pathological con-
ditions or congenital anomalies presence. 

In this paper the analysis focuses on portal vein system and 
consists in blood flow analysis under unsteady-state conditions. 
The study involves the investigation of 12 patients by MRI 
techniques followed by 3-D portal vein system geometry acqui-
sition, blood flow simulations based on mathematical models 
that include constitutive equations describing the hemodyman-
ics and its relations with the deformable vessels wall. The 
computational technique applied to model the blood flow ap-
proaches both the velocity field and the pressure field. The 
vessels wall was considered elastic, coupling in this way the 
vessel/wall deformability problem. 

The blood flow analysis in physiological conditions enables 
the improvement of understanding of the complex blood flow 
behavior in the portal vein system; enables to identify critical 
information and to parameterize the domain of normal portal 
vein circulation. 

Keywords—  blood flow, CFD, MRI, mathematical model-
ing, hemodynamics. 

I.   INTRODUCTION  

During the recent years, especially in the field of medi-
cine [1], visualization techniques gain an increased role in 
the scientific and/or engineering work. In parallel with the 
increase in computer power the techniques of image acqui-
sition and processing became important investigation tools 
and data sources for modeling and simulation [2]. The re-
search field employing flow visualization in anatomical 
features was the first beneficiary of the development of 
these techniques [3].  

Coupling image acquisition and processing techniques 
with large computational grids originating from computa-
tional fluid dynamic (CFD) simulation the quality of feature 
representation and process analysis is improved. 

Through the visualization and preprocessing techniques 
the real-world models and their associated data (i.e. veloci-
ty) are transposed in a virtual one, able to numerically simu-
late the flow and the fluid/structure interaction, by solving 
complex mathematical models based on Navier-Stokes 
equations and gaining scientific data and comprehensive 
graphical representations.  

There are several authors that used this approach for 
studying the blood flow in the human body [4-6]. The ve-
locity components being acquired either from MRI se-
quences or form ultrasound Doppler measurements and the 
data compared qualitatively with the predictions of CFD 
calculations. 

In the present analysis the MRI sequences were used for 
3D reconstruction of the portal vein system and the ultra-
sound Doppler measurements to provide the boundary con-
dition for CFD model implementation. 

The accuracy of such approach and the validity of the 
mathematical model used for blood flow simulation in 3D 
complex geometries were demonstrated in a previous work 
of Botar et al. [7]. Based on that, the purpose of this re-
search was tracking physiological features of the blood flow 
in the portal vein system. 

II.   PROBLEM STATEMENT 

The essentials in the present analysis relay on differentia-
tion of physiological characteristics of the portal vein blood 
flow, its parameterization and quantification. For this reason, 
after obtaining the approval from the Ethics Committee of the 
University of Medicine and Farmacy “Iuliu-Hatieganu” and 
informed consent of patients, there were included in the study 
a series of 12 patients with physiological liver aspect. The 
clinical investigation consisted of Magnetic Resonance Imag-
ing (MRI) and Ultrasound Doppler (UD).  

The MR images were processed with MatLab software - 
Image Acquisition and Image Processing Toolboxes  
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creating a binary version of the image by using the thre-
sholding approach. The 3D portal vein system geometry 
reconstruction was performed using the SolidEdge V20 
software. Further on, the computational fluid dynamics 
(CFD) technique was applied to describe the blood flow in 
the portal vein system.  

The elastic wall conditions have been introduced based 
on mathematical models that include constitutive equations 
describing the hemodynamic and its relations with the de-
formable vessels wall. The constitutive model for the vessel 
wall is considered the hyperelastic one, as this model may 
cover non-linear stress-strain behaviour at modest strains, or 
elastic one up to huge strains.  

The portal vein hemodynamic analysis considers the con-
tribution of the confluent abdominal veins. 

 

Fig. 1 Portal vein system: a) MRI and b) 3D SolidEdge V20 recon-
struction, 1 - portal vein, 2 - Superior mesenteric vein, 3 – Splenic vein 

III.   REPRESENTATION OF THE 3D PORTAL VEIN GEOMETRY 

The objective of the 3D reconstruction of the portal vein 
system was to obtain a 3D realistic volume that reproduces 
as intimate as possible the complexity of the portal and of 
the associated veins system.  

For each patient the same type of 3D reconstruction has 
been done in order to incorporate in the simulation the high 
diversity of the portal vein geometries. 

The portal vein geometry acquisition has been done using 
a 1 T MRI system (Sigma LX, GE Medical Systems) with a 
9.1.0723d software, 1270 MHz IP30 processor, main mem-
ory size 512 Mbytes, and a phase array TORSOPA receiver. 
The geometrical information have been extracted from a 3D 
TOF SPGR vascular sequence acquisition, using the 
SmartPrep option based on bolus detection (gadolinium). 
The apparatus settings consisted in: Angio TOF SPGR – 3D 
acquisition; maximum monitor period 12 s; image acquisi-
tion delay 4 sec; imaging options: Fatsat; SmartPrep; TE 
Min; Prep Time 21; FA 35; Bandwidth 41,67; FOV 40; Sl 
Th 2.2; Locs per slab 34; Freq/Phase 256/192; NEX 0.50; 
PhaseFOV 0.90; scanning time 0:23, breath hold. 

The flow related data were acquired using in vivo Eco-
Doppler technique. The medical investigations have been 
conducted using an Ultrasound Logiq 7 BT 06 machine, a 
Convex probe 4C, with the following B mode settings (Freq 
4.0 MHz, AO=100%, Gn 78, DR 111), Doppler color set-
tings (Freq 3,3 MHz, PRF 1.2 KHz, Gn 29, WF 175 KHz) 
and Pulse Doppler settings (SVL 4 mm, GN 23, PRF 3,5 
KHz, DR 40, WF 69 Hz). 

The 3D geometry reconstruction was done using the So-
lidEdge V20 software capabilities. An approximation has 
been made in what it concerns the shape of the geometric 
section in the distal branches of the geometry; the section 
shape has been considered circular.  

The volume geometry has been imported in GAMBIT. 
The surfaces mesh was generated, using the face surface 
Quand/Pave algorithm and smoothed using the length-
weighted Laplacian algorithm. The volume mesh was gen-
erated using the Tet/Hybrid/Tgrid algoritm. The spacing 
used was 1. The simulations were carried out by means of 
the CFD software Fluent. The geometric parameters  
(Table 1) used in simulations were determined by medical 
investigations.  

The domains of the portal vein system investigated were 
the main branch and its left and right branches.  

An un-steady state model has been used; considering the 
fluctuations of the blood flow between inspiration and expi-
ration periods.  In this way dependency of the blood flow in 
portal vein system has been considered. The tixotropic 
properties of the blood have been taken into account. The 
differential equations have been discretized in a manner of 
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finite element method. Mass flow boundary conditions have 
been specified at the geometry inlet. The inferior and supe-
rior values are provided by Doppler Ultrasound measure-
ments to supply the user defined profile functions. The 
vessel walls have been treated as elastic. The no-slip condi-
tion was imposed to the vessels wall. It is necessary to men-
tion that the geometric variability of the portal vein system 
from one patient to the other is very high. 

Table 1 Values of experimental (clinical) parameters used in simulation 

 
* flow type L = laminar, LD – right lobe, LS – left lobe, LC – caudate lobe.  

IV.   MODELING APPROACH 

The flow model considers the tixotropic characteristics of 
the blood. The blood is considered as a non-Newtonian 
fluid, the relation between the shear stress and the strain rate 
is nonlinear and time-dependent. The blood viscosity was 
defined according to the non-Newtonian power law: 

Table 2 Values of experimental parameters used in simulation [8] 

Power law index (n) 0.4851 

Consistency index k (kg-s^n-2/m) 0.2073 

Reference temperature (K) 310 

Minimum viscosity limit ηmin (kg/m-s) 0.001 

Maximum viscosity limit ηmax(kg/m-s) 0.003 

 
The hemodynamic was described by the Reynolds stress 

model (RSM) instead of laminar model as the past expe-
rience showed that it gives accurate prediction of the blood 
flow in complex geometries [4]. The RSM is abandoning 
the isotropic eddy-viscosity hypothesis, and closes the  
Reynolds-averaged Navier-Stokes equations by solving 
transport equations for Reynolds stresses together with an 

equation for the dissipation rate. Since the RSM accounts 
for effects of streamline curvature, swirl, rotation, and rapid 
changes in strain rate, in a more rigorous manner than the 
one-equation and the two-equation flow models, it has been 
used in simulation due to its greater potential to give accu-
rate predictions for complex flows [FLUENT 6.3 user 
guide]. More than that, using the Quadratic Pressure-Strain 
Model it is possible to obtain superior performance in a 
range of basic shear flows, including plane strain, rotating 
plane shear, and axisymmetric expansion/contraction. The 
non-equilibrium wall functions have been also considered to 
extend the applicability of the wall function approach by 
including the effects of pressure gradient and strong non-
equilibrium (Fluent 6.3 User Guide, Chapter 12.7.4).  

More than that, for low Reynolds numbers past expe-
rience showed that RSM model  

The model equations are the following ones: 
 

- the Reynolds stresses: 

                                           (1) 

- the transport equations: 

 
(2) 

 

Unsteady state conditions have been used. The differen-
tial equations have been discretized in a manner of finite 
element method. The operation and the boundary conditions 
have been specified. The vessel was treated as elastic. A 
dynamic mesh model was used in order to address the 
movement of the mesh in the unsteady state solver. The no-
slip condition has been imposed. 

V.   SIMULATION RESULTS 

The hemodynamic simulations in the portal vein system 
have been initialized considering the contributions of the 

Pacient 1 2 3 4 5 6 7 8 9 10 11 12 

Hepatic 
dimensions 

LD 
[mm] 

204 178 167 179 170 180 183 198 175 169 181 171

LS 
[mm] 

88 80 60 57 75 87 85 86 78 71 59 73 

LC 
[mm] 

48 42 30 38 45 47.9 39.7 44 45 36 40.1 48 

Portal vein 
dimensions 

Inspiration
[mm] 

15 15.5 12.5 11.4 14.3 14.8 13.9 14.715.713.9 12.3 14.1

Expiration
[mm] 

13.9 14.5 11.6 11 13.4 13.7 11.7 13.314.112.1 11.5 12.9

length 
[cm] 

6.7 5.4 6 5 7 6.8 6.3 6.5 5.5 6.2 5.2 6.8

Portal vein 
stream 
velocity 

max. 
[cm/s] 

29 27.2 25 28 26.1 30 29.8 28.226.925.7 27.1 26.7

min. 
[cm/s] 

22.9 23.5 19.7 20.1 19.2 25.3 23.6 21.821.318.9 20.9 19.3

Flow type L L L L L L L L L L L L 

Splenic vein 

max. 
velocity 
[cm/s] 

21.8 21.6 22.1 27.2 22.3 26.3 24.1 21.721.520.1 20.9 26.7

flow 
[ml/min] 

192 210 177 185 168.5 188.3181.7 189 206 197 179 147.1

Superior 
mesenteric 

vein 

max. 
velocity 
[cm/s] 

15.9 18.2 18 19.4 16.2 17.8 17.3 15.417.919.2 18.7 17.3
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splenic and superior mesenteric veins. The resulted data, 
provided by the computer simulation, supply the values of 
the blood velocity along the entire portal vein geometry.  

 

  

Fig. 2 Correlation between clinical and mathematical modeling data of
blood velocity in the portal vein main branches during the inspiration 
period 

 

Fig. 3 Correlation between clinical and mathematical modeling data of
blood velocity in the portal vein main branches during the expiration
period 

The analysis of the simulation results has been done ac-
cording to the clinical investigations (Doppler Ultrasound). 
In the clinical experiments the velocity was measured in the 

portal vein main branch at 1 cm ahead from the branches 
bifurcation. A user profile user defined function was usedin 
simulations in order to cover the inspiration expiration 
cycle. The simulation results show a good agreement be-
tween clinical and mathematical modeling and simulation 
data (figures 2 and 3); both in case of inspiration and expi-
ration periods.  

To illustrate and to parameterize the behavior of the por-
tal vein blood flow in its main branch, the distribution of the 
Reynolds number has been computed for all the geometries 
analyzed. The simulation results (figure 4) demonstrate that 
there exists a certain laminar domain in which the physio-
logical blood flow takes place.  

The range of Reynolds number extends between the val-
ues 2600 and 1020 in the region situated at 1 cm ahead the 
main portal vein bifurcation. 

Extending the analysis to the left and to the right 
branches of the portal vein, the Reynolds number distribu-
tion is consistent with the data obtained in the portal vein 
main branch; even if the domain of Reynolds number differ 
significantly in the region situated this time at 2 cm after the 
main portal vein bifurcation. 

 

Fig. 4 Flow parameterization in the main branch of the portal vein 

For the portal vein left branch the domain of Reynolds 
number extends between 1255 and 540 (Figure 5a), and for 
the portal vein right branch the values are comprised be-
tween 790 and 460 (Figure 5b). 

The flow homogeneity observed in the three regions of 
the portal vein system, for such a high geometric variety, 
enables the prediction of the blood flow behavior. 
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Abstract— The mechanisms and definitive predictive com-
ponents involved within the clinical initiation and formation of 
atherosclerosis remain elusive as of yet.  Over the years, estab-
lished fluid and mass transport theories and experimentally 
agreed upon vasoactive agents have contributed towards a 
boom of predictive mathematical models concerning atheroge-
nesis.  This paper aims to elucidate currently utilized theories 
available regarding initiation of atherosclerotic proliferation 
and provide a brief review of available mathematical transport 
phenomenon models which utilize these theories.  

Keywords— atherosclerosis, mathematical models, trans-
port phenomena, low density lipoproteins. 

I.   INTRODUCTION  

Atherosclerosis, generally speaking, is related to a thick-
ening and hardening of the elastic and muscular arterial 
walls due to the infiltration and proliferation of the macro-
phage white blood cells and smooth muscle cells into the 
vascular tissue [1, 2]. The event is exacerbated by the insu-
dation of plasma lipoproteins that transport cholesterol and 
triglycerides in the vascular tissue, and inadequate removal 
of the lipids and cholesterol, resulting in the formation of a 
fibrolipid plaque.  As atherosclerosis has been identified as 
a chronic, progressive, disease with an extended asympto-
matic phase, the actual cause or reason for initiation of the 
lesion growth is still conjecture.  However, specific cellular 
elements have been identified during variable stages of the 
lesion formation, such as endothelial cells, smooth muscle 
cells, platelets, and leukocytes (also referred to as white 
blood cells, or more specifically, lymphocytes and mono-
cytes) [3].  As the mechanism behind the interaction of 
these elements also remains elusive, a review of an estab-
lished theory has been presented in the following text. This 
theory has become the hallmark for the starting point of cur-
rent mathematical transport phenomena models to describe 
the initiation and progression of the atherosclerotic lesion.  
The mathematical model provides a means to investigate 
and predict the lumenal atherosclerotic growth patterns and 
concentration dispersion within the vascular wall, thereby 

providing relevant data and predictor statistics within the 
clinical setting for ongoing and future treatment.  It has been 
suggested that the interaction of the cellular elements with 
the accumulation of the plaque components, such as the 
plasma low-density lipoprotein (LDL), within the arterial 
wall promote the atherosclerotic growth.  Thus, the 
represented transport models, as classified by Prosi et al., 
depict transport mechanism theories, with focus on interac-
tions of the species LDL, within the arterial wall [4, 5].   

II.   RESEARCH IN THE AREA 

A.   Theories on Atherosclerosis Initiation and Formation  

Theories regarding the initiation and proliferation of 
atherosclerosis stem from experimental and natural animal 
models and scientific review of the biochemical processes. 
One accepted theory regarding the initiation process of athe-
rosclerosis includes the response-to-injury hypothesis as 
proposed by Ross [1, 6]. A drive to understand the proposed 
theory has led to multiple predictive efforts through mathe-
matical models, thus an understanding of the proposed me-
chanisms is essential for progression on the topic. 

It is known that the diseased vessel state of atherosclero-
sis is predominantly apparent in elastic and muscular arte-
ries, such as the medium-sized coronaries which crown the 
heart [7].  As a review, the coronary arterial vascular wall is 
comprised of three main concentric layers, which are the 
endothelial cell (EC) lined intima, the smooth muscle cell 
(SMC) laden media, and the extracellular matrix (ECM) 
comprised adventitia, as shown in Fig. 1 [7]. The medial 
layer is enclosed by dense elastic membranes, namely the 
fenestrated intima-media internal elastic lamina (IEL) and a 
media-adventitia external elastic lamina (EEL).   

Blood oxygen and nutrients are supplied to the media 
SMCs by two routes: (1) inner third by way of direct diffu-
sion from the vessel lumen through the IEL and (2) outer 
two-thirds via an arteriole network, termed vasa vasorum, in 
the adventitia through the EEL [7]. However, prior to diffu-
sion past the IEL, all species must first cross the monolayer 
of endothelial cells lining the vascular wall. The endothelium 
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exercises activities critical for normal vessel homeostasis by 
metabolizing hormones, regulating inflammation, maintain-
ing a nonthrombogenic blood-tissue interface, and affecting 
growth of other cell types, particularly SMCs [7].  Yet, tight 
junctions apparent between ECs can gap  under hemodynam-
ic influences (e.g., low wall shear stress or high oscillation 
zones [8, 9]) and/or vasoactive agents (e.g., histamine, cyto-
kines, vasodilator enzymes [7, 9, 10]) allowing infiltration of 
proteins (normal conditions) or leukocytes (inflammatory 
conditions). 

 

Fig. 1 Representation of distinct layers of normal coronary artery vascula-
ture. Reproduced with permission from [7] 

Ross [6, 7] proposed an inflammatory response-to-injury 
hypothesis which stated that the initial fatty streak forma-
tion of atherosclerosis, a condition present in persons of all 
ages including infants, was due to an endothelial dysfunc-
tion as caused by elevated levels of modified or potentially 
oxidized LDL (ox-LDL), leading to a large infiltration of 
monocyte-derived macrophages and T-lymphocytes. Fur-
thermore, additional macrophage recruitment occurs via a 
release of vascoactive molecules, cytokines, and growth fac-
tors from the endothelial cells lining the progressively in-
jured site. Over time, an inefficiency in removal of the ox-
LDL particles results in a remodeling (intimal dilation) or 
restructuring (latent fibrous cap formation) via SMC migra-
tion, rendering the vessel as a fibrolipid plaque [7]. The fat-
ty plaque is due to the macrophage and SMC metabol-
ism/degradation of the injurious agent, ox-LDL, resulting in 
the visibly lipid-filled foam cell. The continued intravascu-
lar auto-amplification of the inflammatory event (macro-
phage and T-lymphocyte cell recruitment leading to a re-
lease of hydrolytic enzymes, cytokines, chemokines, and 
growth factors) eventually leads to further interstitial dam-
age and formation of focal necrosis beneath the fibrous cap, 
at which point the injury site is labeled as an advanced, 
complicated lesion [7].  

Auxiliary theories have been developed regarding the in-
itiation, formation, and progression of the atherosclerotic 
lesion. However, for the purposes of this paper, only a por-
tion of the theory under discussion has been touched upon 

in order to explain the biological relevance behind the ma-
thematical model under focus. Further discussion of addi-
tional theories and the related models will be discussed in 
later reviews. 

B.   Mathematical Models for Transport Phenomena 

Mathematical models for transport phenomena are de-
scribed through structural (vascular wall) and fluid (blood) 
interactions. The mathematical model provides a means to 
investigate and predict projected atherosclerotic growth pat-
terns across the arterial surface and LDL concentration dis-
persion and interaction with surrounding cellular elements 
within the vascular wall, thereby providing relevant data 
and predictor statistics within the clinical setting for ongo-
ing and future treatment.  The classified fluid transport 
models for describing LDL transport into the vessel wall 
include the wall-free model, the fluid-wall model, and the 
multi-layer model [4].  Within all respective models, blood 
flow through the arterial lumen is described by the incom-
pressible Navier-Stokes equation for Newtonian fluids (1) 
and the continuity equation (2); ߩ ௧ ܝ ൌ െ∇  ܝଶ∇ߤ  ∇ (1)                        ࢌߩ · ܝ ൌ 0                                          (2) 

where ܝ is the velocity vector field in the artery lumen,  
is the blood pressure in the lumen, f is the volume force vec-
tor (to replace gravitational force), ߩ and ߤ are the density 
and viscosity of the blood, respectively, and ∇ denotes the 
del (also referred to as nabla) operator [11, 12].  

Table 1 Notations for Transport Equations 

Notation Description u , u௪ 
Blood velocity in the lumen and filtration (transmural) 
velocity in wall  Blood pressure ܿ , ܿ௪ Solute concentration in the lumen and in the wall layer ߤ, ,ߥ ߩ Dynamic, kinematic viscosity and blood density ߤ Plasma viscosity ߤ 
Effective dynamic viscosity (Brinkman’s modified 
viscosity) ܦ௪ Solute (macromolecule) diffusivity in the wall ߙ௪ Wall permeability factor ߬௪ Shear stress vector at the lumen wall ݍ௪ Diffusive flux at the wall 

r Outward pointing radial vector ߚ Constant, proportionality factor 
K Mass transfer coefficient of solute ܭ௦ Solute lag coefficient ߢ Permeability coefficient of solute ܭ Darcian permeability of the porous medium ܴ 

Reaction term for mass transport of species concentra-
tion (conditional) 
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For the sake of clarity throughout the remainder of the 
text, the notations for the following represented equations 
are indicated in Table 1. 

Wall-Free Model: The simplest model is referred to as 
the wall-free model (WFM) as it incorporates the arterial 
wall solely by simplified boundary conditions [5, 13]. 
Through utilization of Fick’s law for binary diffusion, the 
solute transport, e.g. oxygen, albumin, ATP, or LDL, can be 
measured by a diffusion-advection equation which incorpo-
rates the resistance of the arterial wall to transmural trans-
port through use of a constant or shear-dependent permea-
bility term [5, 11, 14]. The transmural diffusive flux ݍ௪ at 
the lumen wall boundary then is described as either a con-
stant where ߙ௪ is the constant wall permeability factor and ܿ௪ is the wall concentration (3), or with further detail for the 
permeability factor as a linearly dependent variable on the 
local wall-shear stress magnitude |߬௪|, and ߚ is a constant 
௪ݍ :[14 ,5] (4) ൌ െܦ௪ డೢడ ൌ ௪ܿ௪ߙ ௪ܿ௪                               (3)ߙ ൌ ݂ሺ|߬௪|ሻܿ௪ ൌ  ௪|ܿ௪                           (4)߬|ߚ

An alternative WFM boundary condition proposed by Wada 
and Karino (1999) and Ethier (2002) incorporates the blood-
side solute concentration at the wall surface and an endo-
thelial permeability parameter [15, 16]. In terms of mass 
conservation, the boundary condition states that the surface 
concentration (via concentration polarization) is provided 
through a difference calculation using the amount carried to 
the arterial by a filtration flow and the amount which returns 
via diffusion into the mainstream flow:  ܿ௪u௪ െ ௪ܦ డೢడ ൌ  ௪                                  (5)ܿܭ

where u௪ is the filtration velocity at the arterial vessel wall 
(transmural velocity), illustrated in Fig. 2 as ௪ܸ, and K is the 
net uptake (mass transfer) coefficient [5, 15, 16]. Under dif-
ferent studies, the mass transfer coefficient has been taken 
as a constant, for example as the permeability coefficient of 
the solute ሺߢሻ [15], or specified to depend on quantities 
such as wall shear rate, as mentioned in equation [14]. Fur-
thermore, the concentration at the wall can further be im-
proved upon by taking the difference of the bulk concentra-
tion in the lumen and the wall concentration [5]. 

The WFM provides a computationally expedient method 
to gain qualitative information regarding the mass transfer 
through the arterial lumen wall. However, this model has 
gross limitations for computation and understanding of the 
actual concentration profiles throughout the layer. Thus, in 
order to provide a more realistic output, the fluid-wall mod-
el has been developed.  

 

 

Fig. 2 A schematic of the transmural fluid flux via diffusive and convec-
tive transport of low density lipoprotein (LDL) from lumen through the 
semipermeable endothelial cell wall (EC) [15, 16]. The transmural velocity 
is denoted as ௪ܸ and u is the lumenal velocity vector. Image taken from 
Wada and Karino (1999) [15]. 

Fluid-Wall Model: The fluid-wall model (FWM) incor-
porates the endothelium, intima, IEL and media into the 
formulation as one single porous layer with homogenous 
transport properties. The simplification improves the qualit-
ative results of the model at low computational expense. In 
order to accomplish this task, principle transport equations 
regarding the velocity, flux, and concentration of the trans-
port species (hence referred to as the solute) and/or the 
transport carrier fluid (also referred to as the solvent), are 
applicable. 

The velocity in the porous wall region is solved by way 
of Darcy’s law (6) or the Darcy-Brinkman equation (7), 
which is a generalization of Darcy’s law that facilitates 
matching the lumen/permeable medium interface boundary 
conditions, that namely being the continuity of the fluid ve-
locity and the shear stress, through use of a volume averag-
ing technique for the transmural velocity, u௪ െ ߘ · ൬ವఓ ௪൰ ൌ 0                                 (6) u௪ ൌ െ ವఓ ሾ∇௪ െ  ∇ଶu௪ሿ                           (7)ߤ

where ܭ is the Darcian permeability of the porous me-
dium, ௪ is the pressure in the arterial wall, ߤ is the plasma 
viscosity, and ߤ is the effective dynamic viscosity (Brink-
man term) as related to the porosity and tortuosity of the 
medium [17] [18, 19]. Assuming constant diffusivity, the 
concentration field is computed with a mass transport equa-
tion (8), డೢడ௧  u௪ · ∇ܿ௪ ൌ ௪∇ଶܿ௪ܦ  ܴ                          (8) 

and may include a reaction term, ܴ, to incorporate chemical 
dynamics for advection-diffusion-reaction properties [5, 
20]. The boundary conditions for the lumen side mass trans-
fer are satisfied similarly to the WFM by assuming the  
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convection-diffusion difference calculation as shown in  
equation (5).   

Alternatively, the lumen-wall transport can be modeled 
through use of Darcy’s law, in equation (6), and the mass 
transport in the arterial wall can be coupled with the trans-
mural flow by the following convection-diffusion reaction 
equation (9): ∇ · ሺെܦ௪∇ܿ௪  ௦ܿ௪u௪ሻܭ ൌ ܴ௪ܿ௪                 (9) 

which incorporates the solute lag coefficient ܭ௦ , and the 
consumption rate constant, ܴ௪ [5, 21].  In this instance, 
transport processes in the arterial wall can be coupled with 
the blood flow through the use of Kedem-Katchalsky (K-K) 
equations thereby incorporating the solvent (10) and solute 
(11) flux: ܬ௩ ൌ ∆ሺܮ െ ௦ܬ ሻ                             (10)ߨ∆ௗߪ ൌ ࣪∆ܿ  ൫1 െ  ௩ܿҧ                          (11)ܬ൯ߪ

where ܬ௩ is the transmural velocity (solvent flux), ܬ௦ is the 
solute flux (mass flux of chemical per unit surface), ܮ and  ࣪ are the hydraulic conductivity and permeability of the 
membrane, ∆ is the pressure across the membrane, ∆ܿ is 
the solute concentration difference across the membrane, ܿҧ 
is the mean concentration inside the membrane, and ∆ߨ is 
the osmotic pressure differential [5, 18]. The selective per-
meability of the membrane is accounted for with the osmot-
ic reflection coefficient, ߪௗ  (also known as the solvent drag 
sieving coefficient, where ߪௗ ൌ 1 െ  ௗ), and the frictionalݏ
reflection coefficient, ߪ (also known as the Staverman fil-
tration coefficient, where ߪ ൌ 1 െ  ).  One example ofݏ
further enhancement through utilization of these parameter 
values includes the use of a shear-dependent hydraulic con-
ductivity variable, as used by Sun (2006) to estimate LDL 
and oxygen transport [21]. 

Provided the computational expense is low, this model is 
widely proclaimed for its benefits within predictive model 
schemes. However, the lack of internal transport distinction 
between the arterial layers, brings potential error into the 
predictive value through lack of crucial components in-
volved in the formation of atherosclerosis.  Therefore, in 
order to provide the most realistic approach to the transport 
properties, the multi-layer model was developed. 

Multi-Layer Model: The multi-layer model (MLM), devel-
oped by [22], provides the most developed and realistic ma-
thematical composition of the arterial wall, taking into ac-
count the four layers of the lumen, intima, media, and ad-
ventitia. The separating membranes consist of the endothe-
lium, IEL, and EEL. Similar to the FWM, the MLM utilizes 
the volume averaged stationary convection-diffusion equa-
tion with a reaction term, as shown in equation (9), to depict 

the chemical dynamics of the metabolic processes occurring 
for mass transport across the intima and media. The filtra-
tion velocity within the intima and media are solvable with 
application of Darcy’s law, as shown in equation (6). The 
transport equations for the lumen, intima, and media can be 
coupled through use of the K-K equations, which incorpo-
rate the solute and solvent flux across each membrane, en-
dothelium, and IEL individually, as shown in Fig. 3. 

 

Fig. 3 Figurative approximation of arterial wall layers with separating 
membranes for the FWM (left) and MLM (left). The flux applied to the 
membrane couples the corresponding layers. Image taken from Prosi 
(2005) [4]. 

Additional Models: Additional models are available which 
take a single layer of the wall into account, such as the me-
dia [23]. Within this context of this FWM, the SMC’s are 
modeled as solid structures within the porous arterial layer.  
This model shows how the IEL permeability affects the spe-
cies distribution of ATP and LDL within the arterial layer. 
Further model development of the individual layers is one 
move towards a more clear definition of the vascular re-
sponse, which may provide better definitions when incorpo-
rating the layers into MLM’s. 

III.   BIOCHEMICAL MODEL IMPROVEMENTS 

The interaction of the fluid and wall structure can be fur-
ther expanded upon in computational fluid dynamics (CFD) 
models through combination of the chosen transport equa-
tions for boundary conditions with biochemical models that 
yield the potential of differential calculus equations. The 
differential calculus model engages ordinary (ODE) and 
partial differential (PDE) equations for the mathematical 
model formulation, which enables quantitative estimation of 
the global behavior of the system and provides a potential to 
model lipid accrual in and removal from the subendothelial 
(intimal) layer of the vessel wall (as proposed by Cobbold et 
al.) or further depict locations of plaque aggregation (as 
proposed by Calvez et al.) [24-26]. For example,  the inte-
ractions of high density lipoprotein (HDL) and vitamin C 
within the oxidation process were described via an  
ODE model within [24], in order to depict the protective 
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properties of HDL against LDL oxidation by effectively act-
ing as a sponge to free radicals until complete vitamin E 
removal from the LDL. Additionally, the plaque aggrega-
tion model [26] utilized transversal averaged values within 
PDE’s  in order to depict the concentration or density evolu-
tion of each species of interest (namely immune cells, LDL, 
ox-LDL, foam cells, cytokines, extracellular matrix). 

The biochemical models incorporate chemical and cellu-
lar species for description of the coronary event from a mi-
croscale approach. The data gained from the biochemical 
models can be incorporated into further macroscale models 
that include the blood flow and gross appearance of the ves-
sel, thus leading to the necessity for a multiscale approach 
for a rational depiction of atherogenesis. 

The model can provide predictive information of the ves-
sel plaque vulnerability to increased wall thickness and/or 
change in the fluid flow environment. Further understanding 
of the behavior of this disease via numerical validation 
brings about the potential to improve treatment and outcome 
for patients at risk or diagnosed with atherosclerosis. The 
integrative dynamic environment of vascular modeling 
through incorporation of biochemically relevant mathemati-
cal models into CFD models promotes vast potential for ex-
pansion on atherosclerosis research. 

IV.   CONCLUSIONS 

The substantial amount of evidence that mass transport 
plays a substantial role in the formation of atherosclerosis 
has led to the development of a variety of characteristic ma-
thematical models.  For the works presented, the transport 
of specific species such as oxygen, albumin, ATP, and LDL 
were modeled.  The evaluation of these components allows 
further understanding for description of the formation and 
progression of the cardiovascular disease atherosclerosis. 
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Melting Transition of Polymeric Capsules with Applications in Drug Delivery 
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Abstract— Polymeric micro and nanocapsules are often 
used as drug delivery systems. Their main advantage is that 
the active substances can be placed inside the capsule and 
released at the position of the diseased tissue or organ. The 
release can be performed gradually, owing to a continuous 
exchange process, eventually influenced by temperature, or 
suddenly as a consequence of melting the capsule wall. In the 
last case the determination of the melting transition tempera-
ture of the fabricated capsules is an important issue. In the 
present contribution we are showing that low field nuclear 
magnetic resonance (NMR) relaxometry can be used as a valu-
able tool in monitoring the melting transition of polymeric 
capsules prepared by an interfacial polymerization technique. 
The NMR relaxation experiments were performed at a proton 
resonance frequency of 20 MHz. The data were analyzed using 
a numerical Laplace inversion algorithm that allowed us the 
determination of the melting point for the fabricated capsules.  

Keywords—  NMR relaxation, polymeric capsules, drug de-
livery, core – shell colloidal particles, melting transition. 

I.   INTRODUCTION  

Targeted drug delivery is one of the most important is-
sues in nowadays medical therapy. Consequently, to trans-
port the right dose of drug to the diseased tissues suitable 
carriers are necessary. Such drug carriers may be repre-
sented by liposomes [1], cyclodextrins [2] or other micro 
and nanoparticles [3]. The micro and nanoparticles may be 
in the form of spheres or capsules and are made of a mac-
romolecular material [3]. The structure of micro and nano-
spheres is of a matrix-type with the drug adsorbed on the 
surface or dispersed inside the matrix [3]. The structure of 
micro and nanocapsules is of a core-shell type with an oily 
core containing the drug which is surrounded by a poly-
meric membrane [4-7]. The main advantage is that various 
active substances such as drugs [3] or even proteins [7] can 
be transported directly to the diseased tissue, completely 
bypassing the healthy ones. Thus, using polymeric capsules 
it is possible to achieve a shielding effect of the physico-
chemical properties necessary to be delivered. 

Nuclear magnetic resonance (NMR) is a completely non-
invasive technique and was successfully used to investigate 
both the structure and the dynamics of molecules in differ-

ent states of aggregation [8]. The best known application of 
NMR technique is in medical imaging, where it has proven 
to be a very important tool in diagnostic. The NMR tech-
niques are also very useful in material science, biology, 
chemistry and physics. They allow revealing both the struc-
ture of molecules and their dynamics. If the structure of 
molecules is usually investigated in the frame of the so-
called high field NMR spectroscopy, a technique which 
requires expensive superconducting magnets, the dynamics 
can be studied in low fields using much more inexpensive 
equipments. Such low field equipments can be even mobile 
[9] and still able to reveal important information on the 
dynamics of molecules. The experimental parameter that is 
mostly measured in a low field experiment is the transverse 
relaxation time 2T . This parameter characterizes the at-

tenuation of the transverse magnetization component during 
a specific NMR experiment in the presence of molecular 
motion. Thus, it provides information on the translational or 
rotational motion of the tagged molecules, the viscosity of 
their environment, geometrical restrictions as well as the 
influence of different parameters (magnetic impurities in the 
sample, temperature, etc.).  

In the present work it will be shown that the low field 
transverse relaxation measurements can be implemented to 
monitor the melting transition of biodegradable polymeric 
capsules prepared by interfacial polymerization of ethyl – 2 
– cyanoacrylate (ECA) monomers in an oil-in-water emul-
sion. The technique allows us both detecting of the melting 
transition temperature and the observation of the changes 
that take place during the melting process.  

II.   EXPERIMENTAL 

A.   Sample Preparation 

Two main methods can be used for preparation of biode-
gradable nanocapsules: interfacial polymerization of dis-
persed alkylcyanoacrylate (ACA) monomers [10] and inter-
facial deposition of preformed polymers [3], such as poly 
(D,L-glycolide), poly (ε - caprolactone), poly (D, L-lactide) 
and poly (lactide-coglycolide). In the present work the po-
lymeric capsules were produced using an interfacial.  
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Fig. 1 The optical microscopy image of the produced polymeric capsules 

polymerization technique [5-7,10]. The method involves the 
initial preparation of two phases: an organic phase and an 
aqueous phase. The organic phase is a mixture of organic 
solvent (acetone), oil (Miglyol 812 provided by Sasol 
Gmbh, Germany) and monomer (ethyl – 2 – cyanoacrylate). 
The aqueous phase contains a mixture of surfactant (Plu-
ronic F 68, provided by Sigma-Aldrich, Germany) and dis-
tilled water. The mixture of organic phase was slowly in-
jected through a needle into a magnetically stirred aqueous 
phase. This mixture immediately became milky and nano-
capsules with different diameters were formed. The diluted 
emulsion was rotary evaporated at ambient temperature to 
remove the last remainders of solvents and then lyophilized. 
A dry powder was obtained with no detectable liquid out-
side. The microscopy image of the produced polymeric 
capsules was obtained with a Zeiss Axio Lab.A1 MAT 
optical microscope and is shown in Figure 1. One can ob-
serve from this image, a distribution of capsule diameters, 
some of them bellow optical resolution. 

B.   The NMR Relaxation Technique 

A very useful technique for transverse relaxation meas-
urements has been proven to be the Carr – Purcell – Mei-
boom – Gill (CPMG) technique [11]. The radiofrequency 
pulse sequence and the echoes train recorded during such an 
experiment are indicated in Figure 2. The main advantage of 
the CPMG technique as compared with other techniques 
which rely on single echo detection is that it allows the 
elimination of the diffusion effects on echoes decay pro-
vided that short enough echo time intervals are imple-
mented. Moreover, such a multiple echo technique is much 
faster compared to single echo techniques. Consequently, it 

allows multiple accumulations of the echoes train signal 
which is an important advantage in low field experiments 
where the detection sensitivity is strongly reduced relative 
to the high field experiments. 

If the recorded CPMG envelope shown in Figure 2 ex-
hibits mono exponential decay and diffusion effects can be 
neglected during the time intervals between two radiofre-
quency pulses, the transverse relaxation time 2T

 
of the 

sample can be extracted by fitting the data with the formula:  

2

2

0 .
n

T
nA A e

τ−
=         (1) 

Here nA
 
is the amplitude of the n-th echo in the echo train 

and 0A
 
is a constant that depends on sample magnetization 

and other parameters of the NMR instrument. The trans-
verse relaxation time 2T  provides information on the trans-

lational or rotational motion of the tagged molecules (vis-
cosity, geometrical restrictions) as well as about the content 
of relaxation centers (paramagnetic impurities) inside the 
sample. 

If the relaxation time varies throughout the sample as re-
sult of sample heterogeneity, a multi–exponential attenua-
tion of the CPMG envelope is expected. Assuming a con-
tinuous distribution of the relaxation times inside the 
sample, the amplitude of the n-th echo in the echo train 
satisfies the formula: 

( ) ( )0 2 2 2

0

2 ( ) exp 2 /nA n A P T n T dTτ τ
∞

= −∫ , (2) 

where 2( )P T  is the relaxation time probability density. The 

above formula suggests that the analysis of the experimental 
data using a Laplace inversion algorithm should provide us 
the relaxation time distribution. It was shown that a reliable 
numerical algorithm for such an analysis is the CONTIN 
algorithm [12]. Using such an approach we can estimate the 
distribution of the relaxation times at different temperatures, 
and consequently we can monitor the melting transition of 
the produced capsules.  
 

 

Fig. 2 The CPMG pulse sequence implemented in our relaxation  
experiments 
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Fig. 3 The echo decay curves obtained at different temperatures in a 
CMPG experiment 

C.   Results 

The transverse relaxation measurements were performed 
on a Bruker MINISPEC MQ20 time domain analyzer oper-
ating at a proton resonance frequency of 20 MHz. The data 
were recorded using the standard CPMG [11] pulse se-
quence as indicated in Figure 2. The length of one hard 90°  
pulse was set to 2.5 sμ  and that of a 180°  to 5 sμ . The 

echo time interval was chosen as 100 sμ  in order to prevent 

the appearance of diffusion effects on the echo decay. A 
number of 2500 echoes were recorded in each experiment. 
The repetition delay of one echo train was selected to 5 s , 
long enough to assure a full recovery of the longitudinal 
magnetization.  

Figure 3 shows the decay curves of the echo train re-
corded at different temperatures, between 5oC and 70oC. As 
can be observed, the curves are non exponential indicating a 
heterogeneous distribution of relaxation times. The non-
exponential distribution becomes more obvious at higher 
temperatures, above the melting transition temperature of 
41oC. The shape of the echo decay curves indicates that the 
experimental data are better described by Eq. (2) with a 
relaxation time distribution which can be extracted using a 
numerical Laplace transform. The results of such an analy-
sis based on CONTIN algorithm are depicted in Figure 4. 
One can observe a strong dependence of the relaxation time 
distribution on temperature.  

In the temperature interval bellow 41oC (melting tem-
perature) only one peak is present in the observed distribu-
tion and that can be associated with the presence of oil 
(Miglyol 812) inside the capsules. The smaller values of the  
 

relaxation time as compared with the bulk values are a re-
sult of the confinement effect. The relatively broad distribu-
tion of relaxation times corresponds to a distribution of 
capsules diameters as observed in Figure 1. The position of 
the peak maximum versus temperature is represented in 
Figure 5 (squares). One can observe an increase in the re-
laxation time with the temperature. A similar dependence is 
also observed in the case of bulk Miglyol (triangles) but 
with higher values of the relaxation time. This increase with 
the rising temperature can be associated with a decrease of 
the viscosity of the confined oil.  

In the temperature interval above 41oC the relaxation 
time distribution splits into two components as can be di-
rectly observed in Figure 4. The appearance of the second 
component may be associated with the melting of the poly-
meric shell (poly ethyl – 2 – cyanoacrylate) of the fabricated 
capsules. The bimodal distribution can be observed from 
41oC to 51oC. Above 51oC only a broad distribution of re-
laxation times is visible with an average relaxation time 
increasing with temperature. This behavior is observed 
since above 41oC the polymer shell starts to melt and as a 
result a distribution of two relaxation times, one from 
Miglyol and another from the polymer melt, will be present 
in the sample. This mixture becomes homogeneous at a 
temperature above 51oC when all capsule walls are melted 
and a unimodal distribution of relaxation times is observed.  

In the beginning of the melting process the melted mix-
ture contains parts from the partially melted walls (poly-
mers) which act as relaxation centers for the surrounding 
Miglyol. Consequently the observed relaxation time reduces 
at the beginning of the melting process as indicated in  
Figure 5.  

 

 
Fig. 4 Relaxation time distribution at different temperatures 
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Fig. 5 The evolution of the confined Miglyol (squares), bulk Miglyol 
(triangles) and the melted mixture (circles) as a function of temperature. 
The circles correspond to the left peak in relaxation time distribution. 

After the polymer shell is completely melted the average 
relaxation time of the mixture increases as a result of in-
creasing mobility of molecules (circles). Furthermore only 
one component in the relaxation time distribution starts to 
be observed by increasing the temperature indicating a bet-
ter homogeneity of the sample.  

III.   CONCLUSIONS  

Delivering drugs as efficient as possible and without any 
risk is extremely important in any type of therapy, espe-
cially in cancer therapy when “the drug” may be a radioac-
tive substance. That is why, numerous preparation ap-
proaches were developed and are available nowadays for 
producing of polymeric micro and nanocapsules with appli-
cations in controlled drug delivery. Designing of specific 
capsules that can melt at a given temperature and thus re-
lease the drug at a specific location (obtained by heating) 
requires new techniques for the characterization of their 
melting transition. In the present work we have shown that 
the monitoring of the polymeric capsules with respect to 
their melting transition can be done using low field nuclear 
magnetic resonance relaxometry. Thus it was possible to 
measure the melting temperature of the capsules shell and to  
 

 

 
 

monitor the heterogeneity of the sample during the melting 
process. The results reported here may have implications for 
the people working in producing and designing of new 
micro and nanocarriers for drug delivery. 
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Abstract— The aim of this study was to combine the proper-

ties of cellulose and chondroitin sulfate in mixed hydrogels in 
order to obtain new materials for medical and pharmaceutical 
applications as drug delivery systems. Different swelling pro-
files and active drug release rates were observed for the pro-
posed formulation compared with pure cellulose hydrogels.  
Along with this aim, hemotoxicity and subcutaneous implanta-
tion experiments had been performed showing a good biocom-
patibility of the studied hydrogels. 

Keywords— drug delivery, codeine, cellulose, chondroitin 
sulfate, hydrogel. 

I.   INTRODUCTION  

Hydrogels are water-swollen, crosslinked polymeric 
networks produced by reticulation involving chemical 
reactions or physical interactions (ionic and hydrogen 
bonding, hydrophobic interaction, micellar packing). 
Hydrogels can absorb and retain large amounts of water1. 
Since the pioneering work of Wichterle and Lim2 of 1960 on 
hydrogels based on 2-hydroxyethyl methacrylate (HEMA), 
the field has developed continuously because of multiple 
applications that hydrogels have especially in medicine and 
pharmacy3,5. The main uses of hydrogels are in the 
biosensors field, artificially dressing for burns4, controlled 
drug release6 and tissue regeneration due to the remarkable 
properties that they have7 in mimicking the extracellular 
matrix of natural tissues. Their water content and elasticity 
are similar with natural biological interactions at the 
molecular level8. Natural polymer (e.g. polysaccharide) 
based hydrogels constitute a very promissing class of sub-
stances mainly due to their high biocompatibility.  

Chondroitin sulfate (CS) is a glycosaminoglycan (GAG) 
made by repeating disaccharide units of D-glucuronic 
(GlcUA) (β1-3) N-acetyl-galatosamine (GalNAc). Both 
monosaccharides can be sulfated (in position 2 for GlacUA 
and in positions 4’ and 6’ for GalNAc) (Figure 1). The 
impact of this sulfation diversity is very important for 
molecular biology and not completely understood. 

Chondroitin sulphate it is used in medical applications9, 
as dietary supplements (capsules and tablets)10, eye drops11. 
CS can be found in humans12,13 demonstrating it’s important 
role biological processes14, 15. 

 
Fig. 1 The chemical structure of Chondroitin 6-sulfate 

Chondroitin and Glucosamine16 are well known for the 
benefic effects on joint pain, improving joint mobility, 
increasing and protecting the cartilage. This supplement is 
recommended for elderly people, athletes and active people 
maintaining joint health and function. 

Cellulose (Figure2) is an organic compound with the 
formula (C6H10O5)n. Cellulose is a β-D-Glucose polymer 
which, in contrast to starch, is oriented with the -CH2OH 
groups alternating above and below the plane of the 
cellulose molecule thus producing long, unbranched chains. 

 

Fig. 2 Cellulose structure 

Cellulose is the world’s most abundant natural, 
renewable and biodegradable polymer. Cellulose is 
hygroscopic, retaining water by hydrogen bonding.  

Bacterial cellulose has unique properties. Due to its high 
water absorbance, biocompatibility, high porosity, 
mechanical properties, high cristallinity and an ultra-fine 
and highly pure fibre network structure, bacterial cellulose 
has become popular in biomedical applications17,18.  

Codeine is a natural alkaloid of opium. Industrial synthesis 
of codeine is made by O-methylation of morphine. It has 
much weaker analgesic than morphine. Of all the receptors 
for opioids, codeine has the highest affinity for μ, subtype μ2. 
Linking to subtype μ1, somewhat weak, is responsible for 
analgesic effects. Codeine 6-glucuronide is metabolized in 
the liver by conjugation with glucuronic acid up to  
80%. Codeine (methylmorphine) is well-known for the  
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antitussive, analgesic and antidiarrheal effects, having a broad 
safety margin and 8%-12% of the strength of  
morphin.  

The most recent advances in cellulose-based hydrogels 
aim not only at the sustained release of a bioactive molecule 
over a long time period, ranging from hours to weeks, but 
also at a space-controlled delivery, directly at the site of 
interest. The need to encapsulate bioactive molecules into a 
hydrogel matrix or other delivery devices (e.g., micro-
spheres) is also related to the short half-life displayed by 
many biomolecules in vivo19. 

Controlled release through oral drug delivery is usually 
based on the strong pH variations encountered when transi-
tioning from the stomach to the intestine. Cellulose-based 
polyelectrolyte hydrogels (e.g., hydrogels containing 
NaCMC) are particularly suitable for this application. For 
instance, anionic hydrogels based on carboxymethyl cellu-
lose have been investigated recently for colon-targeted drug 
delivery20. 

The readily water-soluble nature of chondroitin sulfate 
limits its application as a solid-state drug delivery vehicle. 
Therefore, it is usual to carry out a crosslinking treatment to 
tailor the properties of chondroitin sulfate as reported in 
several works21, or to combine it with other polymers, such 
as chitosan22, gelatin and hyaluronan23, collagen24, 
poly(vinyl alcohol)25 or poly-(lactic-co-glycolic acid)26 in 
order to produce more stable materials. 

The present study aims to investigate the properties of a 
newly developed hydrogel type27 with a double network 
made of cellulose and CS as a potential transport matrix for 
biologically active substances. Along with the release 
evaluation of the loaded active molecule from the hydrogel 
matrix, also hemotoxicity tests and in vivo implantation 
studies were performed in order to characterize the biocom-
patibility of the formulations. The cellulose/ chondroitin 
sulfate hydrogels combine the biodegradation capacity, the 
biocompatibility, the transparency and lack of toxicity of 
cellulose with high water absorption, and biodegradability 
characteristics of chondroitin sulfate in order to obtain new 
biomaterials with special applications in processes that do 
not harm biological environment. 

Up to now, after our knowledge, the combination of 
cellulose and chondroitin sulfate, for obtaining new 
hydrogels and their potential for biomedical applications, 
such as drug delivery, has not been yet exploited.  

II.   MATERIALS AND METHODS  

A.   Material Synthesis and Swelling 

Microcrystalline cellulose (C) Avicel PH-101 with the 
polymerization degree of 183 was purchased from  

Sigma-Aldrich. Chondroitin sulfate (CS) was purchased 
from Roth, Germany and obtained from bovine tracheal 
cartilage. 

The hydrogel samples were prepared as described in 
Oprea et al (2009)27. In short a crosslinking technique was 
used to prepare pure cellulose (used in this study as refer-
ence composition) and mixed hydrogel matrix with a mass 
ratio of 70/30 C/CS. The obtained composition were puri-
fied by washing with water and dried at room temperature 
(this will be further refered as C/CS). The kinetics of swell-
ing was measured by placing the sample in pH=7.4 Phos-
phate Buffer Solution (PBS) and measuring the weigths of 
samples at different time intervals.  

B.   Codeine Loading  

The drug loading method was performed by immersing 
the hydrogels samples in a pH=7.4 PBS-codeine solution 
with a concentration of 2,35*10-2, and left 48 hour for their 
complete loading. 

C.   Codeine Release 

During the drug release study, the release medium 
(pH=7.4 PBS solution) was maintained at 37 ± 0.5 0C. At 
predetermined time intervals, aliquots of the medium of 2 
ml were withdrawn from the release medium and analyzed 
at λmax=285 nm using a RAYLEIGH 1800 UV-VIS spectro-
photometer (China). 

Codeine concentrations were calculated based on calibra-
tion curve determined at specific maximum absorption wave-
lengths. In order to maintain the solution concentration the 
sample is reintroduced in the circuit after analysis. 

D.   Percent Hemolysis Test 

The used blood was collected from healthy patients. Be-
fore testing, the hydrogels were sterilized by ultraviolet 
light trans-illumination for 4 minutes. Each hydrogels sam-
ple was tested with the blood collected from the same pa-
tient. Copper powder was used as positive control and low 
density poly-ethylene (LDPE) as negative control28. From 
each blood sample were withdrawn 0.6mL, placed in Ep-
pendorf containers with copper powder, LDPE, cellulose-
based and C/CS hydrogels and incubated at 37°C for 3 h. 
After the incubation time the samples were centrifuged at 
4000 rpm for 10 min. The separated plasmas were diluted 
11 fold with Tris (62.5 mmol/L, pH 8.0 adjusted with HCl) 
prior to spectrophotometrical measurements. 

The method used for measuring plasma hemoglobin con-
centration was the polychromatic method of Noe et al.29. 
Absorbance was measured at 380nm, 415nm and 470nm 
and the formula used was: 

C(mg/ L) = 1.65 × m A415 – 0.93 ×  m A380 – 0.73 × m A470   (1) 
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where C - hemoglobin concentration (mg/L); mA380, mA415 
and mA470 - absorbances at 380nm, 415nm and 470nm 
(miliabsorbance units). The results were expressed as: 

H (%) = (Cs - Cn)/(Cp - Cn) × 100                   (2) 

where H – hemolysis percent, CS - concentration of hemo-
globin in the sample, Cn - concentration of hemoglobin in 
the negative control and Cp - concentration of hemoglobin 
in the positive control. 

E.   Subcutaneous Implantation 

The in vivo experiments were performed on 4 groups of 6 
animals each (Wistar male rats, average weight ~250g) kept 
under standard conditions, at 20-23 oC, with food and water 
ad libitum. The dimensions of each implant were 6x4mm 
(after swelling). Prior to the implantation procedure, the 
samples were swollen into pH=7.4 PBS solution. The im-
plants have been sterilized with UV radiation and packed 
individually. Each animal was anesthetized with a mixture 
of ketamin (80-100 mg/kg) and xilazin (5-10mg/kg) in-
jected intramuscular. The samples were implanted paraver-
tebral subcutaneously by making a 1cm incision on disin-
fected and newly-shaved skin. The incision was sutured in 2 
points with nonresorbable thread with a 3.0 needle and 
cleaned with ethyl alcohol. The implants were collected 
after 30 days, the examination being performed with an 
Olympus BX40 microscope and a digital camera. The im-
plants sections were examined for the presence of inflam-
matory cells, fibrosis, and abnormal cell morphology. 

III.   RESULTS AND DISCUSSIONS  

A.   Swelling Study 

The swollen weights at equilibrium in PBS at 37oC com-
pared with the dryed samples were 183% for C and 317% 
for C/CS. This fact motivates the choice of the C/CS hy-
drogel over the C. The difference is due to the negative 
charges in the CS structure (-OSO3

- and –COO-, 2 
charges/disaccharide repeating unit) which creates affinity 
for the codeine binding. Codeine molecules link to the CS 
matrix, but in low concentrations that can be neglected in 
comparison with the swollen solution. 

B.   Drug Release Profiles 

From the release profiles depicted in Figure 3 it can be 
observed a decrease of the released amount of Codeine by 
adding CS in hydrogel composition. Also the rate of the 
loaded substance release is higher in the Cellulose hydrogel. 
This can be explained by the fact that the addition of the CS 
to the cellulose matrix draws it into a polyelectrolyte  
hydrogel. 
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Fig. 3 Codeine release profiles from the Cellulose and C/CS hydrogel 
matrice 

Negative charges are present into the matrix from the 
carboxylic –COO- group of the glucuronic acid and from the 
sulfate moiety –O-SO3

- of the N-acetylgalactosamine resi-
dues. In solution Codeine Phosphate is dissociated, the co-
deine bearing a net positive charge which triggers the ionic 
interaction between the drug and the polymer matrix, in-
creasing in this way the retention of the drug inside the  
matrix. 

C.   Hemolysis Test 

The hemolysis percent for the C/CS hydrogel sample was 
Hc/cs= -5,79%. The values reflect a high biocompatibility, 
the negative value obtained suggesting that the variations in 
the levels of free hemoglobin due to the contact with the 
material are lower in magnitude than the experimental  
errors. 

D.   Subcutaneous Implantation 

The implants were easily absorbed without side-effects 
and proved the theoretical hypothesis of biocompatibility 
and effectiveness of the C/CS hydrogel.  

Figure 4 shows the histological response to the implanta-
tion of C/CS. During the first 2 weeks moderate numbers of 
inflammatory cells were infiltrated into the hydrogel which 
integrates into the surrounding tissue, this behavior being 
characteristic to remodeling processes appeared in the im-
plantation sites (figure 4a). 

Figures 4b and 4c show the biomaterial-tissue interface, 
the presence of few inflammatory cells and a reduced infil-
tration. In this area it can be observed an increased baso-
philia of fibroblasts to the material interface, which prove 
the existence of some intense synthesis processes. The pres-
ence of inflammatory cells (neutrophils) and a mild chronic 
inflammatory reaction with multinucleated giant cells in 
hydrogel mesh (arrow) are presented in figure 4d. 
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(a)  (b) 

 (c)  (d) 

Fig. 4 Microscopic investigations of the inflammatory reactions after 
subcutaneous implantation of C/CS hydrogel in rats after 4 weeks. Images 
from 4 (a)(10X), (b)(40X) and (c)(40X) present the detailed zones of 
biomaterial-tissue interface and image 4 (d)(40X) present a detailed zone 
with the inflammatory cells (arrow) found at the edge of the hydrogel 

The C/CS hydrogel was well tolerated for 1 month after 
implantation but should also be noted that usually the 
changes and tissues remodeling occur within the first 4-8 
weeks after implantation, which can justify the presence of 
inflammatory infiltrate into the hydrogel mesh. 

IV.   CONCLUSIONS  

The C/CS hydrogel loaded with codeine showed poten-
tial as drug delivery system. Its high biocompatibility along 
with the possibility of controlling the ratio of the released 
active substance over the retained one, by altering the 
amount of the negatively charged CS, makes it an attractive 
target for subsequent studies as a drug carrier. 
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Abstract— Tissue engineering is a research field in 
biomedicine which has evolved rapidly during the last two 
decades. It is based on the isolation of cells, their proliferation 
in vitro on a scaffold, followed by the implantation of the 
construct inside a living organism. Each of the main elements 
from a tissue engineered construct – cells, scaffold, signaling 
molecules – has a vital role in assuring the desired 
characteristics and proper functioning of the whole structure. 
In order to ensure a normal healing process and no adverse 
reactions, biocompatibility tests have to be performed in 
complex experiments needing sophisticated equipments. Two 
such equipments are presented in this paper: BioStation IM,  a 
microscope that allows capturing images by timelapse 
videomicroscopy, and xCELLigence, an instrument which 
determines cell impedance as a measure of cell adhesion, 
spreading, migration and proliferation. The usefulness of  
these two equipments in tissue engineering research is 
discussed 

Keywords—  tissue engineering, timelapse videomicroscopy, 
impedance, cell adhesion, extracellular matrix. 

I.   INTRODUCTION 

Tissue engineering is an interdisciplinary field of study 
using the principles of engineering and life sciences to de-
velop biological substitutes, who will restore, preserve and 
improve the function of a tissue or entire organ [1]. Accord-
ing to a review on the history of tissue engineering pub-
lished by Charles A. Vacanti [2], one of the founders of the 
Tissue Engineering Society, the first use of the term in its 
current form is as recent as the early 1990s, in a paper pub-
lished in Surgical Technology International in 1991 [3]. 

The basic principle of tissue engineering is the generation 
of a tissue ex vivo by seeding cells on a biocompatible scaf-
fold, followed by the implantation of the tissue in the organ-
ism. Biocompatibility refers to the ability of a scaffold or 
matrix to serve as a platform for cell culture and to allow 
and/or favor cells to perform their activities, in order to 
facilitate the optimal tissue regeneration without eliciting 
unwanted local or systemic responses in the recipient [4]. 

The evaluation of biocompatibility includes assessing 
cell behavior and cell-matrix interactions in vitro. The inter-
actions of cells with biomaterials are influenced by both cell 
surface features depending on membrane components and 

physical and chemical properties, such as the chemistry [5], 
wettability [6] and charge [7] of the materials organizing the 
extracellular scaffold. Cell-extracellular material interac-
tions are extremely complex, well controlled and modu-
lated, including multiple steps and involving various cellu-
lar events. These interactions could also be dependent on 
the adsorption of proteins from the cell medium onto the 
scaffold, as a first event (which happens within seconds 
since they make contact). The next event is represented by 
the cellular attachment (minutes). Afterwards the cells will 
adhere more or less to the substrate (hours) and start migrat-
ing, proliferating and differentiating (days/weeks). Time-
lapse monitoring of cell behavior is very useful in observing 
and understanding these dynamic processes on a long period 
of time. 

In this paper, we will describe two timelapse monitoring 
equipments, one being an imaging system and the other a 
device which measures the variation of the cell layer  
impedance. 

II.   EQUIPMENTS, MATERIALS AND METHODS 

A.   BioStation IM 

The BioStation IM (Nikon Corp., Tokyo) is a mini-
incubator with an incorporated imaging system [8]. The 
temperature, humidity and CO2 concentration inside the 
culture chamber are controlled by the operating software. 
The access to the culture dish placed into the culture cham-
ber is provided by a top gliding lid (Fig. 1), which makes 
the handling easier. Therefore, changes in the culture me-
dium, by adding supplements, could be performed, even 
though the appropriate available accessory was not pur-
chased by the lab. Image acquisition is performed automati-
cally in phase contrast (using a red led beam that does not 
affect cell behavior due to the low energy of the light) 
and/or fluorescence (with 2 available channels) by the soft-
ware, according to a schedule defined by the user. The light 
is automatically turned on only during image collection to 
minimally influence the cell behavior by factors out of the 
experimental design. The equipment assures multipoint 
image collection, at various focal planes (Z-stack), using a 
2.0 mega pixel CCD camera. Data analysis is performed 
with the NIS Elements BR software [9]. 
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Fig. 1 Image of BioStation IM system (top) and details regarding culture 
chamber (bottom). 1 – gliding top lid for accessing culture chamber; 2 – 
front door of the humidity container chamber; 3 – fluorescence filter room; 
4 – fluorescence lamp; 5 – phase contrast light holder; 6 – culture chamber; 
7 – culture chamber lid; 8 – tube for the access of humidified gases 

B.   xCELLigence 

The xCELLigence system (Roche Diagnostics, Mann-
heim) measures the electrical impedance of the cell layer 
across a series of biocompatible microelectrodes placed on 
the bottom of well plates [10]. The cell analyzer station is 
properly designed to be used inside an incubator (Fig. 2), 
while the controller is a laptop provided with RTCA  
Software 1.2 [11]. 

Experimental models can be designed to monitor, on a 
diversity of protein coated surfaces, various cell processes 
and characteristics: adhesion, spreading, viability, prolifera-
tion (by using 16 well E-Plates), or cell motility and inva-
sion. For cell invasion experiments specially designed 16 
well CIM-Plates are available. These CIM-Plates and the 
xCELLigence system replace in an inspired manner the 
older Boyden chamber or trans-well plates improving the 

results by recording more objective data, based on a physi-
cal parameter, cell layer impedance. The 8μm porosity PET 
membrane can be coated with various matrix proteins at 
various concentrations to investigate the cell-matrix interac-
tion effects on cell motility. 

C.   Data Analysis 

Images collected with BioStation IM were analyzed by 
tracing the contour of the surface area of interest, using NIS 
Elements BR software [9]. This procedure allows the inves-
tigator to determine the area of the object (e.g. cell contour 
in adherence, spreading and migration experiments, or de-
nuded surface in wound healing experiments) and the cen-
troid (x and y coordinates) of the geometrical figure drawn 
by the object. These values show the dynamics of cell 
shape, or decrease of the denuded surface to characterize the 
cell behavior. 

Real time monitoring of the cell layer impedance is re-
flected in the calculation of a dimensionless value referred 
to as cell index (CI): 

CI = (Rtn – Rt0)/F 

where: Rtn represents the cell layer impedance at the ex-
perimental time point n, Rt0 is the background impedance 
measured before adding cells into the wells, and F is a fac-
tor being a constant for the instrument at a specified current 
frequency (10Ω for 50kHz, the characteristic factor for our 
system). 

CI values depend on cell behavior in terms of adherence 
strength, spreading extent, cell number (as a cell prolifera-
tion or cell death proof). 

 

 
 

Fig. 2 Image of the cell analyzer of the xCELLigence system, located in a 
cell culture incubator. Three 16 well E-Plates are placed in the three appro-
priate holders 
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III.   RESULTS  

Both BioStation IM and xCELLigence systems are help-
ful in the investigation of events like cell adherence and 
spreading, cell proliferation and viability in various experi-
mental conditions, under different environmental features 
and treatments. Tissue engineering research depends on 
such studies that allow the investigators to decipher cellular 
events and find effective ways to control and modulate the 
cell behavior ex vivo, in order to obtain composite tissues or 
parts of organs. 

A.   Cell Adherence and Spreading Investigation  

Cell adherence and spreading, on different matrix pro-
teins, at various concentrations, can be quantitatively as-
sessed in BioStation experiments with the NIS Elements BR 
software, by tracing the contour and determining the surface 
area of individual cells (not shown). 

The xCELLigence system can monitor cell adhesion and 
spreading on different extracellular matrix (ECM) proteins 
concomitantly, by using different wells in the same plate 
(Fig. 3). Results in figure 3, prove that the surface chemistry 
affects the interactions between cells and substrate. The 
effect of those interactions results in a better spreading of 
the keratinocytes on collagen in contrast with the spreading 
on fibronectin. 

Both equipments are useful in determining cell adherence 
and spreading, although the results provided by measuring 
the impedance are more objective. Moreover, in a BioSta-
tion experiment, a relatively large number of cells must be 
analyzed in order to get statistically relevant data. However, 
the data acquired by each of the equipments have to confirm 
the same trend of the investigated biological events. There-
fore, the results obtained by one of the equipment have to 
validate the results recorded by the other. 

B.   Monitoring Cell Proliferation 

The degree of cell proliferation can be determined from a 
BioStation IM experiment by analyzing the number of mito-
ses during a specific time frame. The facility to collect im-
ages from different microscopic fields in a plate favors the 
statistical analysis of the data collected in fewer experi-
ments than were necessary for older devices.  

An easier approach is provided by the measurement of 
cell impedance, which is proportional to the number of cells 
(Fig. 4). Cell proliferation is accompanied by the formation 
of a confluent layer with an increasing thickness, resulting 
in higher impedance. 

In conclusion, both equipments could be useful in the in-
vestigation of cell proliferation, producing complementary 
data. 
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Fig. 3 Keratinocyte adhesion and spreading on different matrix proteins. 
Experimental conditions: HaCaT cell line, surfaces coated with 5μg/ml 
collagen/fibronectin, for 18h, at 4oC 
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Fig. 4 Keratinocyte proliferation on collagen matrix (5μg/ml). Experimen-
tal conditions: HaCaT cell line, UVA irradiated for 15, 30 or 60 minutes or 
mock-irradiated (control) 
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C.   Cell Migration Studies 

Valuable information in regards to cell migration can be 
obtained using BioStation IM and xCELLigence.  

Using BioStation IM both individual cell and collective 
cell migration can be investigated. A model for collective 
cell migration is offered by the wound healing experiments, 
which used in conjunction with timelapse videomicroscopy, 
represent a productive approach in studying cell movement.  
Results are analyzed in terms of migration speed, direction-
ality of movement, and cell ability to invade unoccupied 
culture surfaces. The ability to migrate can be assessed by 
measuring the surface area of the scratch wound and the 
time necessary for the cells to cover it (Fig. 5). This is espe-
cially useful in the case of cells which migrate in groups 
(such as keratinocytes), as opposed to those that migrate as 
individuals. 

The directionality of the migration can be estimated by 
tracking individual cell trajectories using the cell centroid 
coordinates (Fig. 6). As is suggestively shown in the figure, 
UVA irradiation of dysplastic oral keratinocytes (DOK) 
affects the directionality of cell movement. 

For the investigation of the invasion ability of different 
cells on various prepared culture surfaces xCELLigence 
system is a helpful one due to the specifically designed 
CIM-Plates [12, 13].  
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Fig. 5 Keratinocyte migration capacity determined by measuring the 
scratch wound surface area in a wound healing model. Experimental condi-
tions: DOK cell line, mock-irradiated or UVA irradiated for 30 minutes, 
collagen matrix 5μg/mlg/ml 

IV.   DISCUSSION 

The biocompatibility of the elements in a tissue engineer-
ing construct depends – among other factors – on the inter-
actions between cells and their scaffold. During the process 
of cell adhesion, membrane proteins (integrins) interact with 
ECM macromolecules, this interaction transducing extracel-
lular signals to cytoskeleton elements (actin, talin, vinculin, 
etc.) and intracellular signaling proteins (FAK – Focal Ad-
hesion Kinase, MAPK – Mitogen-Activated Protein Kinase) 
[13, 14]. Binding of the ECM proteins to the extracellular 
domain of integrins determines the activation of these 
membrane receptors. Integrin activation mediates the trans-
duction of signals to several effectors through the 
FAK/MAPK cell signaling pathway, regulating cell motil-
ity, survival and proliferation [15, 16, 17]. As we proved 
above, these processes can be monitored in real time, using 
the BioStation IM and xCELLigence equipments. This 
monitoring is helpful in tissue engineering research in order 
to determine the best conditions for the cells to effectively 
proliferate, interact with one another, and further organize 
tissues ex vivo. 

Studies performed with xCELLigence on cell adhesion, 
spreading and proliferation can provide useful information 
regarding the affinity of a cell type for a certain ECM pro-
tein, which in turn is revealing for the type of integrin sub-
units expressed on the cell surface. 

In our exemplification, shown in Fig. 2, cell proliferation 
was monitored after UVA irradiation, but there are many 
other possible experimental models, more appropriate for 
tissue engineering, which can be investigated with this de-
vice: cytotoxicity assays, the effects of various stimulating 
or inhibiting factors, etc. 

Although information on cell adhesion and spreading can 
be gathered from BioStation IM experiments, they are more 
time-consuming and prone to subjective errors due to cell 
contour measurement that is not always firmly observed. 
The well plates used with the xCELLigence system provide 
the possibility of performing several experiments in one, i.e. 
testing different matrices or compounds, at different con-
centrations. On the other hand, the latter device doesn’t 
provide any visual information; based on its findings 
though, the ideal conditions can be chosen and further in-
vestigated with timelapse imaging. However, the producer 
developed plates for BioStation IM with four chambers, 
allowing simultaneous investigation of the cells in four 
different experimental conditions. Therefore, the two 
equipments can be used to produce complementary results 
once again. 

 
 
 
 



356 C. Niculiţe and M. Leabu
 

  
 IFMBE Proceedings Vol. 36  

 

Cell migration can be examined in videomicroscopy us-
ing wound healing models, but several other experimental 
models too. The examples shown in this paper have focused 
on the effect of UVA radiation on keratinocyte migration. 
Although this cell type migrates in groups, changes in the 
individual movement pattern of cells were observed by 
determining cell trajectories based on the position of their 
centroid. 

Timelapse experiments indicate the time frames in which 
various processes occur. All these findings can be used to 
further investigate the expression level and pattern of differ-
ent proteins of interest (integrins, FAK, actin filament reor-
ganization) using immunoflourescence, Western Blotting, 
PCR, etc. 

V.   CONCLUSIONS  

This paper considers and discusses the helpfulness of two 
current equipments designed to investigate cell behavior in 
real time: BioStation IM allowing cell investigation by 
timelapse videomicroscopy and xCELLigence, a system 
destined to monitor cellular actions by the variation of cell 
layer impedance. The use of these two equipments allows 
researchers to obtain complementary data and to find solu-
tions in controlling and modulating ex vivo the cell survival, 
proliferation, and complex cell-to-cell or cell-to-matrix 
interactions, all of which are involved in tissue organizing. 
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Abstract— The treatment of bone defects was a major chal-

lenge and may still be a problem today. Due to the disadvan-
tages with biologically bone grafts there is a high clinical de-
mand for synthetic bone substitution materials. The aim of this 
prospective study is to reveal biocompatibility integration and 
extension of osseous healing for a biphasic synthetic ceramic 
bone substitute (Eurocer), when used in the treatment of 
31patients with 33 bone defects (fractures, nonunions, os-
teoarthritis). Eurocer® (FH  Orthopaedics France) is an osteo-
conductive ceramic material representing a mixture of 55% 
hydroxyapatite and 45% tricalcium-phosphate and is available 
in granular form and in various geometric shapes. The authors 
used  GESTO (Greffes et Substitutes Tissulaires en Orthope-
die) protocol for preoperative selection and postoperative 
follow-up. The mean defect volume for all defects treated with 
Eurocer was 12cc.  According to the size and type of defects 
the authors used Eurocer® as a single component or mixed 
with autologous bone graft. Stabilization was achieved by 
internal fixation in all operation except one (a fracture of hu-
meral head). We have used for osteosynthesis classic plates or 
plates with angular stability, especially in compression frac-
tures associated with osteoporosis. All patients have been fol-
lowed-up clinically and radiologic for 2, 3, 4, 6, 9, 12 and 18 
months post-operative. The mean time to clinically healing was 
3.2 months while the mean time to radiographic healing was 
4.5 months. We observed no implant fragmentation and no 
local inflammation or sepsis. Due to minimally invasive sur-
gery and fast rehabilitation, no joint stiffness or limited joint 
motion was recorded. This prospective study demonstrates 
that the biphasic synthetic ceramic material Eurocer® is an 
effective bone graft substitute for usage in patients with bone 
defects. To insure a consistent result it is mandatory to strictly 
follow the three requirements for osteoconduction: proximity, 
viability and stability.  

Keywords—  macroporous, synthetic bone substitute, osteo-
conduction, biocompatibility, bone defects. 

I.   INTRODUCTION  

Bone defects of various etiologies - trauma, osteoporosis, 
tumors or metabolic diseases - represent an important medi-
cal issue with socio-economical implications, due mainly to 
the lack of spontaneous healing or to the treatment problems 
and long lasting healing [1]. Approximately 10% of the 
bone surgery requires bone grafts or bone substitute use [2]. 

Bone is the most frequently transplanted tissue. Usage of 
the patient own bone from ilium or other site (autografts) 
has traditionally been the "gold standard" in treatment of the 
bone defects [1,3,4]. This is because autogenous bone is 
osteogenic (viable transplant which contain living cells 
capable of new bone formation), osteoconductive (it serves 
as a scaffold in which new bone can deposit) and osteoin-
ductive (it provide growth factors that sustain new bone 
formation) [1,3,5]. The advantages of autologous bone 
grafts include long experience in use, availability in most 
patients, minimal costs and maximal biocompatibility. The 
disadvantages are represented by the morbidity of the donor 
site (21% minor complications and 9% major complications 
- pain, longer than 6 months, infections, dysesthesia, wound 
drainage, reoperation), limited availability, poor mechanical 
properties in osteoporotic patients [3,6]. The allografts have 
osteoconductive and osteoinductive properties (depending 
on the processing techniques) but their usage involves the 
infection risk (viral or bacterial) and high costs while it 
requires a bone bank with all facilities. The disadvantages 
of the auto- and allografts facilitated the development of 
bone substitutes and especially the synthetic bone substitu-
tion materials that can - theoretically - be prepared in unlim-
ited amounts and with no risk for potential infections 
[1,4,6]. According to Bauer and Muschler [7] bone substi-
tutes may fall into two categories: osteoinductive and osteo-
conductive materials [1]. In the first category we distinguish 
the mineralized bone matrix (DBM) [8] that induces the 
bone formation when implanted in soft extraskeletal tissues, 
(compared with conventionally prepared allografts, with a 
minimal osteoinductive activity). The bone morphogenic 
protein (BMP) represents a protein (extracted from DBM) 
that acts as osteoinductive growth factor [1]. The osteocon-
ductive materials are represented by coral hydroxyapatite 
[9], the calcium sulphate (the oldest osteoconductive bone 
graft but with very high absorption rate), biovitroceramics 
[10], ceramic materials or calcium phosphate materials [11] 
and calcium-phosphate cements [1,11]. 

II.   PURPOSE 

The aim of this of this prospective study is to evaluate a 
biphasic synthetic ceramic bone substitute (Eurocer®)  
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regarding intraoperative maneuverability, biocompatibility, 
integration and extension of osseous healing when used in 
the treatment of 31 patients with bone defects.  

III.   MATERIAL AND METHODS 

Eurocer® (FH Orthopaedics, France) is a macroporous 
synthetic bone substitute representing a mixture of 55% 
hydroxyapatite and 45% tricalcium-phosphate. Euro-
cer400® is produced in granular form with a granule diame-
ter of 2-3 mm (with a porous structure with 300-500 µm 
pores) and is recommended for usage in areas not subjected 
to stress. Eurocer200PLUS® is available in various geomet-
ric shapes (cylindrical, disk-shaped, rods, cube and trun-
cated corners) with a porous structure (60% total porosity, 
partially interconnected by 300-500 µm pores) and must not 
be used in areas subjected to compression stress greater than 
10MPa. These structural properties allow fast osseo-
integration followed by gradual resorption.  

Between June 2006 - October 2009, 31 patients with 33 
bone defects (2 patients with bilateral lesions) were in-
cluded in a prospective study realized in the Orthopaedic 
Departments of Emergency Hospital and Rehabilitation 
Hospital in Iasi, Romania. The mean age for these patients 
was 57 years, with males averaging of 51 years and females 
averaging of 65 years. Eurocer was used in various clinical 
circumstances: Bone defects in proximal tibia fractures - 14 
cases with 16 lesions (Fig. 1-4); femur fractures - 2 cases; 
supracondylar femoral nonunions - 3 cases; delayed union 
in supracondylar femoral fractures (Fig. 5) - 2 cases; hu-
meral head fractures; - 1 case humeral nonunuions - 2 cases 
(Fig. 6); malunion of distal radius fractures - 2 cases  
(Fig. 7); ankle arthrodesis - 2 cases (Fig. 8); subtalar  
arthrodesis - 3 cases. 

The authors used GESTO (Greffes et Substitutes Tissu-
laires en Orthopedie) protocol for preoperative selection and 
postoperative follow-up and GESTO classification of loss 
TOD (type, os, dimensions) for intraoperative quantification 
of missing bone. In fact, the mean defect volume for all 
defects treated with Eurocer was 12 cc. Only for metaphy-
seal defects, the mean defect volume was 8.4 cc. Stabiliza-
tion was achieved by internal fixation in all operation ex-
cept one (a fracture of the humeral head). In most cases (24 
patients – 77.4%), we have used Eurocer as a single compo-
nent for bone replacement, mainly for small sized metaphy-
seal and epiphyseal defects. In limited defects that are con-
serving bone continuity we have used Eurocer400 
(granules) while in defects lacking bone continuity, we have 
used either Eurocer200 (truncated corners) either Euro-
cer400 mixed with autologous bone graft harvested from 
iliac bone. During reconstructive surgery, the surgeons 
respected the three requirements of the osteoconduction, 

called the "triad of osteoconduction" [3]: (a) the implant 
must be in direct contact with the surrounding bone; (b) the 
surrounding bone must be viable; some factors that decrease 
this viability are devascularisation, infections and some 
metabolic bone disease; (c) the interface between the sur-
rounding bone and implant must be stabilized (in most 
cases, this purpose is reached by internal fixation). The aim 
of the surgical team was to fill as completely as possible the 
whole defect area with Eurocer. In some cases (arthrodesis), 
bone defect was tailored according to the implant contour.  

 

Fig. 1  (A-O) Mixed fracture of the external tibial plateau (type B3/AO). 
Plate and bone substitute (A,B) preoperative X-rays; (C,D) postoperative; 
(E,F) X-ray control at 3 months (radiologic evidence of decreasing granular 
aspect of bone substitute); G - cortical window; (H-K) elevation of the 
articular surface; (L,M) Eurocer filled bone defect; (N,O) osteosynthesis 
with L-plate and screws  

Thus, 48.4% of the treated defects were located into the 
proximal tibia, the fracture types being a combination be-
tween comminution and compression associated with osteo-
porosis in many cases. 

Our surgical protocol in these circumstances included the 
following steps: reduction of the lateral articular surface, 
using a limited cortical window (Fig. 1G) with elevation of 
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the articular surface using a curved instrument (Fig. 1 H-K), 
filling the epiphyseal-metaphyseal defect with Eurocer, 
(Fig. 1 L, M) fixation with a lateral plate (Fig. 1 N, O). In 
some fractures that included both condyles of the tibia we 
have to reduce first the fracture of the internal plateau fol-
lowed by fixation with a butress plate placed medially (Fig 
2, A–F).  

      

Fig. 2 (A-J) Complex fracture of the proximal tibia (type C3/AO). (A,B) 
Preoperative radiologic aspect (C,D) postoperative radiologic aspect, 
medial limited approach, reduction and fixation with small T plate, lateral 
closed reduction filling the bone defect with Eurocer, L plate and screws 
(E,F) radiologic aspect at 2 months (vanishing of the radiologic gap at 
bone-biomaterial interface and homogenisation of the bone substitute 
structure (G-J) preoperative CT with 3D reconstruction 

A CT exam with 3-D reconstruction (Fig. 2, G-J) empha-
sized the real aspect of the fractures and compressions.  

In 2 cases, the complexity of the displacement and com-
pression made us check the articular reduction by arthro-
scopic surgery (Fig. 3, E-H).  

In patients with complex fractures in both tibial condyles, 
associated with osteoporosis we have used laterally placed 
plates with angular stability in order to limit the secondary 
displacement and to allow faster knee rehabilitation.  

We have used either plates with monoaxial angular sta-
bility type Less Invasive Stabilization System - Proximal 
Lateral Tibia (LISS-PLT), Locked Compression Plate 
(LCP-PLT) or plates with polyaxial stability that has the 
advantages of screw pathway adjustment (their position 
being adapted to a specific fracture) [12,13].  

All patients have been followed-up clinically and ra-
diologic for 2, 3, 4, 6, 9, 12 and 18 months following  
surgery.  

      

Fig. 3 (A-J) Proximal tibia fracture (type C3/AO) (A,B) preoperative 
aspect (C,D) medial approach, reduction of the articular surface, small 
T-plate, lateral approach, close reduction, LCP-PLT, bilateral filling 
with Eurocer - postoperative aspects (E,H) arthroscopic reduction 
control; (I) defect filled with Eurocer granules; (J) internal fixation 
with LCP-PLT on the lateral side. 

      

Fig. 4 (A-F) Bilateral complex proximal tibia fractures. (A-D) close reduc-
tion, bone defect filled with Eurocer, fixation with plates (polyaxial stabil-
ity on the right side) (E,F) intraoperative fluoroscopic aspects 
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Fig. 5  (A-N) Distal femoral fracture (type C3/AO) with bone loss and 
open type II Gustilo. (A) preoperative aspect (B) external temporary fixa-
tion in damage control period (C,D) Internal fixation with LCP-distal 
femur, postoperative control (E,F) Radiographic aspect at 1 month post-
operatively (G,H) intraoperative aspects (I,J) 3 months postoperative (K,L) 
5 months postoperative, delayed union (M,N) defect filled with Eurocer 
granules mixed with bone graft from iliac crest 

IV.   RESULTS 

Bone substitute osseointegration for all 33 bone defects 
in 31 patients, treated with Eurocer® was evaluated accord-
ing to clinical and radiological criteria. In order to deter-
mine the effectiveness of clinical healing, all 31 patients 
were evaluated for the degree of pain at rest, degree of pain 
during weight bearing or movement and for the degree of 
movement impairment. The mean time to clinically healing 
was 3.2 months. None of the patients undergone local in-
flammation or sepsis. No articular stiffness or limited joint 
motion was recorded. Due to the fact that performed knee 
surgery was minimally invasive (mainly in proximal tibia 
fractures) with indirect reduction using a plate with angular 
stability, the patients started an immediate rehabilitation and 
the functional results were excellent. 

The radiologic results were interpreted according to three 
radiographic parameters [5]: interface between biomaterial 

and the receiving tissue; radiological biomaterial density, 
eventuality radiological biomaterial fragmentation. The 
postoperative radiological gap at the bone-material interface 
was filled at 3-4 months in all bone defects (Fig. 2E-F, 6F, 
8G). At 3-6 months, the biomaterial granularity disappeared 
and became homogenous in 31 bone defects (Fig. 1 E-F), 
while in two cases with femoral nonunion, this phenomena 
appeared later, at 9-12 months (due to the large bone de-
fect). The mean time to radiographic healing in all patients 
was 4.5 months with no implant fragmentation.  

 

Fig. 6  (A-F) Nonunion of the proximal humerus (A) fracture of the proxi-
mal humerus, preoperative aspect (B) internal fixation with plate with 
monoaxial stability type Phylos (C) construct secondary displacement with 
broken screws at 3 months (D) reoperation with Phylos plate removal, 
fixation with plate with polyaxial stability, filling the defect with Eurocer 
200 - trapezoidal shape (E) postoperative aspect (F) 2 months postopera-
tive, radiological gap fading with early consolidation 

      

Fig. 7  (A-G) Malunion following a distal radius fracture (A,B) preopera-
tive aspects (C) osteotomy, defect filled with Eurocer 200, intraoperative 
aspect (D,E) fluoroscopic aspect of the Eurocer block filling the defect 
(F,G) internal fixation with titanium plate with polyaxial stability  
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Fig. 8 (A-G) Ankle arthrodesis (A) malunion following a bimaleolar 
fracture (B) intraoperative aspect of bone defect filling after osteotomy 
with two blocks of Eurocer 200 (C,D,E) intraoperative fluoroscopic aspects 
of bone defect following osteotomy, filling with Eurocer 200 and fixation 
with two Steinmann pins (F) postoperative aspect (G) radiological aspect at 
3 months, radiologic gap fading with early consolidation of the arthrodesis 
site 

V.   DISCUSSIONS 

Bone defects treatment remains a difficult problem and a 
challenge for the orthopaedic surgeon. There are various 
ways to solve these problems but they are usually difficult. 
The therapeutic means extend from the classical autologous 
graft to expensive allografts that require a bone bank. The 
disadvantages of auto and allografts facilitate the develop-
ment of synthetic bone substitutes. They consist of calcium-
based ceramic materials, collagen, non-collagenous pro-
teins, inductive molecules, bioglass and biological degrad-
able polymers. [6]. The ideal bone substitute should be 
biocompatible, bioresorbable, osteoconductive, osteoinduc-
tive, with a structure similar to the bone, with a good intra-
operative maneuverability and cost-effective [6]. None of 

the known bone substitutes fulfill these requirements. Re-
cently, the osteoconductive materials as bi- or triphasic 
phospho-calcic ceramics played the main roles as bone 
substitutes. These substances have a composition similar to 
bone mineral matrix and are biocompatible [1]. The good 
results obtained by using these materials is due mainly to 
the physical properties and especially to their macroporosity 
[5]. The Eurocer was used in experimental study performed 
on rabbits [12] and we have observed a good radiological 
osseointegration. Histological findings confirmed that the 
material is visible and surrounded by lamellar bone (newly 
formed bone) and the bone sequestration is absent.  

Actual research is directed toward the production of 
macroporous phosphocalcic cements in order to increase the 
osteoconductivity and biodegradability without altering the 
biomechanical properties. 

VI.   CONCLUSIONS  

This prospective study demonstrated that the biphasic 
synthetic ceramic material Eurocer® is an effective bone 
graft substitute for usage in patients with bone defects. The 
authors appreciated the intraoperative versatility of this 
product. In all cases, bone consolidation was fast and of 
good quality, with lack of inflammatory processes. To in-
sure a consistent result it is mandatory to strictly follow the 
three requirements for osteoconduction: proximity, viability 
and stability.  
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Abstract— Numerical representation of genomic signals is 
very important as many of the methods for detecting repeated 
sequences are part of the digital signal processing field. An 
original nucleotide sequence representation and a mapping 
algorithm are used to provide a single numerical sequence for 
DNA repeats detection which includes information about re-
peats length. A customized dot plot analysis was used to esti-
mate position of repeats, using two methods of estimating 
similarity between numerical subsequences. These approaches 
were combined to isolate position and length of DNA repeats 
from human alpha satellite DNA.  

Keywords—  DNA Repeats, DNA Representations, Alpha 
Satellite DNA, Dot Plot Analysis. 

I.   INTRODUCTION  

The presence of repeated sequences is a fundamental fea-
ture of genomes. Detection of DNA repeats can be used for 
phylogenetic studies and disease diagnosis. A major diffi-
culty in identification of DNA repeats arises from the fact 
that the repeat units can be either exact or imperfect, in 
tandem or dispersed, and of unspecified length [1]. 

Alpha satellite DNA has been identified at every human 
centromere and consists of tandem repetitions of a 171-bp 
AT rich sequence motif. Two distinct forms of alpha-
satellite are recognized based on their organization and 
sequence properties: higher-order (HOR) and monomeric. 
Higher-order alpha satellite is the predominant type in the 
genome and made up of ~171 bp monomers organized in 
arrays of multimeric repeat units (ranging in size from 3–5 
Mb) that are highly homogeneous. While individual human 
alpha satellite monomer units show around 30% single-
nucleotide variation, the sequence divergence between 
higher-order repeat units is typically less than 2% [2]. The 
number of multimeric repeats within any centromere varies 
between different human individuals and, as such, is a 
source of considerable chromosome length polymorphism. 

Almost all DSP techniques used in repeats detection re-
quire two parts: mapping the symbolic data to a numeric 
form in a nonarbitrary manner and calculating a kind of 
transform of that numeric sequence. Therefore the numeri-
cal representation of genomic signals is very important. 

This work presents results obtained using a dedicated  
numerical representation and a customized dot plot analysis 

to isolate position and length of DNA repeats in Alpha sat-
ellite DNA from human chromosome 19. 

II.   ASSIGNMENT OF NUMERICAL VALUES 

DNA sequences are represented by character strings, in 
which each element is one of the letters A, T, C and G. 
Applying a transform technique requires mapping the sym-
bolic domain into the numeric domain in such a way that no 
additional structure is placed on the symbolic sequence 
beyond that inherent to it.  

One common representation is to map nucleotides to a set 
of indicator sequences [3] which produces a four dimen-
sional representation yielding an efficient representation for 
spectral analysis.  

Starting from these representations we introduced a novel 
representation to reduce the dimensionality of representa-
tion and generate only one numerical sequence for each 
DNA subsequence [4]. 

For a DNA sequence of length L a numerical value is as-
sociated in polynomial-like representation: 
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where Vα is the value of a single nucleotide.  
One possibility is to use numbers assigned to each nu-

cleotide from the beginning as follows: A=1, G=2, C=3, 
T=4. For example, consider the sequence TCAGA, then the 
computed value is: 43121. This approach will be used to 
represent sequences of certain length. 

The following input values are needed:  

• a DNA sequence of length N; 
• the length of expected repeated sequence, L; 
• maximum number of mismatches in the repeated 

sequences, Mm. 

In passing from DNA sequence to numerical values, Ham-
ming distance and consensus value are needed. Hamming 
distance measure the similarity of two sequences by number 
of mismatches between sequences: if two sequences are 
identical the Hamming distance is zero. Given a number of 
sequences of same length, the consensus sequence is a  
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sequence formed by the most frequent nucleotide in the 
same positions. 

The algorithm is summarized bellow: 

• Consider all successive subsequences of length L in the 
DNA sequence; 

• Determine all the positions (and the associated 
subsequences of length L) in original sequence for 
which the Hamming distance is less or equal the 
prefixed mismatches number; 

• Determine the consensus sequence for all subsequences 
of length L starting at these positions; 

• Compute the numerical value (1) for consensus 
sequence and assign this value to all these positions. 

As output, the algorithm generates a single vector of (N-L) 
values.  

This mapping algorithm has the following properties: 

• Even for an L value smaller than the actual length of 
repeated sequence, the final numerical sequence will 
highlight a repeat. 

• If the L value is a prime factor of repeated sequence 
length then the entire repeated sequence will be 
emphasized. This allows a significant reduction of the 
computational effort. 

This algorithm generates only one numerical sequence con-
taining embedded information about the repeated sequences 
searched for (length and number of mismatches) which can 
be exploited later. In addition, no additional structures or 
special memory requirements are needed and if the length 
of the repeated sequence admits divisors, computing effort 
can be reduced substantially. 

III.   DNA DOT PLOT ANALYSIS 

Dot plots provide an easy and powerful means of bio-
logical sequence analysis. Most commonly they are used for 
detecting:  

• Regions of similarity within a single sequence (i.e. 
repeats) or between different sequences. 

• Sequences that have the potential for forming secondary 
structure by intramolecular base-pairing. 

Dot plots are two-dimensional representations where the x-
axis and y-axis each represents a sequence and the plot itself 
shows a comparison of these two sequences by a calculated 
score for each position of the sequence. If a window of 
fixed size on one sequence (one axis) match to the other 
sequence a dot is drawn at the plot.  

The scores that are drawn on the plot are affected by sev-
eral issues [5]: 

• Window size: instead of comparing single residues it 
compares subsequences of length set as window size; 
the score is now calculated with respect to aligning the 
subsequences; 

• Threshold: used to filter out noise resulting from 
random matches; hence you can better recognize the 
most important similarities. 

Some characteristics of patterns appearing in dot plots are: 

• A continuous main diagonal shows perfect similarity 
for symbols with the same indices  (Fig. 1-a). 

• Parallels to the main diagonal indicate repeated regions 
in the same reading direction on different parts of the 
sequences (Fig. 1-b). 

• Bold blocks on the main diagonal indicate repetition of 
the same symbol in both sequences (Fig. 1-c). 

• Parallel lines indicate tandem repeats of a larger motif 
in both sequences. The distance between the diagonals 
equals the distance of the repeats. (Fig. 1-d). 

 

Fig. 1 Characteristic patterns appearing in dot plots 

It was designed a customized dot-plot analysis for these 
considerations: 

• It is analyzed a numerical sequence and not a symbolic 
one. 

• Most times the length of analyzed sequence far exceeds 
the number of points on each axis (in our case, the 
analyzed sequence is around 40,000 bp length while 
number of points on one axis is around 1000). 

• Due to the large number of nucleotides we need to 
determine the degree of similarity between 
subsequences of different lengths to decide if a dot will 
be plot or not. 
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To determine the degree of similarity between two nu-
merical subsequences of different lengths, m and n, we used 
the following approaches: 

• Correlation coefficient (CR): this coefficient is 
calculated for two sequences of length n, (m-n) times 
(using a sliding window), then determine the average 
coefficient. 

• DTW (Dynamic Time Warping): calculate the 
minimum DTW distance between the two sequences. 

Finally a threshold is used to filter the noise arising from the 
random matches between nucleotides. 

IV.   RESULTS AND DISCUSSION 

Our case study was the high order repeat in AC010523 
Homo sapiens chromosome 19, clone LLNLR-273E6 
(GenBank) which contain dispersed alphoid sequences, both 
higher-order and monomeric alpha-satellite [2]. 

Numerical representation based on (1) and associated 
mapping algorithm were used to obtain DNA numerical 
sequences, using different values for expected repeat length 
(L) and maximum number of mismatches (Mm). All results 
were obtained using a custom application written in Delphi. 

Several experiments were conducted using the following 
parameter combinations: L=3, Mm=1; L=9, Mm=2,3,4,5,6; 
L=19, Mm=3,4,5,6,7. All L values are divisors of alpha 
satellite length (171 bp). 

Next figures shows best results obtained for some com-
binations of parameters L and Mm, applied to DNA se-
quence AC010523, using the two approaches for evaluating 
the similarity between numerical subsequences. 

 

Fig. 2 Dot plot for AC010523 using L=3, Mm=1 and CR 

 

Fig. 3 Dot plot for AC010523 using L=3, Mm=1 and DTW 

 

Fig. 4 Dot plot for AC010523 using L=9, Mm=2 and CR 

 

Fig. 5 Dot plot for AC010523 using L=9, Mm=2 and DTW 
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Fig. 6 Dot plot for AC010523 using L=19, Mm=7 and CR 

 

Fig. 7 Dot plot for AC010523 using L=19, Mm=7 and DTW 

Analyzing all results including these figures we can say 
that: 

• In all the figures we can easily identify the positions of 
the patterns associated with repeated sequences. 

• Due to the large number of repeated sequences, the 
results are good even for small values of the parameter 
L (L=3). 

• CR method gives better results, combination L=19, 
Mm=7 gives the best results. 

• In both cases, Mm values affect computational effort 
and the quality of the results. If the values used for Mm 
are too small or too large, this may damage results. 

 
 
 
 
 

Overall, the methods give similar results but computational 
effort is much higher in DTW method than CR method. 

V.   CONCLUSIONS  

An original nucleotide sequence representation and a 
mapping algorithm are used to provide a single numerical 
sequence for DNA repeats detection which includes infor-
mation about repeats length. A customized dot plot analysis 
was used to estimate position of repeats, using two methods 
of estimating similarity between numerical subsequences. 
This approach allows a quick and easy visual localization of 
repeated sequences within large genomic sequences. 
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Abstract— This preliminary study was designed to assess 

the feasibility of gait analysis on a treadmill allowing multiple 
steps recording at a constant velocity, based on a comparative 
analysis between treadmill and overground gait. The meas-
urements were realized using Zebris measuring system CMS-
HS and a commercially available Hammer Walkrunner Pro 
Treadmill. One young volunteer (male, 24 years old) with mild 
instability of left ankle was involved in the study. To evaluate 
the spatio-temporal and kinematical parameters, the investi-
gated subject performed gait with self-selected velocity both on 
the treadmill and overground. The main spatio-temporal pa-
rameters which have been analyzed are stance and swing 
phase, stride time, cadence, and velocity. The studied kinema-
tical parameters were the flexion-extension angles of the hip 
and knee joint, and dorsi- plantar flexion angles of the ankle 
joint. The comparison of the kinematic parameters was fo-
cused on the left limb joints. The walking disorder of the pa-
tient has influenced both the kinematic parameters and gait 
symmetry. 

Keywords— motion analysis, overground gait, treadmill-
based gait, spatial-temporal parameters, joint angles. 

I.   INTRODUCTION  

Contemporary motion analysis is performed for the pur-
pose of research (measuring system development), diagno-
sis, rehabilitation, improvement of sport performance and 
injuries prevention. 

Quantitative gait analysis is one of the most used motion 
analysis due to the alteration of its characteristics when 
various problems (neurological, skeletal or neuromuscular) 
occur. Also, it’s an objective analysis of the walking ability 
in healthy persons. 

A complex gait analysis consists of three main investiga-
tions: kinematic analysis (provide detailed information 
regarding the spatio-temporal and kinematic parameters of 
gait), kinetic analysis (pressure distribution and trajectory of 
mass center and center of pressure are determined during 
dynamic movements), and EMG (provide data about neu-
romuscular activity). The gait parameters are grouped to 
spatio-temporal (swing and stance phases, step length, step 
width, walking velocity, stride time, and cadence) and ki-
nematic (joint angles of the hip/knee/ankle, and 
thigh/trunk/foot angles) classes [1], [2]. 

The relevance of the results is always proportional to the 
number of valid trials and recorded strides. Usually, gait 

analysis refers to overground (OG) walking on a walkway 
located in a laboratory. The ability to obtain significant 
measurements in these conditions is constrained by the 
limited length of the walkway and the subjective control of 
the walking velocity [3]. 

The evaluation drawbacks of normal and pathological 
(OG) gait could be overcome by walking on a treadmill [4]. 
It is often more convenient to perform a treadmill (TM)-
based gait analysis since it is possible to acquire more con-
secutive strides without overcoming the measurement range 
of the equipment. Another benefit of (TM) gait consists in 
controlling of walking velocity, which has a significant 
influence on gait’s parameters. The velocity of the treadmill 
can be sequentially modified. For any given value of veloc-
ity, the equipment provides constant belt movement which 
lead to relatively uniform movements of the subject. 

One limitation when using a treadmill consists in adapt-
ing of the individual gait to the natural walking which is 
more difficult in older population and individuals having 
some disabilities [5]. 

Some authors have reported no mechanical difference be-
tween the two modes (OG and TM gait) while others have 
documented statistically significant differences regarding 
the gait parameters [3]. 

The purpose of the presented study was to perform a 
comparative analysis of (TM) gait versus (OG) gait in order 
to understand the relationship between these two modes and 
to provide a valid foundation about the possibility of tread-
mill using in clinical gait investigation and rehabilitation. In 
connection to the clinical target of the investigation, the 
selected subject presents mild left ankle instability. Thus, 
the comparison of the kinematic parameters was focused on 
the left limb joints only. 

II.   MATERIALS AND METHODS 

The measurements were realized in Motion analysis 
Laboratory of Politehnica University of Timisoara using 
Zebris measuring system CMS-HS and a commercially 
available HAMMER Walkrunner Pro Treadmill. The meas-
uring method is based on the determination of spatial coor-
dinates of the miniature ultrasound receptors (markers), by 
measuring the time delay between the emission of sonic 
pulses and their reception. The spatial position of the mark-
ers is determined by triangulation method. 
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The measurement starts with the attachment of two 
marker triplets on the body in two key points. The first 
marker triplet is attached on the thigh and the second one on 
the upper part of the foot. In the next step, the anatomic 
landmarks are marked with the pointer, and the system 
software creates the geometrical model of the lower limbs. 
Signals from the left and right side of the body are meas-
ured simultaneously. The spatial positions of the markers 
and geometrical model are computed and displayed during 
the subject motion, using the WinGait Software. 

Hammer Walkrunner Pro Treadmill has the possibility of 
adjusting the velocity and inclination of the belt. From the 
point of view of inclination, all measurements were per-
formed with the treadmill belt in horizontal position. 

To evaluate the gait kinematical parameters, one young 
volunteer (male, 24 years old) having mild instability of left 
ankle performed gait both on treadmill and overground, 
with self-selected velocity. In order to adapt his walking to 
the measurement conditions a trainning session of five 
minutes was firstly performed. Based on this training 
session the treadmill velocity was set. 

There were performed ten overground valid trials, each 
consisting of only two strides due to the limitations of the 
measuring equipment. On the treadmill, the belt velocity 
was selected according to the self-selected velocity of the 
subject walking. Because the gait cycles could be endless on 
treadmill, the duration of trial recording was limited to 50 
seconds, which represents around 31 strides.  

The sampling rate of the recordings was selected in both 
cases at 25 Hz, according to the movement velocity. Collec-
tion and comparison of spatial-temporal and kinematical 
parameters of the gait were performed for both limbs exe-
cuting successive strides, in both modes. 

The numerical results of the joint angle measurements 
were exported for further processing and have been ordered 
in columns to compute the mean values and standard devia-
tions. The series with large phase difference were elimi-
nated for smoother results achievement. The phase  
difference series usually corresponds to the velocity chang-
ing during walking. 

III.   RESULTS AND DISCUSSION 

The main spatio-temporal parameters which have been 
analyzed are: stride time, cadence, velocity, and swing and 
stance phases of both limbs. The phases of the gait cycle 
indicate the symmetry between the limbs movement. In case 
of a healthy person, the left and right limbs have to exhibit a 
symmetrical behavior with a stance phase of 60 % and 40 % 
for swing. In our case the average stance percentage in (OG) 
gait is 65% while average swing is 35%, almost similar for 

both limbs. In (TM) gait case, the gait phases differ with 
1%, for the left limb only. The similar percentages of the 
gait phases in both walking modes allow a comparison of 
the results. 

The stride time is usually 1.6 seconds in regular walking. 
The records reveal an average time interval per stride of 1.4 
seconds in case of (OG) gait and 1.75 seconds for (TM) 
walking. In both modes, the gait cycle was computed as a 
mean of all the recorded strides during the exercise. The 
difference of 0.35 seconds between stride times in (OG) and 
(TM) walking is also underlined by the movement cadence, 
which is 0.7 steps/second in case of (OG) gait and 0.57 
steps/second for (TM) gait respectively. Smaller cadence 
means longer gait cycle which is usually achieved by an 
extended period of stance phase. This result also indicates 
that the selected treadmill velocity (0.55 m/s) was smaller 
than the velocity of the (OG) walking (0.76 m/s). 

Three dimensional motion data were obtained for hip, 
knee and ankle motions. In quantitative approaching of the 
results, the average variations of the joint angles were repre-
sented in time and time-normalized per stride. The average 
values were computed by manually extracting the data se-
ries which represents a stride. The landmark in every series 
was considered the angle value recorded in knee joint, at the 
heel contact phase. 

Based on the joint angles in different anatomical planes, 
there were selected the representative movements for each 
joint: flexion-extension for hip and knee, and dorsi - plantar 
flexion for ankle. Mild instability in left ankle joint caused 
correlated effects in joints of both limbs, especially for the 
left limb. Thus, joint angle variations were determined for 
both lower limbs, but only for the left limb are presented, 
the study being focused on the pathology influence on the 
movements.  

Figure 1 presents the averaged joint angle curves in time 
representation for hip during flexion-extension, in both 
cases. Both figures illustrate the movement variations and 
standard deviation of the series. The standard deviation is 
represented as vertical lines accompanying each data point. 
The joint motions occur almost entirely within the normal 
range of motion [1], [6]. 

Several elements are differencing the two motions. The 
shape of the curve in (TM) gait is smoother and misses the 
horizontal complex which characterizes the weight shift 
from one leg to the other. The standard deviation is smaller 
for (TM) gait (average of 1.5 compared with 2.6 for over-
ground gait) due to the repetitive motion imposed by the 
constant movement of the belt. This behavior is manifesting 
in each joint movement. 

Figure 2 depicts the graphs of flexion-extension angles of 
the hip represented as average, time-normalized stride. As 
before, the standard deviations of the overground gait  
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recordings are greater than the treadmill recordings. By 
overlapping the averaged motion curve (figure 3) the differ-
ences between the two modes can be analyzed. 

Another important parameter in gait analysis is the angu-
lar variation of the knee joint, presented in figure 4. The 
larger standard deviations are occurring in overground gait 
(average of 6.7 compared with 2.3 for treadmill gait), espe-
cially when the curve is changing the slope sign. The inflex-
ions are very sensitive points, thus the measurement could 
be improved by increasing the sampling rate of the data 
acquisition. 

Figures 5 and 6 depict the graphs of flexion-extension 
angles of the knee joint as average, time-normalized stride, 
evidenceing a typical knee behavior in the case of over-
ground gait. Also, the amplitudes of the movements are well 
shaped for the overground gait. 

The last parameter is the angular variation of the ankle 
joint in dorsi and plantar flexion movement (figures 7, 8 and 
9). The plantar flexion is represented by the highest 
amplitude, while the dorsiflexion is represented by lower 
peak. The average standard deviation for (OG) gait is 2.2, 
while for the (TM) gait is 0.57. A notable difference can be 
observed when overlap the variations of ankle angles for 
both gait cases. In treadmill gait, the ankle movement has 
lower amplitudes and lack of smoothness. This can be an 
effect of the belt movement beneath the feet. 

 

  

a) Overground gait b) Treadmill gait 

Fig. 1 Graphs of flexion-extension angles of the hip joint 

 

a) Overground gait 

 

 
b) Treadmill gait 

Fig. 2 Graphs of flexion-extension angles of the hip joint for one stride 

 

Fig. 3 Comparison of means of flexion-extension graphs of the hip joint 
for one stride 

  

a) Overground gait b) Treadmill gait 

Fig. 4 Graphs of flexion-extension angles of the knee joint 

  

a) Overground gait b) Treadmill gait 

Fig. 5 Graphs of flexion-extension angles of the knee joint for one stride 

 

Fig. 6 Comparison of means of flexion-extension graphs of the knee joint 
for one stride 
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a) Overground gait b) Treadmill gait 

Fig. 7 Graphs of dorsi-plantar flexion angles of the ankle joint 

 
 

a) Overground gait b) Treadmill gait 

Fig. 8 Graphs of dorsi-plantar flexion angles of the ankle for one stride 

 

Fig. 9 Comparison of means of dorsi-plantar flexion graphs of the ankle 
joint for one stride 

The means values for discrete angles in (OG) and (TM) 
gait determined during the performed trials were compared 
between the two modes by use of an unpaired t-test. Values 
of p < 0.05 were considered statistically significant, while 
values of p > 0.05 indicate no difference between the 
groups. The flexion-extension angles of the hip (p = 0.0167) 
and dorsi-plantar flexion of the ankle (p = 0.0086) were 
significantly different, while the flexion-extension angles of 
the knee were not significantly different (p = 0.112). 

IV.   CONCLUSIONS 

This preliminary study presents a comparative analysis 
between (TM) and (OG) gait of a patient with a certain 
walking disorder. The study objective was to underline the 
gait modifications occurred when moving on the treadmill, 
and to provide preliminary data about the possibility of 
using the treadmill in clinical gait investigation and rehabili-
tation. The walking disorder of the patient has influenced 
both the kinematic parameters and gait symmetry. 

The recorded spatio-temporal parameters present a good 
similarity. The kinematical parameters reveal that statistical 
significant differences occur regarding the flexion-extension 
angles of the hip joint and dorsi-plantar flexion of the ankle 
joint of the left lower limb. The angular amplitudes in ankle 
joint are lower when walking on the treadmill than in over-
ground mode and the instability is more obvious. The lack 
of smoothness of the flexion complex in left ankle in TM-
mode is induced by the treadmill movement. 

Better results meaning smaller standard deviations are 
recorded in (TM) case when a certain velocity is imposed. 
This fact leads to repetitive results, valid for statistical in-
terpretations. On the other hand, accurate recordings and 
interpretations of the human gait are achieved when the 
subject is freely waking on the floor. The presence of the 
moving belt modifies some complexes of the gait cycles, 
and could lead to inexact interpretations. 

The treadmill could be a useful device in routine gait 
analysis since it allows recording of a large number of suc-
cessive strides in a short time interval and over a wide range 
of gait velocities. Still, more practice on (TM) gait analysis 
should be involved in future studies. 

Further research will be performed with a representative 
lot of subjects, both healthy and having certain disorder to 
verify the present results and create a data base in order to 
validate the method for various pathologies.  
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Abstract— The paper proposes a treadmill-based gait study 

in three particular cases of walking velocity. This study was 
designed to assess the feasibility of extended gait analysis on a 
treadmill in relation to the treadmill velocity. The measure-
ments were realized using Zebris measuring system CMS-HS 
and a commercially available Hammer Walkrunner Pro 
Treadmill. One young volunteer (male, 24 years old) with mild 
instability of left ankle was involved in the study. To evaluate 
the spatiotemporal and kinematical parameters, the investi-
gated subject performed treadmill-based gait with three 
velocities. The main spatiotemporal parameters which have 
been analyzed are stride time, cadence, double support time, 
and velocity. The gait symmetry was also analyzed based on 
the symmetry of the swing and stance phases between the 
lower limbs and pelvis obliquity. The studied kinematical 
parameters were the flexion-extension angles of the hip and 
knee joint, and dorsi- plantar flexion of the ankle joint. We 
concluded that higher velocity leads to a lower variability of 
the gait parameters, while accurate recordings and interpreta-
tions of the human gait are achieved when the subject is wak-
ing with lower velocity closer to his normal walking speed. 

Keywords—  motion analysis, treadmill-based gait, treadmill 
velocity, spatiotemporal parameters, joint angles. 

I.   INTRODUCTION 

Contemporary instrumented overground and treadmill-
based gait analysis represents one of the most advanced and 
reliable method both in diagnosis and management of pa-
tient rehabilitation. 

The use of a treadmill-based gait analysis is increasingly 
more used due to its major benefits. The main advantage of 
treadmill-based gait analysis consists in a smaller measure-
ment space, thus being possible to acquire multiple con-
secutive strides (gait cycles). Another important benefit of 
treadmill-based gait consists in directly controlling of walk-
ing velocity, which has a significant influence on gait pa-
rameters. The treadmill provides a relatively uniform walk-
ing speed which can be continuously adjusted and 
monitored. Walking on a treadmill is more safety for elderly 
people and patients with certain disability because a harness 
and/or handrails can be used [1]. 

One limitation of the treadmill consists in adapting of the 
individual gait to the natural walking, which is more  

difficult in older population and individuals with disability 
[2]. Healthy subjects unfamiliar to walking on a treadmill 
may also alter their normal gait pattern, until they become 
accustomed to the treadmill inclination and speed. 

Some authors have been theorized that there is no me-
chanical difference between the two modes while some 
studies have documented statistically significant differences 
regarding the gait parameters [3]. 

The influence of the speed on the treadmill-based gait 
was studied by several authors. There were performed stud-
ies on the spatiotemporal parameters, kinematical and ki-
netic parameters of gait, both for healthy subjects and pa-
tients with certain disability, including the benefit of 
treadmill gait for patient rehabilitation. 

Some works were focused on spatiotemporal parameters of 
gait and certain joint of healthy subjects [4] while other studies 
reported the influence of systematic increases in treadmill 
walking speed on gait kinematics after stroke [5], [6]. 

Study of the effect of speed on kinematic, kinetic, elec-
tromyographic and energetic reference values during tread-
mill walking was performed both to assess the feasibility of 
extended gait analysis on a treadmill at a constant speed in 
young healthy subjects and to provide speed-specific kine-
matic, kinetic, electromyographic and energetic reference 
values [7]. 

Some studies reported no relationship between stride 
time variability and treadmill speed, while other authors 
reported either a linear or a non-linear relationship. Thus 
some results highlighted that speed lower than preferred 
self-selected speed of young healthy adults involves higher 
stride time variability [8]. 

Variability of ground reaction forces during treadmill 
walking has been also investigated and quantified in relation 
to different constant speeds. Variability of horizontal-
anteroposterior force was minimized at the usual walking 
speed whereas those of the other two components (vertical 
and horizontal-mediolateral force) increased with incre-
ments in walking speed [9]. 

The purpose of the presented study was to assess 
information on gait spatiotemporal and kinematical 
parameters and perform a comparative analysis of treadmill-
based gait in relationship with the treadmill velocity. This 
study is important to establish a valid foundation about the 
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possibility of using a treadmill in clinical gait investigation 
and rehabilitation in our laboratory. 

II.   MATERIALS AND METHODS 

The measurements were realized in Motion analysis 
Laboratory of Politehnica University of Timisoara using 
Zebris measuring system CMS-HS and a commercially 
available Hammer Walkrunner Pro Treadmill. One marker 
triplet is attached on the thigh and second one on the upper 
part of the foot. The anatomical landmarks are marked with 
the pointer, and the system’s software creates the geometri-
cal model [10]. To evaluate the spatiotemporal and 
kinematical gait parameters and evidence the influence of 
the treadmil velocity, one young volunteer (male, 24 years 
old) with mild instability of left ankle performed gait on the 
treadmill at different velocities, having attached the ultra-
sound recording markers and without using the treadmill 
handrails. 

He gave informed consent before taking part in the 
experiment. In order to adapt his walking to the 
measurement conditions a trainning session of three minutes 
for each selected velocity was firstly performed. After this 
adequate practice the treadmill velocity was sequentially set 
at 1, 3, and 5 km/h, corresponding to slow, average, and 
hurried walk. All the measurements were performed with 
the treadmill belt in horizontal position. There were per-
formed three trials for each selected velocity, each trial 
having 60 seconds duration. The trial recording was started 
after five seconds familiarization period when the treadmill 
reached full velocity. 

A special attention when using treadmill has to be fo-
cused on reflection avoidance of the ultrasounds, by the 
various elements and handrails of the equipment. In order to 
achieve this goal, the subject was asked to walk along the 
longitudinal axis of the belt surface, without changing the 
spatial position of the body during recording period. By 
changing the spatial position on the belt, the variations of 
the joint angles could lose the reference. 

The sampling rate of the ultrasound system was selected 
to 30 Hz and maintained for all gait velocities. Using this 
frequency for the maximum waking velocity, the gait 
phases are fully described by the recorded values. This is 
proved by the presence of all gait complexes at maximum 
velocity, in comparison to other velocities. At much higher 
speeds, higher sampling rate should be used. 

The data acquired by the measuring equipment are the 
spatial positions of the markers for both limbs during the 
trial duration. Using these values, the WinGait software 
computes the characteristic parameters of the gait: swing 
and stance phases, walking velocity, stride time, cadence, 
time of double support, and joint angles in all planes. 

The numerical results of the joint angle measurements 
were exported for further processing from the system soft-
ware and have been computed the mean values, standard 
deviations, and P values. The series with large differences 
were eliminated for smoother results achievement. The 
valid results were graphically represented in various combi-
nations and compared in order to express relevant behavior 
of each spatiotemporal and kinematical parameter of the 
gait. 

III.   RESULTS AND DISCUSSION 

The main spatiotemporal parameters which have been 
analyzed are: symmetry of the swing and stance phases 
between the lower limbs, stride time, cadence, and double 
support time. Because the investigated subject presents a 
mild instability at the left ankle’s level, the results are pre-
sented in close relation to this issue. Thus, data regarding 
the symmetry between lower limbs and also the variations 
of the joint angles of the left limb, at different walking ve-
locity are graphically presented. 

The phases of the gait cycles (table 1) indicate a slight 
difference between the two limbs, which increases with the 
enhancement of the moving velocity. The average value of 
stride time was 1.77 seconds (1 km/h), 0.98 seconds (3 
km/h), and 0.62 seconds (5 km/h), respectively. 

Table 1 Swing and stance percentages for different speeds 

1 km/h 3 km/h 5 km/h Limb/ 
Phase Swing 

[%] 
Stance 

[%] 
Swing 

[%] 
Stance 

[%] 
Swing 

[%] 
Stance 

[%] 
Left  36 64 37 63 40 60 
Right 35 65 40 60 49 51 

 
The average values of cadence and double support time 

are presented in relation to the walking velocities (figure 1). 
From this charts an expected tendency can be outlined. 
When the walking velocity is increased whether by the 
subject or imposed by mean of the equipment, the cadence 
of the movement grows, while the double support time 
significantly decreases. For much higher velocities, the 
double support time tends to zero. 

Three dimensional motion data was obtained for hip, 
knee and ankle motions. In order to analyze the joint angles 
tendencies at different velocities, the average gait cycles 
were computed for each lower limb. There were considered 
the following joint angles: flexion-extension of the hip and 
knee joint, dorsi-plantar flexion of the ankle joint, and 
obliquity of the pelvis. Of these four parameters, the pelvis 
obliquity is determined by the pelvic girdle while the other 
three are joint characteristics, so they are represented for 
each limb joint in relation to the walking velocity. 
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a) Cadence b) Double support time 

Fig. 1 Cadence and double support time at different walking velocities 

In the paper, the ankle is the only joint presented as a 
comparison between left and right lower limbs, because the 
other joint angles indicate no significant statistical differ-
ence between limbs. Differences between joint angles in 
each considered motion during the performed trials were 
compared between the two lower limbs by use of an un-
paired t-test. These values are presented in table 2. Thus, the 
hip and knee joint angles under different treadmill velocity 
are presented for the left lower limb only (figure 2). 

To evidence the average variability, the standard devia-
tions are represented as vertical lines accompanying each 
data point. The presence of high values of the standard 
deviation is usually caused by the phase difference of the 
movement. The maximum value of the mean standard de-
viation was 8.7, recorded for angles of the knee joint at 
lowest movement velocity. The mean standard deviation 
computed for the gait cycles presents lower values for 
higher velocities of movement (4 and 3.3 for the knee joint 
angles at 3 and 5 km/h velocities). Large standard devia-
tions occur when the walking velocity is changed during 
one exercise. These movements also called non-
harmonically, have a higher incidence of occurring at lower 
movement velocities. The differences of the wave lengths in 
the graphs are generated by the imposed walking velocities, 
lower wave lengths being recorded for higher velocities. 

A similar behavior regarding the wave length-speed rela-
tion was recorded for dorsi-plantar flexion of the ankle joint 
and pelvis obliquity (figure 3). Larger standard deviations 
are recorded, due to the evasively movements and lower 
amplitudes. The dorsi-plantar flexion angles of the ankle 
joint are presented by comparison between left and right 
lower limbs. The graphs are represented as average, time-
normalized stride for each considered velocity (figure 4). 

Table 2 P values computed for hip and knee angle series 

P value 1 km/h 3 km/h 5 km/h 

Hip joints 0.225 0.254 0.424 

Knee joints 0.422 0.165 0.457 

  

a) Hip joint angles b) Knee joint angles 

Fig. 2 Graphs of flexion-extension angles in hip and knee joints, for one 
stride of the left lower limb 

  

a) Ankle joint angles b) Pelvis obliquity angles 

Fig. 3 Graphs of dorsi-plantar flexion of the ankle joint and pelvis obliq-
uity, for one stride of the left lower limb 

 

a) 1 km/h velocity b) 3 km/h velocity 

 

c) 5 km/h velocity 

Fig. 4 Graphs of dorsi-plantar flexion in left and right ankle movement at 
different velocities, for one stride 
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The graphs clearly express the differences between the 
movement capabilities in the two ankle joints. The healthy 
ankle exhibits normal amplitudes corresponding to the 
movement velocity, while the unstable ankle tends to main-
tain almost a constant angle. This maladjustment of the left 
ankle mobility can be associated with pain or physical re-
strictions of the range of motion. Again, higher walking 
velocities lead to lower wave lengths. 

IV.   CONCLUSIONS  

This study offers some particular information regarding 
the gait characteristics of a selected subject for three current 
walking velocities imposed by treadmill equipment. The 
particularities of the results are generated by the subject’s 
mild instability in left ankle. 

The influence of the treadmill velocity on the gait spatial- 
temporal parameters should be always considered when 
perform treadmill-based gait analysis. The normal (3km/h) 
and higher waking velocities prove to lead in this case to a 
lower variability of the gait parameters allowing identifying 
all the gait complexes. Much higher velocity could modify 
some complexes of the gait cycles leading to inexact inter-
pretations. 

No significant differences were recorded between the hip 
and knee angles of the left and right lower limbs. But, due 
to the local instability of the left ankle, significant differ-
ences were recorded at this level between the left and right 
joint angles. 

The mild instability of the left ankle produces a reduced 
effect in knee and hip joints, as we can conclude from the P 
values (table2). In ankle joint, where we expected larger 
instability of the left lower limb when the velocity is rising, 
we observed no major changing. On the other hand, at 
5km/h waking velocity the gait complexes of the right limb 
are better evidenced, exhibiting lower standard deviations.  

The mean standard deviation computed for the gait cy-
cles presents lower values for higher velocities of move-
ment. This finding indicates repetitive movements during 
the successive gait cycles at each velocity. Therefore, re-
cordings having lower standard deviations are better repre-
senting the characteristics of the gait. The mild instability of 
the left ankle induces less repetitive results at 1km/h walk-
ing velocity, which are evidenced by larger standard devia-
tions. 

In the future work, higher velocities will be involved in 
the study, in order to identify which one offers a better 
compromise between having low standard deviations and 
keeping away from the running movement domain. 

The treadmill could be a useful device in routine gait 
analysis since it allows recording of a large number of  
 

successive strides in a limited space and over a wide range 
of steady-state gait velocities. Still, more practice and ex-
perience on treadmill gait analysis should be involved in 
future studies. It will be the task of further studies to deter-
mine the optimum treadmill velocity according to the study 
objective and the subject particularities (healthy or with 
certain pathology, young or elderly people, freely motion or 
based on harness/handrails aids). 

Further research will be performed with a representative 
lot of subjects, both healthy and having certain disorder to 
confirm the present results, collect reference data and vali-
date the method across pathologies. 
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Abstract— The paper presents a software interface dedi-

cated to indicate the proper method used for the scanning 
different complex models with application in Biomechanics, 
like orthopedic orthesis. There is described the way in which 
certain physical models with application in Biomechanics were 
scanned using two different methods. The results on the scan-
ning precision were synthesized as statistics into a software 
application created by us for this reason. Finally a conclusion 
about the proper scanning method depending on Biomechanics 
application can be obtained and established for our further 
research.  

Keywords— scanning, routine, accuracy, method,  
programming. 

I.   INTRODUCTION  

Due to the fact that nowadays the rapid prototyping in 
Biomechanics is more and more required, the scanning 
technology is a concept that concern the researches. The 
most suggestive examples refer to the prosthesis and orthe-
sis prototyping. An efficient and proper prototyping requires 
previously a suitable scanning process to generate a CAD 
model faithful to biomechanical element for which the pros-
thesis or orthesis prototyping is realized.  

II.   THE RESEARCH OBJECT  

Due to the fact that some important parameters, like 
walking or standing stability affect directly the life’s qual-
ity, we have choose as study object the orthopedic orthosis.  

Our research issue is to find a low cost and efficient 
method to prototype a family of plantar orthesis which role 
is to correct progressively any diseases for human subjects.  

About foot sole scanning, different dedicated devices 
having their associated software environment are largely 
used. Foto Scan 3D Handheld Scanner or Foto Scan 3D for 
custom insole (United Kingdom) could be considered as 
representative examples. The information about plantar 
pressure can be registered and processed through their asso-
ciated software systems. As a result, a decision on the plan-
tar orthotic achievement items could be taken.  

Until now, different types of plantar orthosis were devel-
oped, like: plantar supporters, foot inserts, calcaneal sights 
orthesis for correction of static foot etc. [1], [2]. 

Although the actual used methods for the corrective 
plantar orthosis obtaining are very efficient, their main 
disadvantage refers to the costs caused to the used complex 
equipment. For this reason, the main purpose of our studies 
is to establish an efficient, non expansive and accurate 
method for orthopedic orthesis prototyping. One of their 
functions could be to correct progressively the walking or 
stability parameters for persons having different diseases 
[1]. Another destination could be the stimulation of certain 
nervous centers in the plantar area for the persons present-
ing diseases of internal organs.  

Our current researches aim is to develop an efficient 
method as to ensure a rapid and low cost prototyping proc-
ess for some elements that could compose such a plantar 
orthosis.  

Our actual research refers to the first stage on prototyp-
ing, namely the proper and efficient scanning process for 
the initial CAD models that will lead to the final design of 
the prototypes. For this reason, the aspect of interest re-
ferred to the scanning precision for some foot sole physical 
models obtained previously.  

The models were provided from 5 persons aged between 
25 and 40 years, without disabilities. For each human sub-
ject, two physical models were made.  

For a more accurate statistical determination in terms of 
accuracy of scanning was necessary to achieve a larger 
number of physical models, each of which being scanned. 
Based on information obtained in this respect, our research 
found to be sufficient development of physical models for 
five subjects. 

The procedure to obtain a physical model for a human 
foot sole was the following: the foot was introduced into a 
plaster mass, the model being obtained as a negative profile 
of the human foot. 

III.   THE SCANNING METHODS DESCRIPTION 

The applied procedure to obtain the physical model was 
repeated for both foot of each of the five evaluated persons.  

Once the physical models were obtained, we identified 
two different solutions for their scanning. Each of them 
relies on the two existing equipment as standard our re-
search department.  

The first scanning method invoked the using of the DEA 
GLOBAL Performance 05 x 05 x 05 (Italy) series coordinate 
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measuring machine permitting the scanning with contact. 
The main technical characteristics are presented below: 

Table 1 The main technical specification of the used coordinate measuring 
machine [3] 

Model 05 x 05 x 05 

Measuring range along  
along the three axes of 
coordinate system [mm] 

500 x 500 x 500 

Measuring head ordering automatic, by software 

Software interface 
environment 

PC-DMIS, 4.1.1 

Measuring/scanning 
accuracy [mm] 

0.001 

 
The second method was based on the principle of non-

contact scanning, for it using the ExaScan 30144 portable 
scanner with laser beam, which technical characteristics are 
presented below: 

Table 2 The technical characteristics for the used non contact principle 
portable scanner [4] 

Model ExaScan 30144  
Measuring range [mm] ± 22.5  

Measuring frequency [no of 
emission-reception cycles/s] 

25000 

Measuring resolution [mm] 0.05 

Scanning distance [mm] 300 

  
The aim of our research was know which method could 

be applied successfully for clinical investigations in human 
subjects for the purpose CAD modeling and orthotic plantar 
prototyping elements. 

When applying the first method, we established the step 
scan of 3 mm. The reason for choosing this value is related 
to both the process and the quality of the surface point cloud 
formed after scanning. Thus, experimentally, after repeating 
the procedure with different values of step scan, it was 
observed that for this step value the machine precision 
scanning was not affected. Under these conditions the 
process of scanning a physical model lasted approximately 
3 hours. 

Through the first method, the scanned surfaces were im-
ported as CAD models, in .IGS or .STL format, as cloud of 
points. For a complete and correct scanning procedure we 
proceeded to the finite scanning portions, allowing their 
perfect alignment and CAD model 3D reconstruction [5]. 
The way to apply the contact scanning is presented in the 
figure 1. 

  
a) 

  
b) 

Fig. 1 The contact scanning procedure: a) the scanning process; b) the 
CAD model obtaining [4] 

For the non contact principle scanning method, the scan-
ning parameters on distance and laser beam intensity were 
established directly by software, using the option adjust 
automatically. For a better scanning process being used 
some marks placed at irregular distances [3]. The scanning 
duration for one model was about 20 minutes. The scanning 
procedure without contact is illustrated in the figure 2. The 
3D CAD model was exported as .STL file, as shape surface. 
It will be used for further processing to generate its 
reference surface against which it can be constructed and 
modeled some orthotic plantar elements. 

Once established the best method from the point of view 
of scanning speed, our research was concentrated on the 
scanning accuracy. 

  
a) 

  
b) 

Fig. 2 The scanning procedure without contact: a) the scanning process 
including the adjusting; b) the CAD model obtaining [6] 

The reason that research focused on assessing the two 
methods is that each of them may involve lower costs 
because there are not necessary complex equipment for 
human foot scanning foot.  

Furthermore, our research aimed at identifying the 
scanning applications in Biomechanics, using portable 
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scanner, its principle of operation being close to that used 
for specific scanning equipment, mentioned in section II. 

Specifically, it aims to determine the precision of 
scanning for applying the principle of non-contact method, 
to know if this method can be successfully applied in 
clinical investigations, respectively for the orthotic items 
inspection. 

IV.   SCANNING ACCURACY EVALUATION USING PC 

To establish which scanning method is better, our re-
search was especially focused on scanning precision. For 
this reason, we have developed a software interface that 
allows the automatic determination of the results on the 
scanning precision for each one of both used methods [7].  

To evaluate the best possible the precision in scanning as 
there it was taken as an example the physical model, that 
was scanned through the both presented methods. There 
were taken into account the following aspects: 

- the differences between the measured global dimen-
sions on the CAD models (the CAD obtained as cloud of 
points due to the contact principle scanning and the CAD 
model obtained as .STL file, due to the non contact scan-
ning principle); the second CAD model was generated as 
continuous surface, but it could be viewed also as cloud of 
points; 

- the differences regarding the coordinates of some repre-
sentative points measured on the cloud of points surface 
reported to the same representative points coordinates 
measured on the second CAD surface (due to the non con-
tact scanning principle) (figure 3). 

  
a) b) 

Fig. 3 The measured coordinates of the same representative points on the 
CAD models: a) for the CAD model obtained due to the contact scanning 
method; b) for the CAD model obtained due to the non-contact scanning 
method 

For this assessment to be made quickly and accurately, 
from our study on the interpretation of CAD models, it was 
established that the most effective method is to divide them 
into 9 areas of evaluation (figure 3). The division on the 9 
areas was done as follows: 3 for the metatarsals, 3 for the 
arch and other 3 for the heel area. 

For each area, as points of evaluation, there were taken 
the points of minimum and maximum share reported to the 

OZ axis. The differences between OZ coordinates of the 
same measured points for both CAD models have provided 
information on the differences between the two scans. 

The points coordinates were measured directly on the 
CAD models and further the information was used for the 
statistical determination of the scanning deviation. 

The entire procedure about the scanning process using 
both methods, followed by the CAD models evaluation was  
applied for each set of physical models providing from each 
of the 5 human subjects. This procedure was necessary for a 
more precise assessment of the accuracy of scanning 
physical models (see section II). 

Due to our researches on the contact scanning principle 
leaded to the conclusion that this method could be consid-
ered as reference solution on the scanning precision. This 
conclusion was drawn after the scanning accuracy analyzing 
for one surface of a parallel-gauge - the measured deviation 
was about 4 um. Based on this finding it could be evaluated 
a deviation of about 10 µm in case irregular convex surfaces 
scanning. 

For this reason, our research was focused to calculate the 
scanning deviation in case of non contact method applying 
reported to the with contact scanning method. 

To obtain a statistical result as accurate and faster as 
possible, this algorithm has been implemented into a 
software application created in the Lab VIEW 7.1 virtual 
environment. The reason to choose LabVIEW as 
programming environment was that it is efficient and proper 
for all statistic determination [8]. 

The purpose of the application is to determine an overall 
average deviation for the principle of non-contact scanning 
in relation to the case of scanning by contact.  

For this, in the application software there it were placed 
the information on the evaluation of each CAD part model. 
There it was taken into account the scanning and evaluation 
of all physical models providing from the 5 subjects.To 
develop the application, a sequential programming structure 
was used, for each sequence a calculus algorithm being 
defined. The calculus algorithm is similar for each se-
quence. For this reason, each sequence includes a program-
ming sequential structure with 2 steps (figure 4).  

A program routine of the calculus algorithm is illustrated 
in the figure 5. 

 

Fig. 4 Sequential structure programming for the data processing providing 
from the CAD models evaluation 
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Fig. 5 Programming routine for the calculus algorithm for the scanning 
accuracy statistic determination on the models form parameters 

In figure 5 there is presented a programming routine to 
calculate the difference between the measured values using 
both scanning methods, on the 1st portion of the CAD   
models (figure 3). Similar calculus algorithms were used for 
all form parameters (both sets). As a result, for the models 
associated to each tested subjects, the information on the 
scanning precision when using the portable scanner, non 
contact principle was synthesized (figure 6).  

 

Fig. 6 The information on the scanning precision when applying the non 
contact scanning method 

Taking also into account the determined difference on the 
scanning accuracy between the two used methods, we found 
that the scanning accuracy by non contact scanning is be-
tween 0.65 mm and 0.75 mm. 

V.   CONCLUSIONS  

Based on the accuracy of the scan results, it could be 
concluded that non-contact scanning method using the 
portable scanner ExaScan 30144 could be successfully 
applied to obtain the CAD reference model of the foot sole. 
It will be used for the some subsequent orthotic elements 
construction and CAD modeling. Furthermore, this method 

can be used even for direct scanning of the foot of the 
subject, if the foot remains fixed while scanning. 

The other method being more accurate it could be used 
for the dimensional inspection and scanning of certain 
plantar orthotic elements for their design and form 
adjustment when prototyping. 

If the orthotic items should be obtained from deformable 
material (silicone, shape memory material etc.), if they 
intended to correct some foot malformations (such as flat 
feet), could be recommended for non-contact scanning 
method. In case of progressive prototyping of some 
elements for the correction of certain deficiencies more 
difficult to be observed, we propose that for our next 
research, the non-contact scanning method to be matched by 
using the Foot Scan method. This refers to the subject's 
plantar pressures determination when walking and standing 
on a special plate [9]. The plate contains many pressure 
sensors, piezoelectric  principle for a proper plantar pressure 
variation measuring along the foot sole. 
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Abstract— All the experiments are, and should be, based on 
a strong statistical analysis that give a generalization of the 
cases experimented. This article is about the statistical analysis 
of data obtained from a population formed by 200 subjects 
mean aged of 20 years composed from 116 masculine gender 
and 91 of feminine gender. These subjects have been analyzed 
anthropometrically and physiologically. The experiment is 
looking forward to build up a database consisting of enough 
data to establish the base for a study regarding the physiology 
and anthropometry of the upper limb, especially the hand. It 
would statically evaluate and determine the physiologic limits 
of the upper limb according to some parameters took into 
consideration. This study can be useful to guide the production 
of prosthesis and orthotics, adapted to the upper limb. The 
study was taken at Transilvania University of Brasov.  

Keywords—  biomechanics, anthropometry, statistical 
analysis, physiologic performance, upper limb. 

I.   INTRODUCTION  

Anthropometry is a branch of anthropology that studies 
the physical measurements of the human body to determine 
differences or similarities in individuals and groups. In the 
past the major emphasis of these studies has been evolu-
tionary and historical. Nowadays there is a special need 
coming from technological developments (ergonomically 
workspace design), as well as from industries that deal with 
products that need to fit ergonomically to the human body, 
its movement and its cognitive abilities. 

Consideration of the hand anthropometrics in design 
process is essential [1], as well as the physiologic  
performance. 

The relationship between anthropometry and ergonomics 
is that in ergonomics, anthropometric data is used as a sup-
port in designing equipment, workspaces and devices that 
need to fit the human body considering the differences be-
tween the characteristics, abilities, and physical limits of the 
human body, to which they interact. 

All the studies, starting from Leonardo da Vinci who was 
the first person that looked at a person from an anthropome-
try point of view, were conducted to find relationships be-
tween the sizes of different parts of the human body and 

that body’s height or weight. The measurements have been 
made in vitro (cadavers) as well as in vivo. 

The values, of this study, were obtained from the meas-
urement of segments and movements, anatomical and 
physiological, of the upper limb. The anatomical movement 
was considered to be a relaxed position while the physio-
logical movement was considered to be strained to maxim. 

The measurements took into consideration the right hand. 
We took into account the subjects with pathologies of the 
upper limb as well as the left handed, in which cases they 
were tested accordingly. 

All the subjects provided informed consent prior to the 
test.  They have been informed about the protocol of the 
experiment and the devices that were used. 

The statistical analysis: the mean, standard deviation, 
percentile, probability density and cumulative probability 
for each group of subjects (divided by gender), for each 
type of measurement in part. 

II.   METHOD 

Devices used in the measurements are shown in table 1. 

Table 1  Devices used 

Device/ brand    Range Precision

Dynamometer for hand/ Jamar (Fig. 1, a) 0-90 (kgs) 0.1 
Goniometer/ Jamar (Fig.1, b) 0-180 (degree) 1 
Pinch gauge/ Baseline (Fig. 1,c) 0-30 (lbs) 1 
Caliper for length/ Lafayette (Fig.1, d) 0-60 (cm) 0.1 
Ruler for finger perimeter/ Richardson 
(Fig.1, e) 

0-14 (cm) 0.1 

 

Fig. 1 Devices that was used in the experiment 
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Mean characteristics of the subjects that have been meas-
ured are shown in table 2. The height was measured using a 
stadiometer, and the weight was measured using a property 
of the Kistler plate that operates on the piezoelectric princi-
ple and has an accuracy of hundredths.  

Table 2  Mean characteristics of the measured subjects 

All subjects Male, n=116 
Average±Standard 

Deviation 

Female, n=91 
Average±Standard 

Deviation 

Mean age (years) 20.9± 3.1 20.5± 1.9 
Height (cm) 1.8± 0.1 1.7± 0.1 
Weight (kg) 75.9± 13.1 56.3± 6.8 

 

Fig. 2 Illustration of the dimensions that were measured: a) numbering and 
delimitation of the phalanx, b) position of the segments after the required 
movement 

Figure 2 is an illustration of the segments position from 
the upper limb. This was also used for a better understand-
ing, from the subjects, of what they are required to do in 
order to eliminate the human error. This is the reason the 
ranges of the movements are shown indirectly, normally it 
is between the neutral position and the final position. 

In table 3 there are the values (mean, standard deviation) 
that correspond to the measurements made from anthropom-
etric point of view. The abbreviations from the table repre-
sent, for every finger, the length (L) and perimeter (P) num-
bered according to the number of phalanx and figure 2.a. 

Table 3  Values of length and perimeter of the upper limb segments 

Upper limb segments Male, n=116 
Av. ± St. Dev.  

(cm) 

Female, n=91 
Av. ± St. Dev. 

(cm) 

Thumb  
L1 
P1 
L2 
P2 
Ltot 

 
41.2±3.1 
6.5±0.6 
32.5±2.4 
5.9±0.5 
70.2±3.8 

 
35.3± 2.6 
5.7± 0.3 
28.6± 2.0 
5.2± 0.3 
62.1± 3.3  

Index finger 
L1 
P1 
L2 
P2 
L3 
P3 
Ltot 

 
54.1±4.2 
6.4±0.6 
30.8±2.1 
5.5±0.5 
25.1±2.3 
4.7±0.4 
103.0± 6.0 

 
47.4± 3.4 
5.8± 0.3 
27.2± 2.0 
4.9± 0.3 
22.0± 1.2 
4.2± 0.3 
91.8± 5.0 

Middle finger 
L1 
P1 
L2 
P2 
L3 
P3 
Ltot 

 
58.3± 5.6 
6.3± 0.5 
36.0± 2.6 
5.6± 0.5 
26.1±1.7  
4.9± 0.4 
114.5± 6.6 

 
52.7± 3.9 
5.6± 0.4 
31.6± 2.4 
4.9± 0.3 
23.3± 1.4 
4.3± 0.3 
102.6± 5.4 

Ring finger 
L1 
P1 
L2 
P2 
L3 
P3 
Ltot 

 
56.1± 4.3 
6.0± 0.5 
34.4± 2.4 
5.2± 0.5 
26.1± 1.6 
4.7± 0.4 
109.4± 9.2 

 
49.2± 3.3 
5.4± 0.3 
30.4± 2.2 
4.6± 0.3 
23.2± 1.2 
4.1± 0.2 
97.3± 5.9 

Small finger 
L1 
P1 
L2 
P2 
L3 
P3 
Ltot 

 
44.8± 3.3 
5.4± 0.5 
25.9± 2.2 
4.8± 0.4 
23.1± 1.7 
4.3± 0.4 
87.0± 5.4 

 
39.4± 3.3 
4.8± 0.4 
22.9± 2.1 
4.2± 0.3 
20.5± 1.1 
3.6± 0.3 
77.4± 6.3 

Hand length 19.9± 1.1 18.0± 0.9 
Hand width 8.3± 0.5 7.4±0.4  
Forearm length 27.2±1.6  24.4± 1.2 
Arm length 33.2± 1.9 30.8± 1.9 
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The anatomical reference points for the measurements of 
the segments were obtained through palpation, visual in-
spection according to Dempster. [2] 

Table 4 includes the angle values obtained according to 
figure 2.b. The movements that were taken into considera-
tion were mainly the flexion and extension each of them in 
two different position anatomical (relaxed) and physiologi-
cal (strained).  

Table 4  Angle values 

All subjects Male, n=116 
Av. ± St. Dev.  

(degrees) 

Female, n=91 
Av. ± St. Dev. 

(degrees) 

Anatomical flexion 
angle between hand 
and forearm 

85.6± 8.3 82.9± 9.0 

Physiological flexion 
angle between hand 
and forearm 

98.6± 9.5 94.8± 9.8 

Anatomical extension 
angle between hand 
and forearm 

224.3± 57.7 238.6± 43.5 

Physiological exten-
sion angle between 
hand and forearm 

215.7± 43.8 226.8± 33.5 

Anatomical angle 
between thumb and 
hand 

78.0± 11.6 77.2± 12.6 

Physiological angle 
between thumb and 
hand 

54.4± 10.0 48.0± 8.2 

Anatomical flexion 
angle between index 
finger and hand 

72.3± 7.6 74.1± 7.3 

Physiological flexion 
angle between index 
finger and hand 

37.1± 7.9 40.3± 8.6 

Anatomical extension 
angle between index 
finger and hand 

35.8± 7.5 34.5± 10.0 

Physiological exten-
sion angle between 
index finger and hand 

19.7± 6.4  15.5± 5.9 

Anatomical flexion 
angle between phalanx 
1 and 2 of the index 
finger 

69.4± 6.1 4.6± 69.9 

Physiological flexion 
angle between phalanx 
1 and 2 of the index 
finger 

104.8± 11.8 108.5± 11.0 

Anatomical flexion 
angle between phalanx 
2 and 3 of the index 
finger 

97.5± 8.5 98.2± 5.5 

Physiological flexion 
angle between phalanx 
2 and 3 of the index 
finger 

129.6± 11.1 134.7± 10.6  

According to the table included in the user’s guide of the 
Jamar dynamometer for the subjects aged from 20 to 24 
years, right handed, the average (Av.) ± standard deviation 
(St.dev.) is 54.9(kg) ± 9.3 for males and respectively 
31.9(kg) ± 6.6 for females. While the values obtained from 
the test are shown in table 5. There is an obvious difference 
between other literature references. [3]  

Table 5  Force values 

All subjects Male, n=116 
Av. ± St. Dev.  

(KG) 

Female, n=91 
Av. ± St. Dev. 

(KG) 

Anatomical hand grip 
strength 

48.5± 9.0 28.4± 5.5 

Physiological  hand 
grip strength 

17.2± 10.1 10.5± 6.6 

Anatomical finger 
force 

9.1± 1.9 6.4± 1.2 

Physiological  finger 
force 

4.0±1.9  3.0± 1.4 

III.   STATISTICAL ANALYSIS 

For the statistical evaluation of the values obtained from 
the test, considering that the values follow a normal distri-
bution, there has been calculated the probability density and 
the cumulative probability according to the functions from 
Excel. The function used, Normdist (x, mean, standard 
deviation, cumulative), calculates the probability that a 
measured value, falls at or below a given value. Considering 
that the abbreviations are known, the cumulative value can 
be either FALSE returning probability density or TRUE in 
which case it returns the cumulative probability.   

First all the values from a row, determined by gender, 
have been ordered ascending and assigned a rank. Then it 
was calculated the average, the standard deviation and the 
percentile in this order. 

Considering the variable x normally distributed, the theo-
retical equations that express the probability density and 
cumulative probability are [4]: 
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where: σ is the standard deviation;  m is the average and 
2σ is the variance. 
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In figure 3 is the normal distribution, as an example, of a 
row of data which reflects physiological flexion angle be-
tween phalanx 2 and 3 of the index finger. The graph has 
three axes (two vertical and one horizontal) for a better 
integration of the functions used to analyze the data. 

This type of graphical analysis can be used for each row 
in particular. It offers a view of the probability density, 
cumulative probability, values variation, distribution of 
values regarding the average, standard deviation and per-
centile.  

IV.   CONCLUSIONS  

This paper aims for an in vivo database of the Romanian 
subjects with mean age of 20 years. This is intended to be 
used as a reference for the design and development of an-
thropometric device for the standardization of sizes of hand 
orthotics and for recovery devices. The experiment reveals 
the limits for the performance and personal satisfaction of 
the subjects.  

All the values obtained from the experiment have been 
analyzed with the statistical tools in order to obtain a view 
of the density of the measurements according to genre, 
height, weight, age of the subjects. In the near future there 
will be made a more closely investigation of the values 
using other types of statistical tools.   
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Fig. 3 Distribution of the values of physiological flexion angle between phalanx 1 and 2 of the index finger 
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Abstract— The paper presents a preliminary study on a 

healthy female, performing back flexions, while standing on a 
force platform. The goal of the paper is to quantify how lum-
bar spine flexions influence the plantar center of pressure 
(CoP) distribution. Using Zebris CMS-HS ultrasound-based 
motion analysis system and FDM measuring system for force 
distribution the range of motion of lumbar spine flexion and 
CoP displacements during fully forward flexion were assessed 
simultaneously. Results showed a close symmetrical distribu-
tion of ground reaction forces on each subject foot. 

Keywords—  lumbar spine flexion, range of motion, center 
of pressure, force platform, ultrasound-based motion analysis 
system. 

I.   INTRODUCTION  

The ability to maintain balance is fundamental in uni- bi-
pedal standing or in performing certain movements, some of 
them being essential in daily living. 

Centre of pressure (CoP) is defined as the application 
point of the resultant of ground reaction forces acting on the 
base of support. The analysis of CoP displacements is used 
as an index of postural stability both in standing and walk-
ing. A common technique to determine the postural stability 
is represented by platform stabilometry. This implies a set 
of pressure transducers, contained into a force plate, which 
record the ground reaction forces and determines the centre 
of pressure (CoP) and body centre of mass (CoM). There 
are many commercial available instrumented force plat-
forms that can be involved in gait analysis and postural 
stability studies, allowing accurate recordings of ground 
reaction force, CoP and CoM displacements. 

The studies reviewed by Ruhe et al. [1] show that “bi-
pedal static CoP measures may be used as a reliable tool for 
investigating general postural stability and balance perfor-
mance under specific conditions”. The influence of the CoP 
displacements during standing or performing certain exer-
cises has been studied especially for elderly people. Seigle 
et al. have been investigated whether aging has an influence 
on the dynamics of the fluctuations of the displacement of 
the center of pressure (CoP), during quiet standing, taking 
into account the visual conditions of subjects [2]. 

The assessment of lumbar spinal disorders requires data 
about spinal range of motion. There have been proposed and 
developed several methods to measure the spinal mobility 

[3]. Some of these methods use an inclinometer, while oth-
ers depend on measurements from different anatomical 
landmarks (original and modified Schober method), or use 
finger to floor distance to asses forward flexion (Viitanen, et 
al., Heikkilä et al.). In some cases, such measurements, 
using fixed anatomical points, are subject to errors. Moreo-
ver, these methods are not standardized or assessed for 
reliability, validity, and may not be feasible in clinical prac-
tice [3]. Even if some of these methods have good reliability 
and sensitivity, they do not correlate with radiographic 
changes. 

The presented study proposes a method to simultaneous-
ly assess the range of motion of lumbar spine flexion and 
CoP displacements during fully forward flexion. Zebris 
CMS-HS ultrasound-based motion analysis system and 
FDM measuring system for force distribution are accurate 
and easy to use, allowing unrestricted and comfortable 
movements of the subject. This preliminary study quantifies 
the influence of the lumbar spine flexion on the CoP dis-
placement and subject postural stability. 

II.   MATERIALS AND METHODS 

To evaluate the angular amplitudes of lumbar spine flex-
ion, one young healthy volunteer (female, 26 years old) 
performed exercises with self-selected velocity both  
overground and on force platform. Prior beginning the ex-
periment, a series of anthropometrical parameters was 
measured, as shown in Table 1. 

The measurements were realized in Motion analysis La-
boratory of Politehnica University of Timisoara using  
two Zebris measuring systems (Zebris Medical GmbH):  
CMS-HS ultrasound-based motion analysis system and 
FDM measuring system for force distribution. 

Table 1 Anthropometric data 

Subject characteristics 

Weight [kg] 76 

Height [cm] 167 

Body Mass Index [kg/m2] 26.9 

Big toe distance – BTD [mm] 226 

Inter-malleolar distance – IMD [mm] 78 

Feet opening angle – 28 [°] ߙ 
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The measuring method used by Zebris CMS-HS system 
is based on the determination of spatial coordinates of the 
miniature ultrasound receptors (markers), by measuring the 
time delay between the emission of sonic pulses by the 
transmitters and their reception at the microphone capsules. 
The spatial position of the lumbar spine was calculated by 
the WinSpine system's software. 

The measurement starts with the attachment of two spe-
cial marker triplets on the subject torso with elastic Velcro 
strips. The reference marker triplet is attached on the sa-
crum and triple measurement marker is applied in the area 
of the lower thoracic spine. The marker spatial positions are 
calculated and displayed during the subject movements, 
using the WinSpine Software. The measuring sensor was 
placed on the right hand side of the patient, according to the 
WinSpine Operating Instructions [4]. 

The second measuring system consists of a type 2 FDM 
platform integrated in a level walking area which contains 
high-quality capacitive pressure sensors arranged in a ma-
trix form and WinFDM software enabling a simple static 
and dynamic analysis of the recorded measuring data [5]. 

The performed experiments consisted in two types of 
measurements of lumbar spine flexion range of motion 
(ROM): overground measurements only using the CMS-HS 
system, and on a force platform, using both the CMS-HS 
system and FDM platform. 

Each experiment consisted in five valid trials, for each 
trial being recorded five free lumbar flexion movements. 
The sampling rate of the recordings was selected for both 
systems at 10 Hz, covering a period of 20 seconds per trial 
and 140 frames/trial. Each trial was preceded by a calibra-
tion, the subject standing in a neutral position. In order to 
adapt the subject movements to the measurement conditions 
a training session of five minutes was firstly performed. 

Figure 1 illustrates the modules of Zebris CMS-HS sys-
tem: measuring unit and the two special marker triplets, and 
neutral and maximum flexion position of the investigated 
subject. 

The subject was free to choose her feet position to per-
form natural and comfortable movements. In order to obtain 
data about feet position during the measurements on the 
FDM platform and maintain the same subject position on 
the top half of the platform during the measurements, the 
static footprints were recorded by WinFDM software and 
drawn on a piece of paper fixed in place using adhesive 
tape. 

The reference frame (RS) attached to the platform has the 
origin in the left lower corner of the platform, the x axis 
representing the platform width/medio-lateral (ML) direc-
tion, and y axis representing the platform length/antero-
posterior (AP) direction, respectively, as shown in figure 2. 

  
a) Neutral position and the mod-
ules of Zebris CMS-HS system 

b) Measurement of flexion ROM with 
subject on the force platform 

Fig. 1 Measurements of lumbar flexion ROM 

Using the footprints obtained by static measurement of 
plantar pressure distribution, the parameters of base support 
were determined (Table 1 and Figure 3): effective foot 
length, big toe distance, inter-malleolar distance, and feet 
opening angle was calculated [6]. These parameters influ-
ence the postural stability, being of great importance in 
balance control. They will be considered in future studies in 
order to establish their influence on overall body balancing. 

Using the Zebris CMS-HS system, the angular ampli-
tudes during lumbar flexion were determined. WinSpine 
software generates a report of each recorded trial. Using the 
Zebris FDM force platform, the ground reaction forces and 
time-varying displacements of CoP under each subject’ foot 
during the flexion movement were determined. The dis-
placements of CoP were determined along the antero-
posterior (AP) and medio-lateral (ML) directions. 

 

Fig. 2 2D representation of the FDM platform 

 

Fig. 3 Base of support measurements from the footprints 
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III.   RESULTS AND DISCUSSION

Firstly, the angular amplitudes during 
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IV.   CONCLUSIONS  
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Abstract— This paper presents an important stage of our 

research on finding an efficient and low cost method for the 
modeling and prototyping on orthotic elements with 
applications in biomechanics.  

Specifically CAD modeling is presented on the stage of the 
elements that will compose a family of plantar orthosis for 
locomotion and posture correction of certain human subjects 
who exhibit different locomotory diseases.  

As a result of our research until now, we could identify the 
optimal method to scan the subjects' feet, regarding the costs, 
accuracy and scanning duration. From this it was possible to 
establish an efficient and proper procedure for the CAD 
modeling on the plantar orthotic items, the negative surface of 
the scanned human subject’s being considered as reference.  

Keywords—  CAD, scanning, orthosis, orthopedic, method. 

I.   CURRENT RESEARCHES ON THE PLANTAR ORTHOSIS 
OBTAINING 

Stability and locomotion diseases affect largely the life’s 
quality. For this reason, actually many researches are fo-
cused on prototyping improving with application in Biome-
chanics.  Plantar orthosis to correct the locomotion and 
posture deficiencies is one of the main aspects on the re-
search in Biomechanics.  

For this reason, actually the modern devices for foot sole 
scanning, assisted by PC are largely used. Different devices 
for locomotion and stability parameters are also frequently 
used, most times associated with the plantar scanning de-
vices. Different materials like silicon, plastic, memory foam 
are used to obtain the orthosis prototype respecting the 
subject’s foot sole conformation. The information previ-
ously obtained due to the equipment used for any locomo-
tion or posture investigation is taken into account for the 
plantar orthosis prototyping.  

Until now, different kind of plantar orthosis were devel-
oped, like: foot inserts, correction of static foot orthosis, 
calcaneal sights, plantar supporters and so on [1], [2].   

Although the actual method used for corrective plantar 
orthosis obtaining are very efficient, their main 
disadvantage refers to the costs caused to the used complex 
equipment. For this reason, our research aims is to develop 
a flexible method which could reduce the costs to obtain 
some orthosis elements to correct different stability or 
locomotion diseases.           

II.   ON THE CAD MODELING FOR THE ORTOPEDIC ORTHOSIS 
PROTOTYPING 

Due to the fact that a lot of products having application 
in Biomechanics like prosthesis and orthosis have a com-
plex profile, the CAD modeling plays a key role for proto-
typing in this domain.  

The orthopedic orthosis prototyping represents a sugges-
tive example for the CAD modeling with application in 
Biomechanics. Our research chose as study object the plan-
tar orthosis due to the fact that they could help some per-
sons having problems with their stability or locomotion to 
correct progressively this kind of diseases [1]. Besides, 
some parameters like stability when standing, walking or 
running are very important factors who determine the life 
quality. For this reason, a proper and efficient method for 
prototyping components of any kind of plantar orthosis is 
one of the aims of our research.  

Until now, the study was concentrated on identifying and 
improving the procedure on the CAD modeling of some 
components which will complete a family of progressive 
plantar orthosis. In this order, two distinct methods were 
applied, which will be both presented in the paper. 

III.   THE RESEARCH ON THE CAD MODELING FOR A 
PLANTAR ORTHOSIS COMPONENT 

For the CAD modeling, two methods were applied. The 
first consists in the CAD modeling from a CAD reference 
model previously obtained by scanning with contact a real 
primary model. The used equipment to perform the scan-
ning consisted into a 3D measuring coordinate machine.  

The second method refers to the CAD modeling based on 
a CAD reference model previously obtained by scanning 
without contact the same real primary model. The non con-
tact scanning was performed using a handy portable scanner 
with laser beam directed to the primary model surface.  

The reason for which the two methods were proposed is 
to demonstrate that both methods could represent a good 
solution for the CAD modeling.  

Due to our researches on the scanning accuracy and 
process duration, we found that the non contact method 
could represent the better solution. Thus because  
this method allows to scan directly the human foot, the 
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procedure being similar to existing foot scanning methods 
for plantar orthosis prototyping.  

However, in case of using the portable scanner, an im-
portant advantage refers to the relatively low costs of the 
equipment.         

The real model was obtained through fingerprinting of a 
human subject’s foot, into a plaster bed (figure 1).  

To obtain the real model to be scanned, the following 
procedure was performed: the human foot was introduced 
into a plaster mass, the real model being obtained as a nega-
tive profile of the human foot (figure 1).   

 

Fig. 1 The real model to be scanned for the CAD reference model 

For both methods we identified the following steps on 
the CAD reconstruction of the foot fingerprinting primary 
model: the primary model obtaining by fingerprinting, the 
model scanning, CAD model generating and, finally the 
CAD modeling of the components that compose the ortho-
pedic orthosis. The final step takes into account the CAD 
model obtained due to the scanning, as reference.  

Our research was concentrated first of all to establish 
which scanning procedure could be most appropriate from 
the point of view of CAD modeling. For this reason, before 
applying both scanning methods, the necessary steps for the 
reference CAD model obtaining were identified. 

When using the first method (scanning by contact), the 
reference CAD model was exported as .STP or .IGS file, the 
virtual model being generated as cloud of points (figure 2) 
[3]. Once exported, the model was imported in CATIA V5 
CAD environment in order to be converted into a .STL 
format. In our research we found that this procedure had to 
be applied because the model can be converted from cloud 
of points into a 3D surface. For this reason once imported 
the model in the Shape mode, the conversion from cloud of 
points into a continuous surface was possible due to a Mesh  
procedure, then the initial cloud of points was removed 
(figure 4).  

For the second method (involving scanning without con-
tact), the CAD model was generated as .STL file, in this 
case it consisting into a canvas type surface (figure 3) [4]. 

 
 

  
a) b) 

Fig. 2 The reference CAD model generated due to the scanning by contact 
(1st method) obtaining: a) the scanned model viewed in the software envi-
ronment associated to the coordinate measuring machine; b) the scanned 
model imported as cloud of points into the CATIA V5 CAD enviromnent 

 

Fig. 3 The reference CAD model due to the scanning without contact (2nd 
method) obtaining 

In this case the initial procedure regarding the cloud of 
points to surface conversion was no more necessary. Once 
imported the model into the CATIA V5 CAD environment, 
the first step was referred to the mesh creation (figure 4).  

Once the meshing surface was performed, the established 
CAD modeling steps were the following: the reference 
surface generation (figure 5), the reference model for a 
plantar orthosis construction (figure 7) and, finally, the 
modeling of some components that could compose a plantar 
orthosis (figure 7).  

 

Fig. 4 The Mesh creation for the reference model 
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After the mesh creation, the following step consisted into 
the original surface erasing, obtaining just the reference 
surface to be furtherly processed. After that, the automatic 
surface was generated (figure 5), the necessary steps being 
presented [5]. 

  
a) b) 

  
c) d) 

Fig. 5 The automatic surface applying over the reference surface: The 
automatic surface generation tool; b) The initial meshed surface; c) The 
meshed surface with the new generated surface supperposing; d) The 
automatic surface generation   

After the automating surface applying, the superposition 
over the reference surface was obtained, as it can be seen in 
figure 5, b). This step was followed in order to obtain the 
reference shape surface for the orthosis construction. For 
this reason, the initial reference surface was deleted (figure 
5, c).  

For the global orthosis model construction the following 
steps were necessary: the selection of the sketch reference 
plane for the model profile; the profile extrusion, until the 
reference surface, previously obtained, the global 3D model 
generation (figure 6) and the insert’s final model obtaining, 
due to some repetitive  CAD cutting operation (figure 7). 

 

Fig. 6 The 3D global model obtaining 

 

Fig. 7 The 3D reference model for a plantar orthosis respecting the refer-
ence CAD model 

Once obtained the model the reference model for the 
plantar orthosis, our research is focused on the prototyping 
of different specific components that could compose a plan-
tar orthosis.  

The aim of our research is to create a family of plantar 
orthosis, composed by different prototyped components, 
which role is to correct progressively some diseases that 
affect the locomotion and stability parameters.  

The main prototyping elements refer to different plantar 
areas, like: heel area, sole arch area, metatarsal or finger 
zone and so on. 

Our actual researches are concentrated on the modeling 
and prototyping of an orthosis component for sole arch area.  

It manifests a special interest because this foot sole area 
plays a key role on stability and locomotion of the human 
subject.  

At this stage of our research the prototyping elements 
that will compose a family of orthosis planting for size 43 
shoes is experimented, for the flatfoot correction that can 
affect both flat feet and walking stability. For this reason, 
until now, we have created the CAD model for the 1st 
orthosis element (figure 8). It was taken from the 3D refer-
ence model for the plantar orthosis, previously created.  

 

Fig. 8 The 1st element modeling that compose a family of orthosis for the 
flatfoot correction 
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On the further our research on prototyping this kind of 
plantar orthosis components, we have identified the main 
steps:  

- establish which kind of orthosis elements must be proto-
typed depending by each case of locomotion or stability 
disease; 
- CAD modeling of each one of the established elements in 
order to define all the necessary elements that will compose 
the orthosis family, each of which is used to correct a 
specific progressive disease; 
- the rapid prototyping of each of the CAD modeled 
components; for this purpose each CAD model must be 
exported as .STL  format, which is related software 
compatible with the existing prototyping machine in our 
department. 

The prototyped components will be slipped insides the 
shoes and for the foot comfort an insole made of a shape 
memory material can be used.  

IV.   CONCLUSIONS  

Due to the fact that CAD modeling plays an essential role 
as a step in the process of prototyping of components that 
compose a plantar orthosis, we find it expedient that in the 
face of our research to focus primarily on improving the 
working procedure with the CAD environments. 

As a result of our researches on scanning and CAD proc-
essing, it could be seen the second CAD method to be more 
quick and more simple. Thus could be an additional reason  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

for choosing the method of scanning on non-contact 
principle. 
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Abstract— Aim of the study was to evaluate the short term 

results and rehabilitation period after distal radius fractures 
treated with a volar locking plate and screws. 10 patients with 
unstable fractures of the distal radius were included in the 
study. Radiological and functional results were evaluated at 2 
and 6 weeks postoperatively which showed no redisplacement 
of the fracture and faster rehabilitation than with other meth-
ods of treatment. 

Keywords—  distal radius fracture, volar plating, functional 
results. 

I.   INTRODUCTION  

Distal radius fractures are very common injuries and rep-
resent about one sixth of all fractures seen in the emergency 
department [1]. While many of these fractures can be suc-
cessfully managed nonoperatively, some require surgical 
stabilization. Debate continues as to the optimal treatment 
modality of unstable fractures, both intra and extraarticular 
[2]. Some of the most popular stabilization techniques used 
to be external fixation [3, 4], pinning [2, 3], dorsal plating 
or a combination of these [2]. External fixation devices are 
uncomfortable, need to be kept in place for 6 to 8 weeks and 
some fracture redisplacement often occurs after the fixation 
device has been removed [4, 5]. Percutaneous pinning is 
unsuitable for displaced  intraarticular fractures and has less 
stability in osteoporotic bone [6]. Dorsal plates have the risk 
of extensor tendons irritation and need to be removed on a 
regular basis. Volar locking plates are a relatively new con-
cept and are being widely used in the surgical treatment of 
distal radius fractures [3]. The volar approach is more 
physiological than dorsal approach and is less disruptive to 
the tendons because there is more space available on the 
volar aspect of the radius [7]. Volar approach also maintains 
dorsal vascularity of the fragments thus allowing early mo-
tion of the wrist joint. The plates are well covered by soft 
tissues in the pronator fossa and implants are not removed 
routinely. We started using this technique for treatment of 
distal radius fractures that require surgery and present our 
early results.  

II.   MATERIALS AND METHODS 

From August 2010 to January 2011 we included in the 
study 10 patients with unstable unilateral distal radius frac-
tures. We define an unstable fracture when redisplacement 
occurs after initial reduction and cast immobilization or if, 
after closed reduction, displacement still exists and is  
greater than 15° angulation in any plane, 2 mm of articular 
step-off, or greater than 2 mm of shortening [9]. .  Written 
informed consent was obtained from each patient prior to 
enrollment in the study There were 7 women and 3 men 
with a mean age of 58 years (33 - 71). 7 fractures were 
extraarticular, Colles type, and 3 had  intraarticular in-
volvement. All patients were operated in regional anesthesia 
(plexus block). We used the extended flexor carpi radialis 
(FCR) approach as described by Orbay et al. [10]. The skin 
incision is made directly over the course of the FCR tendon 
and is about 8 cm long. Over the wrist flexion creases, the 
incision is made in a zigzag fashion (Fig. 1). 

 

 

Fig. 1 Skin incision over the FCR tendon and zigzag over the wrist flexion 
creases 

The FCR tendon is retracted medially, protecting the me-
dian nerve and the radial artery is retracted laterally. The 
floor of the tendon sheath is then incised to gain deep ac-
cess. Distally, the dissection is taken to the level of the 
scaphoid tuberosity. The virtual space between the flexor 
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tendons and the volar surface of the pronator quadratus, the 
space of Parona, is developed by blunt digital dissection. 
The pronator quadratus is mobilized with an L-shaped inci-
sion along the radial and distal sides and is lifted from its 
bed by subperiosteal dissection and retracted ulnarly, expos-
ing the fracture site. The extended FCR approach has three 
steps more than the standard FCR approach. These are rep-
resented by the release of the radial septum with opening of 
the extensor compartment and releasing the insertion of the 
brachioradialis, pronating the proximal radial fragment out 
of the way and reduction of the articular fragments by intra-
focal manipulation. The release of the brachioradialis is 
important as this is the primary deforming force of the distal 
fragment. After fracture site debridement and reduction of 
the articular fragments to restore normal anatomy the radius 
is supinated back in place and the plate can be applied. 
Adequate reduction of the fracture and positioning of the 
plate and screws is confirmed with fluoroscopy. The screws 
in the distal fragment must be applied in the subchondral 
bone. The brachioradialis and the pronator quadratus are 
sutured back in place covering the plate and separating it 
from the flexor tendons. 

We used two types of fixed angle locking plates specially 
designed for volar fixation of distal radius fractures (3.5 
LCP locking T-plate , Synthes and ChLP System® 4,5 ChM 
Ltd.). 

All patients were immobilized in a below elbow splint 
for two weeks. Immediate postoperative finger and elbow 
motion was encouraged. After 14 days patients were called 
for splint and sutures removal. At that time they were in-
structed to start progressive wrist motion exercises. Next 
visit was scheduled at 6 weeks postoperatively when range 
of motion was assessed and X-rays were taken. 

III.   RESULTS 

No complications were recorded during surgical proce-
dures and early postoperative period. All patients were 
discharged 2 days after surgery. By 2 weeks finger motion 
was comparable to preoperative status. At the 6 weeks fol-
low-up wrist range of motion was very good, ranging from 
70% to 100% with a mean value of 84% compared to the 
contralateral side (Fig. 2-4). Comparing the postoperative 
X-rays with those taken at 6 weeks, there was no loss of 
reduction in any of the cases (Fig. 5-8).  

With regard to pain, 3 patients had none during normal 
activities, 5 patients reported mild pain at peak motion of 
flexion and extension and 2 patients complained about 
moderate pain when also at peak motion of the wrist. 

There were no cases of tendon irritation, or other com-
plications like infection, reflex sympathetic dystrophy or 
hardware failure. 

 

 

Fig. 2 Range of motion – flexion -  6 weeks after surgery 

 

Fig. 3 Range of motion – extension – 6 weeks after surgery 

 

Fig. 4 Range of motion – pronation – 6 weeks after surgery 
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Fig. 5 Postoperative AP view 

 

 

Fig. 7 6 weeks AP view 

 

 

Fig. 6 Postoperative lateral view 

 

Fig. 8 6 weeks lateral view 
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IV.   DISCUSSIONS 

Treatment of distal radius fractures evolved significantly 
over the years. Not only the final outcome is important but 
the time to functional recovery also matters and influences 
patient satisfaction.   

Knox J et al. [11] showed, in a cadaveric model study, 
that volar plate fixation results in less displacement of intra-
articular distal radius fractures with dorsal comminution 
compared with Kwire fixation. Also, McFadyen I et al. [2] 
compared volar locked plating and percutaneous pinning for 
distal radius fractures and found both superior functional 
and radiological outcomes, 3 and 6 months after surgery in 
the locked plate group and a significantly less complications 
than in the pinning group. 

Other authors [4] compared functional results after volar 
plating and after external fixation of distal radius fractures 
and found that volar locked plating was advantageous in the 
early rehabilitation period, compared to bridging external 
fixation.  

Other advantages are seen with volar plating in relation-
ship with dorsal plating. Volar plating preserves vascular 
supply to dorsal metaphyseal fragments and does not cause 
extensor tendon problems [12]. On the other hand, dorsal 
approach is particularly beneficial for intrarticular reduction 
as classical volar approach doesn’t permit good intraarticu-
lar visualization. This problem was resolved by Orbay JL. et 
al. [10] who described and popularized the extended volar 
approach which uses intrafocal reduction and restoration of 
articular congruency indirectly. Also, locked plates have the 
advantages of creating a rigid construct that allows the 
transfer of axial load across the fracture site, as implants 
possess a mechanical strength similar to normal bone [2]. 
This is particularly important in osteoporotic bone,  many of 
these fractures involving elderly patients with osteoporosis. 
Orbay JL et al. [8] showed that open reduction and internal 
fixation with a volar fixed angle device is effective for the 
treatment of unstable distal radius fractures in the elderly 
population. 

For all these reasons we started using this technique and 
we were pleased with the outcome and found the procedure 
effective. Patients demonstrated early functional use of the 
hand and were satisfied with the results.  
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