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Preface

Fundamentals of Materials Science and Engineering is an alternate version of
my text, Materials Science and Engineering: An Introduction, Fifth Edition. The
contents of both are the same, but the order of presentation differs and Fundamen-
tals utilizes newer technologies to enhance teaching and learning.

With regard to the order of presentation, there are two common approaches
to teaching materials science and engineering—one that | call the ““traditional”
approach, the other which most refer to as the *‘integrated” approach. With the
traditional approach, structures/characteristics/properties of metals are presented
first, followed by an analogous discussion of ceramic materials and polymers. Intro-
duction, Fifth Edition is organized in this manner, which is preferred by many
materials science and engineering instructors. With the integrated approach, one
particular structure, characteristic, or property for all three material types is pre-
sented before moving on to the discussion of another structure/characteristic/prop-
erty. This is the order of presentation in Fundamentals.

Probably the most common criticism of college textbooks is that they are too
long. With most popular texts, the number of pages often increases with each new
edition. This leads instructors and students to complain that it is impossible to cover
all the topics in the text in a single term. After struggling with this concern (trying
to decide what to delete without limiting the value of the text), we decided to divide
the text into two components. The first is a set of ‘““‘core” topics—sections of the
text that are most commonly covered in an introductory materials course, and
second, ‘‘supplementary’’ topics—sections of the text covered less frequently. Fur-
thermore, we chose to provide only the core topics in print, but the entire text
(both core and supplementary topics) is available on the CD-ROM that is included
with the print component of Fundamentals. Decisions as to which topics to include
in print and which to include only on the CD-ROM were based on the results of
a recent survey of instructors and confirmed in developmental reviews. The result
is a printed text of approximately 525 pages and an Interactive eText on the CD-
ROM, which consists of, in addition to the complete text, a wealth of additional
resources including interactive software modules, as discussed below.

The text on the CD-ROM with all its various links is navigated using Adobe
Acrobat™. These links within the Interactive eText include the following: (1) from
the Table of Contents to selected eText sections; (2) from the index to selected
topics within the eText; (3) from reference to a figure, table, or equation in one
section to the actual figure/table/equation in another section (all figures can be
enlarged and printed); (4) from end-of-chapter Important Terms and Concepts
to their definitions within the chapter; (5) from in-text boldfaced terms to their
corresponding glossary definitions/explanations; (6) from in-text references to the
corresponding appendices; (7) from some end-of-chapter problems to their answers;
(8) from some answers to their solutions; (9) from software icons to the correspond-
ing interactive modules; and (10) from the opening splash screen to the supporting
web site.

vil
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The interactive software included on the CD-ROM and noted above is the same
that accompanies Introduction, Fifth Edition. This software, Interactive Materials
Science and Engineering, Third Edition consists of interactive simulations and ani-
mations that enhance the learning of key concepts in materials science and engi-
neering, a materials selection database, and E-Z Solve: The Engineer’s Equation
Solving and Analysis Tool. Software components are executed when the user clicks
on the icons in the margins of the Interactive eText; icons for these several compo-
nents are as follows:

Crystallography and Unit Cells Tensile Tests

Ceramic Structures Diffusion and Design Problem
Polymer Structures

Solid Solution Strengthening

Dislocations

OF:: BEf—

Phase Diagrams

E-Z Solve Database

My primary objective in Fundamentals as in Introduction, Fifth Edition is to
present the basic fundamentals of materials science and engineering on a level
appropriate for university/college students who are well grounded in the fundamen-
tals of calculus, chemistry, and physics. In order to achieve this goal, | have endeav-
ored to use terminology that is familiar to the student who is encountering the
discipline of materials science and engineering for the first time, and also to define
and explain all unfamiliar terms.

The second objective is to present the subject matter in a logical order, from
the simple to the more complex. Each chapter builds on the content of previous ones.

The third objective, or philosophy, that I strive to maintain throughout the text
is that if a topic or concept is worth treating, then it is worth treating in sufficient
detail and to the extent that students have the opportunity to fully understand it
without having to consult other sources. In most cases, some practical relevance is
provided. Discussions are intended to be clear and concise and to begin at appro-
priate levels of understanding.

The fourth objective is to include features in the book that will expedite the
learning process. These learning aids include numerous illustrations and photo-
graphs to help visualize what is being presented, learning objectives, ‘““Why
Study . ..” items that provide relevance to topic discussions, end-of-chapter ques-
tions and problems, answers to selected problems, and some problem solutions to
help in self-assessment, a glossary, list of symbols, and references to facilitate
understanding the subject matter.

The fifth objective, specific to Fundamentals, is to enhance the teaching and
learning process using the newer technologies that are available to most instructors
and students of engineering today.

Most of the problems in Fundamentals require computations leading to numeri-
cal solutions; in some cases, the student is required to render a judgment on the
basis of the solution. Furthermore, many of the concepts within the discipline of
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materials science and engineering are descriptive in nature. Thus, questions have
also been included that require written, descriptive answers; having to provide a
written answer helps the student to better comprehend the associated concept. The
guestions are of two types: with one type, the student needs only to restate in his/
her own words an explanation provided in the text material; other questions require
the student to reason through and/or synthesize before coming to a conclusion
or solution.

The same engineering design instructional components found in Introduction,
Fifth Edition are incorporated in Fundamentals. Many of these are in Chapter 20,
“Materials Selection and Design Considerations,” that is on the CD-ROM. This
chapter includes five different case studies (a cantilever beam, an automobile valve
spring, the artificial hip, the thermal protection system for the Space Shuttle, and
packaging for integrated circuits) relative to the materials employed and the ratio-
nale behind their use. In addition, a number of design-type (i.e., open-ended)
guestions/problems are found at the end of this chapter.

Other important materials selection/design features are Appendix B, ‘“‘Proper-
ties of Selected Engineering Materials,” and Appendix C, “Costs and Relative
Costs for Selected Engineering Materials.” The former contains values of eleven
properties (e.g., density, strength, electrical resistivity, etc.) for a set of approxi-
mately one hundred materials. Appendix C contains prices for this same set of
materials. The materials selection database on the CD-ROM is comprised of
these data.

SuprpPoRTING WEB SITE

The web site that supports Fundamentals can be found at www.wiley.com/
college/callister. It contains student and instructor’s resources which consist of a
more extensive set of learning objectives for all chapters, an index of learning styles
(an electronic questionnaire that accesses preferences on ways to learn), a glossary
(identical to the one in the text), and links to other web resources. Also included
with the Instructor’s Resources are suggested classroom demonstrations and lab
experiments. Visit the web site often for new resources that we will make available
to help teachers teach and students learn materials science and engineering.

INSTRUCTORS’ RESOURCES

Resources are available on another CD-ROM specifically for instructors who
have adopted Fundamentals. These include the following: 1) detailed solutions of
all end-of-chapter questions and problems; 2) a list (with brief descriptions) of
possible classroom demonstrations and laboratory experiments that portray phe-
nomena and/or illustrate principles that are discussed in the book (also found on
the web site); references are also provided that give more detailed accounts of these
demonstrations; and 3) suggested course syllabi for several engineering disciplines.

Also available for instructors who have adopted Fundamentals as well as Intro-
duction, Fifth Edition is an online assessment program entitled eGrade. It is a
browser-based program that contains a large bank of materials science/engineering
problems/questions and their solutions. Each instructor has the ability to construct
homework assignments, quizzes, and tests that will be automatically scored, re-
corded in a gradebook, and calculated into the class statistics. These self-scoring
problems/questions can also be made available to students for independent study or
pre-class review. Students work online and receive immediate grading and feedback.
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Tutorial and Mastery modes provide the student with hints integrated within each
problem/question or a tailored study session that recognizes the student’s demon-
strated learning needs. For more information, visit www.wiley.com/college/egrade.
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A familiar item that is fabricated from three different material types is the beverage
container. Beverages are marketed in aluminum (metal) cans (top), glass (ceramic) bot-
tles (center), and plastic (polymer) bottles (bottom). (Permission to use these photo-
graphs was granted by the Coca-Cola Company.)



Learning Objectives
After careful study of this chapter you should be able to do the following:
1. List six different property classifications of mate- 4. (a) List the three primary classifications of solid

rials that determine their applicability. materials, and then cite the distinctive chemi-
2. Cite the four components that are involved in the cal feature of each.

design, production, and utilization of materials, (b) Note the other three types of materials and,

and briefly describe the interrelationships be- for each, its distinctive feature(s).

tween these components.
3. Cite three criteria that are important in the mate-
rials selection process.

1.1 HistoricaL PERSPECTIVE

Materials are probably more deep-seated in our culture than most of us realize.
Transportation, housing, clothing, communication, recreation, and food produc-
tion—virtually every segment of our everyday lives is influenced to one degree or
another by materials. Historically, the development and advancement of societies
have been intimately tied to the members’ ability to produce and manipulate materi-
als to fill their needs. In fact, early civilizations have been designated by the level
of their materials development (i.e., Stone Age, Bronze Age).

The earliest humans had access to only a very limited number of materials,
those that occur naturally: stone, wood, clay, skins, and so on. With time they
discovered techniques for producing materials that had properties superior to those
of the natural ones; these new materials included pottery and various metals. Fur-
thermore, it was discovered that the properties of a material could be altered by
heat treatments and by the addition of other substances. At this point, materials
utilization was totally a selection process, that is, deciding from a given, rather
limited set of materials the one that was best suited for an application by virtue of
its characteristics. It was not until relatively recent times that scientists came to
understand the relationships between the structural elements of materials and their
properties. This knowledge, acquired in the past 60 years or so, has empowered
them to fashion, to a large degree, the characteristics of materials. Thus, tens of
thousands of different materials have evolved with rather specialized characteristics
that meet the needs of our modern and complex society; these include metals,
plastics, glasses, and fibers.

The development of many technologies that make our existence so comfortable
has been intimately associated with the accessibility of suitable materials. An ad-
vancement in the understanding of a material type is often the forerunner to the
stepwise progression of a technology. For example, automobiles would not have
been possible without the availability of inexpensive steel or some other comparable
substitute. In our contemporary era, sophisticated electronic devices rely on compo-
nents that are made from what are called semiconducting materials.

1.2 MATERIALS SCIENCE AND ENGINEERING

The discipline of materials science involves investigating the relationships that exist
between the structures and properties of materials. In contrast, materials engineering
is, on the basis of these structure—property correlations, designing or engineering
the structure of a material to produce a predetermined set of properties. Throughout
this text we draw attention to the relationships between material properties and
structural elements.
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“Structure’ is at this point a nebulous term that deserves some explanation.
In brief, the structure of a material usually relates to the arrangement of its internal
components. Subatomic structure involves electrons within the individual atoms
and interactions with their nuclei. On an atomic level, structure encompasses the
organization of atoms or molecules relative to one another. The next larger struc-
tural realm, which contains large groups of atoms that are normally agglomerated
together, is termed ‘““microscopic,”” meaning that which is subject to direct observa-
tion using some type of microscope. Finally, structural elements that may be viewed
with the naked eye are termed *‘macroscopic.”

The notion of ““property’” deserves elaboration. While in service use, all materi-
als are exposed to external stimuli that evoke some type of response. For example,
a specimen subjected to forces will experience deformation; or a polished metal
surface will reflect light. Property is a material trait in terms of the kind and
magnitude of response to a specific imposed stimulus. Generally, definitions of
properties are made independent of material shape and size.

Virtually all important properties of solid materials may be grouped into six
different categories: mechanical, electrical, thermal, magnetic, optical, and deterio-
rative. For each there is a characteristic type of stimulus capable of provoking
different responses. Mechanical properties relate deformation to an applied load
or force; examples include elastic modulus and strength. For electrical properties,
such as electrical conductivity and dielectric constant, the stimulus is an electric
field. The thermal behavior of solids can be represented in terms of heat capacity and
thermal conductivity. Magnetic properties demonstrate the response of a material to
the application of a magnetic field. For optical properties, the stimulus is electromag-
netic or light radiation; index of refraction and reflectivity are representative optical
properties. Finally, deteriorative characteristics indicate the chemical reactivity of
materials. The chapters that follow discuss properties that fall within each of these
six classifications.

In addition to structure and properties, two other important components are
involved in the science and engineering of materials, viz. “‘processing’” and ‘“‘perfor-
mance.”” With regard to the relationships of these four components, the structure
of a material will depend on how it is processed. Furthermore, a material’s perfor-
mance will be a function of its properties. Thus, the interrelationship between
processing, structure, properties, and performance is linear, as depicted in the
schematic illustration shown in Figure 1.1. Throughout this text we draw attention
to the relationships among these four components in terms of the design, production,
and utilization of materials.

We now present an example of these processing-structure-properties-perfor-
mance principles with Figure 1.2, a photograph showing three thin disk specimens
placed over some printed matter. It is obvious that the optical properties (i.e., the
light transmittance) of each of the three materials are different; the one on the left
is transparent (i.e., virtually all of the reflected light passes through it), whereas
the disks in the center and on the right are, respectively, translucent and opaque.
All of these specimens are of the same material, aluminum oxide, but the leftmost
one is what we call a single crystal—that is, it is highly perfect—which gives rise
to its transparency. The center one is composed of numerous and very small single

Processing ——— Structure —— Properties —— Performance

Ficure 1.1 The four components of the discipline of materials
science and engineering and their linear interrelationship.
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Ficure 1.2 | - 5

Photograph showing the light T — ]HI“{-.E 'E}H]-.EHHUI.{'T: LIt L'(.‘]] A=
transmittance of three aluminum oxide
specimens. From left to right: single-
crystal material (sapphire), which is
transparent; a polycrystalline and fully
dense (nonporous) material, which is

shear stramn (b6.2)

inite change in a parameter

] r 211 3 S
translucent; and a polycrystalline f ] straimn rh'"]
material that contains approximately 5% llllt‘ Ern - ]8 lﬁ"
porosity, which is opaque. (Specimen ;f
preparation, P. A. Lessing; photography e = dielec " COMNS elati
by J. Telford.) g

€r = true strain (6.
n = viscosity (12.7)

crystals that are all connected; the boundaries between these small crystals scatter
a portion of the light reflected from the printed page, which makes this material
optically translucent. And finally, the specimen on the right is composed not only
of many small, interconnected crystals, but also of a large humber of very small
pores or void spaces. These pores also effectively scatter the reflected light and
render this material opaque.

Thus, the structures of these three specimens are different in terms of crystal
boundaries and pores, which affect the optical transmittance properties. Further-
more, each material was produced using a different processing technique. And, of
course, if optical transmittance is an important parameter relative to the ultimate
in-service application, the performance of each material will be different.

1.3 WHY StubpYy MATERIALS SCIENCE AND ENGINEERING?

Why do we study materials? Many an applied scientist or engineer, whether mechan-
ical, civil, chemical, or electrical, will at one time or another be exposed to a
design problem involving materials. Examples might include a transmission gear,
the superstructure for a building, an oil refinery component, or an integrated circuit
chip. Of course, materials scientists and engineers are specialists who are totally
involved in the investigation and design of materials.

Many times, a materials problem is one of selecting the right material from the
many thousands that are available. There are several criteria on which the final
decision is normally based. First of all, the in-service conditions must be character-
ized, for these will dictate the properties required of the material. On only rare
occasions does a material possess the maximum or ideal combination of properties.
Thus, it may be necessary to trade off one characteristic for another. The classic
example involves strength and ductility; normally, a material having a high strength
will have only a limited ductility. In such cases a reasonable compromise between
two or more properties may be necessary.

A second selection consideration is any deterioration of material properties
that may occur during service operation. For example, significant reductions in
mechanical strength may result from exposure to elevated temperatures or corrosive
environments.

Finally, probably the overriding consideration is that of economics: What will
the finished product cost? A material may be found that has the ideal set of
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properties but is prohibitively expensive. Here again, some compromise is inevitable.
The cost of a finished piece also includes any expense incurred during fabrication
to produce the desired shape.

The more familiar an engineer or scientist is with the various characteristics
and structure—property relationships, as well as processing techniques of materials,
the more proficient and confident he or she will be to make judicious materials
choices based on these criteria.

1.4 CrLAssIFICATION OF MATERIALS

Solid materials have been conveniently grouped into three basic classifications:
metals, ceramics, and polymers. This scheme is based primarily on chemical makeup
and atomic structure, and most materials fall into one distinct grouping or another,
although there are some intermediates. In addition, there are three other groups
of important engineering materials—composites, semiconductors, and biomaterials.
Composites consist of combinations of two or more different materials, whereas
semiconductors are utilized because of their unusual electrical characteristics; bio-
materials are implanted into the human body. A brief explanation of the material
types and representative characteristics is offered next.

METALS

Metallic materials are normally combinations of metallic elements. They have large
numbers of nonlocalized electrons; that is, these electrons are not bound to particular
atoms. Many properties of metals are directly attributable to these electrons. Metals
are extremely good conductors of electricity and heat and are not transparent to
visible light; a polished metal surface has a lustrous appearance. Furthermore,
metals are quite strong, yet deformable, which accounts for their extensive use in
structural applications.

CERAMICS

Ceramics are compounds between metallic and nonmetallic elements; they are most
frequently oxides, nitrides, and carbides. The wide range of materials that falls
within this classification includes ceramics that are composed of clay minerals,
cement, and glass. These materials are typically insulative to the passage of electricity
and heat, and are more resistant to high temperatures and harsh environments than
metals and polymers. With regard to mechanical behavior, ceramics are hard but
very brittle.

POLYMERS

Polymers include the familiar plastic and rubber materials. Many of them are organic
compounds that are chemically based on carbon, hydrogen, and other nonmetallic
elements; furthermore, they have very large molecular structures. These materials
typically have low densities and may be extremely flexible.

COMPOSITES

A number of composite materials have been engineered that consist of more than
one material type. Fiberglass is a familiar example, in which glass fibers are embed-
ded within a polymeric material. A composite is designed to display a combination
of the best characteristics of each of the component materials. Fiberglass acquires
strength from the glass and flexibility from the polymer. Many of the recent material
developments have involved composite materials.
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SEMICONDUCTORS

Semiconductors have electrical properties that are intermediate between the electri-
cal conductors and insulators. Furthermore, the electrical characteristics of these
materials are extremely sensitive to the presence of minute concentrations of impu-
rity atoms, which concentrations may be controlled over very small spatial regions.
The semiconductors have made possible the advent of integrated circuitry that has
totally revolutionized the electronics and computer industries (not to mention our
lives) over the past two decades.

BIOMATERIALS

Biomaterials are employed in components implanted into the human body for
replacement of diseased or damaged body parts. These materials must not produce
toxic substances and must be compatible with body tissues (i.e., must not cause
adverse biological reactions). All of the above materials—metals, ceramics, poly-
mers, composites, and semiconductors—may be used as biomaterials. {For example,
in Section 20.8 are discussed some of the biomaterials that are utilized in artificial
hip replacements.}

1.5 AbvaNcCED MATERIALS

Materials that are utilized in high-technology (or high-tech) applications are some-
times termed advanced materials. By high technology we mean a device or product
that operates or functions using relatively intricate and sophisticated principles;
examples include electronic equipment (VCRs, CD players, etc.), computers, fiber-
optic systems, spacecraft, aircraft, and military rocketry. These advanced materials
are typically either traditional materials whose properties have been enhanced or
newly developed, high-performance materials. Furthermore, they may be of all
material types (e.g., metals, ceramics, polymers), and are normally relatively expen-
sive. In subsequent chapters are discussed the properties and applications of a
number of advanced materials—for example, materials that are used for lasers,
integrated circuits, magnetic information storage, liquid crystal displays (LCDs),
fiber optics, and the thermal protection system for the Space Shuttle Orbiter.

1.6 MoberN MATERIALS’ NEEDS

In spite of the tremendous progress that has been made in the discipline of materials
science and engineering within the past few years, there still remain technological
challenges, including the development of even more sophisticated and specialized
materials, as well as consideration of the environmental impact of materials produc-
tion. Some comment is appropriate relative to these issues so as to round out
this perspective.

Nuclear energy holds some promise, but the solutions to the many problems
that remain will necessarily involve materials, from fuels to containment structures
to facilities for the disposal of radioactive waste.

Significant quantities of energy are involved in transportation. Reducing the
weight of transportation vehicles (automobiles, aircraft, trains, etc.), as well as
increasing engine operating temperatures, will enhance fuel efficiency. New high-
strength, low-density structural materials remain to be developed, as well as materi-
als that have higher-temperature capabilities, for use in engine components.
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Furthermore, there is a recognized need to find new, economical sources of
energy, and to use the present resources more efficiently. Materials will undoub-
tedly play a significant role in these developments. For example, the direct con-
version of solar into electrical energy has been demonstrated. Solar cells employ
some rather complex and expensive materials. To ensure a viable technology,
materials that are highly efficient in this conversion process yet less costly must
be developed.

Furthermore, environmental quality depends on our ability to control air and
water pollution. Pollution control techniques employ various materials. In addition,
materials processing and refinement methods need to be improved so that they
produce less environmental degradation, that is, less pollution and less despoilage
of the landscape from the mining of raw materials. Also, in some materials manufac-
turing processes, toxic substances are produced, and the ecological impact of their
disposal must be considered.

Many materials that we use are derived from resources that are nonrenewable,
that is, not capable of being regenerated. These include polymers, for which the
prime raw material is oil, and some metals. These nonrenewable resources are
gradually becoming depleted, which necessitates: 1) the discovery of additional
reserves, 2) the development of new materials having comparable properties with
less adverse environmental impact, and/or 3) increased recycling efforts and the
development of new recycling technologies. As a consequence of the economics of
not only production but also environmental impact and ecological factors, it is
becoming increasingly important to consider the ‘“‘cradle-to-grave” life cycle of

materials relative to the overall manufacturing process.
{The roles that materials scientists and engineers play relative to these, as
well as other environmental and societal issues, are discussed in more detail in

Chapter 21.}
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Interatomic Bonding

This micrograph, which
represents the surface of a
gold specimen, was taken
with a sophisticated atomic
force microscope (AFM). In-
dividual atoms for this (111)
crystallographic surface
plane are resolved. Also
note the dimensional scale
(in the nanometer range) be-
low the micrograph. (Image
courtesy of Dr. Michael
Green, TopoMetrix Corpo-

ration.)
Why Study Atomic Structure and Interatomic Bonding?
An important reason to have an understanding has a “greasy” feel to it, diamond is the hardest
of interatomic bonding in solids is that, in some known material. This dramatic disparity in proper-
instances, the type of bond allows us to explain a ties is directly attributable to a type of interatomic
material’s properties. For example, consider car- bonding found in graphite that does not exist in
bon, which may exist as both graphite and diamond (see Section 3.9).

diamond. Whereas graphite is relatively soft and



Learning Objectives
After careful study of this chapter you should be able to do the following:

1.

2.

Name the two atomic models cited, and note the (b) Note on this plot the equilibrium separation
differences between them. and the bonding energy.
Describe the important quantum-mechanical 4. (a) Briefly describe ionic, covalent, metallic, hy-
principle that relates to electron energies. drogen, and van der Waals bonds.
. (@) Schematically plot attractive, repulsive, and (b) Note what materials exhibit each of these
net energies versus interatomic separation bonding types.

for two atoms or ions.

2.1 INTRODUCTION

ATOMIC STRUCTURE

Some of the important properties of solid materials depend on geometrical atomic
arrangements, and also the interactions that exist among constituent atoms or
molecules. This chapter, by way of preparation for subsequent discussions, considers
several fundamental and important concepts, namely: atomic structure, electron
configurations in atoms and the periodic table, and the various types of primary
and secondary interatomic bonds that hold together the atoms comprising a solid.
These topics are reviewed briefly, under the assumption that some of the material
is familiar to the reader.

2.2 FUNDAMENTAL CONCEPTS

10

Each atom consists of a very small nucleus composed of protons and neutrons,
which is encircled by moving electrons. Both electrons and protons are electrically
charged, the charge magnitude being 1.60 X 107! C, which is negative in sign for
electrons and positive for protons; neutrons are electrically neutral. Masses for
these subatomic particles are infinitesimally small; protons and neutrons have ap-
proximately the same mass, 1.67 X 102" kg, which is significantly larger than that
of an electron, 9.11 x 107! kg.

Each chemical element is characterized by the number of protons in the nucleus,
or the atomic number (Z).! For an electrically neutral or complete atom, the atomic
number also equals the number of electrons. This atomic number ranges in integral
units from 1 for hydrogen to 92 for uranium, the highest of the naturally oc-
curring elements.

The atomic mass (A) of a specific atom may be expressed as the sum of the
masses of protons and neutrons within the nucleus. Although the number of protons
is the same for all atoms of a given element, the number of neutrons (N) may be
variable. Thus atoms of some elements have two or more different atomic masses,
which are called isotopes. The atomic weight of an element corresponds to the
weighted average of the atomic masses of the atom’s naturally occurring isotopes.?
The atomic mass unit (amu) may be used for computations of atomic weight. A
scale has been established whereby 1 amu is defined as 15 of the atomic mass of

1 Terms appearing in boldface type are defined in the Glossary, which follows Appendix E.

2 The term “‘atomic mass” is really more accurate than *‘atomic weight’” inasmuch as, in this
context, we are dealing with masses and not weights. However, atomic weight is, by conven-
tion, the preferred terminology, and will be used throughout this book. The reader should
note that it is not necessary to divide molecular weight by the gravitational constant.
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the most common isotope of carbon, carbon 12 (*2C) (A = 12.00000). Within this
scheme, the masses of protons and neutrons are slightly greater than unity, and

A=Z+N (2.1)

The atomic weight of an element or the molecular weight of a compound may be
specified on the basis of amu per atom (molecule) or mass per mole of material.
In one mole of a substance there are 6.023 X 10?2 (Avogadro’s number) atoms or
molecules. These two atomic weight schemes are related through the following
equation:

1 amu/atom (or molecule) = 1 g/mol

For example, the atomic weight of iron is 55.85 amu/atom, or 55.85 g/mol. Sometimes
use of amu per atom or molecule is convenient; on other occasions g (or kg)/mol
is preferred; the latter is used in this book.

2.3 ELEcCTRONS IN ATOMS

ATOMIC MODELS

During the latter part of the nineteenth century it was realized that many phenomena
involving electrons in solids could not be explained in terms of classical mechanics.
What followed was the establishment of a set of principles and laws that govern
systems of atomic and subatomic entities that came to be known as quantum
mechanics. An understanding of the behavior of electrons in atoms and crystalline
solids necessarily involves the discussion of quantum-mechanical concepts. How-
ever, a detailed exploration of these principles is beyond the scope of this book,
and only a very superficial and simplified treatment is given.

One early outgrowth of quantum mechanics was the simplified Bohr atomic
model, in which electrons are assumed to revolve around the atomic nucleus in
discrete orbitals, and the position of any particular electron is more or less well
defined in terms of its orbital. This model of the atom is represented in Figure 2.1.

Another important quantum-mechanical principle stipulates that the energies
of electrons are quantized; that is, electrons are permitted to have only specific
values of energy. An electron may change energy, but in doing so it must make a
guantum jump either to an allowed higher energy (with absorption of energy) or
to a lower energy (with emission of energy). Often, it is convenient to think of
these allowed electron energies as being associated with energy levels or states.

Orbital electron Ficure 2.1 Schematic representation of
the Bohr atom.
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Ficure 2.2 (@) The 0
first three electron
energy states for the
Bohr hydrogen atom. @
(b) Electron energy
states for the first three s — n=2
shells of the wave-
mechanical hydrogen _5
atom. (Adapted from
W. G. Moffatt, G. W.
Pearsall, and J. Wulff,
The Structure and
Properties of Materials,
Vol. I, Structure, p. 10.
Copyright O 1964 by
John Wiley & Sons, -10
New York. Reprinted
by permission of John
Wiley & Sons, Inc.) 151018

—> — n=1 1s

— —-1x10718

Energy (eV)
Energy (J)

(@ (b)

These states do not vary continuously with energy; that is, adjacent states are
separated by finite energies. For example, allowed states for the Bohr hydrogen
atom are represented in Figure 2.2a. These energies are taken to be negative,
whereas the zero reference is the unbound or free electron. Of course, the single
electron associated with the hydrogen atom will fill only one of these states.

Thus, the Bohr model represents an early attempt to describe electrons in atoms,
in terms of both position (electron orbitals) and energy (quantized energy levels).

This Bohr model was eventually found to have some significant limitations
because of its inability to explain several phenomena involving electrons. A resolu-
tion was reached with a wave-mechanical model, in which the electron is considered
to exhibit both wavelike and particle-like characteristics. With this model, an elec-
tron is no longer treated as a particle moving in a discrete orbital; but rather,
position is considered to be the probability of an electron’s being at various locations
around the nucleus. In other words, position is described by a probability distribution
or electron cloud. Figure 2.3 compares Bohr and wave-mechanical models for the
hydrogen atom. Both these models are used throughout the course of this book;
the choice depends on which model allows the more simple explanation.

QUANTUM NUMBERS

Using wave mechanics, every electron in an atom is characterized by four parameters
called quantum numbers. The size, shape, and spatial orientation of an electron’s
probability density are specified by three of these quantum numbers. Furthermore,
Bohr energy levels separate into electron subshells, and quantum numbers dictate
the number of states within each subshell. Shells are specified by a principal quantum
number n, which may take on integral values beginning with unity; sometimes these
shells are designated by the letters K, L, M, N, O, and so on, which correspond,
respectively, ton =1, 2, 3,4,5,. . . , as indicated in Table 2.1. It should also be
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Orbital electron

I
|
~<—+— Distance from nucleus —+—>
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@ (b)

Ficure 2.3 Comparison of
the (a) Bohr and (b) wave-
mechanical atom models in
terms of electron
distribution. (Adapted from
Z. D. Jastrzebski, The
Nature and Properties of
Engineering Materials, 3rd
edition, p. 4. Copyright O
1987 by John Wiley & Sons,
New York. Reprinted by
permission of John Wiley &
Sons, Inc.)

Table 2.1 The Number of Available Electron States in Some of the

Electron Shells and Subshells
Principal
Quantum Shell Number Number of Electrons
Number n Designation Subshells of States Per Subshell Per Shell
1 K S 1 2 2
S 1 2
2 L b 3 6 8
S 1 2
3 M p 3 6 18
d 5 10
S 1 2
p 3 6
4 N d 5 10 32
f 7 14
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noted that this quantum number, and it only, is also associated with the Bohr model.
This quantum number is related to the distance of an electron from the nucleus,
or its position.

The second quantum number, I, signifies the subshell, which is denoted by a
lowercase letter—an s, p, d, or f; it is related to the shape of the electron subshell.
In addition, the number of these subshells is restricted by the magnitude of n.
Allowable subshells for the several n values are also presented in Table 2.1. The
number of energy states for each subshell is determined by the third quantum
number, m;. For an s subshell, there is a single energy state, whereas for p, d, and
f subshells, three, five, and seven states exist, respectively (Table 2.1). In the absence
of an external magnetic field, the states within each subshell are identical. However,
when a magnetic field is applied these subshell states split, each state assuming a
slightly different energy.

Associated with each electron is a spin moment, which must be oriented either
up or down. Related to this spin moment is the fourth quantum number, mg, for
which two values are possible (+% and —3%), one for each of the spin orientations.

Thus, the Bohr model was further refined by wave mechanics, in which the
introduction of three new quantum numbers gives rise to electron subshells within
each shell. A comparison of these two models on this basis is illustrated, for the
hydrogen atom, in Figures 2.2a and 2.2b.

A complete energy level diagram for the various shells and subshells using the
wave-mechanical model is shown in Figure 2.4. Several features of the diagram are
worth noting. First, the smaller the principal quantum number, the lower the energy
level; for example, the energy of a 1s state is less than that of a 2s state, which in
turn is lower than the 3s. Second, within each shell, the energy of a subshell level
increases with the value of the | quantum number. For example, the energy of a
3d state is greater than a 3p, which is larger than 3s. Finally, there may be overlap
in energy of a state in one shell with states in an adjacent shell, which is especially
true of d and f states; for example, the energy of a 3d state is greater than that for
a 4s.

\ \ \ \ Ficure 2.4 Schematic
representation of the relative
energies of the electrons for the
various shells and subshells. (From
f——d— P— K. M. Ralls, T. H. Courtney, and J.
Wulff, Introduction to Materials
d—190—— Science and Engineering, p. 22.
Copyright O 1976 by John Wiley &
§ — Sons, New York. Reprinted by
permission of John Wiley & Sons,
Inc.)

Energy ——>
a
xe}

Principal quantum number, n ——
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ELECTRON CONFIGURATIONS

The preceding discussion has dealt primarily with electron states—values of energy
that are permitted for electrons. To determine the manner in which these states
are filled with electrons, we use the Pauli exclusion principle, another quantum-
mechanical concept. This principle stipulates that each electron state can hold no
more than two electrons, which must have opposite spins. Thus, s, p, d, and f
subshells may each accommodate, respectively, a total of 2, 6, 10, and 14 electrons;
Table 2.1 summarizes the maximum number of electrons that may occupy each of
the first four shells.

Of course, not all possible states in an atom are filled with electrons. For most
atoms, the electrons fill up the lowest possible energy states in the electron shells
and subshells, two electrons (having opposite spins) per state. The energy structure
for a sodium atom is represented schematically in Figure 2.5. When all the electrons
occupy the lowest possible energies in accord with the foregoing restrictions, an
atom is said to be in its ground state. However, electron transitions to higher energy
states are possible, as discussed in Chapters 12 {and 19.} The electron configuration
or structure of an atom represents the manner in which these states are occupied.
In the conventional notation the number of electrons in each subshell is indicated
by a superscript after the shell-subshell designation. For example, the electron
configurations for hydrogen, helium, and sodium are, respectively, 1s?, 1s2, and
1s22s22p®3st. Electron configurations for some of the more common elements are
listed in Table 2.2.

At this point, comments regarding these electron configurations are necessary.
First, the valence electrons are those that occupy the outermost filled shell. These
electrons are extremely important; as will be seen, they participate in the bonding
between atoms to form atomic and molecular aggregates. Furthermore, many of
the physical and chemical properties of solids are based on these valence electrons.

In addition, some atoms have what are termed *‘stable electron configurations”;
that is, the states within the outermost or valence electron shell are completely
filled. Normally this corresponds to the occupation of just the s and p states for
the outermost shell by a total of eight electrons, as in neon, argon, and krypton;
one exception is helium, which contains only two 1s electrons. These elements (Ne,
Ar, Kr, and He) are the inert, or noble, gases, which are virtually unreactive
chemically. Some atoms of the elements that have unfilled valence shells assume

Ficure 2.5 Schematic representation of the
filled energy states for a sodium atom.

3p

—o—— 3s

2p

——e— 25

Increasing energy
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Table 2.2 A Listing of the Expected Electron Configurations
for Some of the Common Elements?

Atomic
Element Symbol Number Electron Configuration
Hydrogen H 1 1s?
Helium He 2 1s?
Lithium Li 3 1s22s?
Beryllium Be 4 152252
Boron B 5 1s22522p?t
Carbon Cc 6 1s22522p?
Nitrogen N 7 1s22s22p®
Oxygen o] 8 1s22522p*
Fluorine F 9 1522522
Neon Ne 10 1s%2s22p"
Sodium Na 11 1s22522p%3s?t
Magnesium Mg 12 15225225352
Aluminum Al 13 1s%2s22pf3s23p?
Silicon Si 14 1s22522p53s23p?
Phosphorus P 15 1s%2s%2pf3s23p°
Sulfur S 16 1s%2s22pf3s23p*
Chlorine Cl 17 1s22s22p53s23p°
Argon Ar 18 1s%2s22p®3s23p"
Potassium K 19 1s%2522pb3523pb4s?
Calcium Ca 20 152252253523 pb4s?
Scandium Sc 21 152252253523 p%3d 1452
Titanium Ti 22 152252253523 p®3d 2452
Vanadium \Y 23 152252253523 p°3d %452
Chromium Cr 24 152252253523 p%3d °4s?
Manganese Mn 25 152252253523 p®3d %452
Iron Fe 26 152252253523 p®3d ®4 52
Cobalt Co 27 152252253523 p%3d 7452
Nickel Ni 28 152252253523 p%3d 8452
Copper Cu 29 152252253523 p®3d 1945t
zZinc Zn 30 152252253523 p%3d 19452
Gallium Ga 31 152252283523 p%3d %4524 pt
Germanium Ge 32 152252253523 p®3d 194524 p?
Arsenic As 33 152252283523 p83d 194524 p®
Selenium Se 34 152252253523 p%3d 194524 p*
Bromine Br 35 152252253523 p®3d 1945245
Krypton Kr 36 1522522p®3523p%3d 1945248

2 When some elements covalently bond, they form sp hybrid bonds. This is espe-
cially true for C, Si, and Ge.

stable electron configurations by gaining or losing electrons to form charged ions,
or by sharing electrons with other atoms. This is the basis for some chemical
reactions, and also for atomic bonding in solids, as explained in Section 2.6.
Under special circumstances, the s and p orbitals combine to form hybrid sp”
orbitals, where n indicates the number of p orbitals involved, which may have a
value of 1, 2, or 3. The 3A, 4A, and 5A group elements of the periodic table (Figure
2.6) are those which most often form these hybrids. The driving force for the
formation of hybrid orbitals is a lower energy state for the valence electrons. For
carbon the sp® hybrid is of primary importance in organic and polymer chemistries.
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The shape of the sp® hybrid is what determines the 109° (or tetrahedral) angle
found in polymer chains (Chapter 4).

2.4 THe Periobic TABLE

All the elements have been classified according to electron configuration in the
periodic table (Figure 2.6). Here, the elements are situated, with increasing atomic
number, in seven horizontal rows called periods. The arrangement is such that all
elements that are arrayed in a given column or group have similar valence electron
structures, as well as chemical and physical properties. These properties change
gradually and systematically, moving horizontally across each period.

The elements positioned in Group 0, the rightmost group, are the inert gases,
which have filled electron shells and stable electron configurations. Group VIIA
and VIA elements are one and two electrons deficient, respectively, from having
stable structures. The Group VIIA elements (F, ClI, Br, I, and At) are sometimes
termed the halogens. The alkali and the alkaline earth metals (Li, Na, K, Be, Mg,
Ca, etc.) are labeled as Groups IA and IIA, having, respectively, one and two
electrons in excess of stable structures. The elements in the three long periods,
Groups HIB through 11B, are termed the transition metals, which have partially
filled d electron states and in some cases one or two electrons in the next higher
energy shell. Groups 1A, IVA, and VA (B, Si, Ge, As, etc.) display characteristics
that are intermediate between the metals and nonmetals by virtue of their valence
electron structures.

Metal
1A Key 0
1 29 =} Atomic number Nonmetal >
H Cu <1— Symbol He
1.0080 1A 63.54 < Atomic weight 1A IVA VA VIA VIIA | 4.0026
3 4 . 5 6 7 8 9 10
Li Be Intermediate B C N o E Ne
6.939 | 9.0122 10.811 | 12.011 | 14.007 | 15.999 | 18.998 | 20.183
11 12 13 14 15 16 17 18
Na Mg VIl Al Si [P S Cl Ar
22.990 | 24.312 | 1lIB IVB VB VIB ViIB S\ IB 1B | 26.982 | 28.086 | 30.974 | 32.064 | 35.453 | 39.948
19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
K Ca Sc Ti v Cr Mn Fe Co Ni Cu Zn Ga Ge As Se Br Kr
39.102 | 40.08 | 44.956 | 47.90 [50.942 | 51.996 | 54.938 | 55.847 | 58.933 | 58.71 | 63.54 | 65.37 | 69.72 | 72.59 | 74.922 | 78.96 | 79.91 | 83.80
37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sh Te | Xe
85.47 | 87.62 | 88.91 | 91.22 | 9291 | 9594 | (99) |101.07 | 102.91 | 106.4 | 107.87 | 112.40 | 114.82 | 118.69 | 121.75 | 127.60 | 126.90 | 131.30
55 56 Rare 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86
Cs Ba earth Hf Ta w Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn
132.91 | 137.34 | series | 178.49 | 180.95 | 183.85 | 186.2 | 190.2 | 192.2 | 195.09 | 196.97 | 200.59 | 204.37 | 207.19 | 208.98 | (210) | (210) | (222)
87 88 Acti-
Fr Ra nide
(223) | (226) | series
57 58 59 60 61 62 63 64 65 66 67 68 69 70 71
Rare earth series La Ce Pr Nd Pm Sm Eu Gd Tb Dy Ho Er m Yb Lu
138.91 | 140.12 | 140.91 | 144.24 | (145) | 150.35 | 151.96 | 157.25 | 158.92 | 162.50 | 164.93 | 167.26 | 168.93 | 173.04 | 174.97
89 90 91 92 93 94 95 96 97 98 99 100 101 102 103
Actinide series Ac Th Pa U Np Pu Am Cm Bk Cf Es Fm Md No Lw
(227) [ 232.04 | (231) |238.03 | (237) | (242) | (243) | (247) | (247) | (249) | (254) | (253) | (256) | (254) | (257)

Ficure 2.6 The periodic table of the elements. The numbers in parentheses are

the atomic weights of the most stable or common isotopes.
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1A 0
1 2
H He
2.1 1A 1A IVA VA VIA VIIA -
3 4 5 6 7 8 9 10
Li Be B C (] F Ne
1.0 15 2.0 2.5 3.0 3.5 4.0 -
11 12 13 14 15 16 17 18
Na Mg Vil Al Si P S Cl Ar
0.9 1.2 1B VB VB VIiB ViIB 1B 11B 1.5 1.8 2.1 25 3.0 -
19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36
K Ca Sc Ti \ Cr Mn Fe Co Ni Cu zn Ga Ge As Se Br Kr
0.8 1.0 1.3 15 1.6 1.6 15 1.8 1.8 1.8 1.9 1.6 1.6 1.8 2.0 2.4 2.8 -
37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54
Rb Sr Y Zr Nb Mo Tc Ru Rh Pd Ag Cd In Sn Sh Te | Xe
0.8 1.0 1.2 1.4 1.6 1.8 1.9 2.2 2.2 2.2 1.9 1.7 1.7 1.8 1.9 2.1 2.5 -
55 56 57-71 72 73 74 75 76 77 78 79 80 81 82 83 84 85 86
Cs Ba La-Lu Hf Ta W Re Os Ir Pt Au Hg Tl Pb Bi Po At Rn
0.7 09 |11-12| 13 15 1.7 1.9 2.2 2.2 2.2 2.4 1.9 1.8 1.8 1.9 2.0 2.2 -
87 88 89-102

Fr Ra Ac-No

0.7 09 |1.1-1.7

ATOMIC BONDING IN SOLIDS

Ficure 2.7 The electronegativity values for the elements. (Adapted from Linus
Pauling, The Nature of the Chemical Bond, 3rd edition. Copyright 1939 and 1940,
3rd edition copyright O 1960, by Cornell University. Used by permission of the
publisher, Cornell University Press.)

As may be noted from the periodic table, most of the elements really come
under the metal classification. These are sometimes termed electropositive elements,
indicating that they are capable of giving up their few valence electrons to become
positively charged ions. Furthermore, the elements situated on the right-hand side
of the table are electronegative; that is, they readily accept electrons to form
negatively charged ions, or sometimes they share electrons with other atoms. Figure
2.7 displays electronegativity values that have been assigned to the various elements
arranged in the periodic table. As a general rule, electronegativity increases in
moving from left to right and from bottom to top. Atoms are more likely to accept
electrons if their outer shells are almost full, and if they are less ““shielded’” from
(i.e., closer to) the nucleus.

2.5 BONDING FORCES AND ENERGIES

An understanding of many of the physical properties of materials is predicated on
a knowledge of the interatomic forces that bind the atoms together. Perhaps the
principles of atomic bonding are best illustrated by considering the interaction
between two isolated atoms as they are brought into close proximity from an infinite
separation. At large distances, the interactions are negligible; but as the atoms
approach, each exerts forces on the other. These forces are of two types, attractive
and repulsive, and the magnitude of each is a function of the separation or in-
teratomic distance. The origin of an attractive force Fo depends on the particular
type of bonding that exists between the two atoms. Its magnitude varies with the
distance, as represented schematically in Figure 2.8a. Ultimately, the outer electron
shells of the two atoms begin to overlap, and a strong repulsive force Fgr comes
into play. The net force Fy between the two atoms is just the sum of both attractive
and repulsive components; that is,
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* | Attractive force Fa Ficure 2.8 (a) The .
dependence of repulsive,
s . attractive, and net forces on
§T \ interatomic separation for
< two isolated atoms. (b) The
v dependence of repulsive,
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which is also a function of the interatomic separation, as also plotted in Figure
2.8a. When F, and Fgr balance, or become equal, there is no net force; that is,

Fa+Fr=0 (2.3)

Then a state of equilibrium exists. The centers of the two atoms will remain separated
by the equilibrium spacing ro, as indicated in Figure 2.8a. For many atoms, ro is
approximately 0.3 nm (3 A). Once in this position, the two atoms will counteract
any attempt to separate them by an attractive force, or to push them together by
a repulsive action.

Sometimes it is more convenient to work with the potential energies between
two atoms instead of forces. Mathematically, energy (E) and force (F) are related as

E= f Fdr (2.4)
Or, for atomic systems,
En = f Fydr (2.5)
= [[Fadr+ [ Faar (2.6)
=Ea + Eg (2.7)

in which Ey, Ea, and Eg are respectively the net, attractive, and repulsive energies
for two isolated and adjacent atoms.
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Figure 2.8b plots attractive, repulsive, and net potential energies as a function
of interatomic separation for two atoms. The net curve, which is again the sum of
the other two, has a potential energy trough or well around its minimum. Here,
the same equilibrium spacing, ro, corresponds to the separation distance at the
minimum of the potential energy curve. The bonding energy for these two atoms,
E,, corresponds to the energy at this minimum point (also shown in Figure 2.8b);
it represents the energy that would be required to separate these two atoms to an
infinite separation.

Although the preceding treatment has dealt with an ideal situation involving
only two atoms, a similar yet more complex condition exists for solid materials
because force and energy interactions among many atoms must be considered.
Nevertheless, a bonding energy, analogous to E, above, may be associated with
each atom. The magnitude of this bonding energy and the shape of the energy-
versus-interatomic separation curve vary from material to material, and they both
depend on the type of atomic bonding. Furthermore, a number of material properties
depend on Ey, the curve shape, and bonding type. For example, materials having
large bonding energies typically also have high melting temperatures; at room
temperature, solid substances are formed for large bonding energies, whereas for
small energies the gaseous state is favored; liquids prevail when the energies are
of intermediate magnitude. In addition, as discussed in Section 7.3, the mechanical
stiffness (or modulus of elasticity) of a material is dependent on the shape of its
force-versus-interatomic separation curve (Figure 7.7). The slope for a relatively
stiff material at the r = r, position on the curve will be quite steep; slopes are
shallower for more flexible materials. Furthermore, how much a material expands
upon heating or contracts upon cooling (that is, its linear coefficient of thermal
expansion) is related to the shape of its Eq-versus-ry curve {(see Section 17.3).} A
deep and narrow ““trough,”” which typically occurs for materials having large bonding
energies, normally correlates with a low coefficient of thermal expansion and rela-
tively small dimensional alterations for changes in temperature.

Three different types of primary or chemical bond are found in solids—ionic,
covalent, and metallic. For each type, the bonding necessarily involves the valence
electrons; furthermore, the nature of the bond depends on the electron structures
of the constituent atoms. In general, each of these three types of bonding arises
from the tendency of the atoms to assume stable electron structures, like those of
the inert gases, by completely filling the outermost electron shell.

Secondary or physical forces and energies are also found in many solid materials;
they are weaker than the primary ones, but nonetheless influence the physical
properties of some materials. The sections that follow explain the several kinds of
primary and secondary interatomic bonds.

2.6 PrRIMARY INTERATOMIC BONDS

IONIC BONDING

Perhaps ionic bonding is the easiest to describe and visualize. It is always found in
compounds that are composed of both metallic and nonmetallic elements, elements
that are situated at the horizontal extremities of the periodic table. Atoms of a
metallic element easily give up their valence electrons to the nonmetallic atoms.
In the process all the atoms acquire stable or inert gas configurations and, in
addition, an electrical charge; that is, they become ions. Sodium chloride (NaCl)
is the classical ionic material. A sodium atom can assume the electron structure of
neon (and a net single positive charge) by a transfer of its one valence 3s electron
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Coulombic bonding force Ficure 2.9 Schematic representation of ionic
bonding in sodium chloride (NaCl).

to a chlorine atom. After such a transfer, the chlorine ion has a net negative charge
and an electron configuration identical to that of argon. In sodium chloride, all the
sodium and chlorine exist as ions. This type of bonding is illustrated schematically
in Figure 2.9.

The attractive bonding forces are coulombic; that is, positive and negative ions,
by virtue of their net electrical charge, attract one another. For two isolated ions,
the attractive energy Ea is a function of the interatomic distance according to®

EA = - — (28)
An analogous equation for the repulsive energy is

B
ER:F

(2.9)

In these expressions, A, B, and n are constants whose values depend on the particular
ionic system. The value of n is approximately 8.

lonic bonding is termed nondirectional, that is, the magnitude of the bond is
equal in all directions around an ion. It follows that for ionic materials to be stable,
all positive ions must have as nearest neighbors negatively charged ions in a three-
dimensional scheme, and vice versa. The predominant bonding in ceramic materials
is ionic. Some of the ion arrangements for these materials are discussed in Chapter 3.

Bonding energies, which generally range between 600 and 1500 kJ/mol (3 and
8 eV/atom), are relatively large, as reflected in high melting temperatures.* Table

3 The constant A in Equation 2.8 is equal to

1
Feo (Z:6)(Z20)

where ¢ is the permittivity of a vacuum (8.85 X 107*? F/m), Z, and Z, are the valences of
the two ion types, and e is the electronic charge (1.602 X 107° C).

4 Sometimes bonding energies are expressed per atom or per ion. Under these circumstances
the electron volt (eV) is a conveniently small unit of energy. It is, by definition, the energy
imparted to an electron as it falls through an electric potential of one volt. The joule equivalent
of the electron volt is as follows: 1.602 X 1071* J = 1 eV.
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Table 2.3 Bonding Energies and Melting Temperatures for
Various Substances

Bonding Energy Melting
kJd/mol eV/Atom, Temperature

Bonding Type Substance (kcal/mol) lon, Molecule (°C)
lonic NaCl 640 (153) 3.3 801
MgO 1000 (239) 5.2 2800
Covalent Si 450 (108) 4.7 1410
C (diamond) 713 (170) 7.4 >3550
Hg 68 (16) 0.7 -39
. Al 324 (77) 3.4 660
Metallic Fe 406 (97) 4.2 1538
w 849 (203) 8.8 3410
Ar 7.7 (1.8) 0.08 —-189
van der Waals o, 31 (7.4) 0.32 101
NH; 35 (8.4) 0.36 —~78
Hydrogen H,0 51 (12.2) 0.52 0

2.3 contains bonding energies and melting temperatures for several ionic materials.
lonic materials are characteristically hard and brittle and, furthermore, electrically
and thermally insulative. As discussed in subsequent chapters, these properties are
a direct consequence of electron configurations and/or the nature of the ionic bond.

COVALENT BONDING

In covalent bonding stable electron configurations are assumed by the sharing of
electrons between adjacent atoms. Two atoms that are covalently bonded will each
contribute at least one electron to the bond, and the shared electrons may be
considered to belong to both atoms. Covalent bonding is schematically illustrated
in Figure 2.10 for a molecule of methane (CH,). The carbon atom has four valence
electrons, whereas each of the four hydrogen atoms has a single valence electron.
Each hydrogen atom can acquire a helium electron configuration (two 1s valence
electrons) when the carbon atom shares with it one electron. The carbon now has
four additional shared electrons, one from each hydrogen, for a total of eight valence

Ficure 2.10 Schematic representation of
covalent bonding in a molecule of methane
(CH,).

Shared electron

Shared electron from carbon

from hydrogen
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electrons, and the electron structure of neon. The covalent bond is directional; that
is, it is between specific atoms and may exist only in the direction between one
atom and another that participates in the electron sharing.

Many nonmetallic elemental molecules (H,, Cl,, F,, etc.) as well as molecules
containing dissimilar atoms, such as CH,, H,O, HNO;, and HF, are covalently
bonded. Furthermore, this type of bonding is found in elemental solids such as
diamond (carbon), silicon, and germanium and other solid compounds composed
of elements that are located on the right-hand side of the periodic table, such as
gallium arsenide (GaAs), indium antimonide (InSb), and silicon carbide (SiC).

The number of covalent bonds that is possible for a particular atom is deter-
mined by the number of valence electrons. For N’ valence electrons, an atom can
covalently bond with at most 8 — N’ other atoms. For example, N’ = 7 for chlorine,
and 8 — N’ = 1, which means that one Cl atom can bond to only one other atom,
as in Cl,. Similarly, for carbon, N’ = 4, and each carbon atom has 8 — 4, or
four, electrons to share. Diamond is simply the three-dimensional interconnecting
structure wherein each carbon atom covalently bonds with four other carbon atoms.
This arrangement is represented in Figure 3.16.

Covalent bonds may be very strong, as in diamond, which is very hard and has
a very high melting temperature, >3550°C (6400°F), or they may be very weak, as
with bismuth, which melts at about 270°C (518°F). Bonding energies and melting
temperatures for a few covalently bonded materials are presented in Table 2.3.
Polymeric materials typify this bond, the basic molecular structure being a long
chain of carbon atoms that are covalently bonded together with two of their available
four bonds per atom. The remaining two bonds normally are shared with other
atoms, which also covalently bond. Polymeric molecular structures are discussed
in detail in Chapter 4.

It is possible to have interatomic bonds that are partially ionic and partially
covalent, and, in fact, very few compounds exhibit pure ionic or covalent bonding.
For a compound, the degree of either bond type depends on the relative positions
of the constituent atoms in the periodic table (Figure 2.6) or the difference in their
electronegativities (Figure 2.7). The wider the separation (both horizontally—
relative to Group 1VA—and vertically) from the lower left to the upper-right-hand
corner (i.e., the greater the difference in electronegativity), the more ionic the bond.
Conversely, the closer the atoms are together (i.e., the smaller the difference in
electronegativity), the greater the degree of covalency. The percent ionic character
of a bond between elements A and B (A being the most electronegative) may be
approximated by the expression

% ionic character = {1 — exp[—(0.25)(Xa — Xg)?]} X 100 (2.10)

where X and Xg are the electronegativities for the respective elements.

METALLIC BONDING

Metallic bonding, the final primary bonding type, is found in metals and their alloys.
A relatively simple model has been proposed that very nearly approximates the
bonding scheme. Metallic materials have one, two, or at most, three valence elec-
trons. With this model, these valence electrons are not bound to any particular
atom in the solid and are more or less free to drift throughout the entire metal.
They may be thought of as belonging to the metal as a whole, or forming a “‘sea
of electrons” or an “‘electron cloud.” The remaining nonvalence electrons and
atomic nuclei form what are called ion cores, which possess a net positive charge
equal in magnitude to the total valence electron charge per atom. Figure 2.11 is a
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lon cores Ficure 2.11 Schematic illustration of

OOOD

OO0
OO0
OOO0

Sea of valence electrons

schematic illustration of metallic bonding. The free electrons shield the positively
charged ion cores from mutually repulsive electrostatic forces, which they would
otherwise exert upon one another; consequently the metallic bond is nondirectional
in character. In addition, these free electrons act as a “‘glue” to hold the ion cores
together. Bonding energies and melting temperatures for several metals are listed
in Table 2.3. Bonding may be weak or strong; energies range from 68 kJ/mol (0.7
eV/atom) for mercury to 850 kJ/mol (8.8 eVV/atom) for tungsten. Their respective
melting temperatures are —39 and 3410°C (—38 and 6170°F).

Metallic bonding is found for Group 1A and I1A elements in the periodic table,
and, in fact, for all elemental metals.

Some general behaviors of the various material types (i.e., metals, ceramics,
polymers) may be explained by bonding type. For example, metals are good conduc-
tors of both electricity and heat, as a consequence of their free electrons (see
Sections 12.5, 12.6, {and 17.4}). By way of contrast, ionically and covalently bonded
materials are typically electrical and thermal insulators, due to the absence of large
numbers of free electrons.

Furthermore, in Section 8.5 we note that at room temperature, most metals
and their alloys fail in a ductile manner; that is, fracture occurs after the materials
have experienced significant degrees of permanent deformation. This behavior is
explained in terms of deformation mechanism (Section 8.3), which is implicitly
related to the characteristics of the metallic bond. Conversely, at room temperature
ionically bonded materials are intrinsically brittle as a consequence of the electrically
charged nature of their component ions (see Section 8.15).

2.7 SECONDARY BONDING OR

VAN DER WaALS BONDING

Secondary, van der Waals, or physical bonds are weak in comparison to the primary
or chemical ones; bonding energies are typically on the order of only 10 kJ/mol
(0.1 eV/atom). Secondary bonding exists between virtually all atoms or molecules,
but its presence may be obscured if any of the three primary bonding types is
present. Secondary bonding is evidenced for the inert gases, which have stable
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@_@ -~ @_@ Ficure 2.12  Schematic illustration of van der Waals
- bonding between two dipoles.
n— 7 n— 7

Atomic or molecular dipoles

electron structures, and, in addition, between molecules in molecular structures
that are covalently bonded.

Secondary bonding forces arise from atomic or molecular dipoles. In essence,
an electric dipole exists whenever there is some separation of positive and negative
portions of an atom or molecule. The bonding results from the coulombic attraction
between the positive end of one dipole and the negative region of an adjacent one,
as indicated in Figure 2.12. Dipole interactions occur between induced dipoles,
between induced dipoles and polar molecules (which have permanent dipoles), and
between polar molecules. Hydrogen bonding, a special type of secondary bonding,
is found to exist between some molecules that have hydrogen as one of the constit-
uents. These bonding mechanisms are now discussed briefly.

FLUCTUATING INDUCED DIPOLE BONDS

A dipole may be created or induced in an atom or molecule that is normally
electrically symmetric; that is, the overall spatial distribution of the electrons is
symmetric with respect to the positively charged nucleus, as shown in Figure 2.13a.
All atoms are experiencing constant vibrational motion that can cause instantaneous
and short-lived distortions of this electrical symmetry for some of the atoms or
molecules, and the creation of small electric dipoles, as represented in Figure 2.13b.
One of these dipoles can in turn produce a displacement of the electron distribution
of an adjacent molecule or atom, which induces the second one also to become a
dipole that is then weakly attracted or bonded to the first; this is one type of van
der Waals bonding. These attractive forces may exist between large numbers of
atoms or molecules, which forces are temporary and fluctuate with time.

The liquefaction and, in some cases, the solidification of the inert gases and
other electrically neutral and symmetric molecules such as H, and Cl, are realized
because of this type of bonding. Melting and boiling temperatures are extremely
low in materials for which induced dipole bonding predominates; of all possible
intermolecular bonds, these are the weakest. Bonding energies and melting tempera-
tures for argon and chlorine are also tabulated in Table 2.3.

POLAR MOLECULE-INDUCED DIPOLE BONDS

Permanent dipole moments exist in some molecules by virtue of an asymmetrical
arrangement of positively and negatively charged regions; such molecules are
termed polar molecules. Figure 2.14 is a schematic representation of a hydrogen

Atomic nucleus Ficure 2.13 Schematic
Atomic nucleus representations of (a) an
electrically symmetric
atom and (b) an induced
Electron cloud atomic dipole.

4
(b)

Electron cloud

(@)
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Ficure 2.14  Schematic representation of a polar hydrogen chloride
(HCI) molecule.

4
©0—0O

chloride molecule; a permanent dipole moment arises from net positive and negative
charges that are respectively associated with the hydrogen and chlorine ends of the
HCI molecule.

Polar molecules can also induce dipoles in adjacent nonpolar molecules, and
a bond will form as a result of attractive forces between the two molecules. Further-
more, the magnitude of this bond will be greater than for fluctuating induced dipoles.

PERMANENT DIPOLE BONDS

Van der Waals forces will also exist between adjacent polar molecules. The associ-
ated bonding energies are significantly greater than for bonds involving induced di-
poles.

The strongest secondary bonding type, the hydrogen bond, is a special case of
polar molecule bonding. It occurs between molecules in which hydrogen is cova-
lently bonded to fluorine (as in HF), oxygen (as in H,O), and nitrogen (as in NHs).
For each H—F, H—O, or H—N bond, the single hydrogen electron is shared with
the other atom. Thus, the hydrogen end of the bond is essentially a positively
charged bare proton that is unscreened by any electrons. This highly positively
charged end of the molecule is capable of a strong attractive force with the negative
end of an adjacent molecule, as demonstrated in Figure 2.15 for HF. In essence,
this single proton forms a bridge between two negatively charged atoms. The
magnitude of the hydrogen bond is generally greater than that of the other types
of secondary bonds, and may be as high as 51 kJ/mol (0.52 eVV/molecule), as shown
in Table 2.3. Melting and boiling temperatures for hydrogen fluoride and water
are abnormally high in light of their low molecular weights, as a consequence of
hydrogen bonding.

2.8 MOLECULES

At the conclusion of this chapter, let us take a moment to discuss the concept of
a molecule in terms of solid materials. A molecule may be defined as a group of
atoms that are bonded together by strong primary bonds. Within this context, the
entirety of ionic and metallically bonded solid specimens may be considered as a
single molecule. However, this is not the case for many substances in which covalent
bonding predominates; these include elemental diatomic molecules (F,, O,, H,,
etc.) as well as a host of compounds (H,O, CO,, HNO;, C¢Hg, CH,, etc.). In the

Ficure 2.15 Schematic representation of hydrogen
- bonding in hydrogen fluoride (HF).

—_
7
Hydrogen
bond
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condensed liquid and solid states, bonds between molecules are weak secondary
ones. Consequently, molecular materials have relatively low melting and boiling
temperatures. Most of those that have small molecules composed of a few atoms
are gases at ordinary, or ambient, temperatures and pressures. On the other hand,
many of the modern polymers, being molecular materials composed of extremely
large molecules, exist as solids; some of their properties are strongly dependent on
the presence of van der Waals and hydrogen secondary bonds.

SUMMARY

This chapter began with a survey of the fundamentals of atomic structure, presenting
the Bohr and wave-mechanical models of electrons in atoms. Whereas the Bohr
model assumes electrons to be particles orbiting the nucleus in discrete paths, in
wave mechanics we consider them to be wavelike and treat electron position in
terms of a probability distribution.

Electron energy states are specified in terms of quantum numbers that give
rise to electron shells and subshells. The electron configuration of an atom corre-
sponds to the manner in which these shells and subshells are filled with electrons
in compliance with the Pauli exclusion principle. The periodic table of the elements
is generated by arrangement of the various elements according to valence electron
configuration.

Atomic bonding in solids may be considered in terms of attractive and repulsive
forces and energies. The three types of primary bond in solids are ionic, covalent, and
metallic. For ionic bonds, electrically charged ions are formed by the transference of
valence electrons from one atom type to another; forces are coulombic. There is a
sharing of valence electrons between adjacent atoms when bonding is covalent.
With metallic bonding, the valence electrons form a *‘sea of electrons” that is
uniformly dispersed around the metal ion cores and acts as a form of glue for them.

Both van der Waals and hydrogen bonds are termed secondary, being weak in
comparison to the primary ones. They result from attractive forces between electric
dipoles, of which there are two types—induced and permanent. For the hydrogen
bond, highly polar molecules form when hydrogen covalently bonds to a nonmetallic
element such as fluorine.

IMPORTANT TERMS AND CONCEPTS

Atomic mass unit (amu) Electronegative Periodic table

Atomic number Electropositive Polar molecule

Atomic weight Ground state Primary bonding

Bohr atomic model Hydrogen bond Quantum mechanics
Bonding energy lonic bond Quantum number
Coulombic force Isotope Secondary bonding
Covalent bond Metallic bond Valence electron
Dipole (electric) Mole van der Waals bond
Electron configuration Molecule Wave-mechanical model

Electron state

Pauli exclusion principle

Note: In each chapter, most of the terms listed in the “Important Terms and Concepts”

section are defined in the Glossary, which follows Appendix E. The others are important
enough to warrant treatment in a full section of the text and can be referenced from the
table of contents or the index.
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2.1

2.2

2.3
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2.6

(a) What is an isotope?
(b) Why are the atomic weights of the ele-
ments not integers? Cite two reasons.

Cite the difference between atomic mass and
atomic weight.

(@) How many grams are there in 1 amu of
a material?

(b) Mole, in the context of this book, is taken
in units of gram-mole. On this basis, how
many atoms are there in a pound-mole of
a substance?

(a) Cite two important quantum-mechanical
concepts associated with the Bohr model of
the atom.

(b) Cite two important additional refine-
ments that resulted from the wave-mechanical
atomic model.

Relative to electrons and electron states, what
does each of the four quantum numbers
specify?

Allowed values for the quantum numbers of
electrons are as follows:
n=123,. ..
1=0,1,2,3,. .. ,n—1
m, =0, *1, 2, *3,. . ., *I
m, = *3

The relationships between n and the shell des-
ignations are noted in Table 2.1. Relative to
the subshells,

I = 0 corresponds to an s subshell
I = 1 corresponds to a p subshell
| = 2 corresponds to a d subshell
I = 3 corresponds to an f subshell

For the K shell, the four quantum numbers
for each of the two electrons in the 1s state, in
the order of nlmms, are 100(3) and 100(—3).

2.7

2.8

2.9

2.10

2.11

2.12

2.13

Write the four quantum numbers for all
of the electrons in the L and M shells, and note
which correspond to the s, p, and d subshells.

Give the electron configurations for the fol-
lowing ions: Fe?*, Fe®*, Cu*, Ba?*, Br-, and
s2-,

Cesium bromide (CsBr) exhibits predomi-
nantly ionic bonding. The Cs* and Br~ ions
have electron structures that are identical to
which two inert gases?

With regard to electron configuration, what

do all the elements in Group VIIA of the

periodic table have in common?

Without consulting Figure 2.6 or Table 2.2,

determine whether each of the electron con-

figurations given below is an inert gas, a halo-

gen, an alkali metal, an alkaline earth metal,

or a transition metal. Justify your choices.

(a) 1s22s%2p®3s23p®3d74s2,

(b) 1s22522p53s23p°.

(c) 1s22s22p°.

(d) 1s22s22pb3s2.

(e) 1s22s%2p®3s23p®3d24s2.

() 1s22s22p53s23p84s?.

(a) What electron subshell is being filled for

the rare earth series of elements on the peri-

odic table?

(b) What electron subshell is being filled for

the actinide series?

Calculate the force of attraction between a

K* and an O? ion the centers of which are

separated by a distance of 1.5 nm.

The net potential energy between two adja-

cent ions, Ey, may be represented by the sum

of Equations 2.8 and 2.9, that is,
A B

-—+

En=—"43 (2.11)



2.14

2.15

2.16

Calculate the bonding energy E, in terms of
the parameters A, B, and n using the follow-
ing procedure:

1. Differentiate Ey with respect to r, and then
set the resulting expression equal to zero,
since the curve of Ey versus r is a minimum
at E,.

2. Solve for r in terms of A, B, and n, which
yields ry, the equilibrium interionic spacing.
3. Determine the expression for Eg by substi-
tution of ry into Equation 2.11.

Fora K*-ClI" ion pair, attractive and repulsive
energies E, and Eg, respectively, depend on
the distance between the ions r, according to

1.436
EA = — r
5.86 X 10°°
ER = —rg

For these expressions, energies are expressed
in electron volts per K*—CI~ pair, and r is the
distance in nanometers. The net energy Ey is
just the sum of the two expressions above.

(a) Superimpose on asingle plot Ey, Eg, and
EA versus r up to 1.0 nm.

(b) On the basis of this plot, determine (i)
the equilibrium spacing r, between the K* and
Cl~ions, and (ii) the magnitude of the bonding
energy E, between the two ions.

(c) Mathematically determine the ry and E,
values using the solutions to Problem 2.13 and
compare these with the graphical results from
part b.

Consider some hypothetical X* — Y~ ion pair
for which the equilibrium interionic spacing
and bonding energy values are 0.35 nm and
—6.13 eV, respectively. If it is known that n
in Equation 2.11 has a value of 10, using the
results of Problem 2.13, determine explicit ex-
pressions for attractive and repulsive energ-
ies, Ea and Eg of Equations 2.8 and 2.9.

The net potential energy Ey between two ad-
jacent ions is sometimes represented by the
expression

En = —9+ Dexp<—£> (2.12)
r p

2.17

2.18

2.19

2.20

2.21

2.22

2.23
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in which r is the interionic separation and C,
D, and p are constants whose values depend
on the specific material.

(a) Derive an expression for the bonding en-
ergy E, in terms of the equilibrium interionic
separation rq and the constants D and p using
the following procedure:
1. Differentiate Ey with respect to r and
set the resulting expression equal to zero.
2. Solve for C in terms of D, p, and r,.
3. Determine the expression for E, by
substitution for C in Equation 2.12.

(b) Derive another expression for Eg in terms
of ry, C, and p using a procedure analogous
to the one outlined in part a.

(a) Briefly cite the main differences between
ionic, covalent, and metallic bonding.

(b) State the Pauli exclusion principle.

Offer an explanation as to why covalently
bonded materials are generally less dense
than ionically or metallically bonded ones.

Compute the percents ionic character of the
interatomic bonds for the following com-
pounds: TiO,, ZnTe, CsCl, InSb, and MgCl,.

Make a plot of bonding energy versus melting
temperature for the metals listed in Table 2.3.
Using this plot, approximate the bonding en-
ergy for copper, which has a melting tempera-
ture of 1084°C.

Using Table 2.2, determine the number of
covalent bonds that are possible for atoms of
the following elements: germanium, phos-
phorus, selenium, and chlorine.

What type(s) of bonding would be expected
for each of the following materials: brass (a
copper-zinc alloy), rubber, barium sulfide
(BaS), solid xenon, bronze, nylon, and alumi-
num phosphide (AIP)?

Explain why hydrogen fluoride (HF) has a
higher boiling temperature than hydrogen
chloride (HCI) (19.4 vs. —85°C), even though
HF has a lower molecular weight.

On the basis of the hydrogen bond, explain
the anomalous behavior of water when it
freezes. That is, why is there volume expan-
sion upon solidification?
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and Ceramics

H igh velocity electron
beams that are produced
when electrons are accelerated
across large voltages become
wavelike in character. Their
wavelengths are shorter than
interatomic spacings, and thus
these beams may be diffracted
by atomic planes in crystalline
materials, in the same manner
as x-rays experience
diffraction.

This photograph shows a
diffraction pattern produced
for a single crystal of gallium
arsenide using a transmission
electron microscope. The
brightest spot near the center
is produced by the incident
electron beam, which is parallel
to a (110) crystallographic
direction. Each of the other
white spots results from an
electron beam that is diffracted
by a specific set of crystallo-
graphic planes. (Photograph
courtesy of Dr. Raghaw S. Rai,
Motorola, Inc., Austin, Texas.)

Why Study Structures of Metals and Ceramics?

The properties of some materials are directly re-
lated to their crystal structures. For example, pure
and undeformed magnesium and beryllium, having
one crystal structure, are much more brittle (i.e.,
fracture at lower degrees of deformation) than are
pure and undeformed metals such as gold and sil-
ver that have yet another crystal structure (see Sec-
tion 8.5). {Also, the permanent magnetic and ferro-
electric behaviors of some ceramic materials are

30

explained by their crystal structures (Sections 18.4
and 12.23).}

Furthermore, significant property differences ex-
ist between crystalline and noncrystalline materials
having the same composition. For example, noncrys-
talline ceramics and polymers normally are opti-
cally transparent; the same materials in crystalline
(or semicrystalline) form tend to be opaque or, at
best, translucent.




Learning Objectives
After studying this chapter you should be able to do the following:

1. Describe the difference in atomic/molecular 6. Given the chemical formula for a ceramic com-
structure between crystalline and noncrystal- pound, the ionic radii of its component ions, de-
line materials. termine the crystal structure.

2. Draw unit cells for face-centered cubic, body- 7. Given three direction index integers, sketch the
centered cubic, and hexagonal close-packed direction corresponding to these indices within
crystal structures. a unit cell.

3. Derive the relationships between unit cell edge 8. Specify the Miller indices for a plane that has
length and atomic radius for face-centered cu- been drawn within a unit cell.
bic and body-centered cubic crystal structures. 9. Describe how face-centered cubic and hexago-

4. Compute the densities for metals having face- nal close-packed crystal structures may be gen-

centered cubic and body-centered cubic crystal
structures given their unit cell dimensions.

erated by the stacking of close-packed planes
of atoms. Do the same for the sodium chloride

5. Sketch/describe unit cells for sodium chloride,
cesium chloride, zinc blende, diamond cubic,

crystal structure in terms of close-packed
planes of anions.

fluorite, and perovskite crystal structures. Do 10. Distinguish between single crystals and poly-
likewise for the atomic structures of graphite crystalline materials.
and a silica glass. 11. Define isotropy and anisotropy with respect to
material properties.
3.1 INTRODUCTION

Chapter 2 was concerned primarily with the various types of atomic bonding, which
are determined by the electron structure of the individual atoms. The present
discussion is devoted to the next level of the structure of materials, specifically, to
some of the arrangements that may be assumed by atoms in the solid state. Within
this framework, concepts of crystallinity and noncrystallinity are introduced. For
crystalline solids the notion of crystal structure is presented, specified in terms of
a unit cell. Crystal structures found in both metals and ceramics are then detailed,
along with the scheme by which crystallographic directions and planes are expressed.
Single crystals, polycrystalline, and noncrystalline materials are considered.

CRYSTAL STRUCTURES

3.2 FuNDAMENTAL CONCEPTS

Solid materials may be classified according to the regularity with which atoms or
ions are arranged with respect to one another. A crystalline material is one in which
the atoms are situated in a repeating or periodic array over large atomic distances;
that is, long-range order exists, such that upon solidification, the atoms will position
themselves in a repetitive three-dimensional pattern, in which each atom is bonded
to its nearest-neighbor atoms. All metals, many ceramic materials, and certain
polymers form crystalline structures under normal solidification conditions. For
those that do not crystallize, this long-range atomic order is absent; these noncrystal-
line or amorphous materials are discussed briefly at the end of this chapter.
Some of the properties of crystalline solids depend on the crystal structure of
the material, the manner in which atoms, ions, or molecules are spatially arranged.
There is an extremely large number of different crystal structures all having long-
range atomic order; these vary from relatively simple structures for metals, to
exceedingly complex ones, as displayed by some of the ceramic and polymeric
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il Ficure 3.1 For the face-
-~ centered cubic crystal
structure: (a) a hard
sphere unit cell
representation, (b) a
o reduced-sphere unit cell,
and (c) an aggregate of
O many atoms. (Figure ¢
== adapted from W. G.

Moffatt, G. W. Pearsall,
and J. Wulff, The Structure
and Properties of
Materials, Vol. I, Structure,
p. 51. Copyright O 1964 by
John Wiley & Sons, New
York. Reprinted by
permission of John

Wiley & Sons, Inc.)

materials. The present discussion deals with several common metallic and ceramic
crystal structures. The next chapter is devoted to structures for polymers.

When describing crystalline structures, atoms (or ions) are thought of as being
solid spheres having well-defined diameters. This is termed the atomic hard sphere
model in which spheres representing nearest-neighbor atoms touch one another.
An example of the hard sphere model for the atomic arrangement found in some
of the common elemental metals is displayed in Figure 3.1c. In this particular case
all the atoms are identical. Sometimes the term lattice is used in the context of
crystal structures; in this sense “‘lattice” means a three-dimensional array of points
coinciding with atom positions (or sphere centers).

3.3 UniT CELLS

The atomic order in crystalline solids indicates that small groups of atoms form a
repetitive pattern. Thus, in describing crystal structures, it is often convenient to
subdivide the structure into small repeat entities called unit cells. Unit cells for
most crystal structures are parallelepipeds or prisms having three sets of parallel
faces; one is drawn within the aggregate of spheres (Figure 3.1c), which in this case
happens to be a cube. A unit cell is chosen to represent the symmetry of the
crystal structure, wherein all the atom positions in the crystal may be generated by
translations of the unit cell integral distances along each of its edges. Thus, the unit
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cell is the basic structural unit or building block of the crystal structure and defines
the crystal structure by virtue of its geometry and the atom positions within. Conve-
nience usually dictates that parallelepiped corners coincide with centers of the hard
sphere atoms. Furthermore, more than a single unit cell may be chosen for a
particular crystal structure; however, we generally use the unit cell having the
highest level of geometrical symmetry.

3.4 MEeTALLIC CRYSTAL STRUCTURES

The atomic bonding in this group of materials is metallic, and thus nondirectional
in nature. Consequently, there are no restrictions as to the number and position
of nearest-neighbor atoms; this leads to relatively large numbers of nearest neigh-
bors and dense atomic packings for most metallic crystal structures. Also, for metals,
using the hard sphere model for the crystal structure, each sphere represents an
ion core. Table 3.1 presents the atomic radii for a number of metals. Three relatively
simple crystal structures are found for most of the common metals: face-centered
cubic, body-centered cubic, and hexagonal close-packed.

THE FACE-CENTERED CUBIC CRYSTAL STRUCTURE

The crystal structure found for many metals has a unit cell of cubic geometry, with
atoms located at each of the corners and the centers of all the cube faces. It is aptly
called the face-centered cubic (FCC) crystal structure. Some of the familiar metals
having this crystal structure are copper, aluminum, silver, and gold (see also Table
3.1). Figure 3.1a shows a hard sphere model for the FCC unit cell, whereas in Figure
3.1b the atom centers are represented by small circles to provide a better perspective
of atom positions. The aggregate of atoms in Figure 3.1c represents a section of
crystal consisting of many FCC unit cells. These spheres or ion cores touch one
another across a face diagonal; the cube edge length a and the atomic radius R are
related through

a=2RV2 (3.1)
This result is obtained as an example problem.

For the FCC crystal structure, each corner atom is shared among eight unit
cells, whereas a face-centered atom belongs to only two. Therefore, one eighth of

Table 3.1 Atomic Radii and Crystal Structures for 16 Metals

Atomic Atomic
Crystal Radius® Crystal Radius

Metal Structure? (nm) Metal Structure (nm)
Aluminum FCC 0.1431 Molybdenum BCC 0.1363
Cadmium HCP 0.1490 Nickel FCC 0.1246
Chromium BCC 0.1249 Platinum FCC 0.1387
Cobalt HCP 0.1253 Silver FCC 0.1445
Copper FCC 0.1278 Tantalum BCC 0.1430
Gold FCC 0.1442 Titanium («) HCP 0.1445
Iron (&) BCC 0.1241 Tungsten BCC 0.1371
Lead FCC 0.1750 Zinc HCP 0.1332

a8 FCC = face-centered cubic; HCP = hexagonal close-packed; BCC = body-centered
cubic.

b A nanometer (nm) equals 10~° m; to convert from nanometers to angstrom units (A),
multiply the nanometer value by 10.
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each of the eight corner atoms and one half of each of the six face atoms, or a total
of four whole atoms, may be assigned to a given unit cell. This is depicted in Figure
3.1a, where only sphere portions are represented within the confines of the cube.
The cell comprises the volume of the cube, which is generated from the centers of
the corner atoms as shown in the figure.

Corner and face positions are really equivalent; that is, translation of the cube
corner from an original corner atom to the center of a face atom will not alter the
cell structure.

Two other important characteristics of a crystal structure are the coordination
number and the atomic packing factor (APF). For metals, each atom has the same
number of nearest-neighbor or touching atoms, which is the coordination number.
For face-centered cubics, the coordination number is 12. This may be confirmed
by examination of Figure 3.1a; the front face atom has four corner nearest-neighbor
atoms surrounding it, four face atoms that are in contact from behind, and four
other equivalent face atoms residing in the next unit cell to the front, which is
not shown.

The APF is the fraction of solid sphere volume in a unit cell, assuming the
atomic hard sphere model, or

volume of atoms in a unit cell
APF = - 3.2
total unit cell volume

For the FCC structure, the atomic packing factor is 0.74, which is the maximum
packing possible for spheres all having the same diameter. Computation of this
APF is also included as an example problem. Metals typically have relatively large
atomic packing factors to maximize the shielding provided by the free electron cloud.

THE BODY-CENTERED CUBIC CRYSTAL STRUCTURE

Another common metallic crystal structure also has a cubic unit cell with atoms
located at all eight corners and a single atom at the cube center. This is called a
body-centered cubic (BCC) crystal structure. A collection of spheres depicting this
crystal structure is shown in Figure 3.2c, whereas Figures 3.2a and 3.2b are diagrams

Y
.
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Ficure 3.2 For the body-centered cubic crystal structure, (a) a hard sphere
unit cell representation, (b) a reduced-sphere unit cell, and (c) an aggregate of
many atoms. (Figure (c¢) from W. G. Moffatt, G. W. Pearsall, and J. Wulff, The
Structure and Properties of Materials, \VVol. I, Structure, p. 51. Copyright 00 1964
by John Wiley & Sons, New York. Reprinted by permission of John Wiley &
Sons, Inc.)



3.4 Metallic Crystal Structures o 35

of BCC unit cells with the atoms represented by hard sphere and reduced-sphere
models, respectively. Center and corner atoms touch one another along cube diago-
nals, and unit cell length a and atomic radius R are related through

a=AR
V3

Chromium, iron, tungsten, as well as several other metals listed in Table 3.1 exhibit
a BCC structure.

Two atoms are associated with each BCC unit cell: the equivalent of one atom
from the eight corners, each of which is shared among eight unit cells, and the
single center atom, which is wholly contained within its cell. In addition, corner
and center atom positions are equivalent. The coordination number for the BCC
crystal structure is 8; each center atom has as nearest neighbors its eight corner
atoms. Since the coordination number is less for BCC than FCC, so also is the
atomic packing factor for BCC lower—0.68 versus 0.74.

(3.3)

THE HEXAGONAL CLOSE-PACKED CRYSTAL STRUCTURE

Not all metals have unit cells with cubic symmetry; the final common metallic crystal
structure to be discussed has a unit cell that is hexagonal. Figure 3.3a shows a
reduced-sphere unit cell for this structure, which is termed hexagonal close-packed
(HCP); an assemblage of several HCP unit cells is presented in Figure 3.3b. The
top and bottom faces of the unit cell consist of six atoms that form regular hexagons
and surround a single atom in the center. Another plane that provides three addi-
tional atoms to the unit cell is situated between the top and bottom planes. The
atoms in this midplane have as nearest neighbors atoms in both of the adjacent
two planes. The equivalent of six atoms is contained in each unit cell; one-sixth of
each of the 12 top and bottom face corner atoms, one-half of each of the 2 center
face atoms, and all the 3 midplane interior atoms. If a and c represent, respectively,
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Ficure 3.3 For the hexagonal close-packed crystal structure, (a) a reduced-sphere unit
cell (a and c represent the short and long edge lengths, respectively), and (b) an
aggregate of many atoms. (Figure (b) from W. G. Moffatt, G. W. Pearsall, and J. Wulff,
The Structure and Properties of Materials, Vol. I, Structure, p. 51. Copyright O 1964 by
John Wiley & Sons, New York. Reprinted by permission of John Wiley & Sons, Inc.)
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the short and long unit cell dimensions of Figure 3.3a, the c/a ratio should be 1.633;
however, for some HCP metals this ratio deviates from the ideal value.

The coordination number and the atomic packing factor for the HCP crystal
structure are the same as for FCC: 12 and 0.74, respectively. The HCP metals include
cadmium, magnesium, titanium, and zinc; some of these are listed in Table 3.1.

ExampLE ProBLEM 3.1

Calculate the volume of an FCC unit cell in terms of the atomic radius R.

SoLuTionN
In the FCC unit cell illustrated,

the atoms touch one another across a face-diagonal the length of which is 4R.
Since the unit cell is a cube, its volume is a3, where a is the cell edge length.
From the right triangle on the face,

a2+ a? = (4R)?
or, solving for a,
a=2RV2 (3.1)
The FCC unit cell volume V¢ may be computed from

Ve =a®=(2RV2)®=16R3*V2 (3.4)

ExampLE ProBLEM 3.2

Show that the atomic packing factor for the FCC crystal structure is 0.74.

SoLuTiIoN
The APF is defined as the fraction of solid sphere volume in a unit cell, or

_ total sphere volume _ Vg

APF = : =
total unit cell volume V¢

Both the total sphere and unit cell volumes may be calculated in terms of the
atomic radius R. The volume for a sphere is 7R3, and since there are four
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atoms per FCC unit cell, the total FCC sphere volume is
Vg = (4)%77R3 = 1—3677R3
From Example Problem 3.1, the total unit cell volume is
Ve = 16R3V2
Therefore, the atomic packing factor is
Vs _ ()RS _

APF = B L5 ANy
Ve  16R3V2

0.74

3.5 Density CompuTtAaTIONS—METALS

A knowledge of the crystal structure of a metallic solid permits computation of its
theoretical density p through the relationship

_ nA
P~ VeNa

(3.5)

where
n = number of atoms associated with each unit cell
A = atomic weight
V¢ = volume of the unit cell

N = Avogadro’s number (6.023 X 10%® atoms/mol)

ExampLE ProBLEM 3.3

Copper has an atomic radius of 0.128 nm (1.28 A), an FCC crystal structure, and
an atomic weight of 63.5 g/mol. Compute its theoretical density and compare the
answer with its measured density.

SoLuTioN

Equation 3.5 is employed in the solution of this problem. Since the crystal
structure is FCC, n, the number of atoms per unit cell, is 4. Furthermore, the
atomic weight Ac, is given as 63.5 g/mol. The unit cell volume V¢ for FCC
was determined in Example Problem 3.1 as 16R? V2, where R, the atomic
radius, is 0.128 nm.

Substitution for the various parameters into Equation 3.5 yields
_ NAcy nAcy
~ VeNa  (16R3V2)N,
_ (4 atoms/unit cell)(63.5 g/mol)
16 V2(1.28 X 10°8 cm)®/unit cell](6.023 X 10% atoms/mol)
= 8.89 g/cm?®

The literature value for the density of copper is 8.94 g/cm3, which is in very
close agreement with the foregoing result.
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3.6 CeErAMIC CRYSTAL STRUCTURES

Because ceramics are composed of at least two elements, and often more, their
crystal structures are generally more complex than those for metals. The atomic
bonding in these materials ranges from purely ionic to totally covalent; many ceram-
ics exhibit a combination of these two bonding types, the degree of ionic character
being dependent on the electronegativities of the atoms. Table 3.2 presents the
percent ionic character for several common ceramic materials; these values were
determined using Equation 2.10 and the electronegativities in Figure 2.7.

For those ceramic materials for which the atomic bonding is predominantly
ionic, the crystal structures may be thought of as being composed of electrically
charged ions instead of atoms. The metallic ions, or cations, are positively charged,
because they have given up their valence electrons to the nonmetallic ions, or
anions, which are negatively charged. Two characteristics of the component ions
in crystalline ceramic materials influence the crystal structure: the magnitude of
the electrical charge on each of the component ions, and the relative sizes of the
cations and anions. With regard to the first characteristic, the crystal must be
electrically neutral; that is, all the cation positive charges must be balanced by an
equal number of anion negative charges. The chemical formula of a compound
indicates the ratio of cations to anions, or the composition that achieves this charge
balance. For example, in calcium fluoride, each calcium ion has a +2 charge (Ca?*),
and associated with each fluorine ion is a single negative charge (F~). Thus, there
must be twice as many F~ as Ca?* ions, which is reflected in the chemical for-
mula CaF,.

The second criterion involves the sizes or ionic radii of the cations and anions,
rc and ra, respectively. Because the metallic elements give up electrons when
ionized, cations are ordinarily smaller than anions, and, consequently, the ratio
rc/ra is less than unity. Each cation prefers to have as many nearest-neighbor anions
as possible. The anions also desire a maximum number of cation nearest neighbors.

Stable ceramic crystal structures form when those anions surrounding a cation
are all in contact with that cation, as illustrated in Figure 3.4. The coordination
number (i.e., number of anion nearest neighbors for a cation) is related to the
cation—anion radius ratio. For a specific coordination number, there is a critical or
minimum rc/r A ratio for which this cation—anion contact is established (Figure 3.4),
which ratio may be determined from pure geometrical considerations (see Example
Problem 3.4).

Table 3.2 For Several
Ceramic Materials, Percent
lonic Character of the
Interatomic Bonds

Percent lonic

Material Character
CaF, 89
MgO 73
NacCl 67
Al,O4 63
SiOo, 51
Si3N4 30
ZnS 18

SiC 12
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Ficure 3.4 Stable and unstable
anion-cation coordination
configurations. Open circles represent
anions; colored circles denote cations.

Stable Stable Unstable

The coordination numbers and nearest-neighbor geometries for various rc/ra
ratios are presented in Table 3.3. For rc/ra ratios less than 0.155, the very small
cation is bonded to two anions in a linear manner. If rc/ra has a value between
0.155 and 0.225, the coordination number for the cation is 3. This means each cation
is surrounded by three anions in the form of a planar equilateral triangle, with the
cation located in the center. The coordination number is 4 for rc/ra between 0.225
and 0.414; the cation is located at the center of a tetrahedron, with anions at each
of the four corners. For rc/ra between 0.414 and 0.732, the cation may be thought
of as being situated at the center of an octahedron surrounded by six anions, one
at each corner, as also shown in the table. The coordination number is 8 for rc/ra
between 0.732 and 1.0, with anions at all corners of a cube and a cation positioned
at the center. For a radius ratio greater than unity, the coordination number is 12.
The most common coordination numbers for ceramic materials are 4, 6, and 8.
Table 3.4 gives the ionic radii for several anions and cations that are common in
ceramic materials.

ExamvpLE ProBLEM 3.4

Show that the minimum cation-to-anion radius ratio for the coordination num-
ber 3 is 0.155.

SoLuTioN

For this coordination, the small cation is surrounded by three anions to form
an equilateral triangle as shown below—triangle ABC; the centers of all four
ions are coplanar.

@rc
Cation

Anion

This boils down to a relatively simple plane trigonometry problem. Consid-
eration of the right triangle APO makes it clear that the side lengths are related
to the anion and cation radii ra and rc as

ﬁer
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Table 3.3 Coordination Numbers and
Geometries for Various Cation-Anion
Radius Ratios (rc/ra)

Coordination  Cation—Anion Coordination
Number Radius Ratio Geometry
s o “
3 0.155-0.225 &
4 0.225-0.414 ?
6 0.414-0.732 @
8 0.732-1.0 3

Source: W. D. Kingery, H. K. Bowen, and D. R. Uhlmann,
Introduction to Ceramics, 2nd edition. Copyright 00 1976 by
John Wiley & Sons, New York. Reprinted by permission of
John Wiley & Sons, Inc.

and
E =ra+ I'c

Furthermore, the side length ratio AP/AQ is a function of the angle « as

= COS

AO
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Table 3.4 lonic Radii for Several Cations and Anions
(for a Coordination Number of 6)

lonic Radius lonic Radius

Cation (nm) Anion (nm)

AP* 0.053 Br- 0.196

Ba’* 0.136 ClI- 0.181

Ca?t 0.100 F- 0.133

Cs* 0.170 - 0.220

Fe?* 0.077 o* 0.140

Fe3* 0.069 S2- 0.184

K* 0.138

Mg?* 0.072

Mn2* 0.067

Na* 0.102

Ni% 0.069

Si** 0.040

Ti4 0.061

The magnitude of « is 30°, since line AO bisects the 60° angle BAC. Thus,
izr—A=c0530"=ﬁ
AO ra+trc
Or, solving for the cation-anion radius ratio,
re_1- V312

= 0.155
Ia V312

AX-TYPE CRYSTAL STRUCTURES

Some of the common ceramic materials are those in which there are equal numbers
of cations and anions. These are often referred to as AX compounds, where A
denotes the cation and X the anion. There are several different crystal structures
for AX compounds; each is normally named after a common material that assumes
the particular structure.

Rock Salt Structure

Perhaps the most common AX crystal structure is the sodium chloride (NaCl), or
rock salt, type. The coordination number for both cations and anions is 6, and
therefore the cation—anion radius ratio is between approximately 0.414 and 0.732.
A unit cell for this crystal structure (Figure 3.5) is generated from an FCC arrange-
ment of anions with one cation situated at the cube center and one at the center
of each of the 12 cube edges. An equivalent crystal structure results from a face-
centered arrangement of cations. Thus, the rock salt crystal structure may be thought
of as two interpenetrating FCC lattices, one composed of the cations, the other of
anions. Some of the common ceramic materials that form with this crystal structure
are NaCl, MgO, MnS, LiF, and FeO.

Cesium Chloride Structure

Figure 3.6 shows a unit cell for the cesium chloride (CsCl) crystal structure; the
coordination number is 8 for both ion types. The anions are located at each of the
corners of a cube, whereas the cube center is a single cation. Interchange of anions
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/>(‘ Ficure 3.5 A unit cell for the rock salt, or sodium
: ' chloride (NaCl), crystal structure.
' | |
VA ‘KJ: N
I
L@
@Y Lo I gy?
o BTk
: N % :
|
I |
(5 P S -
—r — =
‘.’i-_/_ _)L<,‘>_/i__ _

with cations, and vice versa, produces the same crystal structure. This is not a BCC
crystal structure because ions of two different kinds are involved.

Zinc Blende Structure

A third AX structure is one in which the coordination number is 4; that is, all ions
are tetrahedrally coordinated. This is called the zinc blende, or sphalerite, structure,
after the mineralogical term for zinc sulfide (ZnS). A unit cell is presented in Figure
3.7; all corner and face positions of the cubic cell are occupied by S atoms, while
the Zn atoms fill interior tetrahedral positions. An equivalent structure results if
Zn and S atom positions are reversed. Thus, each Zn atom is bonded to four S
atoms, and vice versa. Most often the atomic bonding is highly covalent in com-
pounds exhibiting this crystal structure (Table 3.2), which include ZnS, ZnTe,
and SiC.

A X,-TYPE CRYSTAL STRUCTURES

If the charges on the cations and anions are not the same, a compound can exist
with the chemical formula A,X,, where m and/or p # 1. An example would be
AX,, for which a common crystal structure is found in fluorite (CaF,). The ionic
radii ratio rc/r 5 for CaF, is about 0.8 which, according to Table 3.3, gives a coordina-
tion number of 8. Calcium ions are positioned at the centers of cubes, with fluorine

Ficure 3.6 A unit cell for the cesium chloride (CsCl)
. 7 crystal structure.
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/) Ficure 3.7 A unit cell for the zinc blende (ZnS)
crystal structure.

ions at the corners. The chemical formula shows that there are only half as many
Ca?* ions as F~ ions, and therefore the crystal structure would be similar to CsClI
(Figure 3.6), except that only half the center cube positions are occupied by Ca?*
ions. One unit cell consists of eight cubes, as indicated in Figure 3.8. Other com-
pounds that have this crystal structure include UO,, PuO,, and ThO,.

AnB. X,-TYPE CRYSTAL STRUCTURES

It is also possible for ceramic compounds to have more than one type of cation;
for two types of cations (represented by A and B), their chemical formula may be
designated as A,,B, X, . Barium titanate (BaTiO;), having both Ba** and Ti** cations,
falls into this classification. This material has a perovskite crystal structure and rather
interesting electromechanical properties to be discussed later. At temperatures
above 120°C (248°F), the crystal structure is cubic. A unit cell of this structure is
shown in Figure 3.9; Ba?* ions are situated at all eight corners of the cube and a
single Ti** is at the cube center, with O% ions located at the center of each of the
six faces.

Table 3.5 summarizes the rock salt, cesium chloride, zinc blende, fluorite, and
perovskite crystal structures in terms of cation—anion ratios and coordination num-
bers, and gives examples for each. Of course, many other ceramic crystal structures
are possible.

> /) /) Ficure 3.8 A unit cell for the fluorite (CaF,)
LN 57 crystal structure.
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/D Ficure 3.9 A unit cell for the perovskite crystal
structure.
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ExampLE ProBLEM 3.5

On the basis of ionic radii, what crystal structure would you predict for FeO?

SorLuTion

First, note that FeO is an AX-type compound. Next, determine the cation—-anion
radius ratio, which from Table 3.4 is

ree2t  0.077 nm

=———=0.50
roz- 0.140 nm

This value lies between 0.414 and 0.732, and, therefore, from Table 3.3 the
coordination number for the Fe?* ion is 6; this is also the coordination number
of O%, since there are equal numbers of cations and anions. The predicted
crystal structure will be rock salt, which is the AX crystal structure having a
coordination number of 6, as given in Table 3.5.

Table 3.5 Summary of Some Common Ceramic Crystal Structures

Coordination

Structure Numbers
Structure Name Type Anion Packing Cation Anion Examples
Rock salt (sodium AX FCC 6 6 NaCl, MgO, FeO
chloride)
Cesium chloride AX Simple cubic 8 8 CsCl
Zinc blende AX FCC 4 4 ZnS, SiC
(sphalerite)
Fluorite AX, Simple cubic 8 4 CaF,, UO,, ThO,
Perovskite ABX; FCC 12(A) 6 BaTiOs, SrZrOs,
6(B) SrSnO;
Spinel AB,X, FCC 4(A) 4 MgAl,O,, FeAl,O,
6(B)

Source: W. D. Kingery, H. K. Bowen, and D. R. Uhlmann, Introduction to Ceramics, 2nd edition. Copyright [
1976 by John Wiley & Sons, New York. Reprinted by permission of John Wiley & Sons, Inc.
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3.7 DensiTY CompuTATIONS—CERAMICS

It is possible to compute the theoretical density of a crystalline ceramic material
from unit cell data in a manner similar to that described in Section 3.5 for metals.
In this case the density p may be determined using a modified form of Equation
3.5, as follows:

_N'(SAc +3A,)

Y (3.6)

where

n’ = the number of formula units! within the unit cell
2 Ac = the sum of the atomic weights of all cations in the formula unit
2 A, = the sum of the atomic weights of all anions in the formula unit
V¢ = the unit cell volume

N = Avogadro’s number, 6.023 X 102 formula units/mol

ExampLE ProBLEM 3.6

On the basis of crystal structure, compute the theoretical density for sodium
chloride. How does this compare with its measured density?

SoLuTiON
The density may be determined using Equation 3.6, where n’, the number of

NaCl units per unit cell, is 4 because both sodium and chloride ions form FCC
lattices. Furthermore,

SAc = Ana = 22.99 g/mol

SAA = Ac = 35.45 g/mol

Since the unit cell is cubic, Vc = a3, a being the unit cell edge length. For the
face of the cubic unit cell shown below,

a= 2rNa+ + 2rc|’
rnat and re- being the sodium and chlorine ionic radii, given in Table 3.4 as

0.102 and 0.181 nm, respectively.
Thus,

Ve = a’ = (2rya+ + 2rer)?

1By “formula unit” we mean all the ions that are included in the chemical formula unit.
For example, for BaTiOs, a formula unit consists of one barium ion, a titanium ion, and
three oxygen ions.
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’eZ(er + rcl*)ﬂ

Q Na* cl-

And finally,
_ N'(Ana + Aci)
P (2rnat + 2re)*Na

_ 4(22.99 + 35.45)
[2(0.102 X 1077) + 2(0.181 X 10-7)]3(6.023 X 10%)

=2.14g/cm?®

This compares very favorably with the experimental value of 2.16 g/cm?®.

3.8 SirLicaTe CERAMICS

Silicates are materials composed primarily of silicon and oxygen, the two most
abundant elements in the earth’s crust; consequently, the bulk of soils, rocks, clays,
and sand come under the silicate classification. Rather than characterizing the crystal
structures of these materials in terms of unit cells, it is more convenient to use
various arrangements of an SiO%~ tetrahedron (Figure 3.10). Each atom of silicon
is bonded to four oxygen atoms, which are situated at the corners of the tetrahedron;
the silicon atom is positioned at the center. Since this is the basic unit of the silicates,
it is often treated as a negatively charged entity.

Often the silicates are not considered to be ionic because there is a significant
covalent character to the interatomic Si—-O bonds (Table 3.2), which bonds are
directional and relatively strong. Regardless of the character of the Si-O bond,
there is a —4 charge associated with every SiO}~ tetrahedron, since each of the
four oxygen atoms requires an extra electron to achieve a stable electronic structure.
Various silicate structures arise from the different ways in which the SiO%~ units
can be combined into one-, two-, and three-dimensional arrangements.
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Ficure 3.10 A —

silicon—oxygen (SiO%")
tetrahedron.

3.9 CARBON

SILICA

Chemically, the most simple silicate material is silicon dioxide, or silica (SiO,).
Structurally, it is a three-dimensional network that is generated when every corner
oxygen atom in each tetrahedron is shared by adjacent tetrahedra. Thus, the material
is electrically neutral and all atoms have stable electronic structures. Under these
circumstances the ratio of Si to O atomsiis 1: 2, as indicated by the chemical formula.

If these tetrahedra are arrayed in a regular and ordered manner, a crystalline
structure is formed. There are three primary polymorphic crystalline forms of
silica: quartz, cristobalite (Figure 3.11), and tridymite. Their structures are relatively
complicated, and comparatively open; that is, the atoms are not closely packed
together. As a consequence, these crystalline silicas have relatively low densities;
for example, at room temperature quartz has a density of only 2.65 g/cm®. The
strength of the Si—O interatomic bonds is reflected in a relatively high melting
temperature, 1710°C (3110°F).

Silica can also be made to exist as a noncrystalline solid or glass; its structure
is discussed in Section 3.20.

THE SILICATES (CD-ROM)

Carbon is an element that exists in various polymorphic forms, as well as in the
amorphous state. This group of materials does not really fall within any one of the
traditional metal, ceramic, polymer classification schemes. However, it has been
decided to discuss these materials in this chapter since graphite, one of the polymor-
phic forms, is sometimes classified as a ceramic. This treatment focuses on the

Ficure 3.11 The arrangement of silicon and oxygen
atoms in a unit cell of cristobalite, a polymorph of
SiO;.
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Ficure 3.16 A unit cell for the diamond cubic crystal
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structures of graphite and diamond {and the new fullerenes.} The characteristics
and current and potential uses of these materials are discussed in Section 13.11.

DIAMOND

Diamond is a metastable carbon polymorph at room temperature and atmospheric
pressure. Its crystal structure is a variant of the zinc blende, in which carbon atoms
occupy all positions (both Zn and S), as indicated in the unit cell shown in Figure
3.16. Thus, each carbon bonds to four other carbons, and these bonds are totally
covalent. This is appropriately called the diamond cubic crystal structure, which is
also found for other Group IVA elements in the periodic table [e.g., germanium,
silicon, and gray tin, below 13°C (55°F)].

GRAPHITE

Graphite has a crystal structure (Figure 3.17) distinctly different from that of dia-
mond and is also more stable than diamond at ambient temperature and pressure.
The graphite structure is composed of layers of hexagonally arranged carbon atoms;
within the layers, each carbon atom is bonded to three coplanar neighbor atoms
by strong covalent bonds. The fourth bonding electron participates in a weak van
der Waals type of bond between the layers.

FULLERENES (CD-ROM)

Ficure 3.17 The structure of graphite.
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3.10 PoLYMORPHISM AND ALLOTROPY

Some metals, as well as nonmetals, may have more than one crystal structure, a
phenomenon known as polymorphism. When found in elemental solids, the condi-
tion is often termed allotropy. The prevailing crystal structure depends on both the
temperature and the external pressure. One familiar example is found in carbon
as discussed in the previous section: graphite is the stable polymorph at ambient
conditions, whereas diamond is formed at extremely high pressures. Also, pure iron
has a BCC crystal structure at room temperature, which changes to FCC iron at
912°C (1674°F). Most often a modification of the density and other physical proper-
ties accompanies a polymorphic transformation.

3.11 CRYSTAL SYSTEMS

Since there are many different possible crystal structures, it is sometimes convenient
to divide them into groups according to unit cell configurations and/or atomic
arrangements. One such scheme is based on the unit cell geometry, that is, the
shape of the appropriate unit cell parallelepiped without regard to the atomic
positions in the cell. Within this framework, an x, y, z coordinate system is established
with its origin at one of the unit cell corners; each of the x, y, and z axes coincides
with one of the three parallelepiped edges that extend from this corner, as illustrated
in Figure 3.19. The unit cell geometry is completely defined in terms of six parame-
ters: the three edge lengths a, b, and c, and the three interaxial angles «, 8, and y.
These are indicated in Figure 3.19, and are sometimes termed the lattice parameters
of a crystal structure.

On this basis there are found crystals having seven different possible combina-
tions of a, b, and ¢, and «, B, and v, each of which represents a distinct
crystal system. These seven crystal systems are cubic, tetragonal, hexagonal,
orthorhombic, rhombohedral, monoclinic, and triclinic. The lattice parameter
relationships and unit cell sketches for each are represented in Table 3.6. The
cubic system, for which a = b = c and « = B = v = 90° has the greatest
degree of symmetry. Least symmetry is displayed by the triclinic system, since
a#b#cand a# B # v.

From the discussion of metallic crystal structures, it should be apparent that
both FCC and BCC structures belong to the cubic crystal system, whereas HCP
falls within hexagonal. The conventional hexagonal unit cell really consists of three
parallelepipeds situated as shown in Table 3.6.

Ficure 3.19 A unit cell with x, y, and z coordinate axes,
showing axial lengths (a, b, and c) and interaxial angles («,
B, and ).
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Table 3.6 Lattice Parameter Relationships and Figures Showing
Unit Cell Geometries for the Seven Crystal Systems

Axial
Crystal System Relationships Interaxial Angles Unit Cell Geometry
Cubic a=b=c a=pB=vy=90°
2la
a
AN
+ “V/T
| [
| [
Hexagonal a=b#c a=B=90°y = 120° ‘TR !
it
sy
Tetragonal a=b#c a=B=vy=090° c
a
a
X
Rhombohedral a=b=c a=B=vy#90° ’ “
La [~
Orthorhombic a#b#c a=pB=vy=090° c
a
b
Monoclinic a#b#c a=7vy=90"#p8

Triclinic a#b#c a# B #y#90°
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CRYSTALLOGRAPHIC DIRECTIONS
AND PLANES

When dealing with crystalline materials, it often becomes necessary to specify some
particular crystallographic plane of atoms or a crystallographic direction. Labeling
conventions have been established in which three integers or indices are used to
designate directions and planes. The basis for determining index values is the unit
cell, with a coordinate system consisting of three (X, y, and z) axes situated at one
of the corners and coinciding with the unit cell edges, as shown in Figure 3.19. For
some crystal systems—namely, hexagonal, rhombohedral, monoclinic, and tri-
clinic—the three axes are not mutually perpendicular, as in the familiar Cartesian
coordinate scheme.

3.12 CRYSTALLOGRAPHIC DIRECTIONS

“ A crystallographic direction is defined as a line between two points, or a vec-
tor. The following steps are utilized in the determination of the three directional
indices:

1. A vector of convenient length is positioned such that it passes through
the origin of the coordinate system. Any vector may be translated
throughout the crystal lattice without alteration, if parallelism is main-
tained.

2. The length of the vector projection on each of the three axes is de-
termined; these are measured in terms of the unit cell dimensions a, b,
and c.

3. These three numbers are multiplied or divided by a common factor to
reduce them to the smallest integer values.

4. The three indices, not separated by commas, are enclosed in square
brackets, thus: [uvw]. The u, v, and w integers correspond to the reduced
projections along the x, y, and z axes, respectively.

For each of the three axes, there will exist both positive and negative coordi-
nates. Thus negative indices are also possible, which are represented by a bar over
the appropriate index. For example, the [111] direction would have a component
in the —y direction. Also, changing the signs of all indices produces an antiparallel

Ficure 3.20 The [100], [110], and [111] directions within a
unit cell.
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direction; that is, [111] is directly opposite to [111]. If more than one direction or
plane is to be specified for a particular crystal structure, it is imperative for the
maintaining of consistency that a positive—negative convention, once established,
not be changed.

The [100], [110], and [111] directions are common ones; they are drawn in the
unit cell shown in Figure 3.20.

ExampLE ProBLEM 3.7

Determine the indices for the direction shown in the accompanying figure.

Projection on

x axis (a/2
(@/2) Projection on

y axis (b)

SoLuTionNn

The vector, as drawn, passes through the origin of the coordinate system, and
therefore no translation is necessary. Projections of this vector onto the X, vy,
and z axes are, respectively, a/2, b, and Oc, which become 3, 1, and 0 in terms
of the unit cell parameters (i.e., when the a, b, and c are dropped). Reduction
of these numbers to the lowest set of integers is accompanied by multiplication
of each by the factor 2. This yields the integers 1, 2, and 0, which are then
enclosed in brackets as [120].
This procedure may be summarized as follows:

X y z
Projections al2 b Oc
Projections (in terms of a, b, and c) 3 1 0
Reduction 1 2 0
Enclosure [120]

ExampLE ProBLEM 3.8

Draw a [110] direction within a cubic unit cell.

SoLuTion

First construct an appropriate unit cell and coordinate axes system. In the
accompanying figure the unit cell is cubic, and the origin of the coordinate
system, point O, is located at one of the cube corners.




3.12 Crystallographic Directions o 53

(e} J-
+y

[110] Di:actiy "
pL==——-- = a

This problem is solved by reversing the procedure of the preceding example.
For this [110] direction, the projections along the x, y, z axes are a, —a, and
0Oa, respectively. This direction is defined by a vector passing from the origin
to point P, which is located by first moving along the x axis a units, and from
this position, parallel to the y axis —a units, as indicated in the figure. There
is no z component to the vector, since the z projection is zero.

For some crystal structures, several nonparallel directions with different indices
are actually equivalent; this means that the spacing of atoms along each direction
is the same. For example, in cubic crystals, all the directions represented by the
following indices are equivalent: [100], [100], [010], [010], [001], and [001]. As a
convenience, equivalent directions are grouped together into a family, which are
enclosed in angle brackets, thus: (100). Furthermore, directions in cubic crystals
having the same indices without regard to order or sign, for example, [123] and
[213], are equivalent. This is, in general, not true for other crystal systems. For
example, for crystals of tetragonal symmetry, [100] and [010] directions are equiva-
lent, whereas [100] and [001] are not.

HEXAGONAL CRYSTALS

A problem arises for crystals having hexagonal symmetry in that some crystallo-
graphic equivalent directions will not have the same set of indices. This is circum-
vented by utilizing a four-axis, or Miller—Bravais, coordinate system as shown in
Figure 3.21. The three a;, a,, and a; axes are all contained within a single plane

z Ficure 3.21 Coordinate axis system for a hexagonal unit cell
(Miller-Bravais scheme).
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Ficure 3.22 For the
hexagonal crystal system,

(a) [0001], [1100], and [1120]
directions, and (b) the (0001),
(1011), and (1010) planes.

z
!

[0001]

[1100]
(a) (b)

(called the basal plane), and at 120° angles to one another. The z axis is perpendicular
to this basal plane. Directional indices, which are obtained as described above, will
be denoted by four indices, as [uvtw]; by convention, the first three indices pertain
to projections along the respective a;, a,, and az; axes in the basal plane.
Conversion from the three-index system to the four-index system,

[u'v'w'] — [uviw]

is accomplished by the following formulas:

u =g(2u’ —v) (3.72)
n

v=§(2v’ —-u’) (3.7b)

t=—(Uu-+v) (3.7¢)

w=nw’ (3.7d)

where primed indices are associated with the three-index scheme and unprimed,
with the new Miller—Bravais four-index system; n is a factor that may be required
to reduce u, v, t, and w to the smallest integers. For example, using this conversion,
the [010] direction becomes [1210]. Several different directions are indicated in the
hexagonal unit cell (Figure 3.22a).

3.13 CRYSTALLOGRAPHIC PLANES

The orientations of planes for a crystal structure are represented in a similar manner.
Again, the unit cell is the basis, with the three-axis coordinate system as represented
in Figure 3.19. In all but the hexagonal crystal system, crystallographic planes are
specified by three Miller indices as (hkl). Any two planes parallel to each other
are equivalent and have identical indices. The procedure employed in determination
of the h, k, and | index numbers is as follows:

1. If the plane passes through the selected origin, either another parallel
plane must be constructed within the unit cell by an appropriate transla-
tion, or a new origin must be established at the corner of another unit cell.

2. At this point the crystallographic plane either intersects or parallels each
of the three axes; the length of the planar intercept for each axis is
determined in terms of the lattice parameters a, b, and c.
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z (001) Plane referenced to
the origin at point O

(110) Plane referenced to the
z - .
¢ origin at point O

Other equivalent
(001) planes

/ Other equivalent
(110) planes

@ (b)

(111) Plane referenced to
the origin at point O

Other equivalent/ .
(111) planes Ficure 3.23 Representations of a
X series each of (a) (001), (b) (110),
(c) and (c) (111) crystallographic planes.

3. The reciprocals of these numbers are taken. A plane that parallels an
axis may be considered to have an infinite intercept, and, therefore, a
zero index.

4. If necessary, these three numbers are changed to the set of smallest
integers by multiplication or division by a common factor.?

5. Finally, the integer indices, not separated by commas, are enclosed within
parentheses, thus: (hkl).

An intercept on the negative side of the origin is indicated by a bar or minus
sign positioned over the appropriate index. Furthermore, reversing the directions
of all indices specifies another plane parallel to, on the opposite side of and equidis-
tant from, the origin. Several low-index planes are represented in Figure 3.23.

One interesting and unique characteristic of cubic crystals is that planes and
directions having the same indices are perpendicular to one another; however, for
other crystal systems there are no simple geometrical relationships between planes
and directions having the same indices.

2 On occasion, index reduction is not carried out {(e.g., for x-ray diffraction studies that are
described in Section 3.19);} for example, (002) is not reduced to (001). In addition, for ceramic
materials, the ionic arrangement for a reduced-index plane may be different from that for
a nonreduced one.
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ExampLE ProBLEM 3.9

Determine the Miller indices for the plane shown in the accompanying
sketch (a).

SoLuTion

Since the plane passes through the selected origin O, a new origin must be
chosen at the corner of an adjacent unit cell, taken as O’ and shown in sketch
(b). This plane is parallel to the x axis, and the intercept may be taken as o« a.
The y and z axes intersections, referenced to the new origin O’, are —b and
c/2, respectively. Thus, in terms of the lattice parameters a, b, and c, these
intersections are e, —1, and 3. The reciprocals of these numbers are 0, —1, and
2; and since all are integers, no further reduction is necessary. Finally, enclosure
in parentheses yields (012).
These steps are briefly summarized below:

X y z
Intercepts ®a -b c/2
Intercepts (in terms of lattice parameters) o0 -1 3
Reciprocals 0 -1 2
Reductions (unnecessary)

Enclosure (012)

ExampLE ProBLEM 3.10

Construct a (011) plane within a cubic unit cell.

SoLuTion

To solve this problem, carry out the procedure used in the preceding example
in reverse order. To begin, the indices are removed from the parentheses, and
reciprocals are taken, which yields «, —1, and 1. This means that the particular
plane parallels the x axis while intersecting the y and z axes at —b and c,
respectively, as indicated in the accompanying sketch (a). This plane has been
drawn in sketch (b). A plane is indicated by lines representing its intersections
with the planes that constitute the faces of the unit cell or their extensions. For
example, in this figure, line ef is the intersection between the (011) plane and



3.13 Crystallographic Planes ¢ 57

(011) Plane

Point of intersection l
along y axis / h /
L(— b*#
X

(€Y (b)

the top face of the unit cell; also, line gh represents the intersection between
this same (011) plane and the plane of the bottom unit cell face extended.
Similarly, lines eg and fh are the intersections between (011) and back and
front cell faces, respectively.

ATOMIC ARRANGEMENTS

The atomic arrangement for a crystallographic plane, which is often of interest,
depends on the crystal structure. The (110) atomic planes for FCC and BCC crystal
structures are represented in Figures 3.24 and 3.25; reduced-sphere unit cells are
also included. Note that the atomic packing is different for each case. The circles
represent atoms lying in the crystallographic planes as would be obtained from a
slice taken through the centers of the full-sized hard spheres.

A “family” of planes contains all those planes that are crystallographically
equivalent—that is, having the same atomic packing; and a family is designated by
indices that are enclosed in braces—e.g., {100}. For example, in cubic crystals the
(111), (111), (111), (111), (111), (111), (111), and (111) planes all belong to the
{111} family. On the other hand, for tetragonal crystal structures, the {100} family
would contain only the (100), (100), (010), and (010) since the (001) and (001)
planes are not crystallographically equivalent. Also, in the cubic system only, planes
having the same indices, irrespective of order and sign, are equivalent. For example,
both (123) and (312) belong to the {123} family.

HEXAGONAL CRYSTALS

For crystals having hexagonal symmetry, it is desirable that equivalent planes have
the same indices; as with directions, this is accomplished by the Miller—Bravais

Ficure 3.24 (a) Reduced-
sphere FCC unit cell with
(110) plane. (b) Atomic
packing of an FCC (110)
plane. Corresponding
atom positions from (a)
are indicated.
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Ficure 3.25 (a)
Reduced-sphere
BCC unit cell with
(110) plane. (b)
Atomic packing of a
BCC (110) plane.
Corresponding atom
positions from (a)
are indicated.

system shown in Figure 3.21. This convention leads to the four-index (hkil) scheme,
which is favored in most instances, since it more clearly identifies the orientation
of a plane in a hexagonal crystal. There is some redundancy in that i is determined
by the sum of h and k through

i = —(h + k) (3.8)

Otherwise the three h, k, and | indices are identical for both indexing systems.
Figure 3.22b presents several of the common planes that are found for crystals
having hexagonal symmetry.

3.14 LINEAR AND PLANAR ATOMIC DENSITIES
(CD-ROM)

3.15 CLose-PaAckep CRYSTAL STRUCTURES

METALS

It may be remembered from the discussion on metallic crystal structures (Section
3.4) that both face-centered cubic and hexagonal close-packed crystal structures
have atomic packing factors of 0.74, which is the most efficient packing of equal-
sized spheres or atoms. In addition to unit cell representations, these two crystal
structures may be described in terms of close-packed planes of atoms (i.e., planes
having a maximum atom or sphere-packing density); a portion of one such plane
is illustrated in Figure 3.27a. Both crystal structures may be generated by the
stacking of these close-packed planes on top of one another; the difference between
the two structures lies in the stacking sequence.

Let the centers of all the atoms in one close-packed plane be labeled A. Associ-
ated with this plane are two sets of equivalent triangular depressions formed by
three adjacent atoms, into which the next close-packed plane of atoms may rest.
Those having the triangle vertex pointing up are arbitrarily designated as B positions,
while the remaining depressions are those with the down vertices, which are marked
C in Figure 3.27a.

A second close-packed plane may be positioned with the centers of its atoms
over either B or C sites; at this point both are equivalent. Suppose that the B
positions are arbitrarily chosen; the stacking sequence is termed AB, which is
illustrated in Figure 3.27b. The real distinction between FCC and HCP lies in where
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Ficure 3.27 (a) A portion
of a close-packed plane of
atoms; A, B, and C
positions are indicated.

(b) The AB stacking
sequence for close-packed
atomic planes. (Adapted
from W. G. Moffatt, G. W.
Pearsall, and J. Wulff, The
Structure and Properties of
Materials, VVol. |, Structure,
p. 50. Copyright O 1964 by
John Wiley & Sons, New
York. Reprinted by
permission of John Wiley &
Sons, Inc.)

the third close-packed layer is positioned. For HCP, the centers of this layer are
aligned directly above the original A positions. This stacking sequence, ABABAB

., is repeated over and over. Of course, the ACACAC . . . arrangement would
be equivalent. These close-packed planes for HCP are (0001)-type planes, and the
correspondence between this and the unit cell representation is shown in Figure 3.28.

For the face-centered crystal structure, the centers of the third plane are situated
over the C sites of the first plane (Figure 3.29a). This yields an ABCABCABC . . .
stacking sequence; that is, the atomic alignment repeats every third plane. It is
more difficult to correlate the stacking of close-packed planes to the FCC unit cell.
However, this relationship is demonstrated in Figure 3.29b; these planes are of the
(111) type. The significance of these FCC and HCP close-packed planes will become
apparent in Chapter 8.

Ficure 3.28 Close-packed plane stacking
sequence for hexagonal close-packed.
(Adapted from W. G. Moffatt, G. W. Pearsall,

A4 and J. Wulff, The Structure and Properties of
Materials, Vol. I, Structure, p. 51. Copyright O
1964 by John Wiley & Sons, New York.
Reprinted by permission of John Wiley &

4 Sons, Inc.)
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fixl B
Ficure 3.29 (a) Close-packed stacking sequence for face-centered cubic. (b) A
corner has been removed to show the relation between the stacking of close-
packed planes of atoms and the FCC crystal structure; the heavy triangle outlines
a (111) plane. (Figure (b) from W. G. Moffatt, G. W. Pearsall, and J. Wulff, The
Structure and Properties of Materials, VVol. I, Structure, p. 51. Copyright O 1964 by
John Wiley & Sons, New York. Reprinted by permission of John Wiley & Sons,
Inc.)

CERAMICS

A number of ceramic crystal structures may also be considered in terms of close-
packed planes of ions (as opposed to atoms for metals), as well as unit cells.
Ordinarily, the close-packed planes are composed of the large anions. As these
planes are stacked atop each other, small interstitial sites are created between them
in which the cations may reside.

These interstitial positions exist in two different types, as illustrated in Figure
3.30. Four atoms (three in one plane, and a single one in the adjacent plane)
surround one type, labeled T in the figure; this is termed a tetrahedral position,
since straight lines drawn from the centers of the surrounding spheres form a four-
sided tetrahedron. The other site type, denoted as O in Figure 3.30, involves six
ion spheres, three in each of the two planes. Because an octahedron is produced
by joining these six sphere centers, this site is called an octahedral position. Thus,
the coordination numbers for cations filling tetrahedral and octahedral positions
are 4 and 6, respectively. Furthermore, for each of these anion spheres, one octahe-
dral and two tetrahedral positions will exist.

Ceramic crystal structures of this type depend on two factors: (1) the stacking
of the close-packed anion layers (both FCC and HCP arrangements are possible,
which correspond to ABCABC . . . and ABABAB . . . sequences, respectively),
and (2) the manner in which the interstitial sites are filled with cations. For example,
consider the rock salt crystal structure discussed above. The unit cell has cubic
symmetry, and each cation (Na* ion) has six CI~ ion nearest neighbors, as may be
verified from Figure 3.5. That is, the Na* ion at the center has as nearest neighbors
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Ficure 3.30 The stacking of one plane of close-packed spheres (anions) on top
of another; tetrahedral and octahedral positions between the planes are
designated by T and O, respectively. (From W. G. Moffatt, G. W. Pearsall, and
J. Wulff, The Structure and Properties of Materials, VVol. 1, Structure. Copyright
00 1964 by John Wiley & Sons, New York. Reprinted by permission of John
Wiley & Sons, Inc.)

the six CI~ ions that reside at the centers of each of the cube faces. The crystal
structure, having cubic symmetry, may be considered in terms of an FCC array of
close-packed planes of anions, and all planes are of the {111} type. The cations
reside in octahedral positions because they have as nearest neighbors six anions.
Furthermore, all octahedral positions are filled, since there is a single octahedral
site per anion, and the ratio of anions to cations is 1:1. For this crystal structure,
the relationship between the unit cell and close-packed anion plane stacking schemes
is illustrated in Figure 3.31.

Other, but not all, ceramic crystal structures may be treated in a similar manner;
included are the zinc blende and perovskite structures. The spinel structure is one
of the A,BnX, types, which is found for magnesium aluminate or spinel (MgAl,Oy,).
With this structure, the O% ions form an FCC lattice, whereas Mg?* ions fill tetrahe-
dral sites and AI®* reside in octahedral positions. Magnetic ceramics, or ferrites,
have a crystal structure that is a slight variant of this spinel structure; and the
magnetic characteristics are affected by the occupancy of tetrahedral and octahedral
positions {(see Section 18.5).}

Ficure 3.31 A section of the rock salt
crystal structure from which a corner has
been removed. The exposed plane of anions
(light spheres inside the triangle) is a {111}-
type plane; the cations (dark spheres)
occupy the interstitial octahedral positions.
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CRYSTALLINE AND NONCRYSTALLINE

MATERIALS

3.16 SINGLE CRYSTALS

For a crystalline solid, when the periodic and repeated arrangement of atoms is
perfect or extends throughout the entirety of the specimen without interruption,
the result is a single crystal. All unit cells interlock in the same way and have the
same orientation. Single crystals exist in nature, but they may also be produced
artificially. They are ordinarily difficult to grow, because the environment must be
carefully controlled.

If the extremities of a single crystal are permitted to grow without any external
constraint, the crystal will assume a regular geometric shape having flat faces, as
with some of the gem stones; the shape is indicative of the crystal structure. A
photograph of several single crystals is shown in Figure 3.32. Within the past few
years, single crystals have become extremely important in many of our modern
technologies, in particular electronic microcircuits, which employ single crystals of
silicon and other semiconductors.

3.17 PoOLYCRYSTALLINE MATERIALS

Most crystalline solids are composed of a collection of many small crystals or grains;
such materials are termed polycrystalline. Various stages in the solidification of a
polycrystalline specimen are represented schematically in Figure 3.33. Initially, small
crystals or nuclei form at various positions. These have random crystallographic
orientations, as indicated by the square grids. The small grains grow by the successive
addition from the surrounding liquid of atoms to the structure of each. The extremi-
ties of adjacent grains impinge on one another as the solidification process ap-
proaches completion. As indicated in Figure 3.33, the crystallographic orientation
varies from grain to grain. Also, there exists some atomic mismatch within the
region where two grains meet; this area, called a grain boundary, is discussed in
more detail in Section 5.8.

Ficure 3.32 Photograph showing several single
crystals of fluorite, CaF,. (Smithsonian Institution
photograph number 38181P.)
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(@ (b)

(© (d)
Ficure 3.33 Schematic diagrams of the various stages in the solidification of a
polycrystalline material; the square grids depict unit cells. (a) Small crystallite
nuclei. (b) Growth of the crystallites; the obstruction of some grains that are
adjacent to one another is also shown. (c) Upon completion of solidification, grains
having irregular shapes have formed. (d) The grain structure as it would appear
under the microscope; dark lines are the grain boundaries. (Adapted from W.
Rosenhain, An Introduction to the Study of Physical Metallurgy, 2nd edition,
Constable & Company Ltd., London, 1915.)

3.18 ANISOTROPY

The physical properties of single crystals of some substances depend on the crystallo-
graphic direction in which measurements are taken. For example, the elastic modu-
lus, the electrical conductivity, and the index of refraction may have different
values in the [100] and [111] directions. This directionality of properties is termed
anisotropy, and it is associated with the variance of atomic or ionic spacing with
crystallographic direction. Substances in which measured properties are indepen-
dent of the direction of measurement are isotropic. The extent and magnitude of
anisotropic effects in crystalline materials are functions of the symmetry of the
crystal structure; the degree of anisotropy increases with decreasing structural sym-
metry—triclinic structures normally are highly anisotropic. The modulus of elasticity
values at [100], [110], and [111] orientations for several materials are presented in
Table 3.7.

For many polycrystalline materials, the crystallographic orientations of the
individual grains are totally random. Under these circumstances, even though each
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Table 3.7 Modulus of Elasticity Values for
Several Metals at Various Crystallographic
Orientations

Modulus of Elasticity (GPa)

Metal [100] [110] [111]
Aluminum 63.7 72.6 76.1
Copper 66.7 130.3 191.1
Iron 125.0 210.5 272.7
Tungsten 384.6 384.6 384.6

Source: R. W. Hertzberg, Deformation and Fracture
Mechanics of Engineering Materials, 3rd edition. Copy-
right 0 1989 by John Wiley & Sons, New York. Re-
printed by permission of John Wiley & Sons, Inc.

grain may be anisotropic, a specimen composed of the grain aggregate behaves
isotropically. Also, the magnitude of a measured property represents some average
of the directional values. Sometimes the grains in polycrystalline materials have a
preferential crystallographic orientation, in which case the material is said to have
a ‘“‘texture.”

3.19 X-RAy DiFFrACTION: DETERMINATION OF

CrYsTAL STRUCTURES (CD-ROM)

3.20 NONCRYSTALLINE SoLIDsS

It has been mentioned that noncrystalline solids lack a systematic and regular
arrangement of atoms over relatively large atomic distances. Sometimes such materi-
als are also called amorphous (meaning literally without form), or supercooled
liquids, inasmuch as their atomic structure resembles that of a liquid.

An amorphous condition may be illustrated by comparison of the crystalline
and noncrystalline structures of the ceramic compound silicon dioxide (SiO,), which
may exist in both states. Figures 3.38a and 3.38b present two-dimensional schematic
diagrams for both structures of SiO,, in which the SiO}- tetrahedron is the basic
unit (Figure 3.10). Even though each silicon ion bonds to four oxygen ions for both
states, beyond this, the structure is much more disordered and irregular for the
noncrystalline structure.

Whether a crystalline or amorphous solid forms depends on the ease with which
a random atomic structure in the liquid can transform to an ordered state during
solidification. Amorphous materials, therefore, are characterized by atomic or mo-
lecular structures that are relatively complex and become ordered only with some
difficulty. Furthermore, rapidly cooling through the freezing temperature favors
the formation of a noncrystalline solid, since little time is allowed for the order-
ing process.

Metals normally form crystalline solids; but some ceramic materials are crystal-
line, whereas others (i.e., the silica glasses) are amorphous. Polymers may be com-
pletely noncrystalline and semicrystalline consisting of varying degrees of crystallin-
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© Oxygen atom

(@) (b)

Ficure 3.38 Two-dimensional schemes of the structure of (a) crystalline silicon
dioxide and (b) noncrystalline silicon dioxide.

ity. More about the structure and properties of these amorphous materials is
discussed below and in subsequent chapters.

SILICA GLASSES

Silicon dioxide (or silica, SiO,) in the noncrystalline state is called fused silica, or
vitreous silica; again, a schematic representation of its structure is shown in Figure
3.38b. Other oxides (e.g., B,O; and GeO,) may also form glassy structures (and
polyhedral oxide structures {similar to those shown in Figure 3.12}); these materials,
as well as SiO,, are network formers.

Ficure 3.39 Schematic representation of
ion positions in a sodium-silicate glass.
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The common inorganic glasses that are used for containers, windows, and so
on are silica glasses to which have been added other oxides such as CaO and
Na,O. These oxides do not form polyhedral networks. Rather, their cations are
incorporated within and modify the SiO3~ network; for this reason, these oxide
additives are termed network modifiers. For example, Figure 3.39 is a schematic
representation of the structure of a sodium-silicate glass. Still other oxides, such
as TiO, and Al,O3, while not network formers, substitute for silicon and become
part of and stabilize the network; these are called intermediates. From a practical
perspective, the addition of these modifiers and intermediates lowers the melting
point and viscosity of a glass, and makes it easier to form at lower temperatures
{(Section 14.7).}

SUMMARY

Atoms in crystalline solids are positioned in an orderly and repeated pattern that
is in contrast to the random and disordered atomic distribution found in noncrystal-
line or amorphous materials. Atoms may be represented as solid spheres, and, for
crystalline solids, crystal structure is just the spatial arrangement of these spheres.
The various crystal structures are specified in terms of parallelepiped unit cells,
which are characterized by geometry and atom positions within.

Most common metals exist in at least one of three relatively simple crystal
structures: face-centered cubic (FCC), body-centered cubic (BCC), and hexagonal
close-packed (HCP). Two features of a crystal structure are coordination number
(or number of nearest-neighbor atoms) and atomic packing factor (the fraction of
solid sphere volume in the unit cell). Coordination number and atomic packing
factor are the same for both FCC and HCP crystal structures.

For ceramics both crystalline and noncrystalline states are possible. The crystal
structures of those materials for which the atomic bonding is predominantly ionic
are determined by the charge magnitude and the radius of each kind of ion. Some
of the simpler crystal structures are described in terms of unit cells; several of these
were discussed (rock salt, cesium chloride, zinc blende, diamond cubic, graphite,
fluorite, perovskite, and spinel structures).

Theoretical densities of metallic and crystalline ceramic materials may be com-
puted from unit cell and atomic weight data.

Generation of face-centered cubic and hexagonal close-packed crystal structures
is possible by the stacking of close-packed planes of atoms. For some ceramic crystal
structures, cations fit into interstitial positions that exist between two adjacent close-
packed planes of anions.

For the silicates, structure is more conveniently represented by means of inter-
connecting SiO%~ tetrahedra. Relatively complex structures may result when other
cations (e.g., Ca?", Mg?*, AI**) and anions (e.g., OH") are added. The structures
of silica (SiO,), silica glass, {and several of the simple and layered silicates} were pre-
sented.

Structures for the various forms of carbon—diamond, graphite, {and the fuller-
enes}—were also discussed.

Crystallographic planes and directions are specified in terms of an indexing
scheme. The basis for the determination of each index is a coordinate axis system
defined by the unit cell for the particular crystal structure. Directional indices are
computed in terms of vector projections on each of the coordinate axes, whereas
planar indices are determined from the reciprocals of axial intercepts. For hexagonal
unit cells, a four-index scheme for both directions and planes is found to be
more convenient.
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{Crystallographic directional and planar equivalencies are related to atomic
linear and planar densities, respectively.} The atomic packing (i.e., planar density)
of spheres in a crystallographic plane depends on the indices of the plane as well
as the crystal structure. For a given crystal structure, planes having identical atomic
packing yet different Miller indices belong to the same family.

Single crystals are materials in which the atomic order extends uninterrupted
over the entirety of the specimen; under some circumstances, they may have flat
faces and regular geometric shapes. The vast majority of crystalline solids, however,
are polycrystalline, being composed of many small crystals or grains having different
crystallographic orientations.

Other concepts introduced in this chapter were: crystal system (a classification
scheme for crystal structures on the basis of unit cell geometry); polymorphism (or
allotropy) (when a specific material can have more than one crystal structure); and
anisotropy (the directionality dependence of properties).

{X-ray diffractometry is used for crystal structure and interplanar spacing deter-
minations. A beam of x-rays directed on a crystalline material may experience
diffraction (constructive interference) as a result of its interaction with a series of
parallel atomic planes according to Bragg’s law. Interplanar spacing is a function
of the Miller indices and lattice parameter(s) as well as the crystal structure.}

TERMS AND CONCEPTS

Allotropy
Amorphous
Anion
Anisotropy

Atomic packing factor (APF)
Body-centered cubic (BCC)

Bragg’s law

Cation

Coordination number
Crystal structure

Crystal system Lattice parameters

Crystalline Miller indices
Diffraction Noncrystalline
Face-centered cubic (FCC) Octahedral position
Grain Polycrystalline

Grain boundary

Hexagonal close-packed (HCP)
Isotropic

Lattice

Polymorphism
Single crystal
Tetrahedral position
Unit cell
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Note: To solve those problems having an asterisk (*) by their numbers, consultation of supplementary
topics [appearing only on the CD-ROM (and not in print)] will probably be necessary.

3.1

3.2

3.3

3.4

3.5

3.6

3.7

3.8

What is the difference between atomic struc-
ture and crystal structure?

What is the difference between a crystal
structure and a crystal system?

If the atomic radius of aluminum is 0.143
nm, calculate the volume of its unit cell in
cubic meters.

Show for the body-centered cubic crystal
structure that the unit cell edge length a and
the atomic radius R are related through a =

4R/NV3.

For the HCP crystal structure, show that the
ideal c/a ratio is 1.633.

Show that the atomic packing factor for BCC
is 0.68.

Show that the atomic packing factor for HCP
is 0.74.

Iron has a BCC crystal structure, an atomic
radius of 0.124 nm, and an atomic weight
of 55.85 g/mol. Compute and compare its
density with the experimental value found
inside the front cover.

P

3.9

3.10

311

3.12

3.13

Calculate the radius of an iridium atom given
that Ir has an FCC crystal structure, a density
of 22.4 g/cm?®, and an atomic weight of 192.2
g/mol.

Calculate the radius of a vanadium atom,
given that V has a BCC crystal structure, a
density of 5.96 g/cm?, and an atomic weight
of 50.9 g/mol.

Some hypothetical metal has the simple cu-
bic crystal structure shown in Figure 3.40. If
its atomic weight is 70.4 g/mol and the atomic
radius is 0.126 nm, compute its density.

Zirconium has an HCP crystal structure and
a density of 6.51 g/cm?.

(a) What is the volume of its unit cell in
cubic meters?

(b) If the c/a ratio is 1.593, compute the
values of ¢ and a.

Using atomic weight, crystal structure, and
atomic radius data tabulated inside the front
cover, compute the theoretical densities of
lead, chromium, copper, and cobalt, and then

Ficure 3.40 Hard-sphere unit cell representation of the
simple cubic crystal structure.



3.14

3.15

3.16

3.17

3.18

3.19

3.20

compare these values with the measured
densities listed in this same table. The c/a
ratio for cobalt is 1.623.

Rhodium has an atomic radius of 0.1345 nm
(1.345 A) and a density of 12.41 g/cm3. De-
termine whether it has an FCC or BCC crys-
tal structure.

Below are listed the atomic weight, density,
and atomic radius for three hypothetical
alloys. For each determine whether its crystal
structure is FCC, BCC, or simple cubic and
then justify your determination. A simple
cubic unit cell is shown in Figure 3.40.

Atomic Atomic

Weight Density Radius
Alloy (g/mol) (g/cm?®) (nm)
A 77.4 8.22 0.125
B 107.6 13.42 0.133
C 127.3 9.23 0.142

The unit cell for tin has tetragonal symmetry,
with a and b lattice parameters of 0.583 and
0.318 nm, respectively. If its density, atomic
weight, and atomic radius are 7.30 g/cm?®,
118.69 g/mol, and 0.151 nm, respectively,
compute the atomic packing factor.

lodine has an orthorhombic unit cell for
which the a, b, and c lattice parameters are
0.479, 0.725, and 0.978 nm, respectively.

(a) If the atomic packing factor and atomic
radius are 0.547 and 0.177 nm, respectively,
determine the number of atoms in each
unit cell.

(b) The atomic weight of iodine is 126.91 g/
mol; compute its density.

Titanium has an HCP unit cell for which the
ratio of the lattice parameters c/a is 1.58. If
the radius of the Ti atom is 0.1445 nm, (a)
determine the unit cell volume, and (b) cal-
culate the density of Ti and compare it with
the literature value.

Zinc has an HCP crystal structure, a c/a ratio
of 1.856, and a density of 7.13 g/cm?. Calcu-
late the atomic radius for Zn.

Rhenium has an HCP crystal structure, an
atomic radius of 0.137 nm, and a c/a ratio of
1.615. Compute the volume of the unit cell
for Re.

3.21

3.22

3.23

3.24

3.25

3.26
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This is a unit cell for a hypothetical metal:

(a) To which crystal system does this unit
cell belong?

(b) What would this crystal structure be
called?

(c) Calculate the density of the material,
given that its atomic weight is 141 g/mol.

Using the Molecule Definition File (MDF)
on the CD-ROM that accompanies this
book, generate a three-dimensional unit cell
for the intermetallic compound AuCus given
the following: 1) the unit cell is cubic with
an edge length of 0.374 nm, 2) gold atoms
are situated at all cube corners, and 3) copper
atoms are positioned at the centers of all unit
cell faces.

Using the Molecule Definition File (MDF)
on the CD-ROM that accompanies this
book, generate a three-dimensional unit cell
for the intermetallic compound AuCu given
the following: 1) the unit cell is tetragonal
with a = 0.289 nm and ¢ = 0.367 nm (see
Table 3.6), 2) gold atoms are situated at all
unit cell corners, and 3) a copper atom is
positioned at the center of the unit cell.

Sketch a unit cell for the body-centered or-
thorhombic crystal structure.

For a ceramic compound, what are the two
characteristics of the component ions that
determine the crystal structure?

Show that the minimum cation-to-anion ra-
dius ratio for a coordination number of 4
is 0.225.
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Show that the minimum cation-to-anion ra-
dius ratio for a coordination number of 6 is
0.414. Hint: Use the NaCl crystal structure
(Figure 3.5), and assume that anions and cat-
ions are just touching along cube edges and
across face diagonals.

Demonstrate that the minimum cation-to-
anion radius ratio for a coordination number
of 8 is 0.732.

On the basis of ionic charge and ionic radii,
predict the crystal structures for the follow-
ing materials: (a) Csl, (b) NiO, (¢) KI, and
(d) NiS. Justify your selections.

Which of the cations in Table 3.4 would you
predict to form iodides having the cesium
chloride crystal structure? Justify your
choices.

Compute the atomic packing factor for the
cesium chloride crystal structure in which
rcer = 0.732.

Table 3.4 gives the ionic radii for K* and O?-
as 0.138 and 0.140 nm, respectively. What
would be the coordination number for each
O?% ion? Briefly describe the resulting crystal
structure for K,O. Explain why this is called
the antifluorite structure.

Using the Molecule Definition File (MDF)
on the CD-ROM that accompanies this
book, generate a three-dimensional unit cell
for lead oxide, PbO, given the following: (1)
the unit cell is tetragonal with a = 0.397
nm and ¢ = 0.502 nm, (2) oxygen ions are
situated at all cube corners, and, in addition,
at the centers of the two square faces, (3)
one oxygen ion is positioned on each of two
of the other opposing faces (rectangular) at
the 0.5a-0.237c¢ coordinate, and (4) for the
other two rectangular and opposing faces,
oxygen ions are located at the 0.5a-0.763c co-
ordinate.

Calculate the density of FeO, given that it
has the rock salt crystal structure.

Magnesium oxide has the rock salt crystal
structure and a density of 3.58 g/cm?®.

(a) Determine the unit cell edge length.

(b) How does this result compare with the
edge length as determined from the radii in
Table 3.4, assuming that the Mg?* and O?"
ions just touch each other along the edges?

3.36

3.37

3.38

3.39

3.40

341

3.42

3.43

3.44

Compute the theoretical density of diamond
given that the C—C distance and bond angle
are 0.154 nm and 109.5° respectively. How
does this value compare with the mea-
sured density?

Compute the theoretical density of ZnS
given that the Zn—S distance and bond
angle are 0.234 nm and 109.5°, respectively.
How does this value compare with the mea-
sured density?

Cadmium sulfide (CdS) has a cubic unit cell,
and from x-ray diffraction data it is known
that the cell edge length is 0.582 nm. If the
measured density is 4.82 g/cm®, how many
Cd?* and S?- ions are there per unit cell?

(a) Using the ionic radii in Table 3.4, com-
pute the density of CsCl. Hint: Use a modifi-
cation of the result of Problem 3.4.

(b) The measured density is 3.99 g/cm?®. How
do you explain the slight discrepancy be-
tween your calculated value and the mea-
sured one?

From the data in Table 3.4, compute the
density of CaF,, which has the fluorite
structure.

A hypothetical AX type of ceramic material
is known to have a density of 2.65 g/cm?® and
a unit cell of cubic symmetry with a cell edge
length of 0.43 nm. The atomic weights of the
A and X elements are 86.6 and 40.3 g/mol,
respectively. On the basis of this informa-
tion, which of the following crystal structures
is (are) possible for this material: rock salt,
cesium chloride, or zinc blende? Justify
your choice(s).

The unit cell for MgFe,O, (MgO-Fe,05) has
cubic symmetry with a unit cell edge length
of 0.836 nm. If the density of this material
is 4.52 g/lcm®, compute its atomic packing
factor. For this computation, you will need
to use ionic radii listed in Table 3.4.

The unit cell for Al,O; has hexagonal sym-
metry with lattice parameters a = 0.4759 nm
and ¢ = 1.2989 nm. If the density of this
material is 3.99 g/cm?, calculate its atomic
packing factor. For this computation use
ionic radii listed in Table 3.4.

Compute the atomic packing factor for the
diamond cubic crystal structure (Figure 3.16).
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3.47

3.48

3.49

3.50

Assume that bonding atoms touch one an-
other, that the angle between adjacent bonds
is 109.5° and that each atom internal to the
unit cell is positioned a/4 of the distance away
from the two nearest cell faces (a is the unit
cell edge length).

Compute the atomic packing factor for ce-
sium chloride using the ionic radii in Table
3.4 and assuming that the ions touch along
the cube diagonals.

In terms of bonding, explain why silicate ma-
terials have relatively low densities.

Determine the angle between covalent
bonds in an SiO%~ tetrahedron.

Draw an orthgrhombic unit cell, and within
that cell a [121] direction and a (210) plane.

Sketch a monoclinic unit cell, and within that
cell a [011] direction and a (002) plane.

Here are unit cells for two hypothetical
metals:

(a) What are the indices for the directions
indicated by the two vectors in sketch (a)?

+z

T Direction 1

Direction 2

(@)

(b) What are the indices for the two planes
drawn in sketch (b)?
+z

Plane 1
Plane 2

ﬁ

o
N
>
3

\
)

N
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3.51 Within a cubic unit cell, sketch the follow-
ing directions:

(@) [110];  (e) [111];
(b) [121]; (f) [122];
(c) [012]; (9) [123];
(d) [133]; (h) [103].

3.52 Determine the indices for the directions

shown in the following cubic unit cell:

NP
NP

e

+X

3.563 Determine the indices for the directions
m shown in the following cubic unit cell:

+z

WP

w|N

e

+X

3.54 For tetragonal crystals, cite the indices of

directions that are equivalent to each of the
following directions:

(a) [101];
(b) [110];
(c) [010].
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3.55 (@) Convert the [100] and [111] directions
into the four-index Miller—Bravais scheme
for hexagonal unit cells.

(b) Make the same conversion for the (010)
and (101) planes.

3.56 Determine the Miller indices for the planes

shown in the following unit cell:

+z

|

w|N

\Y
\
\
=
@

—————————— —ty

+X

3.57 Determine the Miller indices for the planes

shown in the following unit cell;

+z

I

|
|
l 1
| 2
]
|

P R ﬁ"'y
-
- /
1
2

+X
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3.58 Determine the Miller indices for the planes

m shown in the following unit cell:
+z

N[

—ty

e

+X

3.59 Sketch the (1101) and (1120) planes in a hex-
agonal unit cell.

3.60 Determine the indices for the planes shown

in the hexagonal unit cells shown below.

z




3.61

3.62

3.63

3.64

3.65

3.66

3.67

Sketch within a cubic unit cell the follow-
ing planes:

() (011); (e) (111);
(b) (112); (f) (122);
(c) (102); (9) (123);
(d) (131); (h) (013).

Sketch the atomic packing of (a) the (100)
plane for the FCC crystal structure, and (b)
the (111) plane for the BCC crystal structure
(similar to Figures 3.24b and 3.25b).

For each of the following crystal structures,
represent the indicated plane in the manner
of Figures 3.24 and 3.25, showing both anions
and cations: (a) (100) plane for the rock
salt crystal structure, (b) (110) plane for
the cesium chloride crystal structure,
(c) (111) plane for the zinc blende crystal
structure, and (d) (110) plane for the perov-
skite crystal structure.

Consider the reduced-sphere unit cell shown
in Problem 3.21, having an origin of the coor-
dinate system positioned at the atom labeled
with an O. For the following sets of planes,
determine which are equivalent:

(a) (100), (010), and (001).
(b) (110), (101), (011), and (110).
(c) (111), (111), (111), and (111).

Cite the indices of the direction that results
from the intersection of each of the following
pair of planes within a cubic crystal: (a)
(110) and (111) planes; (b) (110) and
(110) planes; and (c) (101) and (001) planes.

The zinc blende crystal structure is one that
may be generated from close-packed planes
of anions.

(a) Will the stacking sequence for this struc-
ture be FCC or HCP? Why?

(b) Will cations fill tetrahedral or octahedral
positions? Why?

(c) What fraction of the positions will be oc-
cupied?

The corundum crystal structure, found for
Al,O3, consists of an HCP arrangement of

3.68

3.69

3.70*

3.71*

3.72*

3.73*

3.74*

3.75
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02" ions; the AI** ions occupy octahedral po-
sitions.

(@) What fraction of the available octahe-
dral positions are filled with AI** ions?

(b) Sketch two close-packed O?  planes
stacked in an AB sequence, and note octahe-
dral positions that will be filled with the
AP ions.

Iron sulfide (FeS) may form a crystal struc-
ture that consists of an HCP arrangement of
S2- ions.

(a) Which type of interstitial site will the
Fe?* ions occupy?

(b) What fraction of these available intersti-
tial sites will be occupied by Fe?* ions?

Magnesium silicate, Mg,SiO,, forms in the
olivine crystal structure which consists of an
HCP arrangement of O?~ ions.

(a) Which type of interstitial site will the
Mg?* ions occupy? Why?

(b) Which type of interstitial site will the
Si** ions occupy? Why?

(c) What fraction of the total tetrahedral
sites will be occupied?

(d) What fraction of the total octahedral
sites will be occupied?

Compute and compare the linear densities of
the [100], [110], and [111] directions for FCC.

Compute and compare the linear densities
of the [110] and [111] directions for BCC.

Calculate and compare the planar densities
of the (100) and (111) planes for FCC.

Calculate and compare the planar densities
of the (100) and (110) planes for BCC.

Calculate the planar density of the (0001)
plane for HCP.

Here are shown the atomic packing schemes
for several different crystallographic direc-
tions for some hypothetical metal. For each
direction the circles represent only those
atoms contained within a unit cell, which cir-
cles are reduced from their actual size.
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‘<— 0.40 nm ‘ﬂ

[100], [010]

[011], [101]

ﬁ;O.SGG nm*ﬂ
O—0—0

(a) To what crystal system does the unit
cell belong?

(b) What would this crystal structure be
called?

Below are shown three different crystallo-
graphic planes for a unit cell of some hypo-
thetical metal; the circles represent atoms:

(@) To what crystal system does the unit
cell belong?

(b) What would this crystal structure be
called?

(c) If the density of this metal is 8.95 g/cm?,
determine its atomic weight.

Explain why the properties of polycrystalline
materials are most often isotropic.

3.78*

3.79*

3.80*

3.81*

3.82*

3.83*

3.84*

3.85*

Using the data for molybdenum in Table
3.1, compute the interplanar spacing for the
(111) set of planes.

Determine the expected diffraction angle for
the first-order reflection from the (113) set
of planes for FCC platinum when monochro-
matic radiation of wavelength 0.1542 nm is
used.

Using the data for aluminum in Table 3.1,
compute the interplanar spacings for the
(110) and (221) sets of planes.

The metal iridium has an FCC crystal struc-
ture. If the angle of diffraction for the (220)
set of planes occurs at 69.22° (first-order re-
flection) when monochromatic x-radiation
having a wavelength of 0.1542 nm is used,
compute (a) the interplanar spacing for this
set of planes, and (b) the atomic radius for
an iridium atom.

The metal rubidium has a BCC crystal struc-
ture. If the angle of diffraction for the (321)
set of planes occurs at 27.00° (first-order re-
flection) when monochromatic x-radiation
having a wavelength of 0.0711 nm is used,
compute (a) the interplanar spacing for this
set of planes, and (b) the atomic radius for
the rubidium atom.

For which set of crystallographic planes will
a first-order diffraction peak occur at a dif-
fraction angle of 46.21° for BCC iron when
monochromatic radiation having a wave-
length of 0.0711 nm is used?

Figure 3.37 shows an x-ray diffraction pat-
tern for a-iron taken using a diffractometer
and monochromatic x-radiation having a
wavelength of 0.1542 nm; each diffraction
peak on the pattern has been indexed. Com-
pute the interplanar spacing for each set of
planes indexed; also determine the lattice
parameter of Fe for each of the peaks.

The diffraction peaks shown in Figure 3.37
are indexed according to the reflection rules
for BCC (i.e., the sum h + k + | must be
even). Cite the h, k, and | indices for the
first four diffraction peaks for FCC crystals
consistent with h, k, and | all being either
odd or even.
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Ficure 3.41 Diffraction pattern
for polycrystalline copper.

40 50 60 70
Diffraction angle 20

3.86* Figure 3.41 shows the first four peaks of the

3.87

x-ray diffraction pattern for copper, which
has an FCC crystal structure; monochro-
matic x-radiation having a wavelength of
0.1542 nm was used.

(a) Index (i.e., give h, k, and | indices for)
each of these peaks.

(b) Determine the interplanar spacing for
each of the peaks.

(c) For each peak, determine the atomic ra-
dius for Cu and compare these with the value
presented in Table 3.1.

Would you expect a material in which the
atomic bonding is predominantly ionic in na-

90

ture to be more or less likely to form a non-
crystalline solid upon solidification than a
covalent material? Why? (See Section 2.6.)

Design Problem
3.D1* Gallium arsenide (GaAs) and gallium phos-

phide (GaP) both have the zinc blende crys-
tal structure and are soluble in one another
at all concentrations. Determine the con-
centration in weight percent of GaP that
must be added to GaAs to yield a unit cell
edge length of 0.5570 nm. The densities of
GaAs and GaP are 5.307 and 4.130 g/cm?,
respectively.
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Transmission electron mi-
crograph showing the spheru-
lite structure in a natural rub-
ber specimen. Chain-folded
lamellar crystallites approxi-
mately 10 nm thick extend in
radial directions from the cen-
ter; they appear as white lines
in the micrograph. 30,000x.
(Photograph supplied by

P. J. Phillips. First published
in R. Bartnikas and

R. M. Eichhorn, Engineering
Dielectrics, Vol. 1A, Electrical
Properties of Solid Insulating
Materials: Molecular Structure
and Electrical Behavior. Copy-
right ASTM. Reprinted with

permission.)
Why Study Polymer Structures?
A relatively large number of chemical and struc- 2. Degree of crosslinking—on the stiffness of rub-
tural characteristics affect the properties and behav- ber-like materials (Section 8.19).
iors of polymeric materials. Some of these influ- {3. Polymer chemistry—on melting and glass-transi-
ences are as follows: tion temperatures (Section 11.17).}

1. Degree of crystallinity of semicrystalline poly-
mers—on density, stiffness, strength, and ductility
(Sections 4.11 and 8.18).
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Learning Objectives
After careful study of this chapter you should be able to do the following:

1. Describe a typical polymer molecule in terms of {(b) the three types of stereoisomers;}
its chain structure, and, in addition, how the mol- {(c) the two kinds of geometrical isomers;}
ecule may be generated by repeating mer units. (d) the four types of copolymers.

2. Draw mer structures for polyethylene, polyvinyl 5. Cite the differences in behavior and molecular
chloride, polytetrafluoroethylene, polypropylene, structure for thermoplastic and thermosetting
and polystyrene. polymers.

3. Calculate number-average and weight-average 6. Briefly describe the crystalline state in polymeric
molecular weights, and number-average and materials.
weight-average degrees of polymerization for a 7. Briefly describe/diagram the spherulitic struc-
specified polymer. ture for a semicrystalline polymer.

4. Name and briefly describe:
(a) the four general types of polymer molecular
structures;

4.1 INTRODUCTION

Naturally occurring polymers—those derived from plants and animals—have been
used for many centuries; these materials include wood, rubber, cotton, wool, leather,
and silk. Other natural polymers such as proteins, enzymes, starches, and cellulose
are important in biological and physiological processes in plants and animals. Mod-
ern scientific research tools have made possible the determination of the molecular
structures of this group of materials, and the development of numerous polymers,
which are synthesized from small organic molecules. Many of our useful plastics,
rubbers, and fiber materials are synthetic polymers. In fact, since the conclusion of
World War 11, the field of materials has been virtually revolutionized by the advent
of synthetic polymers. The synthetics can be produced inexpensively, and their
properties may be managed to the degree that many are superior to their natural
counterparts. In some applications metal and wood parts have been replaced by
plastics, which have satisfactory properties and may be produced at a lower cost.

As with metals and ceramics, the properties of polymers are intricately related
to the structural elements of the material. This chapter explores molecular and
crystal structures of polymers; Chapter 8 discusses the relationships between struc-
ture and some of the mechanical properties.

4.2 HyprocArRBON MOLECULES

Since most polymers are organic in origin, we briefly review some of the basic
concepts relating to the structure of their molecules. First, many organic materials
are hydrocarbons; that is, they are composed of hydrogen and carbon. Furthermore,
the intramolecular bonds are covalent. Each carbon atom has four electrons that
may participate in covalent bonding, whereas every hydrogen atom has only one
bonding electron. A single covalent bond exists when each of the two bonding
atoms contributes one electron, as represented schematically in Figure 2.10 for a
molecule of methane (CH,). Double and triple bonds between two carbon atoms
involve the sharing of two and three pairs of electrons, respectively. For example,
in ethylene, which has the chemical formula C,H,, the two carbon atoms are
doubly bonded together, and each is also singly bonded to two hydrogen atoms,

s
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as represented by the structural formula

H H

|
]
H H

where — and = denote single and double covalent bonds, respectively. An example
of a triple bond is found in acetylene, C,H,:

H—C=C—H

Molecules that have double and triple covalent bonds are termed unsaturated.
That is, each carbon atom is not bonded to the maximum (or four) other atoms;
as such, it is possible for another atom or group of atoms to become attached to
the original molecule. Furthermore, for a saturated hydrocarbon, all bonds are
single ones (and saturated), and no new atoms may be joined without the removal
of others that are already bonded.

Some of the simple hydrocarbons belong to the paraffin family; the chainlike
paraffin molecules include methane (CH,), ethane (C,Hs), propane (CsHg), and
butane (C4H,,). Compositions and molecular structures for paraffin molecules are
contained in Table 4.1. The covalent bonds in each molecule are strong, but only
weak hydrogen and van der Waals bonds exist between molecules, and thus these
hydrocarbons have relatively low melting and boiling points. However, boiling
temperatures rise with increasing molecular weight (Table 4.1).

Hydrocarbon compounds with the same composition may have different atomic
arrangements, a phenomenon termed isomerism. For example, there are two iso-

Table 4.1 Compositions and Molecular Structures for Some
of the Paraffin Compounds: CHy.4»

Boiling
Name Composition Structure Point (°C)
H
Methane CH, H—C—H —164
’
H H
Ethane C,Hg H—C|Z—(|3—H —88.6
Mo
HH H
Propane CsHg H—C|:—C|:—C|:—H —42.1
b
Butane CsHyo . —-0.5
Pentane CsHyo . 36.1

Hexane CeHs . 69.0
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mers for butane; normal butane has the structure

whereas a molecule of isobutane is represented as follows:

H
H—é—H
H | H
H-C—C— g1
g

Some of the physical properties of hydrocarbons will depend on the isomeric state;
for example, the boiling temperatures for normal butane and isobutane are —0.5
and —12.3°C (31.1 and 9.9°F), respectively.

There are numerous other organic groups, many of which are involved in
polymer structures. Several of the more common groups are presented in Table
4.2, where R and R’ represent organic radicals—groups of atoms that remain as a
single unit and maintain their identity during chemical reactions. Examples of singly
bonded hydrocarbon radicals include the CH;, C,Hs, and CgHs (methyl, ethyl, and
phenyl) groups.

4.3 PoLYMER MOLECULES

The molecules in polymers are gigantic in comparison to the hydrocarbon molecules
heretofore discussed; because of their size they are often referred to as macromole-
cules. Within each molecule, the atoms are bound together by covalent interatomic
bonds. For most polymers, these molecules are in the form of long and flexible
chains, the backbone of which is a string of carbon atoms; many times each carbon
atom singly bonds to two adjacent carbons atoms on either side, represented sche-
matically in two dimensions as follows:

L
REASSARS

Each of the two remaining valence electrons for every carbon atom may be involved
in side-bonding with atoms or radicals that are positioned adjacent to the chain.
Of course, both chain and side double bonds are also possible.

These long molecules are composed of structural entities called mer units, which
are successively repeated along the chain. ““Mer”’ originates from the Greek word
meros, which means part; the term polymer was coined to mean many mers. We
sometimes use the term monomer, which refers to a stable molecule from which a
polymer is synthesized.
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Table 4.2 Some Common Hydrocarbon Groups

Characteristic Representative
Family Unit Compound
i
Alcohols R—OH H—C|Z—OH Methyl alcohol
T T
Ethers R—O—R’ H—Cll—O—Cl?—H Dimethyl ether
H H
OH T /OH
Acids R—C H—C—C Acetic acid
\ N
O H
R H
\ \
Aldehydes /C=O /C=O Formaldehyde
H H
R OH
) a
Aromatic hydrocarbons Phenol
H\C/C\C/H
2 The simplified structure denotes a phenyl group, | [
c Cc
H/ \cl:/ \H
H

4.4 THe CHEMISTRY OF POLYMER MOLECULES

Consider again the hydrocarbon ethylene (C,H,), which is a gas at ambient tempera-
ture and pressure, and has the following molecular structure:

1T
i
H H

If the ethylene gas is subjected catalytically to appropriate conditions of temper-
ature and pressure, it will transform to polyethylene (PE), which is a solid polymeric
material. This process begins when an active mer is formed by the reaction between



Ficure 4.1 For
polyethylene, (a) a
schematic
representation of mer
and chain structures,
and (b) a perspective of
the molecule, indicating
the zigzag backbone
structure.
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an initiator or catalyst species (R-) and the ethylene mer unit, as follows:

T L
R-+C|Z=(|3—>R—C—C|Z- (4.1)
H H H H

The polymer chain then forms by the sequential addition of polyethylene monomer
units to this active initiator-mer center. The active site, or unpaired electron (de-
noted by -), is transferred to each successive end monomer as it is linked to the
chain. This may be represented schematically as follows:

THoEH HHE
R S S S
H H H H H H H H

The final result, after the addition of many ethylene monomer units, is the polyethyl-
ene molecule, a portion of which is shown in Figure 4.1a. This representation is
not strictly correct in that the angle between the singly bonded carbon atoms is
not 180° as shown, but rather close to 109°. A more accurate three-dimensional
model is one in which the carbon atoms form a zigzag pattern (Figure 4.1b), the
C—Cbond length being 0.154 nm. In this discussion, depiction of polymer molecules
is frequently simplified using the linear chain model.

If all the hydrogen atoms in polyethylene are replaced by fluorine, the resulting
polymer is polytetrafluoroethylene (PTFE); its mer and chain structures are shown
in Figure 4.2a. Polytetrafluoroethylene (having the trade name Teflon) belongs to
a family of polymers called the fluorocarbons.

Polyvinyl chloride (PVVC), another common polymer, has a structure that is a
slight variant of that for polyethylene, in which every fourth hydrogen is replaced
with a Cl atom. Furthermore, substitution of the CH; methyl group

!
S N o
—c—c—c—:—c—c—o—c—c—c—
[ [ [ [ o
H H HIH H|H H H
!

@




82 « Chapter 4 / Polymer Structures

————

| Ficure 4.2 Mer and chain structures for (a)
: : F F F polytetrafluoroethylene, (b) polyvinyl chloride,
—c—c—c—:—(lt—$—|—c—c—c— and (c) polypropylene.
I
|
I

(a)

Cl H Cl

(b)

H H H!'H HIH H H

[ [ Lol [ I [
H CHz3 H ICHz; H |CH3 H CHj
I

Mer unit

©

for each Cl atom in PVC yields polypropylene (PP). Polyvinyl chloride and polypro-
pylene chain structures are also represented in Figure 4.2. Table 4.3 lists mer
structures for some of the more common polymers; as may be noted, some of
them, for example, nylon, polyester, and polycarbonate, are relatively complex.
Mer structures for a large number of relatively common polymers are given in
Appendix D.

When all the repeating units along a chain are of the same type, the resulting
polymer is called a homopolymer. There is no restriction in polymer synthesis that
prevents the formation of compounds other than homopolymers; and, in fact, chains
may be composed of two or more different mer units, in what are termed copolymers
(see Section 4.10).

The monomers discussed thus far have an active bond that may react to cova-
lently bond with other monomers, as indicated above for ethylene; such a monomer
is termed bifunctional; that is, it may bond with two other units in forming the
two-dimensional chainlike molecular structure. However, other monomers, such as
phenol-formaldehyde (Table 4.3), are trifunctional; they have three active bonds,
from which a three-dimensional molecular network structure results.

4.5 MoLEcuLAR WEIGHT

Extremely large molecular weights are to be found in polymers with very long
chains. During the polymerization process in which these large macromolecules are

1 “Molecular mass,” ““molar mass,”” and ‘“‘relative molecular mass” are sometimes used and
are really more appropriate terms than “molecular weight’ in the context of the present
discussion—in actual fact, we are dealing with masses and not weights. However, molecular
weight is most commonly found in the polymer literature, and thus will be used throughout
this book.
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Table 4.3 A Listing of Mer Structures for 10 of the More Common
Polymeric Materials

Repeating (Mer)
Structure

e
=2
<
3
@
=

Polyethylene (PE)

Polyvinyl chloride (PVC)

Polytetrafluoroethylene (PTFE)

Polypropylene (PP)

Polystyrene (PS)

Polymethyl methacrylate (PMMA)

Phenol-formaldehyde (Bakelite)

Polyhexamethylene
adipamide (nylon 6,6)

H H

|

H H
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OH
~N ~
CH, CH,
CH,
I
o}
I I I
—N—|—C—|—N—C—|—C—|—C—
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Table 4.3 (Continued)

Repeating (Mer)
Polymer Structure

O b O H H
Polyethylene I I |
terephthalate —C C—O—C—C—0—
(PET, a polyester)

b C|2H3 (”)
Polycarbonate —O@?@O—C—
CH,

H H

N/

C—C
® The @ symbol in the backbone chain denotes an aromatic ring as —C C—

/

/N
H H

synthesized from smaller molecules, not all polymer chains will grow to the same
length; this results in a distribution of chain lengths or molecular weights. Ordinarily,
an average molecular weight is specified, which may be determined by the measure-
ment of various physical properties such as viscosity and osmotic pressure.

There are several ways of defining average molecular weight. The number-
average molecular weight M,, is obtained by dividing the chains into a series of size
ranges and then determining the number fraction of chains within each size range
(Figure 4.3a). This number-average molecular weight is expressed as

M, = 3xiM; (4.33)

where M; represents the mean (middle) molecular weight of size range i, and X; is
the fraction of the total number of chains within the corresponding size range.

A weight-average molecular weight M,, is based on the weight fraction of
molecules within the various size ranges (Figure 4.3b). It is calculated according to

M, = Sw; M (4.3b)

where, again, M; is the mean molecular weight within a size range, whereas w;
denotes the weight fraction of molecules within the same size interval. Computations
for both number-average and weight-average molecular weights are carried out in
Example Problem 4.1. A typical molecular weight distribution along with these
molecular weight averages are shown in Figure 4.4.

An alternate way of expressing average chain size of a polymer is as the degree
of polymerization n, which represents the average number of mer units in a chain.
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Ficure 4.3 Hypothetical polymer molecule size distributions on the basis of (a)
number and (b) weight fractions of molecules.

Both number-average (n,) and weight-average (n,,) degrees of polymerization are
possible, as follows:

3|=

n, = (4.4a)

Ny = (4.4b)

3| Zl

where M, and M,, are the number-average and weight-average molecular weights
as defined above, while m is the mer molecular weight. For a copolymer (having

— Ficure 4.4 Distribution of molecular
Number-average, My, weights for a typical polymer.

Weight-average, MW

Amount of polymer ——

Molecular weight ——
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two or more different mer units), m is determined from

In this expression, f; and m; are, respectively, the chain fraction and molecular
weight of mer j.

ExampLE ProBLEM 4.1

Assume that the molecular weight distributions shown in Figure 4.3 are for
polyvinyl chloride. For this material, compute (a) the number-average molecu-
lar weight; (b) the number-average degree of polymerization; and (c) the weight-
average molecular weight.

SoLuTion

(a) The data necessary for this computation, as taken from Figure 4.3a, are
presented in Table 4.4a. According to Equation 4.3a, summation of all the x; M
products (from the right-hand column) yields the number-average molecular
weight, which in this case is 21,150 g/mol.

(b) To determine the number-average degree of polymerization (Equation
4.43), it first becomes necessary to compute the mer molecular weight. For
PVC, each mer consists of two carbon atoms, three hydrogen atoms, and a

Table 4.4a Data Used for Number-Average Molecular
Weight Computations in Example Problem 4.1

Molecular Weight Mean M;

Range (g/mol) (g/mol) Xi XiM;

5,000-10,000 7,500 0.05 375
10,000-15,000 12,500 0.16 2000
15,000-20,000 17,500 0.22 3850
20,000-25,000 22,500 0.27 6075
25,000-30,000 27,500 0.20 5500
30,000-35,000 32,500 0.08 2600
35,000-40,000 37,500 0.02 750

M, = 21,150

Table 4.4b Data Used for Weight-Average Molecular
Weight Computations in Example Problem 4.1

Molecular Weight Mean M;

Range (g/mol) (g/mol) W; w; M;

5,000-10,000 7,500 0.02 150
10,000-15,000 12,500 0.10 1250
15,000-20,000 17,500 0.18 3150
20,000-25,000 22,500 0.29 6525
25,000-30,000 27,500 0.26 7150
30,000-35,000 32,500 0.13 4225
35,000-40,000 37,500 0.02 750

M,, = 23,200
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single chlorine atom (Table 4.3). Furthermore, the atomic weights of C, H, and
Cl are, respectively, 12.01, 1.01, and 35.45 g/mol. Thus, for PVC

m = 2(12.01 g/mol) + 3(1.01 g/mol) + 35.45 g/mol
= 62.50 g/mol
and

_ M, _ 21,150 g/mol _
M= = 6250g/mol oo
(c) Table 4.4b shows the data for the weight-average molecular weight, as
taken from Figure 4.3b. The w;M; products for the several size intervals are
tabulated in the right-hand column. The sum of these products (Equation 4.3b)
yields a value of 23,200 g/mol for M,,.

Various polymer characteristics are affected by the magnitude of the molecular
weight. One of these is the melting or softening temperature; melting temperature
is raised with increasing molecular weight (for M up to about 100,000 g/mol). At
room temperature, polymers with very short chains (having molecular weights on
the order of 100 g/mol) exist as liquids or gases. Those with molecular weights of
approximately 1000 g/mol are waxy solids (such as paraffin wax) and soft resins.
Solid polymers (sometimes termed high polymers), which are of prime interest
here, commonly have molecular weights ranging between 10,000 and several million
g/mol.

4.6 MOLECULAR SHAPE

There is no reason to suppose that polymer chain molecules are strictly straight,
in the sense that the zigzag arrangement of the backbone atoms (Figure 4.1b)
is disregarded. Single chain bonds are capable of rotation and bending in three
dimensions. Consider the chain atoms in Figure 4.5a; a third carbon atom may lie
at any point on the cone of revolution and still subtend about a 109° angle with
the bond between the other two atoms. A straight chain segment results when

109° Q
QJ[cZ |
Lo

-~

@
Ficure 4.5 Schematic representations of how polymer chain shape is influenced
by the positioning of backbone carbon atoms (solid circles). For (a), the
rightmost atom may lie anywhere on the dashed circle and still subtend a 109°
angle with the bond between the other two atoms. Straight and twisted chain
segments are generated when the backbone atoms are situated as in (b) and (c),
respectively. (From Science and Engineering of Materials, 3rd edition, by D. R.
Askeland. O 1994. Reprinted with permission of Brooks/Cole, a division of
Thomson Learning. Fax 800 730-2215.)
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Ficure 4.6 Schematic representation of a
single polymer chain molecule that has
numerous random kinks and coils
produced by chain bond rotations. (From
L. R. G. Treloar, The Physics of Rubber
Elasticity, 2nd edition, Oxford University
Press, Oxford, 1958, p. 47.)

successive chain atoms are positioned as in Figure 4.5b. On the other hand, chain
bending and twisting are possible when there is a rotation of the chain atoms into
other positions, as illustrated in Figure 4.5¢c.2 Thus, a single chain molecule composed
of many chain atoms might assume a shape similar to that represented schematically
in Figure 4.6, having a multitude of bends, twists, and kinks.® Also indicated in this
figure is the end-to-end distance of the polymer chain r; this distance is much
smaller than the total chain length.

Polymers consist of large numbers of molecular chains, each of which may
bend, coil, and kink in the manner of Figure 4.6. This leads to extensive intertwining
and entanglement of neighboring chain molecules, a situation similar to that of a
fishing line that has experienced backlash from a fishing reel. These random coils
and molecular entanglements are responsible for a number of important characteris-
tics of polymers, to include the large elastic extensions displayed by the rubber mate-
rials.

Some of the mechanical and thermal characteristics of polymers are a function
of the ability of chain segments to experience rotation in response to applied stresses
or thermal vibrations. Rotational flexibility is dependent on mer structure and
chemistry. For example, the region of a chain segment that has a double bond
(C=C) is rotationally rigid. Also, introduction of a bulky or large side group of
atoms restricts rotational movement. For example, polystyrene molecules, which
have a phenyl side group (Table 4.3), are more resistant to rotational motion than
are polyethylene chains.

4.7 MOLECULAR STRUCTURE

The physical characteristics of a polymer depend not only on its molecular weight
and shape, but also on differences in the structure of the molecular chains. Modern

2 For some polymers, rotation of carbon backbone atoms within the cone may be hindered
by bulky side group elements on neighboring chains.

3 The term conformation is often used in reference to the physical outline of a molecule, or
molecular shape, that can only be altered by rotation of chain atoms about single bonds.
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polymer synthesis techniques permit considerable control over various structural
possibilities. This section discusses several molecular structures including linear,
branched, crosslinked, and network, in addition to various isomeric configurations.

LINEAR POLYMERS

Linear polymers are those in which the mer units are joined together end to end
in single chains. These long chains are flexible and may be thought of as a mass of
spaghetti, as represented schematically in Figure 4.7a, where each circle represents
a mer unit. For linear polymers, there may be extensive van der Waals and hydrogen
bonding between the chains. Some of the common polymers that form with linear
structures are polyethylene, polyvinyl chloride, polystyrene, polymethyl methacry-
late, nylon, and the fluorocarbons.

BRANCHED POLYMERS

Polymers may be synthesized in which side-branch chains are connected to the main
ones, as indicated schematically in Figure 4.7b; these are fittingly called branched
polymers. The branches, considered to be part of the main-chain molecule, result
from side reactions that occur during the synthesis of the polymer. The chain
packing efficiency is reduced with the formation of side branches, which results in
a lowering of the polymer density. Those polymers that form linear structures may
also be branched.

:
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Ficure 4.7 Schematic representations of (a) linear, (b) branched, (c)
crosslinked, and (d) network (three-dimensional) molecular structures. Circles
designate individual mer units.
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CROSSLINKED POLYMERS

In crosslinked polymers, adjacent linear chains are joined one to another at various
positions by covalent bonds, as represented in Figure 4.7¢. The process of crosslink-
ing is achieved either during synthesis or by a nonreversible chemical reaction
that is usually carried out at an elevated temperature. Often, this crosslinking is
accomplished by additive atoms or molecules that are covalently bonded to the
chains. Many of the rubber elastic materials are crosslinked; in rubbers, this is called
vulcanization, a process described in Section 8.19.

NETWORK POLYMERS

Trifunctional mer units, having three active covalent bonds, form three-dimensional
networks (Figure 4.7d) and are termed network polymers. Actually, a polymer that
is highly crosslinked may be classified as a network polymer. These materials have
distinctive mechanical and thermal properties; the epoxies and phenol-formalde-
hyde belong to this group.

It should be pointed out that polymers are not usually of only one distinctive
structural type. For example, a predominantly linear polymer might have some
limited branching and crosslinking.

4.8 MoLecuLAR CoNFIGURATIONS (CD-ROM)

By way of summary of the preceding sections, polymer molecules may be character-
ized in terms of their size, shape, and structure. Molecular size is specified in terms
of molecular weight (or degree of polymerization). Molecular shape relates to the
degree of chain twisting, coiling, and bending. Molecular structure depends on the
manner in which structural units are joined together. Linear, branched, crosslinked,
and network structures are all possible, {in addition to several isomeric configura-
tions (isotactic, syndiotactic, atactic, cis, and trans).} These molecular characteristics
are presented in the taxonomic chart, Figure 4.8. It should be noted that some of
the structural elements are not mutually exclusive of one another, and, in fact, it
may be necessary to specify molecular structure in terms of more than one. For
example, a linear polymer may also be isotactic.

4.9 THERMOPLASTIC AND

THERMOSETTING POLYMERS

The response of a polymer to mechanical forces at elevated temperatures is related
to its dominant molecular structure. And, in fact, one classification scheme for
these materials is according to behavior with rising temperature. Thermoplasts (or
thermoplastic polymers) and thermosets (or thermosetting polymers) are the two
subdivisions. Thermoplasts soften when heated (and eventually liquefy) and harden
when cooled—processes that are totally reversible and may be repeated. On a
molecular level, as the temperature is raised, secondary bonding forces are dimin-
ished (by increased molecular motion) so that the relative movement of adjacent
chains is facilitated when a stress is applied. Irreversible degradation results when
the temperature of a molten thermoplastic polymer is raised to the point at which
molecular vibrations become violent enough to break the primary covalent bonds.
In addition, thermoplasts are relatively soft. Most linear polymers and those having
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Molecular
characteristics

Size
(molecular weight)

Chemistry
(mer composition)

Shape
(chain twisting,
entanglement, etc.)

Structure

Crosslinked

Branched Network

Isomeric states

Geometrical isomers

]

cis trans

Stereoisomers

Isotactic Syndiotactic Atactic

some branched structures with flexible chains are thermoplastic. These materials
are normally fabricated by the simultaneous application of heat and pressure.

Thermosetting polymers become permanently hard when heat is applied and
do not soften upon subsequent heating. During the initial heat treatment, covalent
crosslinks are formed between adjacent molecular chains; these bonds anchor the
chains together to resist the vibrational and rotational chain motions at high temper-
atures. Crosslinking is usually extensive, in that 10 to 50% of the chain mer units
are crosslinked. Only heating to excessive temperatures will cause severance of
these crosslink bonds and polymer degradation. Thermoset polymers are generally
harder and stronger than thermoplastics, and have better dimensional stability.
Most of the crosslinked and network polymers, which include vulcanized rubbers,
epoxies, and phenolic and some polyester resins, are thermosetting.

4.10 COPOLYMERS

Polymer chemists and scientists are continually searching for new materials that
can be easily and economically synthesized and fabricated, with improved properties
or better property combinations than are offered by the homopolymers heretofore
discussed. One group of these materials are the copolymers.

Consider a copolymer that is composed of two mer units as represented by @
and @ in Figure 4.9. Depending on the polymerization process and the relative
fractions of these mer types, different sequencing arrangements along the polymer
chains are possible. For one, as depicted in Figure 4.9a, the two different units are
randomly dispersed along the chain in what is termed a random copolymer. For
an alternating copolymer, as the name suggests, the two mer units alternate chain
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Ficure 4.9 Schematic
representations of (a)
random, (b) alternating,
(c) block, and (d) graft
copolymers. The two
different mer types are
designated by black and
colored circles.

@

(b)

©

(d

positions, as illustrated in Figure 4.9b. A block copolymer is one in which identical
mers are clustered in blocks along the chain (Figure 4.9¢). And, finally, homopolymer
side branches of one type may be grafted to homopolymer main chains that are
composed of a different mer; such a material is termed a graft copolymer (Fig-
ure 4.9d).

Synthetic rubbers, discussed in Section 13.13, are often copolymers; chemical
repeat units that are employed in some of these rubbers are contained in Table
4.5. Styrene—butadiene rubber (SBR) is a common random copolymer from which
automobile tires are made. Nitrile rubber (NBR) is another random copolymer
composed of acrylonitrile and butadiene. It is also highly elastic and, in addition,
resistant to swelling in organic solvents; gasoline hoses are made of NBR.

4.11 PoLYMER CRYSTALLINITY

The crystalline state may exist in polymeric materials. However, since it involves
molecules instead of just atoms or ions, as with metals and ceramics, the atomic
arrangements will be more complex for polymers. We think of polymer crystallinity
as the packing of molecular chains so as to produce an ordered atomic array. Crystal
structures may be specified in terms of unit cells, which are often quite complex.
For example, Figure 4.10 shows the unit cell for polyethylene and its relationship
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Table 4.5 Chemical Repeat Units That Are Employed in Copolymer Rubbers

Repeat Unit Repeat Unit Repeat Unit Repeat Unit
Name Structure Name Structure
H H HCH, H H
bk - bk Ll
Acrylonitrile —C—C— cis-1soprene —C—(C=—C—C—
(Y'Y ] (1Y
H C=N
T
P H CH,
e 79 e ]
w Styrene H w Isobutylene —C—C—
I |
H CH,
T il
m Butadiene —C—C=C—C— m Dimethylsiloxane —Si—O—
I I
H H CH,
ok T
w Chloroprene —C—C=C—(|Z—
H H

=do |

0.255 nm

—O

W og ©

<—0.741 nm

494 nm

Ficure 4.10

Arrangement of molecular
chains in a unit cell for
polyethylene. (Adapted from
C. W. Bunn, Chemical
Crystallography, Oxford
University Press, Oxford,
1945, p. 233))
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to the molecular chain structure; this unit cell has orthorhombic geometry (Table
3.6). Of course, the chain molecules also extend beyond the unit cell shown in
the figure.

Molecular substances having small molecules (e.g., water and methane) are
normally either totally crystalline (as solids) or totally amorphous (as liquids). As
a consequence of their size and often complexity, polymer molecules are often only
partially crystalline (or semicrystalline), having crystalline regions dispersed within
the remaining amorphous material. Any chain disorder or misalignment will result
in an amorphous region, a condition that is fairly common, since twisting, kinking,
and coiling of the chains prevent the strict ordering of every segment of every
chain. Other structural effects are also influential in determining the extent of
crystallinity, as discussed below.

The degree of crystallinity may range from completely amorphous to almost
entirely (up to about 95%) crystalline; by way of contrast, metal specimens are almost
always entirely crystalline, whereas many ceramics are either totally crystalline or
totally noncrystalline. Semicrystalline polymers are, in a sense, analogous to two-
phase metal alloys, discussed in subsequent chapters.

The density of a crystalline polymer will be greater than an amorphous one of
the same material and molecular weight, since the chains are more closely packed
together for the crystalline structure. The degree of crystallinity by weight may be
determined from accurate density measurements, according to

pc(Ps — pa) % 100

% crystallinity = oo = pa)
S C a.

(4.10)

where p;s is the density of a specimen for which the percent crystallinity is to be
determined, p, is the density of the totally amorphous polymer, and p, is the density
of the perfectly crystalline polymer. The values of p, and p. must be measured by
other experimental means.

The degree of crystallinity of a polymer depends on the rate of cooling during
solidification as well as on the chain configuration. During crystallization upon
cooling through the melting temperature, the chains, which are highly random and
entangled in the viscous liquid, must assume an ordered configuration. For this to
occur, sufficient time must be allowed for the chains to move and align themselves.

The molecular chemistry as well as chain configuration also influence the ability
of a polymer to crystallize. Crystallization is not favored in polymers that are
composed of chemically complex mer structures (e.g., polyisoprene). On the other
hand, crystallization is not easily prevented in chemically simple polymers such as
polyethylene and polytetrafluoroethylene, even for very rapid cooling rates.

For linear polymers, crystallization is easily accomplished because there are
virtually no restrictions to prevent chain alignment. Any side branches interfere
with crystallization, such that branched polymers never are highly crystalline; in
fact, excessive branching may prevent any crystallization whatsoever. Most network
and crosslinked polymers are almost totally amorphous; a few crosslinked polymers
are partially crystalline. {With regard to stereoisomers, atactic polymers are difficult
to crystallize; however, isotactic and syndiotactic polymers crystallize much more
easily because the regularity of the geometry of the side groups facilitates the
process of fitting together adjacent chains.} Also, the bulkier or larger the side-
bonded groups of atoms, the less tendency there is for crystallization.

For copolymers, as a general rule, the more irregular and random the mer
arrangements, the greater is the tendency for the development of noncrystallinity.
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For alternating and block copolymers there is some likelihood of crystallization.
On the other hand, random and graft copolymers are normally amorphous.

To some extent, the physical properties of polymeric materials are influenced
by the degree of crystallinity. Crystalline polymers are usually stronger and more
resistant to dissolution and softening by heat. Some of these properties are discussed
in subsequent chapters.

4.12 PoLYMER CRYSTALS

We shall now briefly discuss some of the models that have been proposed to describe
the spatial arrangement of molecular chains in polymer crystals. One early model,
accepted for many years, is the fringed-micelle model (Figure 4.11). It was proposed
that a semicrystalline polymer consists of small crystalline regions (crystallites, or
micelles), each having a precise alignment, which are embedded within the amor-
phous matrix composed of randomly oriented molecules. Thus a single chain mole-
cule might pass through several crystallites as well as the intervening amorphous re-
gions.

More recently, investigations centered on polymer single crystals grown from
dilute solutions. These crystals are regularly shaped, thin platelets (or lamellae),
approximately 10 to 20 nm thick, and on the order of 10 wm long. Frequently,
these platelets will form a multilayered structure, like that shown in the electron
micrograph of a single crystal of polyethylene, Figure 4.12. It is theorized that the
molecular chains within each platelet fold back and forth on themselves, with
folds occurring at the faces; this structure, aptly termed the chain-folded model, is
illustrated schematically in Figure 4.13. Each platelet will consist of a number of
molecules; however, the average chain length will be much greater than the thickness
of the platelet.

Many bulk polymers that are crystallized from a melt form spherulites. As
implied by the name, each spherulite may grow to be spherical in shape; one of
them, as found in natural rubber, is shown in the transmission electron micrograph
of the chapter-opening photograph for this chapter. The spherulite consists of an
aggregate of ribbonlike chain-folded crystallites (lamellae) approximately 10 nm
thick that radiate from the center outward. In this electron micrograph, these

Region of high Ficure 4.11 Fringed-micelle model of a
crystallinity semicrystalline polymer, showing both
Amorphous crystalline and amorphous regions. (From H.
=\_ region  W. Hayden, W. G. Moffatt, and J. Wulff, The

ﬁ i\ Structure and Properties of Materials, Vol. Ill,

Mechanical Behavior. Copyright O 1965 by
John Wiley & Sons, New York. Reprinted by
permission of John Wiley & Sons, Inc.)
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FiGure 4.12

Electron micrograph
of a polyethylene single
crystal. 20,000X. (From
A. Keller, R. H.
Doremus, B. W.
Roberts, and D.
Turnbull, Editors,
Growth and Perfection
of Crystals. General
Electric Company and
John Wiley & Sons,
Inc., 1958, p. 498.)

Ficure 4.13

The chain-folded
structure for a plate-
shaped polymer
crystallite.

Ficure 4.14

Schematic
representation of the
detailed structure of a
spherulite. (From John
C. Coburn, Dielectric
Relaxation Processes in
Poly(ethylene
terephthalate),
Dissertation, University
of Utah, 1984.)

Spherulite surface

Lamellar

chain-folded
crystallite

Tie molecule

Amorphous
material




Ficure 4.15

A transmission
photomicrograph (using
cross-polarized light)
showing the spherulite

structure of

polyethylene. Linear
boundaries form

between adjacent

spherulites, and within
each spherulite appears
a Maltese cross. 525X.
(Courtesy F. P. Price,
General Electric
Company.)
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lamellae appear as thin white lines. The detailed structure of a spherulite is illus-
trated schematically in Figure 4.14; shown here are the individual chain-folded
lamellar crystals that are separated by amorphous material. Tie-chain molecules
that act as connecting links between adjacent lamellae pass through these amor-
phous regions.

As the crystallization of a spherulitic structure nears completion, the extremities
of adjacent spherulites begin to impinge on one another, forming more or less
planar boundaries; prior to this time, they maintain their spherical shape. These
boundaries are evident in Figure 4.15, which is a photomicrograph of polyethylene
using cross-polarized light. A characteristic Maltese cross pattern appears within
each spherulite.

Spherulites are considered to be the polymer analogue of grains in polycrystal-
line metals and ceramics. However, as discussed above, each spherulite is really
composed of many different lamellar crystals and, in addition, some amorphous
material. Polyethylene, polypropylene, polyvinyl chloride, polytetrafluoroethylene,
and nylon form a spherulitic structure when they crystallize from a melt.

SUMMARY

Most polymeric materials are composed of very large molecules—chains of carbon
atoms, to which are side-bonded various atoms or radicals. These macromolecules
may be thought of as being composed of mers, smaller structural entities, which
are repeated along the chain. Mer structures of some of the chemically simple
polymers (e.g., polyethylene, polytetrafluoroethylene, polyvinyl chloride, and poly-
propylene) were presented.

Molecular weights for high polymers may be in excess of a million. Since all
molecules are not of the same size, there is a distribution of molecular weights.
Molecular weight is often expressed in terms of number and weight averages. Chain
length may also be specified by degree of polymerization, the number of mer units
per average molecule.

Several molecular characteristics that have an influence on the properties of
polymers were discussed. Molecular entanglements occur when the chains assume




98 o

Chapter 4 / Polymer Structures

twisted, coiled, and kinked shapes or contours. With regard to molecular structure,
linear, branched, crosslinked, and network structures are possible, {in addition to
isotactic, syndiotactic, and atactic stereoisomers, and the cis and trans geometrical
isomers.} The copolymers include random, alternating, block, and graft types.

With regard to behavior at elevated temperatures, polymers are classified as
either thermoplastic or thermosetting. The former have linear and branched struc-
tures; they soften when heated and harden when cooled. In contrast, thermosets,
once having hardened, will not soften upon heating; their structures are crosslinked
and network.

When the packing of molecular chains is such as to produce an ordered atomic
arrangement, the condition of crystallinity is said to exist. In addition to being
entirely amorphous, polymers may also exhibit varying degrees of crystallinity;
for the latter case, crystalline regions are interdispersed within amorphous areas.
Crystallinity is facilitated for polymers that are chemically simple and that have
regular and symmetrical chain structures.

Polymer single crystals may be grown from dilute solutions as thin platelets
and having chain-folded structures. Many semicrystalline polymers form spherulites;
each spherulite consists of a collection of ribbonlike chain-folded lamellar crystallites

that radiate outward from its center.

IMPORTANT TERMS AND CONCEPTS

Alternating copolymer
Atactic configuration
Bifunctional mer
Block copolymer
Branched polymer
Chain-folded model
Cis (structure)

Homopolymer
Isomerism

Linear polymer
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Mer

Copolymer Molecular structure
Crosslinked polymer Molecular weight
Crystallite Monomer

Degree of polymerization

Graft copolymer Polymer
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4.6

Differentiate between polymorphism and
isomerism.

On the basis of the structures presented
in this chapter, sketch mer structures for
the following polymers: (a) polyvinyl fluor-
ide, (b) polychlorotrifluoroethylene, and
(c) polyvinyl alcohol.

Compute mer molecular weights for the fol-
lowing: (a) polyvinyl chloride, (b) polyethyl-
ene terephthalate, (c) polycarbonate, and
(d) polydimethylsiloxane.

The number-average molecular weight of a
polypropylene is 1,000,000 g/mol. Compute
the number-average degree of polymer-
ization.

(a) Compute the mer molecular weight of
polystyrene.

(b) Compute the weight-average molecular
weight for a polystyrene for which the
weight-average degree of polymerization is
25,000.

Below, molecular weight data for a polypro-
pylene material are tabulated. Compute (a)
the number-average molecular weight, (b)
the weight-average molecular weight, (c) the
number-average degree of polymerization,
and (d) the weight-average degree of poly-
merization.

Molecular Weight

Range (g/mol) Xi Wi

8,000-16,000 0.05 0.02
16,000-24,000 0.16 0.10
24,000-32,000 0.24 0.20
32,000-40,000 0.28 0.30
40,000-48,000 0.20 0.27
48,000-56,000 0.07 0.11

4.7

4.8

4.9

Below, molecular weight data for some poly-
mer are tabulated. Compute (a) the number-
average molecular weight, and (b) the weight-
average molecular weight. (c) If it is known
that this material’s weight-average degree of
polymerization is 780, which one of the poly-
mers listed in Table 4.3 is this polymer? Why?
(d) What is this material’s humber-average
degree of polymerization?

Molecular Weight
Range (g/mol) X; Wi

15,000-30,000 0.04 0.01
30,000-45,000 0.07 0.04
45,000-60,000 0.16 0.11
60,000-75,000 0.26 0.24
75,000-90,000 0.24 0.27
90,000-105,000 0.12 0.16
105,000-120,000 0.08 0.12
120,000-135,000 0.03 0.05

Is it possible to have a polymethyl methacry-
late homopolymer with the following molec-
ular weight data and a weight-average de-
gree of polymerization of 585? Why or
why not?

Molecular Weight

Range (g/mol) Xi W,

8,000-20,000 0.04 0.01
20,000-32,000 0.10 0.05
32,000-44,000 0.16 0.12
44,000-56,000 0.26 0.25
56,000-68,000 0.23 0.27
68,000-80,000 0.15 0.21
80,000-92,000 0.06 0.09

High-density polyethylene may be chlori-
nated by inducing the random substitution
of chlorine atoms for hydrogen.
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(a) Determine the concentration of Cl (in
wt%) that must be added if this substitution
occurs for 5% of all the original hydrogen
atoms.

(b) In what ways does this chlorinated poly-
ethylene differ from polyvinyl chloride?

What is the difference between configuration
and conformation in relation to polymer
chains?

For a linear polymer molecule, the total
chain length L depends on the bond length
between chain atoms d, the total number
of bonds in the molecule N, and the angle
between adjacent backbone chain atoms 6,

as follows:
_ . [0
L = Ndsin <2>

Furthermore, the average end-to-end dis-
tance for a series of polymer molecules r in
Figure 4.6 is equal to

r=dVvN (4.12)

A linear polytetrafluoroethylene has a num-
ber-average molecular weight of 500,000
g/mol; compute average values of L and r
for this material.

Using the definitions for total chain molecule
length L (Equation 4.11) and average chain
end-to-end distance r (Equation 4.12), for a
linear polyethylene determine (a) the num-
ber-average molecular weight for L = 2500
nm; and (b) the number-average molecular
weight for r = 20 nm.

Make comparisons of thermoplastic and
thermosetting polymers (a) on the basis of
mechanical characteristics upon heating, and
(b) according to possible molecular struc-
tures.

Some of the polyesters may be either ther-
moplastic or thermosetting. Suggest one rea-
son for this.

(a) Is it possible to grind up and reuse phe-
nol-formaldehyde? Why or why not?

(b) Isit possible to grind up and reuse poly-
propylene? Why or why not?

Sketch portions of a linear polystyrene mole-
cule that are (a) syndiotactic, (b) atactic, and
(c) isotactic.

(4.11)

4.17* Sketch cis and trans mer structures for (a)

4.18

419

4.20

421

4.22

4.23

4.24

4.25

butadiene, and (b) chloroprene.

Sketch the mer structure for each of the
following alternating copolymers: (a) poly
(butadiene-chloroprene), (b) poly(styrene-
methyl methacrylate), and (c) poly(acryloni-
trile-vinyl chloride).

The number-average molecular weight of a
poly(styrene-butadiene) alternating copoly-
mer is 1,350,000 g/mol; determine the aver-
age number of styrene and butadiene mer
units per molecule.

Calculate the number-average molecular
weight of a random nitrile rubber [poly(acry-
lonitrile-butadiene) copolymer] in which the
fraction of butadiene mers is 0.30; assume
that this concentration corresponds to a
number-average degree of polymerization
of 2000.

An alternating copolymer is known to have
a number-average molecular weight of
250,000 g/mol and a number-average degree
of polymerization of 3420. If one of the mers
is styrene, which of ethylene, propylene, tet-
rafluoroethylene, and vinyl chloride is the
other mer? Why?

(a) Determine the ratio of butadiene to sty-
rene mers in a copolymer having a weight-
average molecular weight of 350,000 g/mol
and weight-average degree of polymeriza-
tion of 4425.

(b) Which type(s) of copolymer(s) will this
copolymer be, considering the following pos-
sibilities: random, alternating, graft, and
block? Why?

Crosslinked copolymers consisting of 60 wt%
ethylene and 40 wt% propylene may have
elastic properties similar to those for natural
rubber. For a copolymer of this composition,
determine the fraction of both mer types.

A random poly(isobutylene-isoprene) co-
polymer has a weight-average molecular
weight of 200,000 g/mol and a weight-aver-
age degree of polymerization of 3000. Com-
pute the fraction of isobutylene and isoprene
mers in this copolymer.

(a) Compare the crystalline state in metals
and polymers.
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4.28

4.29

(b) Compare the noncrystalline state as it
applies to polymers and ceramic glasses.

Explain briefly why the tendency of a poly-
mer to crystallize decreases with increasing
molecular weight.

For each of the following pairs of polymers,
do the following: (1) state whether or not it
is possible to determine if one polymer is
more likely to crystallize than the other; (2)
if it is possible, note which is the more likely
and then cite reason(s) for your choice; and
(3) if it is not possible to decide, then state
why.

(a) Linear and syndiotactic polyvinyl chlo-
ride; linear and isotactic polystyrene.

(b) Network phenol-formaldehyde; linear
and heavily crosslinked cis-isoprene.

(c) Linear polyethylene; lightly branched
isotactic polypropylene.

(d) Alternating poly(styrene-ethylene) co-
polymer; random poly(vinyl chloride-tetra-
fluoroethylene) copolymer.

Compute the density of totally crystalline
polyethylene. The orthorhombic unit cell for
polyethylene is shown in Figure 4.10; also,
the equivalent of two ethylene mer units is
contained within each unit cell.

The density of totally crystalline polypropyl-
ene at room temperature is 0.946 g/cm?®.
Also, at room temperature the unit cell for
this material is monoclinic with lattice pa-
rameters

a = 0.666 nm o = 90°
b = 2.078 nm B = 99.62°
¢ = 0.650 nm vy = 90°

4.30
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If the volume of a monoclinic unit cell, Vimono,
is a function of these lattice parameters as

Vimono = abc sin B8
determine the number of mer units per
unit cell.

The density and associated percent crys-
tallinity for two polytetrafluoroethylene ma-
terials are as follows:

p (g/cm?) Crystallinity (%)
2.144 51.3
2.215 74.2

(a) Compute the densities of totally crystal-
line and totally amorphous polytetrafluoro-
ethylene.

(b) Determine the percent crystallinity of a
specimen having a density of 2.26 g/cm?.
The density and associated percent crys-
tallinity for two nylon 6,6 materials are as
follows:

p (g/cmd) Crystallinity (%)
1.188 67.3
1.152 43.7

(a) Compute the densities of totally crystal-
line and totally amorphous nylon 6,6.

(b) Determine the density of a specimen
having 55.4% crystallinity.
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A field ion micrograph
taken at the tip of a pointed
tungsten specimen. Field ion
microscopy is a sophisticated

and fascinating technique

that permits observation of indivi-
dual atoms in a solid, which

are represented by white

spots. The symmetry and regu-
larity of the atom arrange-

ments are evident from the
positions of the spots in this
micrograph. A disruption of

this symmetry occurs along

a grain boundary, which is

traced by the arrows.
Approximately 3,460,000x.
(Photomicrograph courtesy

of J. J. Hren and

R. W. Newman.)

Why Study Imperfections in Solids?

The properties of some materials are profoundly copper) is much harder and stronger than pure
influenced by the presence of imperfections. Con- silver (Section 8.10).

sequently, it is important to have a knowledge Also, integrated circuit microelectronic devices
about the types of imperfections that exist, and found in our computers, calculators, and home
the roles they play in affecting the behavior of appliances function because of highly controlled
materials. For example, the mechanical properties concentrations of specific impurities that are

of pure metals experience significant alterations incorporated into small, localized regions of

when alloyed (i.e., when impurity atoms are semiconducting materials (Sections 12.11 {and
added)—e.g., sterling silver (92.5% silver-7.5% 12.14}).
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Learning Objectives
After studying this chapter you should be able to do the following:

1.

Describe both vacancy and self-interstitial crys-
talline defects.

weight percent and atomic percent for each el-
ement.

2. Calculate the equilibrium number of vacancies 6. For each of edge, screw, and mixed dislocations:
in a material at some specified temperature, () describe and make a drawing of the dislo-
given the relevant constants. cation;

3. Name the two types of solid solutions, and pro- (b) note the location of the dislocation line; and
vide a brief written definition and/or schematic (c) indicate the direction along which the dislo-
sketch of each. cation line extends.

4. Name and describe eight different ionic point de- 7. Describe the atomic structure within the vicinity

fects that are found in ceramic compounds.
Given the masses and atomic weights of two or

of (a) a grain boundary, and (b) a twin
boundary.

more elements in a metal alloy, calculate the

5.1 INTRODUCTION

For a crystalline solid we have tacitly assumed that perfect order exists throughout
the material on an atomic scale. However, such an idealized solid does not exist;
all contain large numbers of various defects or imperfections. As a matter of fact,
many of the properties of materials are profoundly sensitive to deviations from
crystalline perfection; the influence is not always adverse, and often specific charac-
teristics are deliberately fashioned by the introduction of controlled amounts or
numbers of particular defects, as detailed in succeeding chapters.

By ‘“‘crystalline defect” is meant a lattice irregularity having one or more of
its dimensions on the order of an atomic diameter. Classification of crystalline
imperfections is frequently made according to geometry or dimensionality of the
defect. Several different imperfections are discussed in this chapter, including point
defects (those associated with one or two atomic positions), linear (or one-dimen-
sional) defects, as well as interfacial defects, or boundaries, which are two-dimen-
sional. Impurities in solids are also discussed, since impurity atoms may exist as
point defects. {Finally, techniques for the microscopic examination of defects and
the structure of materials are briefly described.}

POINT DEFECTS

5.2 PoiNnT DEFECTS IN METALS

The simplest of the point defects is a vacancy, or vacant lattice site, one normally
occupied from which an atom is missing (Figure 5.1). All crystalline solids contain
vacancies and, in fact, it is not possible to create such a material that is free of
these defects. The necessity of the existence of vacancies is explained using principles
of thermodynamics; in essence, the presence of vacancies increases the entropy
(i.e., the randomness) of the crystal.

The equilibrium number of vacancies N, for a given quantity of material depends
on and increases with temperature according to

(5.1)
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Ficure 5.1 Two-dimensional

- » . * - representations of a vacancy and
l ‘ ‘ - a self-interstitial. (Adapted from

‘. -‘ -. l. W. G. Moffatt, G. W. Pearsall, and
J. Wulff, The Structure and
Properties of Materials, Vol. I,
Structure, p. 77. Copyright O 1964 by
John Wiley & Sons, New York.
Reprinted by permission of John
Wiley & Sons, Inc.)

In this expression, N is the total number of atomic sites, Q, is the energy required
for the formation of a vacancy, T is the absolute temperature! in kelvins, and k
is the gas or Boltzmann’s constant. The value of k is 1.38 X 1072® J/atom-K, or
8.62 X 107° eV/atom-K, depending on the units of Q,.? Thus, the number of
vacancies increases exponentially with temperature; that is, as T in Equation 5.1
increases, so does also the expression exp —(Q,/KT). For most metals, the fraction
of vacancies N,/N just below the melting temperature is on the order of 107%; that
is, one lattice site out of 10,000 will be empty. As ensuing discussions indicate, a
number of other material parameters have an exponential dependence on tempera-
ture similar to that of Equation 5.1.

A self-interstitial is an atom from the crystal that is crowded into an interstitial
site, a small void space that under ordinary circumstances is not occupied. This
kind of defect is also represented in Figure 5.1. In metals, a self-interstitial introduces
relatively large distortions in the surrounding lattice because the atom is substan-
tially larger than the interstitial position in which it is situated. Consequently,
the formation of this defect is not highly probable, and it exists in very small
concentrations, which are significantly lower than for vacancies.

ExampLE ProBLEM 5.1

Calculate the equilibrium number of vacancies per cubic meter for copper at
1000°C. The energy for vacancy formation is 0.9 eV/atom; the atomic weight
and density (at 1000°C) for copper are 63.5 g/mol and 8.40 g/cm?, respectively.

SoLuTionN

This problem may be solved by using Equation 5.1; it is first necessary, however,
to determine the value of N, the number of atomic sites per cubic meter for

! Absolute temperature in kelvins (K) is equal to °C + 273.
2 Boltzmann’s constant per mole of atoms becomes the gas constant R; in such a case R =
8.31 J/mol-K, or 1.987 cal/mol-K.
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copper, from its atomic weight A¢,, its density p, and Avogadro’s number N4,
according to

Nap
N = 5.2
Acy (52)

_ (6.023 X 10* atoms/mol)(8.40 g/cm®)(10° cm®/m®)
63.5 g/mol

= 8.0 X 10%® atoms/m?®
Thus, the number of vacancies at 1000°C (1273 K) is equal to

Ny —Nexp( ST)

= (8.0 X 10%® atoms/m?) exp [—

(0.9eV) }
(8.62 X 10°eV/K)(1273 K)

= 2.2 X 10%® vacancies/m®

5.3 PoinT Derects IN CERAMICS

Point defects also may exist in ceramic compounds. As with metals, both vacancies
and interstitials are possible; however, since ceramic materials contain ions of at
least two kinds, defects for each ion type may occur. For example, in NaCl, Na
interstitials and vacancies and Cl interstitials and vacancies may exist. It is highly
improbable that there would be appreciable concentrations of anion (CI7) intersti-
tials. The anion is relatively large, and to fit into a small interstitial position, substan-
tial strains on the surrounding ions must be introduced. Anion and cation vacancies
and a cation interstitial are represented in Figure 5.2.

The expression defect structure is often used to designate the types and concen-
trations of atomic defects in ceramics. Because the atoms exist as charged ions, when
defect structures are considered, conditions of electroneutrality must be maintained.

Ficure 5.2

Schematic
representations of
cation and anion
vacancies and a cation
interstitial. (From W.

G. Moffatt, G. W.
Pearsall, and J. Wulff, . hd ‘ d . o
The Structure and
Properties of Materials,
Vol. 1, Structure, p. 78.
ooy O ° O ° O ° O
o O
9

.ntersimal

John Wiley & Sons,

New York. Reprinted
by permission of John
Wiley & Sons, Inc.) o o . ° . o ‘
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Ficure 5.3

Schematic diagram
showing Frenkel and
Schottky defects in
ionic solids. (From W.
G. Moffatt, G. W.
Pearsall, and J. Wulff,
The Structure and
Properties of Materials,
Vol. 1, Structure, p. 78.
Copyright O 1964 by
John Wiley & Sons,
New York. Reprinted
by permission of John
Wiley & Sons, Inc.)

in Solids

Electroneutrality is the state that exists when there are equal numbers of positive
and negative charges from the ions. As a consequence, defects in ceramics do not
occur alone. One such type of defect involves a cation-vacancy and a cation—
interstitial pair. This is called a Frenkel defect (Figure 5.3). It might be thought of
as being formed by a cation leaving its normal position and moving into an interstitial
site. There is no change in charge because the cation maintains the same positive
charge as an interstitial.

Another type of defect found in AX materials is a cation vacancy—anion vacancy
pair known as a Schottky defect, also schematically diagrammed in Figure 5.3. This
defect might be thought of as being created by removing one cation and one anion
from the interior of the crystal and then placing them both at an external surface.
Since both cations and anions have the same charge, and since for every anion
vacancy there exists a cation vacancy, the charge neutrality of the crystal is main-
tained.

The ratio of cations to anions is not altered by the formation of either a Frenkel
or a Schottky defect. If no other defects are present, the material is said to be
stoichiometric. Stoichiometry may be defined as a state for ionic compounds wherein
there is the exact ratio of cations to anions as predicted by the chemical formula.
For example, NaCl is stoichiometric if the ratio of Na* ions to CI~ ions is exactly
1:1. A ceramic compound is nonstoichiometric if there is any deviation from this
exact ratio.

Nonstoichiometry may occur for some ceramic materials in which two valence
(or ionic) states exist for one of the ion types. Iron oxide (wustite, FeO) is one
such material, for the iron can be present in both Fe?* and Fe®* states; the number
of each of these ion types depends on temperature and the ambient oxygen pressure.
The formation of an Fe3* ion disrupts the electroneutrality of the crystal by introduc-
ing an excess +1 charge, which must be offset by some type of defect. This may
be accomplished by the formation of one Fe?" vacancy (or the removal of two
positive charges) for every two Fe3* ions that are formed (Figure 5.4). The crystal
is no longer stoichiometric because there is one more O ion than Fe ion; however,
the crystal remains electrically neutral. This phenomenon is fairly common in iron
oxide, and, in fact, its chemical formula is often written as Fe,;_,O (where x is some
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Ficure 5.4  Schematic
0 . e -.n o representation of an Fe?*
J Fate Vacancy in FeO that results

from the formation of two

3+
'-'-:ll.-:llh..' Fot+ Fe* ions.

2323? g

small and variable fraction substantially less than unity) to indicate a condition of
nonstoichiometry with a deficiency of Fe.

IN SoLIDs

IMPURITIES IN METALS

A pure metal consisting of only one type of atom just isn’t possible; impurity or
foreign atoms will always be present, and some will exist as crystalline point defects.
In fact, even with relatively sophisticated techniques, it is difficult to refine metals
to a purity in excess of 99.9999%. At this level, on the order of 10?2 to 102 impurity
atoms will be present in one cubic meter of material. Most familiar metals are not
highly pure; rather, they are alloys, in which impurity atoms have been added
intentionally to impart specific characteristics to the material. Ordinarily alloying
is used in metals to improve mechanical strength and corrosion resistance. For
example, sterling silver is a 92.5% silver—7.5% copper alloy. In normal ambient
environments, pure silver is highly corrosion resistant, but also very soft. Alloying
with copper enhances the mechanical strength significantly, without depreciating
the corrosion resistance appreciably.

The addition of impurity atoms to a metal will result in the formation of a solid
solution and/or a new second phase, depending on the kinds of impurity, their
concentrations, and the temperature of the alloy. The present discussion is con-
cerned with the notion of a solid solution; treatment of the formation of a new
phase is deferred to Chapter 10.

Several terms relating to impurities and solid solutions deserve mention. With
regard to alloys, solute and solvent are terms that are commonly employed. ““Sol-
vent” represents the element or compound that is present in the greatest amount;
on occasion, solvent atoms are also called host atoms. ““Solute” is used to denote
an element or compound present in a minor concentration.

SOLID SOLUTIONS

A solid solution forms when, as the solute atoms are added to the host material,
the crystal structure is maintained, and no new structures are formed. Perhaps it
is useful to draw an analogy with a liquid solution. If two liquids, soluble in each
other (such as water and alcohol) are combined, a liquid solution is produced as
the molecules intermix, and its composition is homogeneous throughout. A solid
solution is also compositionally homogeneous; the impurity atoms are randomly
and uniformly dispersed within the solid.
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Ficure 5.5 Two-dimensional
schematic representations of
substitutional and interstitial
impurity atoms. (Adapted from
W. G. Moffatt, G. W. Pearsall,
and J. Wulff, The Structure and
Properties of Materials, Vol. I,
Structure, p. 77. Copyright O
1964 by John Wiley & Sons, New
York. Reprinted by permission
of John Wiley & Sons, Inc.)

Interstitial
impurity atom

Impurity point defects are found in solid solutions, of which there are two
types: substitutional and interstitial. For substitutional, solute or impurity atoms
replace or substitute for the host atoms (Figure 5.5). There are several features of
the solute and solvent atoms that determine the degree to which the former dissolves
in the latter; these are as follows:

1. Atomicsize factor. Appreciable quantities of a solute may be accommo-
dated in this type of solid solution only when the difference in atomic
radii between the two atom types is less than about +15%. Otherwise
the solute atoms will create substantial lattice distortions and a new
phase will form.

2. Crystal structure. For appreciable solid solubility the crystal structures
for metals of both atom types must be the same.

3. Electronegativity. The more electropositive one element and the more
electronegative the other, the greater is the likelihood that they will
form an intermetallic compound instead of a substitutional solid solution.

4. Valences. Other factors being equal, a metal will have more of a ten-
dency to dissolve another metal of higher valency than one of a lower va-
lency.

An example of a substitutional solid solution is found for copper and nickel.
These two elements are completely soluble in one another at all proportions. With
regard to the aforementioned rules that govern degree of solubility, the atomic
radii for copper and nickel are 0.128 and 0.125 nm, respectively, both have the FCC
crystal structure, and their electronegativities are 1.9 and 1.8 (Figure 2.7); finally,
the most common valences are +1 for copper (although it sometimes can be +2)
and +2 for nickel.

For interstitial solid solutions, impurity atoms fill the voids or interstices among
the host atoms (see Figure 5.5). For metallic materials that have relatively high
atomic packing factors, these interstitial positions are relatively small. Consequently,
the atomic diameter of an interstitial impurity must be substantially smaller than that
of the host atoms. Normally, the maximum allowable concentration of interstitial
impurity atoms is low (less than 10%). Even very small impurity atoms are ordinarily
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larger than the interstitial sites, and as a consequence they introduce some lattice
strains on the adjacent host atoms. Problem 5.9 calls for determination of the radii
of impurity atoms (in terms of R, the host atom radius) that will just fit into
interstitial positions without introducing any lattice strains for both FCC and BCC
crystal structures.

Carbon forms an interstitial solid solution when added to iron; the maximum
concentration of carbon is about 2%. The atomic radius of the carbon atom is much
less than that for iron: 0.071 nm versus 0.124 nm.

IMPURITIES IN CERAMICS

Impurity atoms can form solid solutions in ceramic materials much as they do in
metals. Solid solutions of both substitutional and interstitial types are possible. For
an interstitial, the ionic radius of the impurity must be relatively small in comparison
to the anion. Since there are both anions and cations, a substitutional impurity will
substitute for the host ion to which it is most similar in an electrical sense: if the
impurity atom normally forms a cation in a ceramic material, it most probably will
substitute for a host cation. For example, in sodium chloride, impurity Ca?* and
O?% ions would most likely substitute for Na* and CI- ions, respectively. Schematic
representations for cation and anion substitutional as well as interstitial impurities
are shown in Figure 5.6. To achieve any appreciable solid solubility of substituting
impurity atoms, the ionic size and charge must be very nearly the same as those
of one of the host ions. For an impurity ion having a charge different from the host
ion for which it substitutes, the crystal must compensate for this difference in charge
so that electroneutrality is maintained with the solid. One way this is accomplished
is by the formation of lattice defects—vacancies or interstitials of both ion types,
as discussed above.

d( ol 0ol Yol Ho

Interstitial impurity atom

> > 2. 0 > >

> 2 (®) o > J
Substitutional impurity ions \\ _‘//
2( @ O > J J
/ \
] 5 d J d J
\ /

Ficure 5.6 Schematic representations of interstitial, anion-substitutional, and
cation-substitutional impurity atoms in an ionic compound. (Adapted from W.
G. Moffatt, G. W. Pearsall, and J. Wulff, The Structure and Properties of
Materials, VVol. 1, Structure, p. 78. Copyright 0 1964 by John Wiley & Sons, New
York. Reprinted by permission of John Wiley & Sons, Inc.)
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ExampLE PrRoOBLEM 5.2

If electroneutrality is to be preserved, what point defects are possible in NaCl
when a Ca?* substitutes for an Na* ion? How many of these defects exist for
every Ca?" ion?

SoLuTion

Replacement of an Na* by a Ca?" ion introduces one extra positive charge.
Electroneutrality is maintained when either a single positive charge is eliminated
or another single negative charge is added. Removal of a positive charge is
accomplished by the formation of one Na* vacancy. Alternatively, a Cl~ intersti-
tial will supply an additional negative charge, negating the effect of each Ca?*
ion. However, as mentioned above, the formation of this defect is highly un-
likely.

5.5 PoINT DEFeCTS IN POLYMERS

It should be noted that the defect concept is different in polymers (than in metals
and ceramics) as a consequence of the chainlike macromolecules and the nature
of the crystalline state for polymers. Point defects similar to those found in metals
have been observed in crystalline regions of polymeric materials; these include
vacancies and interstitial atoms and ions. Chain ends are considered to be defects
inasmuch as they are chemically dissimilar to normal chain units; vacancies are also
associated with the chain ends. Impurity atoms/ions or groups of atoms/ions may
be incorporated in the molecular structure as interstitials; they may also be associ-
ated with main chains or as short side branches.

5.6 SpeciFicaTioON oF COMPOSITION

It is often necessary to express the composition (or concentration)® of an alloy in
terms of its constituent elements. The two most common ways to specify composition
are weight (or mass) percent and atom percent. The basis for weight percent (wt%)
is the weight of a particular element relative to the total alloy weight. For an alloy
that contains two hypothetical atoms denoted by 1 and 2, the concentration of 1
in wt%, C,, is defined as

m;
=____ - X
s X 100 (5.3)

Cy
where m; and m, represent the weight (or mass) of elements 1 and 2, respectively.
The concentration of 2 would be computed in an analogous manner.

The basis for atom percent (at%) calculations is the number of moles of an
element in relation to the total moles of the elements in the alloy. The number of
moles in some specified mass of a hypothetical element 1, n.,;, may be computed

3 The terms composition and concentration will be assumed to have the same meaning in
this book (i.e., the relative content of a specific element or constituent in an alloy) and will
be used interchangeably.
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as follows:

m !
Ny = Kl (5.4)

1
Here, m{ and A; denote the mass (in grams) and atomic weight, respectively, for
element 1.

Concentration in terms of atom percent of element 1 in an alloy containing 1
and 2 atoms, Cj, is defined by*

Ci=— ™ 100
1 Nt + N (5.5)

In like manner, the atom percent of 2 may be determined.

Atom percent computations also can be carried out on the basis of the number
of atoms instead of moles, since one mole of all substances contains the same
number of atoms.

COMPOSITION CONVERSIONS (CD-ROM)

MISCELLANEOUS IMPERFECTIONS

5.7 DisLocAaTioONS—LINEAR DEFECTS

A dislocation is a linear or one-dimensional defect around which some of the atoms
@ are misaligned. One type of dislocation is represented in Figure 5.7: an extra portion

Burgers vector Ficure 5.7 The atom positions around an

b edge dislocation; extra half-plane of atoms
shown in perspective. (Adapted from A. G.
Guy, Essentials of Materials Science,
McGraw-Hill Book Company, New York,
1976, p. 153.)

Edge e -:.
dislﬁ(;ition A ‘\‘\\ g///.,,,,///.,,’,”l

4 In order to avoid confusion in notations and symbols that are being used in this section,
itshould be pointed out that the prime (asin C;and m1) is used to designate both composition,
in atom percent, as well as mass of material in units of grams.



112

Chapter 5 / Imperfections in Solids

of a plane of atoms, or half-plane, the edge of which terminates within the crystal.
This is termed an edge dislocation; it is a linear defect that centers around the line
that is defined along the end of the extra half-plane of atoms. This is sometimes
termed the dislocation line, which, for the edge dislocation in Figure 5.7, is perpen-
dicular to the plane of the page. Within the region around the dislocation line there
is some localized lattice distortion. The atoms above the dislocation line in Figure
5.7 are squeezed together, and those below are pulled apart; this is reflected in the
slight curvature for the vertical planes of atoms as they bend around this extra half-
plane. The magnitude of this distortion decreases with distance away from the
dislocation line; at positions far removed, the crystal lattice is virtually perfect.
Sometimes the edge dislocation in Figure 5.7 is represented by the symbol 1, which
also indicates the position of the dislocation line. An edge dislocation may also be
formed by an extra half-plane of atoms that is included in the bottom portion of
the crystal; its designation is a T.

Another type of dislocation, called a screw dislocation, exists, which may be
thought of as being formed by a shear stress that is applied to produce the distortion
shown in Figure 5.8a: the upper front region of the crystal is shifted one atomic
distance to the right relative to the bottom portion. The atomic distortion associated
with a screw dislocation is also linear and along a dislocation line, line AB in Figure
5.8b. The screw dislocation derives its name from the spiral or helical path or ramp
that is traced around the dislocation line by the atomic planes of atoms. Sometimes
the symbol C is used to designate a screw dislocation.

Most dislocations found in crystalline materials are probably neither pure edge
nor pure screw, but exhibit components of both types; these are termed mixed
dislocations. All three dislocation types are represented schematically in Figure 5.9;
the lattice distortion that is produced away from the two faces is mixed, having
varying degrees of screw and edge character.

The magnitude and direction of the lattice distortion associated with a disloca-
tion is expressed in terms of a Burgers vector, denoted by a b. Burgers vectors
are indicated in Figures 5.7 and 5.8 for edge and screw dislocations, respectively.
Furthermore, the nature of a dislocation (i.e., edge, screw, or mixed) is defined by
the relative orientations of dislocation line and Burgers vector. For an edge, they
are perpendicular (Figure 5.7), whereas for a screw, they are parallel (Figure 5.8);
they are neither perpendicular nor parallel for a mixed dislocation. Also, even
though a dislocation changes direction and nature within a crystal (e.g., from edge
to mixed to screw), the Burgers vector will be the same at all points along its line.
For example, all positions of the curved dislocation in Figure 5.9 will have the
Burgers vector shown. For metallic materials, the Burgers vector for a dislocation
will point in a close-packed crystallographic direction and will be of magnitude
equal to the interatomic spacing.

Dislocations can be observed in crystalline materials using electron-microscopic
techniques. In Figure 5.10, a high-magnification transmission electron micrograph,
the dark lines are the dislocations.

Virtually all crystalline materials contain some dislocations that were introduced
during solidification, during plastic deformation, and as a consequence of thermal
stresses that result from rapid cooling. Dislocations are involved in the plastic
deformation of these materials, as discussed in Chapter 8. Dislocations have been
observed in polymeric materials; however, some controversy exists as to the nature
of dislocation structures in polymers and the mechanism(s) by which polymers
plastically deform.
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Ficure 5.9 ()
Schematic
representation of a
dislocation that has
edge, screw, and mixed
character. (b) Top view,
where open circles
denote atom positions
above the slip plane.
Solid circles, atom
positions below. At
point A, the dislocation
is pure screw, while at
point B, it is pure edge.
For regions in between
where there is
curvature in the
dislocation line, the
character is mixed edge
and screw. (Figure (b)
from W. T. Read, Jr.,
Dislocations in Crystals,
McGraw-Hill Book
Company, New York,
1953.)
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Ficure 5.10 A transmission electron
micrograph of a titanium alloy in which the
dark lines are dislocations. 51,450,
(Courtesy of M. R. Plichta, Michigan
Technological University.)

INTERFACIAL DEFECTS

Interfacial defects are boundaries that have two dimensions and normally separate
regions of the materials that have different crystal structures and/or crystallographic
orientations. These imperfections include external surfaces, grain boundaries, twin
boundaries, stacking faults, and phase boundaries.

EXTERNAL SURFACES

One of the most obvious boundaries is the external surface, along which the crystal
structure terminates. Surface atoms are not bonded to the maximum number of
nearest neighbors, and are therefore in a higher energy state than the atoms at
interior positions. The bonds of these surface atoms that are not satisfied give rise
to a surface energy, expressed in units of energy per unit area (J/m? or erg/cm?).
To reduce this energy, materials tend to minimize, if at all possible, the total surface
area. For example, liquids assume a shape having a minimum area—the droplets
become spherical. Of course, this is not possible with solids, which are mechani-
cally rigid.

GRAIN BOUNDARIES

Another interfacial defect, the grain boundary, was introduced in Section 3.17 as
the boundary separating two small grains or crystals having different crystallographic
orientations in polycrystalline materials. A grain boundary is represented schemati-
cally from an atomic perspective in Figure 5.11. Within the boundary region, which
is probably just several atom distances wide, there is some atomic mismatch in a
transition from the crystalline orientation of one grain to that of an adjacent one.

Various degrees of crystallographic misalignment between adjacent grains are
possible (Figure 5.11). When this orientation mismatch is slight, on the order of a
few degrees, then the term small- (or low-) angle grain boundary is used. These
boundaries can be described in terms of dislocation arrays. One simple small-angle
grain boundary is formed when edge dislocations are aligned in the manner of
Figure 5.12. This type is called a tilt boundary; the angle of misorientation, 6, is
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Angle of misalignment

Ficure 5.11 Schematic
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diagram showing low-
and high-angle grain
boundaries and

the adjacent atom
positions.

| High-angle
grain boundary

| Low-angle
grain boundary

Angle of misalignment

also indicated in the figure. When the angle of misorientation is parallel to the
boundary, a twist boundary results, which can be described by an array of screw dislo-

cations.

The atoms are bonded less regularly along a grain boundary (e.g., bond angles
are longer), and consequently, there is an interfacial or grain boundary energy

Ficure 5.12 Demonstration of how a tilt boundary
having an angle of misorientation 6 results from an
alignment of edge dislocations.
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similar to the surface energy described above. The magnitude of this energy is a
function of the degree of misorientation, being larger for high-angle boundaries.
Grain boundaries are more chemically reactive than the grains themselves as a
consequence of this boundary energy. Furthermore, impurity atoms often preferen-
tially segregate along these boundaries because of their higher energy state. The
total interfacial energy is lower in large or coarse-grained materials than in fine-
grained ones, since there is less total boundary area in the former. Grains grow at
elevated temperatures to reduce the total boundary energy, a phenomenon ex-
plained in Section 8.14.

In spite of this disordered arrangement of atoms and lack of regular bond-
ing along grain boundaries, a polycrystalline material is still very strong; cohesive
forces within and across the boundary are present. Furthermore, the density of a
polycrystalline specimen is virtually identical to that of a single crystal of the same
material.

TWIN BOUNDARIES

A twin boundary is a special type of grain boundary across which there is a specific
mirror lattice symmetry; that is, atoms on one side of the boundary are located in
mirror image positions of the atoms on the other side (Figure 5.13). The region of
material between these boundaries is appropriately termed a twin. Twins result
from atomic displacements that are produced from applied mechanical shear forces
(mechanical twins), and also during annealing heat treatments following deforma-
tion (annealing twins). Twinning occurs on a definite crystallographic plane and in
a specific direction, both of which depend on the crystal structure. Annealing twins
are typically found in metals that have the FCC crystal structure, while mechanical
twins are observed in BCC and HCP metals. {The role of mechanical twins in the
deformation process is discussed in Section 8.8. Annealing twins may be observed
in the photomicrograph of the polycrystalline brass specimen shown in Figure 5.15c.
The twins correspond to those regions having relatively straight and parallel sides
and a different visual contrast than the untwinned regions of the grains within
which they reside. An explanation for the variety of textural contrasts in this
photomicrograph is provided in Section 5.12.}

MISCELLANEOUS INTERFACIAL DEFECTS

Other possible interfacial defects include stacking faults, phase boundaries, and
ferromagnetic domain walls. Stacking faults are found in FCC metals when there
is an interruption in the ABCABCABC . . . stacking sequence of close-packed
planes (Section 3.15). Phase boundaries exist in multiphase materials (Section 10.3)

Twin plane (boundary) Ficure 5.13 Schematic diagram
showing a twin plane or boundary
and the adjacent atom positions
(dark circles).
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across which there is a sudden change in physical and/or chemical characteristics.
{For ferromagnetic and ferrimagnetic materials, the boundary that separates regions
having different directions of magnetization is termed a domain wall, which is
discussed in Section 18.7.}

With regard to polymeric materials, the surfaces of chain-folded layers (Figure
4.14) are considered to be interfacial defects, as are boundaries between two adjacent
crystalline regions.

Associated with each of the defects discussed in this section is an interfacial
energy, the magnitude of which depends on boundary type, and which will vary
from material to material. Normally, the interfacial energy will be greatest for
external surfaces and least for domain walls.

5.9 BuLk or VoLUME DEFECTS

Other defects exist in all solid materials that are much larger than those heretofore
discussed. These include pores, cracks, foreign inclusions, and other phases. They
are normally introduced during processing and fabrication steps. Some of these
defects and their effects on the properties of materials are discussed in subse-
guent chapters.

5.10 Atomic VIBRATIONS

MICROSCOPIC EXAMINATION

Every atom in a solid material is vibrating very rapidly about its lattice position
within the crystal. In a sense, these vibrations may be thought of as imperfections
or defects. At any instant of time not all atoms vibrate at the same frequency and
amplitude, nor with the same energy. At a given temperature there will exist a
distribution of energies for the constituent atoms about an average energy. Over
time the vibrational energy of any specific atom will also vary in a random manner.
With rising temperature, this average energy increases, and, in fact, the temperature
of a solid is really just a measure of the average vibrational activity of atoms and
molecules. At room temperature, a typical vibrational frequency is on the order of
10*® vibrations per second, whereas the amplitude is a few thousandths of a nano-
meter.

Many properties and processes in solids are manifestations of this vibrational
atomic motion. For example, melting occurs when the vibrations are vigorous
enough to rupture large numbers of atomic bonds. {A more detailed discussion of
atomic vibrations and their influence on the properties of materials is presented in
Chapter 17.}

5.11 GENERAL

On occasion it is necessary or desirable to examine the structural elements and
defects that influence the properties of materials. Some structural elements are of
macroscopic dimensions, that is, are large enough to be observed with the unaided
eye. For example, the shape and average size or diameter of the grains for a
polycrystalline specimen are important structural characteristics. Macroscopic grains
are often evident on aluminum streetlight posts and also on garbage cans. Relatively
large grains having different textures are clearly visible on the surface of the sec-
tioned lead ingot shown in Figure 5.14. However, in most materials the constituent



5.13 Grain Size Determination e 119

Ficure 5.14  High-purity
polycrystalline lead ingot in which
the individual grains may be
discerned. 0.7X. (Reproduced with
permission from Metals Handbook,
Vol. 9, 9th edition, Metallography
and Microstructures, American
Society for Metals, Metals Park,
OH, 1985.)

grains are of microscopic dimensions, having diameters that may be on the order
of microns,® and their details must be investigated using some type of microscope.
Grain size and shape are only two features of what is termed the microstructure;
these and other microstructural characteristics are discussed in subsequent chapters.

Optical, electron, and scanning probe microscopes are commonly used in mi-
croscopy. These instruments aid in investigations of the microstructural features of
all material types. Some of these techniques employ photographic equipment in
conjunction with the microscope; the photograph on which the image is recorded
is called a photomicrograph. In addition, some microstructural images are computer
generated and/or enhanced.

Microscopic examination is an extremely useful tool in the study and character-
ization of materials. Several important applications of microstructural examinations
are as follows: to ensure that the associations between the properties and structure
(and defects) are properly understood; to predict the properties of materials once
these relationships have been established; to design alloys with new property combi-
nations; to determine whether or not a material has been correctly heat treated,;
and to ascertain the mode of mechanical fracture. {Several techniques that are
commonly used in such investigations are discussed next.}

5.12 Microscoric TecHNIQUES (CD-ROM)

5.13 GRAIN Size DETERMINATION

The grain size is often determined when the properties of a polycrystalline material
are under consideration. In this regard, there exist a number of techniques by which
size is specified in terms of average grain volume, diameter, or area. Grain size
may be estimated by using an intercept method, described as follows. Straight lines
all the same length are drawn through several photomicrographs that show the

5 A micron (um), sometimes called a micrometer, is 107% m.
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grain structure. The grains intersected by each line segment are counted; the line
length is then divided by an average of the number of grains intersected, taken
over all the line segments. The average grain diameter is found by dividing this
result by the linear magnification of the photomicrographs.

Probably the most common method utilized, however, is that devised by the
American Society for Testing and Materials (ASTM).® The ASTM has prepared
several standard comparison charts, all having different average grain sizes. To
each is assigned a number ranging from 1 to 10, which is termed the grain size
number; the larger this number, the smaller the grains. A specimen must be properly
prepared to reveal the grain structure, which is photographed at a magnification
of 100X. Grain size is expressed as the grain size number of the chart that most
nearly matches the grains in the micrograph. Thus, arelatively simple and convenient
visual determination of grain size number is possible. Grain size number is used
extensively in the specification of steels.

The rationale behind the assignment of the grain size number to these various
charts is as follows. Let n represent the grain size number, and N the average
number of grains per square inch at a magnification of 100X. These two parameters
are related to each other through the expression

N =2n! (5.16)

SUMMARY

All solid materials contain large numbers of imperfections or deviations from crystal-
line perfection. The several types of imperfection are categorized on the basis of
their geometry and size. Point defects are those associated with one or two atomic
positions; in metals these include vacancies (or vacant lattice sites), self-interstitials
(host atoms that occupy interstitial sites), and impurity atoms.

With regard to atomic point defects in ceramics, interstitials and vacancies for
each anion and cation type are possible. These imperfections often occur in pairs as
Frenkel and Schottky defects to ensure that crystal electroneutrality is maintained.

A solid solution may form when impurity atoms are added to a solid, in which
case the original crystal structure is retained and no new phases are formed. For
substitutional solid solutions, impurity atoms substitute for host atoms, and apprecia-
ble solubility is possible only when atomic diameters and electronegativities for
both atom types are similar, when both elements have the same crystal structure,
and when the impurity atoms have a valence that is the same as or less than the
host material. Interstitial solid solutions form for relatively small impurity atoms
that occupy interstitial sites among the host atoms.

For ceramic materials, the addition of impurity atoms may result in the forma-
tion of substitutional or interstitial solid solutions. Any charge imbalance created
by the impurity ions may be compensated by the generation of host ion vacancies
or interstitials.

Composition of an alloy may be specified in weight percent or atom percent.
The basis for weight percent computations is the weight (or mass) of each alloy
constituent relative to the total alloy weight. Atom percents are calculated in terms
of the number of moles for each constituent relative to the total moles of all the

6 ASTM Standard E 112, “Standard Methods for Estimating the Average Grain Size for
Metals.”
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elements in the alloy. {Equations were provided for the conversion of one composi-
tion scheme to another.}

Dislocations are one-dimensional crystalline defects of which there are two
pure types: edge and screw. An edge may be thought of in terms of the lattice
distortion along the end of an extra half-plane of atoms; a screw, as a helical planar
ramp. For mixed dislocations, components of both pure edge and screw are found.
The magnitude and direction of lattice distortion associated with a dislocation is
specified by its Burgers vector. The relative orientations of Burgers vector and
dislocation line are (1) perpendicular for edge, (2) parallel for screw, and (3) neither
perpendicular nor parallel for mixed.

Other imperfections include interfacial defects [external surfaces, grain bound-
aries (both small- and high-angle), twin boundaries, etc.], volume defects (cracks,
pores, etc.), and atomic vibrations. Each type of imperfection has some influence
on the properties of a material.

Many of the important defects and structural elements of materials are of
microscopic dimensions, and observation is possible only with the aid of a micro-
scope. {Both optical and electron microscopes are employed, usually in conjunction
with photographic equipment. Transmissive and reflective modes are possible for
each microscope type; preference is dictated by the nature of the specimen as well
as the structural element or defect to be examined.}

{More recent scanning probe microscopic techniques have been developed that
generate topographical maps representing the surface features and characteristics
of the specimen. Examinations on the atomic and molecular levels are possible
using these techniques.}

Grain size of polycrystalline materials is frequently determined using photomi-
crographic techniques. Two methods are commonly employed: intercept and stan-
dard comparison charts.
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Note: To solve those problems having an asterisk (*) by their numbers, consultation of supplementary
topics [appearing only on the CD-ROM (and not in print)] will probably be necessary.

5.1 Calculate the fraction of atom sites that are
vacant for lead at its melting temperature of
327°C (600°F). Assume an energy for va-
cancy formation of 0.55 eVV/atom.

5.2 Calculate the number of vacancies per cubic
meter in iron at 850°C. The energy for va-
cancy formation is 1.08 eV/atom. Further-
more, the density and atomic weight for Fe
are 7.65 g/cm? and 55.85 g/mol, respectively.

5.3 Calculate the energy for vacancy formation
in silver, given that the equilibrium number
of vacancies at 800°C (1073 K) is 3.6 x 10%
m~=3. The atomic weight and density (at
800°C) for silver are, respectively, 107.9 g/
mol and 9.5 g/cm?,

5.4 Calculate the number of atoms per cubic me-
ter in aluminum.

5.5 Would you expect Frenkel defects for anions
to exist in ionic ceramics in relatively large
concentrations? Why or why not?

5.6 In your own words, briefly define the term
‘“stoichiometric.”

5.7 If cupric oxide (CuO) is exposed to reducing
atmospheres at elevated temperatures, some
of the Cu?* ions will become Cu*.

(a) Under these conditions, name one crys-
talline defect that you would expect to form
in order to maintain charge neutrality.

(b) How many Cu* ions are required for the
creation of each defect?

(c¢) How would you express the chemical
formula for this nonstoichiometric material?

5.8 Below, atomic radius, crystal structure, elec-
tronegativity, and the most common valence
are tabulated, for several elements; for those
that are nonmetals, only atomic radii are in-

dicated.
Atomic Electro-
Radius Crystal nega-

Element (nm) Structure tivity Valence
Cu 0.1278 FCC 1.9 +2
C 0.071
H 0.046
o 0.060
Ag 0.1445 FCC 1.9 +1
Al 0.1431 FCC 15 +3
Co 0.1253 HCP 1.8 +2
Cr 0.1249 BCC 1.6 +3
Fe 0.1241 BCC 1.8 +2
Ni 0.1246 FCC 1.8 +2
Pd 0.1376 FCC 2.2 42
Pt 0.1387 FCC 2.2 42
zZn 0.1332 HCP 1.6 +2

Which of these elements would you expect
to form the following with copper:

(a) A substitutional solid solution having
complete solubility?

(b) A substitutional solid solution of incom-
plete solubility?

(c) An interstitial solid solution?
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5.10

5.11

5.12

5.13

5.14

5.15

5.16

For both FCC and BCC crystal structures,
there are two different types of interstitial
sites. In each case, one site is larger than
the other, which site is normally occupied by
impurity atoms. For FCC, this larger one is
located at the center of each edge of the unit
cell; it is termed an octahedral interstitial
site. On the other hand, with BCC the larger
site type is found at 0, 3, 1 positions—that is,
lying on {100} faces, and situated midway
between two unit cell edges on this face and
one-quarter of the distance between the
other two unit cell edges; it is termed a tetra-
hedral interstitial site. For both FCC and
BCC crystal structures, compute the radius
r of an impurity atom that will just fit into
one of these sites in terms of the atomic
radius R of the host atom.

(a) Suppose that Li,O is added as an impu-
rity to CaO. If the Li* substitutes for Ca?*,
what kind of vacancies would you expect
to form? How many of these vacancies are
created for every Li* added?

(b) Suppose that CaCl, is added as an impu-
rity to CaO. If the CI- substitutes for O?",
what kind of vacancies would you expect to
form? How many of the vacancies are cre-
ated for every Cl~ added?

What point defects are possible for MgO as
an impurity in Al,Oz? How many Mg?* ions
must be added to form each of these defects?

What is the composition, in atom percent,
of an alloy that consists of 30 wt% Zn and
70 wt% Cu?

What is the composition, in weight percent,
of an alloy that consists of 6 at% Pb and 94
at% Sn?

Calculate the composition, in weight per-
cent, of an alloy that contains 218.0 kg tita-
nium, 14.6 kg of aluminum, and 9.7 kg of va-
nadium.

What is the composition, in atom percent,
of an alloy that contains 98 g tin and 65g
of lead?

What is the composition, in atom percent,
of an alloy that contains 99.7 Ib,, copper, 102
Ib,, zinc, and 2.1 Ib,,, lead?

5.17*

5.18*

5.19*%

5.20*

5.21*

5.22*%

5.23
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Derive the following equations:
(a) Equation 5.7a.

(b) Equation 5.9a.

(c¢) Equation 5.10a.

(d) Equation 5.11b.

What is the composition, in atom percent,
of an alloy that consists of 97 wt% Fe and 3
wt% Si?

Convert the atom percent composition in
Problem 5.16 to weight percent.

The concentration of carbon in an iron-car-
bon alloy is 0.15 wt%. What is the concentra-
tion in kilograms of carbon per cubic meter
of alloy?

Determine the approximate density of a
high-leaded brass that has a composition of
64.5 wt% Cu, 33.5 wt% Zn, and 2 wt% Pb.

For a solid solution consisting of two ele-
ments (designated as 1 and 2), sometimes it
is desirable to determine the number of
atoms per cubic centimeter of one element
in a solid solution, Ny, given the concentra-
tion of that element specified in weight per-
cent, C,. This computation is possible using
the following expression:

NaCy

N, (5.17)

TCA A
22122100 -cy)
P2

P

where

Na = Avogadro’s number
p1and p, = densities of the two elements
A; = the atomic weight of element 1

Derive Equation 5.17 using Equation 5.2 and
expressions contained in Section 5.3.

Gold forms a substitutional solid solution
with silver. Compute the number of gold
atoms per cubic centimeter for a silver-gold
alloy that contains 10 wt% Au and 90 wt%
Ag. The densities of pure gold and silver are
19.32 and 10.49 g/cm?®, respectively.

Germanium forms a substitutional solid so-
lution with silicon. Compute the number of
germanium atoms per cubic centimeter for
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5.25*

5.26

5.27

5.28

5.29
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a germaniume-silicon alloy that contains 15
wt% Ge and 85 wt% Si. The densities of pure
germanium and silicon are 5.32 and 2.33 g/
cm?, respectively.

Sometimes it is desirable to be able to deter-
mine the weight percent of one element, C,,
that will produce a specified concentration
in terms of the number of atoms per cubic
centimeter, N, for an alloy composed of two
types of atoms. This computation is possible
using the following expression:

100

N
1+ AP2 P2
N:A; g

C, = (5.18)

where
Na = Avogadro’s number
p1and p, = densities of the two elements

A; and A, = the atomic weights of the two
elements

Derive Equation 5.18 using Equation 5.2 and
expressions contained in Section 5.3.

Molybdenum forms a substitutional solid so-
lution with tungsten. Compute the weight
percent of molybdenum that must be added
to tungsten to yield an alloy that contains
1.0 X 10?2 Mo atoms per cubic centimeter.
The densities of pure Mo and W are 10.22
and 19.30 g/cm?, respectively.

Niobium forms a substitutional solid solution
with vanadium. Compute the weight percent
of niobium that must be added to vanadium
to yield an alloy that contains 1.55 X 10%
Nb atoms per cubic centimeter. The densities
of pure Nb and V are 8.57 and 6.10 g/cm?®, re-
spectively.

Copper and platinum both have the FCC
crystal structure and Cu forms a substitu-
tional solid solution for concentrations up to
approximately 6 wt% Cu at room tempera-
ture. Compute the unit cell edge length for
a 95 wt% Pt-5 wt% Cu alloy.

Cite the relative Burgers vector—dislocation
line orientations for edge, screw, and
mixed dislocations.

5.30

5.31

5.32

5.33

5.34

5.35*

For both FCC and BCC crystal structures,
the Burgers vector b may be expressed as

_a
b =7 [hki]

where a is the unit cell edge length and [hkl]
is the crystallographic direction having the
greatest linear atomic density.

(a) What are the Burgers vector representa-
tions for FCC, BCC, and simple cubic crystal
structures? See Problems 3.70 and 3.71 at the
end of Chapter 3.

(b) If the magnitude of the Burgers vector
|b| is

[b] = 2 (b2 + K2 + 19)22

determine the values of | b| for aluminum and
tungsten. You may want to consult Table 3.1.

(a) The surface energy of a single crystal
depends on the crystallographic orientation
with respect to the surface. Explain why this
is so.

(b) For an FCC crystal, such as aluminum,
would you expect the surface energy for a
(100) plane to be greater or less than that
for a (111) plane? Why?

(a) For a given material, would you expect
the surface energy to be greater than, the
same as, or less than the grain boundary en-
ergy? Why?

(b) The grain boundary energy of a low-
angle grain boundary is less than for a high-
angle one. Why is this so?

(a) Briefly describe atwin and a twin bound-
ary.

(b) Cite the difference between mechanical
and annealing twins.

For each of the following stacking sequences
found in FCC metals, cite the type of planar
defect that exists:

(... ABCABCBACBA. ..

() .. ABCABCBCABC. ..
Now, copy the stacking sequences and indi-
cate the position(s) of planar defect(s) with
a vertical dashed line.

Using the intercept method, determine the
average grain size, in millimeters, of the spec-
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5.37*

5.38

imen whose microstructure is shown in Fig-
ure 5.16b; assume that the magnification is
100X, and use at least seven straight-line seg-
ments.

Employing the intercept technique, deter-
mine the average grain size for the steel spec-
imen whose microstructure is shown in Fig-
ure 10.27a; use at least seven straight-line
segments.

(@) For an ASTM grain size of 4, approxi-
mately how many grains would there be per
square inch in a micrograph taken at a mag-
nification of 100X?

(b) Estimate the grain size number for the
photomicrograph in Figure 5.16b, assuming
a magnification of 100X.

A photomicrograph was taken of some metal
at a magnification of 100X and it was deter-
mined that the average number of grains per
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square inch is 10. Compute the ASTM grain
size number for this alloy.

Design Problems

5.D1*

5.D2*

Aluminum-lithium alloys have been devel-
oped by the aircraft industry in order to
reduce the weight and improve the perfor-
mance of its aircraft. A commercial aircraft
skin material having a density of 2.55 g/cm?®
is desired. Compute the concentration of Li
(in wt%) that is required.

Iron and vanadium both have the BCC crys-
tal structure and V forms a substitutional
solid solution in Fe for concentrations up
to approximately 20 wt% V at room temper-
ature. Determine the concentration in
weight percent of V that must be added
to iron to yield a unit cell edge length of
0.289 nm.
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, P hotograph of a steel gear that

has been “‘case hardened.” The outer
surface layer was selectively
hardened by a high-temperature
heat treatment during which carbon
from the surrounding atmosphere
diffused into the surface. The “‘case”
appears as the dark outer rim of that
segment of the gear that has been
sectioned. Actual size. (Photograph
courtesy of Surface Division
Midland-Ross.)

Why Study Diffusion?

Materials of all types are often heat treated to im- mathematics of diffusion and appropriate diffusion
prove their properties. The phenomena that occur constants. The steel gear shown on this page has
during a heat treatment almost always involve been case hardened (Section 9.14); that is, its hard-
atomic diffusion. Often an enhancement of diffusion ness and resistance to failure by fatigue have been
rate is desired; on occasion measures are taken to enhanced by diffusing excess carbon or nitrogen
reduce it. Heat-treating temperatures and times, into the outer surface layer.

and/or cooling rates are often predictable using the
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Learning Objectives
After studying this chapter you should be able to do the following:

1. Name and describe the two atomic mechanisms 4. Write the solution to Fick’s second law for diffu-

of diffusion. sion into a semi-infinite solid when the concen-
2. Distinguish between steady-state and nonsteady- tration of diffusing species at the surface is held
state diffusion. constant. Define all parameters in this equation.
3. (a) Write Fick’s first and second laws in equa- 5. Calculate the diffusion coefficient for some mate-
tion form, and define all parameters. rial at a specified temperature, given the appro-
(b) Note the kind of diffusion for which each of priate diffusion constants.
these equations is normally applied. 6. Note one difference in diffusion mechanisms for

metals and ionic solids.

6.1 INTRODUCTION

Many reactions and processes that are important in the treatment of materials rely
on the transfer of mass either within a specific solid (ordinarily on a microscopic
level) or from a liquid, a gas, or another solid phase. This is necessarily accomplished
by diffusion, the phenomenon of material transport by atomic motion. This chapter
discusses the atomic mechanisms by which diffusion occurs, the mathematics of
diffusion, and the influence of temperature and diffusing species on the rate of dif-
fusion.

The phenomenon of diffusion may be demonstrated with the use of a diffusion
couple, which is formed by joining bars of two different metals together so that
there is intimate contact between the two faces; this is illustrated for copper and
nickel in Figure 6.1, which includes schematic representations of atom positions
and composition across the interface. This couple is heated for an extended period
at an elevated temperature (but below the melting temperature of both metals),
and cooled to room temperature. Chemical analysis will reveal a condition similar
to that represented in Figure 6.2, namely, pure copper and nickel at the two extremit-
ies of the couple, separated by an alloyed region. Concentrations of both metals
vary with position as shown in Figure 6.2c. This result indicates that copper atoms
have migrated or diffused into the nickel, and that nickel has diffused into copper.
This process, whereby atoms of one metal diffuse into another, is termed interdiffu-
sion, or impurity diffusion.

Interdiffusion may be discerned from a macroscopic perspective by changes in
concentration which occur over time, as in the example for the Cu—Ni diffusion
couple. There is a net drift or transport of atoms from high to low concentration
regions. Diffusion also occurs for pure metals, but all atoms exchanging positions
are of the same type; this is termed self-diffusion. Of course, self-diffusion is not
normally subject to observation by noting compositional changes.

6.2 DirFrusioN MECHANISMS

From an atomic perspective, diffusion is just the stepwise migration of atoms from
lattice site to lattice site. In fact, the atoms in solid materials are in constant motion,
rapidly changing positions. For an atom to make such a move, two conditions must
be met: (1) there must be an empty adjacent site, and (2) the atom must have
sufficient energy to break bonds with its neighbor atoms and then cause some lattice
distortion during the displacement. This energy is vibrational in nature (Section
5.10). At a specific temperature some small fraction of the total number of atoms
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Ficure 6.1 (a) A copper—nickel diffusion couple
before a high-temperature heat treatment. (b)
Schematic representations of Cu (colored circles)
and Ni (gray circles) atom locations within the
diffusion couple. (c) Concentrations of copper and
nickel as a function of position across the couple.

Ficure 6.2 (a) A copper—nickel diffusion couple
after a high-temperature heat treatment, showing the
alloyed diffusion zone. (b) Schematic representations
of Cu (colored circles) and Ni (gray circles) atom
locations within the couple. (c) Concentrations of
copper and nickel as a function of position across
the couple.



Ficure 6.3 Schematic
representations of (a)
vacancy diffusion and

(b) interstitial diffusion.
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is capable of diffusive motion, by virtue of the magnitudes of their vibrational
energies. This fraction increases with rising temperature.

Several different models for this atomic motion have been proposed; of these
possibilities, two dominate for metallic diffusion.

VACANCY DIFFUSION

One mechanism involves the interchange of an atom from a normal lattice position
to an adjacent vacant lattice site or vacancy, as represented schematically in Figure
6.3a. This mechanism is aptly termed vacancy diffusion. Of course, this process
necessitates the presence of vacancies, and the extent to which vacancy diffusion
can occur is a function of the number of these defects that are present; significant
concentrations of vacancies may exist in metals at elevated temperatures (Section
5.2). Since diffusing atoms and vacancies exchange positions, the diffusion of atoms
in one direction corresponds to the motion of vacancies in the opposite direction.
Both self-diffusion and interdiffusion occur by this mechanism; for the latter, the
impurity atoms must substitute for host atoms.

INTERSTITIAL DIFFUSION

The second type of diffusion involves atoms that migrate from an interstitial position
to a neighboring one that is empty. This mechanism is found for interdiffusion of
impurities such as hydrogen, carbon, nitrogen, and oxygen, which have atoms that
are small enough to fit into the interstitial positions. Host or substitutional impurity
atoms rarely form interstitials and do not normally diffuse via this mechanism. This
phenomenon is appropriately termed interstitial diffusion (Figure 6.3b).

In most metal alloys, interstitial diffusion occurs much more rapidly than diffu-
sion by the vacancy mode, since the interstitial atoms are smaller, and thus more
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mobile. Furthermore, there are more empty interstitial positions than vacancies;
hence, the probability of interstitial atomic movement is greater than for vacancy dif-
fusion.

6.3 STEADY-STATE DIFFUSION

FicurE 6.4

(a) Steady-state
diffusion across a
thin plate. (b) A
linear concentration
profile for the
diffusion situation
in (a).

Diffusion is a time-dependent process—that is, in a macroscopic sense, the quantity
of an element that is transported within another is a function of time. Often it is
necessary to know how fast diffusion occurs, or the rate of mass transfer. This rate
is frequently expressed as a diffusion flux (J), defined as the mass (or, equivalently,
the number of atoms) M diffusing through and perpendicular to a unit cross-
sectional area of solid per unit of time. In mathematical form, this may be repre-
sented as

M

I = At

(6.1a)

where A denotes the area across which diffusion is occurring and t is the elapsed
diffusion time. In differential form, this expression becomes

_ldm

N (6.1b)

The units for J are kilograms or atoms per meter squared per second (kg/m?-s or
atoms/m>-s).

If the diffusion flux does not change with time, a steady-state condition exists.
One common example of steady-state diffusion is the diffusion of atoms of a gas
through a plate of metal for which the concentrations (or pressures) of the diffusing
species on both surfaces of the plate are held constant. This is represented schemati-
cally in Figure 6.4a.

When concentration C is plotted versus position (or distance) within the solid
X, the resulting curve is termed the concentration profile; the slope at a particular

Pp>Pg Thin metal plate
and constant

Gas at
pressure Pg

Gas at

pressure Py Direction of
I: diffusion of
g

aseous species

Concentration of diffusing species, C

Position, x

Area, A (b)

CY
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point on this curve is the concentration gradient:

concentration gradient = 3—5 (6.2a)
In the present treatment, the concentration profile is assumed to be linear, as
depicted in Figure 6.4b, and
. . A -
concentration gradient = AC_Ca=Ce (6.2b)
AX  Xa — Xg
For diffusion problems, it is sometimes convenient to express concentration in terms
of mass of diffusing species per unit volume of solid (kg/m?® or g/cm?3).1
The mathematics of steady-state diffusion in a single (x) direction is relatively
simple, in that the flux is proportional to the concentration gradient through the ex-
pression

pdc

J= d_X

(6.3)

The constant of proportionality D is called the diffusion coefficient, which is ex-
pressed in square meters per second. The negative sign in this expression indicates
that the direction of diffusion is down the concentration gradient, from a high to
a low concentration. Equation 6.3 is sometimes called Fick’s first law.

Sometimes the term driving force is used in the context of what compels a
reaction to occur. For diffusion reactions, several such forces are possible; but when
diffusion is according to Equation 6.3, the concentration gradient is the driving force.

One practical example of steady-state diffusion is found in the purification of
hydrogen gas. One side of a thin sheet of palladium metal is exposed to the impure
gas composed of hydrogen and other gaseous species such as nitrogen, oxygen, and
water vapor. The hydrogen selectively diffuses through the sheet to the opposite
side, which is maintained at a constant and lower hydrogen pressure.

ExampLE ProBLEM 6.1

A plate of iron is exposed to a carburizing (carbon-rich) atmosphere on one
side and a decarburizing (carbon-deficient) atmosphere on the other side at
700°C (1300°F). If a condition of steady state is achieved, calculate the diffusion
flux of carbon through the plate if the concentrations of carbon at positions of
5 and 10 mm (5 X 1072 and 1072 m) beneath the carburizing surface are 1.2
and 0.8 kg/m?3, respectively. Assume a diffusion coefficient of 3 X 107! m?/s
at this temperature.

SoLuTiOoN

Fick’s first law, Equation 6.3, is utilized to determine the diffusion flux. Substitu-
tion of the values above into this expression yields

Ca - Cs 4o (12— 0.8) kg/m?
“AT B _(3x
A —xg XM 0 107 m

= 2.4 X 107 kg/m?-s

J=-D

! Conversion of concentration from weight percent to mass per unit volume (in kg/m?®) is
possible using {Equation 5.9.}
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6.4 NONSTEADY-STATE DIFFuUSION

Most practical diffusion situations are nonsteady-state ones. That is, the diffusion
flux and the concentration gradient at some particular point in a solid vary with
time, with a net accumulation or depletion of the diffusing species resulting. This
is illustrated in Figure 6.5, which shows concentration profiles at three different
diffusion times. Under conditions of nonsteady state, use of Equation 6.3 is no
longer convenient; instead, the partial differential equation

aC 9 aC
E = ox (D aX) (643)

known as Fick’s second law, is used. If the diffusion coefficient is independent
of composition (which should be verified for each particular diffusion situation),
Equation 6.4a simplifies to

aC 9°C
- Do (6.4b)
Solutions to this expression (concentration in terms of both position and time) are
possible when physically meaningful boundary conditions are specified. Comprehen-
sive collections of these are given by Crank, and Carslaw and Jaeger (see Refer-
ences).

One practically important solution is for a semi-infinite solid? in which the
surface concentration is held constant. Frequently, the source of the diffusing species
is a gas phase, the partial pressure of which is maintained at a constant value.
Furthermore, the following assumptions are made:

1. Before diffusion, any of the diffusing solute atoms in the solid are uni-
formly distributed with concentration of C,.

2. The value of x at the surface is zero and increases with distance into
the solid.

Ficure 6.5 Concentration profiles for
nonsteady-state diffusion taken at three
different times, t;, t,, and ts.

Concentration of diffusing species

Distance

2 A bar of solid is considered to be semi-infinite if none of the diffusing atoms reaches the
bar end during the time over which diffusion takes place. A bar of length I is considered to
be semi-infinite when | > 10V Dt.
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3. The time is taken to be zero the instant before the diffusion process
begins.

These boundary conditions are simply stated as
Fort=0,C=Cpat0=x=
Fort> 0, C = C, (the constant surface concentration) at x = 0
C=Cpatx =

Application of these boundary conditions to Equation 6.4b yields the solution

C,—GCo X
————=1—-erf(—— (6.5)
C,— Gy (2\/ Dt)

where C, represents the concentration at depth x after time t. The expression
erf(x/2\/a) is the Gaussian error function,® values of which are given in mathemati-
cal tables for various x/2V/Dt values; a partial listing is given in Table 6.1. The
concentration parameters that appear in Equation 6.5 are noted in Figure 6.6, a
concentration profile taken at a specific time. Equation 6.5 thus demonstrates the
relationship between concentration, position, and time, namely, that C,, being a
function of the dimensionless parameter x/\VDt, may be determined at any time
and position if the parameters Cqy, Cs, and D are known.

Suppose that it is desired to achieve some specific concentration of solute, C,,
in an alloy; the left-hand side of Equation 6.5 now becomes

C.—GC
——— = constant
C,—GC

Table 6.1 Tabulation of Error Function Values

z erf(z) z erf(z) z erf(z)
0 0 0.55 0.5633 1.3 0.9340
0.025 0.0282 0.60 0.6039 1.4 0.9523
0.05 0.0564 0.65 0.6420 1.5 0.9661
0.10 0.1125 0.70 0.6778 1.6 0.9763
0.15 0.1680 0.75 0.7112 1.7 0.9838
0.20 0.2227 0.80 0.7421 1.8 0.9891
0.25 0.2763 0.85 0.7707 1.9 0.9928
0.30 0.3286 0.90 0.7970 2.0 0.9953
0.35 0.3794 0.95 0.8209 2.2 0.9981
0.40 0.4284 1.0 0.8427 2.4 0.9993
0.45 0.4755 11 0.8802 2.6 0.9998
0.50 0.5205 1.2 0.9103 2.8 0.9999

3 This Gaussian error function is defined by

2 [z e
erf(z)—\/—;foe v dy

where x/2V Dt has been replaced by the variable z.
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Ficure 6.6 Concentration profile for
nonsteady-state diffusion; concentration
parameters relate to Equation 6.5.

Cs—Co

Concentration, C

Distance from interface, x

This being the case, the right-hand side of this same expression is also a constant,
and subsequently

X
——— = constant 6.6a
2V Dt ( )
or
X2
D constant (6.6b)

Some diffusion computations are thus facilitated on the basis of this relationship,
as demonstrated in Example Problem 6.3.

ExampLE PrRoBLEM 6.2

For some applications, it is necessary to harden the surface of a steel (or iron-
carbon alloy) above that of its interior. One way this may be accomplished is
by increasing the surface concentration of carbon in a process termed carburiz-
ing; the steel piece is exposed, at an elevated temperature, to an atmosphere
rich in a hydrocarbon gas, such as methane (CH,).

Consider one such alloy that initially has a uniform carbon concentration
of 0.25 wt% and is to be treated at 950°C (1750°F). If the concentration of
carbon at the surface is suddenly brought to and maintained at 1.20 wt%, how
long will it take to achieve a carbon content of 0.80 wt% at a position 0.5 mm
below the surface? The diffusion coefficient for carbon in iron at this tempera-
ture is 1.6 X 10~ m?/s; assume that the steel piece is semi-infinite.

SoLuTion

Since this is a nonsteady-state diffusion problem in which the surface composi-
tion is held constant, Equation 6.5 is used. Values for all the parameters in this
expression except time t are specified in the problem as follows:

Co = 0.25Wt% C
C.=1.20wWt%C
C, = 0.80 Wt% C

X=050mm=5X%X10"*m

D =1.6 X10""m?s
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Thus,

Ci—Co 0.80—-025 (5X10*m)
= =1-—erf
C;—Co 1.20—-0.25 2V/(1.6 X 10" m2/s)(t)

1/2
0.4210 = erf (62'5 S )

Vi

We must now determine from Table 6.1 the value of z for which the error
function is 0.4210. An interpolation is necessary, as

z erf(z)
0.35 0.3794
z 0.4210
0.40 0.4284

z—-035 _ 04210 —0.3794
0.40 —0.35 0.4284 — 0.3794

or

z =0.392
Therefore,

62.5 s%/2
=0.392

Vi

and solving for t,
_ (625sY2\* _
t= ( 0392 ) =25400s=7.1h

ExampLE PrRoBLEM 6.3

The diffusion coefficients for copper in aluminum at 500 and 600°C are 4.8 X
1071 and 5.3 X 107! m?/s, respectively. Determine the approximate time at
500°C that will produce the same diffusion result (in terms of concentration of
Cu at some specific point in Al) as a 10-h heat treatment at 600°C.

SoLuTioN

This is a diffusion problem in which Equation 6.6b may be employed. The
composition in both diffusion situations will be equal at the same position (i.e.,
X is also a constant), thus

Dt = constant (6.7)
at both temperatures. That is,
Dsootsoo = Deootsoo
or

. _ Dasoleoo _ (5:3 % 102 m?/5)(10 h)
500 — -

=110.4h
Dsoo 4.8 X 107 m?/s 0
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6.5 Factors THAT INFLUENCE DIFFUSION

DIFFUSING SPECIES

The magnitude of the diffusion coefficient D is indicative of the rate at which atoms
diffuse. Coefficients, both self- and interdiffusion, for several metallic systems are
listed in Table 6.2. The diffusing species as well as the host material influence the
diffusion coefficient. For example, there is a significant difference in magnitude
between self- and carbon interdiffusion in « iron at 500°C, the D value being greater
for the carbon interdiffusion (3.0 X 1072 vs. 2.4 X 107!2 m?/s). This comparison
also provides a contrast between rates of diffusion via vacancy and interstitial modes
as discussed above. Self-diffusion occurs by a vacancy mechanism, whereas carbon
diffusion in iron is interstitial.

TEMPERATURE

Temperature has a most profound influence on the coefficients and diffusion rates.
For example, for the self-diffusion of Fe in a-Fe, the diffusion coefficient increases
approximately six orders of magnitude (from 3.0 X 102! to 1.8 X 107*® m?/s) in
rising temperature from 500 to 900°C (Table 6.2). The temperature dependence of
diffusion coefficients is related to temperature according to

D = Dy exp (— ﬁ) (6.8)

where
D, = a temperature-independent preexponential (m?/s)

Qg = the activation energy for diffusion (J/mol, cal/mol, or eV/atom)

Table 6.2 A Tabulation of Diffusion Data

Diffusing Host Activation Energy Qg Calculated Values

Species Metal Dy(m?/s) kJ/mol eV/atom T(°C) D(m?/s)
Fe a-Fe 2.8 X 107 251 2.60 500 3.0 x 1072
(BCC) 900 18 X 108
Fe v-Fe 5.0 X 10°° 284 2.94 900 1.1 X 107V
(FCC) 1100 7.8 X 10716
C a-Fe 6.2 X 1077 80 0.83 500 2.4 X 1071
900 1.7 X 107
C v-Fe 2.3 X 10°° 148 1.53 900 59 X 107%
1100 53 X 1074
Cu Cu 7.8 X 10°° 211 2.19 500 42 x 107%®
Zn Cu 2.4 X 10°° 189 1.96 500 40 X 107
Al Al 23 X 10 144 1.49 500 42 X 107%
Cu Al 6.5 X 10°° 136 141 500 41 %X 107%
Mg Al 1.2 X 107 131 1.35 500 1.9 x 1078
Cu Ni 2.7 X 10°° 256 2.65 500 1.3 X 1072

Source: E. A. Brandes and G. B. Brook (Editors), Smithells Metals Reference Book, 7th edition, Butterworth-
Heinemann, Oxford, 1992,
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R = the gas constant, 8.31 J/mol-K, 1.987 cal/mol-K, or 8.62 X 107° eV/atom-K

T = absolute temperature (K)

The activation energy may be thought of as that energy required to produce
the diffusive motion of one mole of atoms. A large activation energy results in a
relatively small diffusion coefficient. Table 6.2 also contains a listing of Dy and Qg
values for several diffusion systems.

Taking natural logarithms of Equation 6.8 yields

= _Qa(l
InD =In Dy R <T> (6.9a)
Or in terms of logarithms to the base 10
_ _ Qa (1
log D = log Dy 23R <T> (6.9b)

Since Dy, Qq, and R are all constants, Equation 6.9b takes on the form of an
equation of a straight line:

y =b + mx

where y and x are analogous, respectively, to the variables log D and 1/T. Thus, if
log D is plotted versus the reciprocal of the absolute temperature, a straight line
should result, having slope and intercept of —Qg4/2.3R and log Dy, respectively.
This is, in fact, the manner in which the values of Qg4 and D, are determined
experimentally. From such a plot for several alloy systems (Figure 6.7), it may be
noted that linear relationships exist for all cases shown.

Temperature (°C) Ficure 6.7 Plot of
1500 12001000 800 600 500 400 300 the logarithm of the
1078[] ] ‘ ‘ ‘ ‘ ‘ diffusion coefficient
| | versus the reciprocal
of absolute
10-10|— —| temperature for
several metals. [Data
- c iny4=\ Cina—Fe -1 taken from E. A.
= . _1 Brandes and G. B.
@ 10712|— — .
T Brook (Editors),
= - | Smithells Metals
3 Reference Book, 7th
““a; 1074 \ — edition, Butterworth-
s . Heinemann, Oxford
S |- Feiny—Fe : — ! !
% Al in Al 1992.]
E . _
& 107 Feina—Fe Cuiin Cu I
10718 — |
10-%0 | |
0.5 1.0 15 2.0

Reciprocal temperature (1000/K)
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ExampLE PrRoBLEM 6.4

Using the data in Table 6.2, compute the diffusion coefficient for magnesium
in aluminum at 550°C.

SoLuTion

This diffusion coefficient may be determined by applying Equation 6.8; the
values of D, and Qg from Table 6.2 are 1.2 X 10™* m?/s and 131 kJ/mol,
respectively. Thus,

D = (1.2 X 10-* m?/s) exp [_ (131,000 J/mol) ]

(8.313/mol-K)(550 + 273 K)
=5.8 X108 m?/s

ExampLE ProBLEM 6.5

In Figure 6.8 is shown a plot of the logarithm (to the base 10) of the diffusion
coefficient versus reciprocal of absolute temperature, for the diffusion of copper
in gold. Determine values for the activation energy and the preexponen-
tial.

Ficure 6.8 Plot of the
107121— — logarithm of the diffusion
coefficient versus the
reciprocal of absolute

@
= 10713 | ) i
E temperature for the diffusion
£ of copper in gold.

S 10714 —

b

8

c

g 10 15 —

=]

£

[a)

10—16

10717
0.7 . . 1.2

Reciprocal temperature (1000/K)

SoLuTionN

From Equation 6.9b the slope of the line segment in Figure 6.8 is equal to
—Qq4/2.3R, and the intercept at 1/T = 0 gives the value of log Dy. Thus, the
activation energy may be determined as

A (log D)

Qg = —2.3R (slope) = —2.3R
NE
T
log D; — log D,

1 1

=-23R

T, T
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where D; and D, are the diffusion coefficient values at 1/T, and 1/T,, respec-
tively. Let us arbitrarily take 1/T; = 0.8 X 103 (K)* and 1/T, = 1.1 X 1073
(K)~. We may now read the corresponding log D; and log D, values from the
line segment in Figure 6.8.

[Before this is done, however, a parenthetic note of caution is offered. The
vertical axis in Figure 6.8 is scaled logarithmically (to the base 10); however,
the actual diffusion coefficient values are noted on this axis. For example, for
D = 10** m?/s, the logarithm of D is —14.0 not 10!, Furthermore, this
logarithmic scaling affects the readings between decade values; for example,
at a location midway between 10~ and 1075, the value is not 5 X 1075, but
rather, 10714% = 3.2 x 1079].

Thus, from Figure 6.8, at 1/T; = 0.8 X 1073 (K)™%, log D; = —12.40, while
for 1/T, = 1.1 X 1073 (K) %, log D, = —15.45, and the activation energy, as
determined from the slope of the line segment in Figure 6.8, is

log D; — log D,

=-23R| ——=
Qu 11
LER P

= —2.3(8.31 J/mol-K) [ 5 —12.40 — (~15.45) }

8x103(K) T - 1.1x10°%(K)™®
= 194,000 J/mol = 194 kJ/mol

Now, rather than trying to make a graphical extrapolation to determine
D,, a more accurate value is obtained analytically using Equation 6.9b, and a
specific value of D (or log D) and its corresponding T (or 1/T) from Figure
6.8. Since we know that log D = —15.45 at 1/T = 1.1 X 103 (K)™, then

_ Qu (1
log Dy = log D + 23R <T>

(194,000 J/mol)(1.1 X 1073 [K] %)
(2.3)(8.31 J/mol-K)

—15.45 +

= —4.28
Thus, Dg = 107428 m?/s = 5.2 X 1075 m?/s.

DesicN ExampLE 6.1

The wear resistance of a steel gear is to be improved by hardening its surface. This
is to be accomplished by increasing the carbon content within an outer surface
layer as a result of carbon diffusion into the steel; the carbon is to be supplied

from an external carbon-rich gaseous atmosphere at an elevated and constant
m temperature. The initial carbon content of the steel is 0.20 wt%, whereas the surface
concentration is to be maintained at 1.00 wt%. In order for this treatment to be
effective, a carbon content of 0.60 wt% must be established at a position 0.75 mm
below the surface. Specify an appropriate heat treatment in terms of temperature
and time for temperatures between 900°C and 1050°C. Use data in Table 6.2 for
the diffusion of carbon in y-iron.
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SoLuTiOoN

Since this is a nonsteady-state diffusion situation, let us first of all employ Equation
6.5, utilizing the following values for the concentration parameters:

Co=0.20wt%C

Cs=1.00wt% C

C,=0.60wt% C
Therefore

CX_COZO'GO_O'Zozl_erf< X
C,—C, 100-0.20 2Dt
And thus

X
0.5 =erf
s)

Using an interpolation technique as demonstrated in Example Problem 6.2 and the
data presented in Table 6.1

X

= 0.4747 6.10
2V Dt ( )
The problem stipulates that x = 0.75 mm = 7.5 X 10~* m. Therefore
75X10%m
e =0.4747
2V Dt

This leads to
Dt =6.24 X 107" m?

Furthermore, the diffusion coefficient depends on temperature according to Equa-
tion 6.8; and, from Table 6.2 for the diffusion of carbon in y-iron, D, = 2.3 X 107°
m?/s and Qg = 148,000 J/mol. Hence

Dt = Dy exp <— %) (t) =6.24 X 107" m?

148,000 J/mol
(831 J/mol-K)(T)

(2.3 X 1075 m?/s) exp [ } (t) =6.24 X 107" m?

And solving for the time t
0.0271

( 17,810)
exp T

Thus, the required diffusion time may be computed for some specified temperature
(in K). Below are tabulated t values for four different temperatures that lie within
the range stipulated in the problem.

t(ins) =

Temperature Time
(°C) s h
900 106,400 29.6
950 57,200 15.9
1000 32,300 9.0
1050 19,000 53

¢’
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6.6 OTHER DIFFuUsION PATHS

Atomic migration may also occur along dislocations, grain boundaries, and external
surfaces. These are sometimes called “‘short-circuit™ diffusion paths inasmuch as
rates are much faster than for bulk diffusion. However, in most situations short-
circuit contributions to the overall diffusion flux are insignificant because the cross-
sectional areas of these paths are extremely small.

6.7 DiFrusioN IN loNic AND PoLYMERIC MATERIALS

We now extrapolate some of the diffusion principles discussed above to ionic and
polymeric materials.

IONIC MATERIALS

For ionic compounds, the situation is more complicated than for metals inasmuch
as it is necessary to consider the diffusive motion of two types of ions that have
opposite charges. Diffusion in these materials occurs by a vacancy mechanism
(Figure 6.3a). And, as we noted in Section 5.3, in order to maintain charge neutrality
in an ionic material, the following may be said about vacancies: (1) ion vacancies
occur in pairs [as with Schottky defects (Figure 5.3)], (2) they form in nonstoichio-
metric compounds (Figure 5.4), and (3) they are created by substitutional impurity
ions having different charge states than the host ions (Example Problem 5.2). In
any event, associated with the diffusive motion of a single ion is a transference of
electrical charge. And in order to maintain localized charge neutrality in the vicinity
of this moving ion, it is necessary that another species having an equal and opposite
charge accompany the ion’s diffusive motion. Possible charged species include
another vacancy, an impurity atom, or an electronic carrier [i.e., a free electron or
hole (Section 12.6)]. It follows that the rate of diffusion of these electrically charged
couples is limited by the diffusion rate of the slowest moving species.

When an external electric field is applied across an ionic solid, the electrically
charged ions migrate (i.e., diffuse) in response to forces that are brought to bear
on them. And, as we discuss in Section 12.15, this ionic motion gives rise to an
electric current. Furthermore, the electrical conductivity is a function of the diffusion
coefficient (Equation 12.26). Consequently, much of the diffusion data for ionic
solids comes from electrical conductivity measurements.

POLYMERIC MATERIALS

For polymeric materials, we are more interested in the diffusive motion of small
foreign molecules (e.g., O,, H,O, CO,, CH,) between the molecular chains than
in the diffusive motion of atoms within the chain structures. A polymer’s permeabil-
ity and absorption characteristics relate to the degree to which foreign substances
diffuse into the material. Penetration of these foreign substances can lead to swelling
and/or chemical reactions with the polymer molecules, and often to a depreciation
of the material’s mechanical and physical properties {(Section 16.11).}

Rates of diffusion are greater through amorphous regions than through crystal-
line regions; the structure of amorphous material is more ‘““‘open.” This diffusion
mechanism may be considered to be analogous to interstitial diffusion in metals—
that is, in polymers, diffusive movement from one open amorphous region to an
adjacent open one.

Foreign molecule size also affects the diffusion rate: smaller molecules diffuse
faster than larger ones. Furthermore, diffusion is more rapid for foreign molecules
that are chemically inert than for those that react with the polymer.
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For some applications low diffusion rates through polymeric materials are
desirable, as with food and beverage packaging and with automobile tires and inner
tubes. Polymer membranes are often used as filters to selectively separate one
chemical species from another (or others) (e.g., the desalinization of water). In
such instances it is normally the case that the diffusion rate of the substance to be
filtered is significantly greater than that for the other substance(s).

SUMMARY

Solid-state diffusion is a means of mass transport within solid materials by stepwise
atomic motion. The term “‘self-diffusion’” refers to the migration of host atoms; for
impurity atoms, the term “interdiffusion’ is used. Two mechanisms are possible:
vacancy and interstitial. For a given host metal, interstitial atomic species generally
diffuse more rapidly.

For steady-state diffusion, the concentration profile of the diffusing species is
time independent, and the flux or rate is proportional to the negative of the concen-
tration gradient according to Fick’s first law. The mathematics for nonsteady state
are described by Fick’s second law, a partial differential equation. The solution for
a constant surface composition boundary condition involves the Gaussian error
function.

The magnitude of the diffusion coefficient is indicative of the rate of atomic
motion, being strongly dependent on and increasing exponentially with increas-
ing temperature.

Diffusion in ionic materials occurs by a vacancy mechanism; localized charge
neutrality is maintained by the coupled diffusive motion of a charged vacancy and
some other charged entity. In polymers, small molecules of foreign substances
diffuse between molecular chains by an interstitial-type mechanism from one amor-
phous region to an adjacent one.

TERMS AND CONCEPTS

Activation energy
Carburizing

Concentration gradient

Concentration profile
Diffusion
Diffusion coefficient

Interstitial diffusion
Nonsteady-state diffusion
Self-diffusion
Steady-state diffusion
Vacancy diffusion

Diffusion flux

Driving force

Fick’s first and second laws

Interdiffusion (impurity dif-
fusion)
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Note: To solve those problems having an asterisk (*) by their numbers, consultation of supplementary
topics [appearing only on the CD-ROM (and not in print)] will probably be necessary.

6.1

6.2

6.3

6.4

6.5

6.6

6.7

6.8*

Briefly explain the difference between self-
diffusion and interdiffusion.

Self-diffusion involves the motion of atoms
that are all of the same type; therefore it is
not subject to observation by compositional
changes, as with interdiffusion. Suggest one
way in which self-diffusion may be moni-
tored.

(a) Compare interstitial and vacancy atomic
mechanisms for diffusion.

(b) Cite two reasons why interstitial diffu-
sion is normally more rapid than vacancy dif-
fusion.

Briefly explain the concept of steady state
as it applies to diffusion.

(a) Briefly explain the concept of a driving
force.

(b) What is the driving force for steady-
state diffusion?

The purification of hydrogen gas by diffusion
through a palladium sheet was discussed in
Section 6.3. Compute the number of Kilo-
grams of hydrogen that pass per hour
through a 5-mm thick sheet of palladium
having an area of 0.20 m? at 500°C. Assume
a diffusion coefficient of 1.0 X 1078 m?/s,
that the concentrations at the high- and low-
pressure sides of the plate are 2.4 and 0.6 kg
of hydrogen per cubic meter of palladium,
and that steady-state conditions have been
attained.

A sheet of steel 1.5 mm thick has nitrogen
atmospheres on both sides at 1200°C and is
permitted to achieve a steady-state diffusion
condition. The diffusion coefficient for nitro-
gen in steel at this temperature is 6 X 107
m?/s, and the diffusion flux is found to be
1.2 X 107" kg/m?-s. Also, it is known that the
concentration of nitrogen in the steel at the
high-pressure surface is 4 kg/m®. How far
into the sheet from this high-pressure side
will the concentration be 2.0 kg/m3? Assume
a linear concentration profile.

A sheet of BCC iron 1 mm thick was exposed
to a carburizing gas atmosphere on one side

6.9

6.10

6.11

6.12

and a decarburizing atmosphere on the other
side at 725°C. After having reached steady
state, the iron was quickly cooled to room
temperature. The carbon concentrations at
the two surfaces of the sheet were deter-
mined to be 0.012 and 0.0075 wt%. Compute
the diffusion coefficient if the diffusion flux
is 1.4 X 1078 kg/m?-s. Hint: Use Equation 5.9
to convert the concentrations from weight
percent to kilograms of carbon per cubic me-
ter of iron.

When «-iron is subjected to an atmosphere
of hydrogen gas, the concentration of hydro-
gen in the iron, Cy (in weight percent), is a
function of hydrogen pressure, py, (in MPa),
and absolute temperature (T) according to

Ch =134 X10%Vpy,exp (—M)

RT
(6.11)

Furthermore, the values of D, and Qq for
this diffusion system are 1.4 X 107" m?/s and
13,400 J/mol, respectively. Consider a thin
iron membrane 1 mm thick that is at 250°C.
Compute the diffusion flux through this
membrane if the hydrogen pressure on one
side of the membrane is 0.15 MPa (1.48 atm),
and on the other side 7.5 MPa (74 atm).

Show that
X2
exp <_ 4_Dt>

is also a solution to Equation 6.4b. The pa-
rameter B is a constant, being independent
of both x and t.

Determine the carburizing time necessary to
achieve a carbon concentration of 0.45 wt%
at a position 2 mm into an iron-carbon alloy
that initially contains 0.20 wt% C. The sur-
face concentration is to be maintained at 1.30
wt% C, and the treatment is to be conducted
at 1000°C. Use the diffusion data for y-Fe in
Table 6.2.

An FCC iron-carbon alloy initially con-
taining 0.35 wt% C is exposed to an oxygen-
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6.13

6.14

6.15
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rich and virtually carbon-free atmosphere at
1400 K (1127°C). Under these circumstances
the carbon diffuses from the alloy and reacts
at the surface with the oxygen in the atmo-
sphere; that is, the carbon concentration at
the surface position is maintained essentially
at 0 wt% C. (This process of carbon depletion
is termed decarburization.) At what position
will the carbon concentration be 0.15 wt%
after a 10-h treatment? The value of D at
1400 K is 6.9 X 107 m?/s,

Nitrogen from a gaseous phase is to be dif-
fused into pure iron at 700°C. If the surface
concentration is maintained at 0.1 wt% N,
what will be the concentration 1 mm from
the surface after 10 h? The diffusion coeffi-
cient for nitrogen in iron at 700°C is 2.5 X
1071 m?/s.

(a) Consider a diffusion couple composed
of two semi-infinite solids of the same metal.
Each side of the diffusion couple has a differ-
ent concentration of the same elemental im-
purity; furthermore, each impurity level is
constant throughout its side of the diffusion
couple. Solve Fick’s second law for this diffu-
sion situation assuming that the diffusion co-
efficient for the impurity is independent of
concentration, and for the following bound-
ary conditions:

C=C;forx<0,andt=0
C=C,forx>0,andt=0

Here we take the x = 0 position to be at the
initial diffusion couple boundary.

(b) Using the result of part a, consider a
diffusion couple composed of two silver-gold
alloys; these alloys have compositions of 98
wt% Ag-2 wt% Au and 95 wt% Ag-5 wt%
Au. Determine the time this diffusion couple
must be heated at 750°C (1023 K) in order
for the composition to be 2.5 wt% Au at the
50 wm position into the 2 wt% Au side of
the diffusion couple. Preexponential and ac-
tivation energy values for Au diffusion in Ag
are 8.5 X 107° m?/s and 202,100 J/mol, re-
spectively.

For a steel alloy it has been determined that
acarburizing heat treatment of 10 h duration
will raise the carbon concentration to 0.45
wt% at a point 2.5 mm from the surface.

6.16

6.17

6.19

6.20

6.21

Estimate the time necessary to achieve the
same concentration at a 5.0-mm position for
an identical steel and at the same carburiz-
ing temperature.

Cite the values of the diffusion coefficients
for the interdiffusion of carbon in both a-
iron (BCC) and +y-iron (FCC) at 900°C.
Which is larger? Explain why this is the case.
Using the data in Table 6.2, compute the
value of D for the diffusion of zinc in copper
at 650°C.

At what temperature will the diffusion coef-
ficient for the diffusion of copper in nickel
have a value of 6.5 X 1071 m?/s? Use the
diffusion data in Table 6.2.

The preexponential and activation energy
for the diffusion of iron in cobalt are 1.1 X
1075 m?/s and 253,300 J/mol, respectively. At
what temperature will the diffusion coeffi-
cient have a value of 2.1 X 1074 m?/s?

The activation energy for the diffusion of
carbon in chromium is 111,000 J/mol. Calcu-
late the diffusion coefficient at 1100 K
(827°C), given that D at 1400 K (1127°C) is
6.25 X 1071 m?/s.

The diffusion coefficients for iron in nickel

m are given at two temperatures:
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T(K) D (m?/s)
1273 9.4 X 1076
1473 2.4 X 107

(a) Determine the values of D, and the acti-
vation energy Qg.

(b) What is the magnitude of D at 1100°C
(1373 K)?

The diffusion coefficients for silver in copper

m are given at two temperatures:

6.23

T(°C) D(m?/s)
650 55 X 107
900 1.3 x 10713

(a) Determine the values of Dy and Qg.
(b) What is the magnitude of D at 875°C?

Below is shown a plot of the logarithm (to
the base 10) of the diffusion coefficient ver-
sus reciprocal of the absolute temperature,
for the diffusion of iron in chromium. Deter-
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6.24

6.25

6.26

6.27

6.28

10715 | —

0.60 0.65

0.55 0.70

Reciprocal temperature (1000/K)

mine values for the activation energy and
preexponential.

Carbon is allowed to diffuse through a steel
plate 15 mm thick. The concentrations of
carbon at the two faces are 0.65 and 0.30 kg
C/m?® Fe, which are maintained constant. If
the preexponential and activation energy are
6.2 X 10°7 m?/s and 80,000 J/mol, respec-
tively, compute the temperature at which the
diffusion flux is 1.43 X 107° kg/m?-s.

The steady-state diffusion flux through a
metal plate is 5.4 X 1072 kg/m?-s at a temper-
ature of 727°C (1000 K) and when the con-
centration gradient is —350 kg/m*. Calculate
the diffusion flux at 1027°C (1300 K) for the
same concentration gradient and assuming
an activation energy for diffusion of 125,000
J/mol.

At approximately what temperature would
a specimen of y-iron have to be carburized
for 2 h to produce the same diffusion result
as at 900°C for 15 h?

(a) Calculate the diffusion coefficient for
copper in aluminum at 500°C.

(b) What time will be required at 600°C to
produce the same diffusion result (in terms
of concentration at a specific point) as for
10 h at 500°C?

A copper-nickel diffusion couple similar to
that shown in Figure 6.1a is fashioned. After
a 700-h heat treatment at 1100°C (1373 K)
the concentration of Cu is 2.5 wt% at the
3.0-mm position within the nickel. At what

6.29

6.30

6.31
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Questions and Problems o 145

temperature must the diffusion couple need
to be heated to produce this same concentra-
tion (i.e., 2.5 wt% Cu) at a 2.0-mm position
after 700 h? The preexponential and activa-
tion energy for the diffusion of Cu in Ni are
given in Table 6.2.

A diffusion couple similar to that shown in
Figure 6.1a is prepared using two hypotheti-
cal metals A and B. After a 30-h heat treat-
ment at 1000 K (and subsequently cooling
to room temperature) the concentration of
A in B is 3.2 wt% at the 15.5-mm position
within metal B. If another heat treatment is
conducted on an identical diffusion couple,
only at 800 K for 30 h, at what position will
the composition be 3.2 wt% A? Assume that
the preexponential and activation energy for
the diffusion coefficient are 1.8 X 107° m?/s
and 152,000 J/mol, respectively.

The outer surface of a steel gear is to be
hardened by increasing its carbon content.
The carbon is to be supplied from an external
carbon-rich atmosphere, which is maintained
at an elevated temperature. A diffusion heat
treatment at 850°C (1123 K) for 10 min in-
creases the carbon concentration to 0.90 wt%
at a position 1.0 mm below the surface. Esti-
mate the diffusion time required at 650°C
(923 K) to achieve this same concentration
also at a 1.0-mm position. Assume that the
surface carbon content is the same for both
heat treatments, which is maintained con-
stant. Use the diffusion data in Table 6.2 for
C diffusion in a-Fe.

An FCC iron-carbon alloy initially con-
taining 0.20 wt% C is carburized at an ele-
vated temperature and in an atmosphere
wherein the surface carbon concentration is
maintained at 1.0 wt%. If after 49.5 h the
concentration of carbon is 0.35 wt% at a posi-
tion 4.0 mm below the surface, determine
the temperature at which the treatment was
carried out.

Design Problems

6.D1

It is desired to enrich the partial pressure of
hydrogen in a hydrogen-nitrogen gas mixture
for which the partial pressures of both gases
are 0.1013 MPa (1 atm). It has been proposed
to accomplish this by passing both gases
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through a thin sheet of some metal at an
elevated temperature; inasmuch as hydrogen
diffuses through the plate at a higher rate
than does nitrogen, the partial pressure of
hydrogen will be higher on the exit side of the
sheet. The design calls for partial pressures of
0.051 MPa (0.5 atm) and 0.01013 MPa (0.1
atm), respectively, for hydrogen and nitro-
gen. The concentrations of hydrogen and ni-
trogen (Cy and Cy, in mol/m?3) in this metal
are functions of gas partial pressures (pu,
and py,, in MPa) and absolute temperature
and are given by the following expressions:

27.8 kdJ/mol
Ch = 584 Vpy, exp <_T>
(6.12a)
Cy = 2.75 X 10° Viy, exp (—W)
(6.12b)

Furthermore, the diffusion coefficients for
the diffusion of these gases in this metal are
functions of the absolute temperature as fol-
lows:

Dy, (M2/s) = 1.4 X 107 exp <—M>

RT
(6.13a)

RT
(6.13b)

Is it possible to purify hydrogen gas in this
manner? If so, specify a temperature at which
the process may be carried out, and also the
thickness of metal sheet that would be re-
quired. If this procedure is not possible, then
state the reason(s) why.

A gas mixture is found to contain two di-
atomic A and B species for which the partial
pressures of both are 0.1013 MPa (1 atm).
This mixture is to be enriched in the partial
pressure of the A species by passing both
gases through a thin sheet of some metal at an
elevated temperature. The resulting enriched
mixture is to have a partial pressure of 0.051
MPa (0.5 atm) for gas A, and 0.0203 MPa
(0.2 atm) for gas B. The concentrations of A
and B (Ca and Cg, in mol/m?®) are functions

Dn (M?/s) = 3.0 X 107 exp (—w>

6.D3
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of gas partial pressures (pa, and pg,, in MPa)
and absolute temperature according to the
following expressions:

Ca = 500V P exp <_ 20.0 kJ/moI)

RT
(6.143)

Ce = 2.0 X 10°Vpg_ exp <——27'0'F:JT/m°'>
(6.14b)

Furthermore, the diffusion coefficients for
the diffusion of these gases in the metal are
functions of the absolute temperature as fol-
lows:

DA (m?/s) =5.0 X 107 exp (—M>

RT
(6.15a)

Dg (m?/s) =3.0 X 106 exp (—M>

RT
(6.15b)

Is it possible to purify the A gas in this man-
ner? If so, specify a temperature at which
the process may be carried out, and also the
thickness of metal sheet that would be re-
quired. If this procedure is not possible, then
state the reason(s) why.

The wear resistance of a steel shaft is to
be improved by hardening its surface. This
is to be accomplished by increasing the
nitrogen content within an outer surface
layer as a result of nitrogen diffusion into
the steel. The nitrogen is to be supplied
from an external nitrogen-rich gas at an
elevated and constant temperature. The ini-
tial nitrogen content of the steel is 0.002
wt%, whereas the surface concentration is
to be maintained at 0.50 wt%. In order for
this treatment to be effective, a nitrogen
content of 0.10 wt% must be established at a
position 0.40 mm below the surface. Specify
appropriate heat treatments in terms of
temperature and time for temperatures be-
tween 475°C and 625°C. The preexponen-
tial and activation energy for the diffusion
of nitrogen in iron are 3 X 1077 m?/s and
76,150 J/mol, respectively, over this temper-
ature range.
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Amodern Rockwell hardness tester. (Photograph courtesy of
Wilson Instruments Division, Instron Corporation, originator of
the Rockwell® Hardness Tester.)

Why Study Mechanical Properties?

It is incumbent on engineers to understand how the  termined materials such that unacceptable levels of
various mechanical properties are measured and deformation and/or failure will not occur. We dem-
what these properties represent; they may be called  onstrate this procedure with respect to the design of
upon to design structures/components using prede-  a tensile-testing apparatus in Design Example 7.1.
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Learning Objectives
After studying this chapter you should be able to do the following:

1. Define engineering stress and engineering 7. Compute the flexural strengths of ceramic rod
strain. specimens that have bent to fracture in three-
2. State Hooke’s law, and note the conditions un- point loading.
der which it is valid. 8. Make schematic plots of the three characteristic
3. Define Poisson’s ratio. stress—strain behaviors observed for polymeric
4. Given an engineering stress—strain diagram, de- materials.
termine (a) the modulus of elasticity, (b) the 9. Name the two most common hardness-testing
yield strength (0.002 strain offset), and (c) the techniques; note two differences between them.
tensile strength, and (d) estimate the percent 10. (a) Name and briefly describe the two different
elongation. microhardness testing techniques, and (b) cite
5. For the tensile deformation of a ductile cylindri- situations for which these techniques are gener-
cal specimen, describe changes in specimen pro- ally used.
file to the point of fracture. 11. Compute the working stress for a ductile ma-
6. Compute ductility in terms of both percent elon- terial.

gation and percent reduction of area for a mate-
rial that is loaded in tension to fracture.

7.1 INTRODUCTION

148

Many materials, when in service, are subjected to forces or loads; examples include
the aluminum alloy from which an airplane wing is constructed and the steel in an
automobile axle. In such situations it is necessary to know the characteristics of
the material and to design the member from which it is made such that any resulting
deformation will not be excessive and fracture will not occur. The mechanical
behavior of a material reflects the relationship between its response or deformation
to an applied load or force. Important mechanical properties are strength, hardness,
ductility, and stiffness.

The mechanical properties of materials are ascertained by performing carefully
designed laboratory experiments that replicate as nearly as possible the service
conditions. Factors to be considered include the nature of the applied load and its
duration, as well as the environmental conditions. It is possible for the load to be
tensile, compressive, or shear, and its magnitude may be constant with time, or it
may fluctuate continuously. Application time may be only a fraction of a second,
or it may extend over a period of many years. Service temperature may be an
important factor.

Mechanical properties are of concern to a variety of parties (e.g., producers
and consumers of materials, research organizations, government agencies) that have
differing interests. Consequently, it is imperative that there be some consistency in
the manner in which tests are conducted, and in the interpretation of their results.
This consistency is accomplished by using standardized testing techniques. Establish-
ment and publication of these standards are often coordinated by professional
societies. In the United States the most active organization is the American Society
for Testing and Materials (ASTM). Its Annual Book of ASTM Standards comprises
numerous volumes, which are issued and updated yearly; a large number of these
standards relate to mechanical testing techniques. Several of these are referenced
by footnote in this and subsequent chapters.

The role of structural engineers is to determine stresses and stress distributions
within members that are subjected to well-defined loads. This may be accomplished
by experimental testing techniques and/or by theoretical and mathematical stress
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analyses. These topics are treated in traditional stress analysis and strength of
materials texts.

Materials and metallurgical engineers, on the other hand, are concerned with
producing and fabricating materials to meet service requirements as predicted by
these stress analyses. This necessarily involves an understanding of the relationships
between the microstructure (i.e., internal features) of materials and their mechani-
cal properties.

Materials are frequently chosen for structural applications because they have
desirable combinations of mechanical characteristics. This chapter discusses the
stress—strain behaviors of metals, ceramics, and polymers and the related mechanical
properties; it also examines their other important mechanical characteristics. Discus-
sions of the microscopic aspects of deformation mechanisms and methods to
strengthen and regulate the mechanical behaviors are deferred to Chapter 8.

7.2 CONCEPTS OF STRESS AND STRAIN

If a load is static or changes relatively slowly with time and is applied uniformly
over a cross section or surface of a member, the mechanical behavior may be
ascertained by a simple stress—strain test; these are most commonly conducted for
metals at room temperature. There are three principal ways in which a load may be
applied: namely, tension, compression, and shear (Figures 7.1a, b, ¢). In engineering
practice many loads are torsional rather than pure shear; this type of loading is
illustrated in Figure 7.1d.

TENSION TESTS?

One of the most common mechanical stress—strain tests is performed in tension. As
will be seen, the tension test can be used to ascertain several mechanical properties of
materials that are important in design. A specimen is deformed, usually to fracture,
with a gradually increasing tensile load that is applied uniaxially along the long
axis of a specimen. A standard tensile specimen is shown in Figure 7.2. Normally,
the cross section is circular, but rectangular specimens are also used. During testing,
deformation is confined to the narrow center region, which has a uniform cross
section along its length. The standard diameter is approximately 12.8 mm (0.5 in.),
whereas the reduced section length should be at least four times this diameter; 60
mm (2% in.) is common. Gauge length is used in ductility computations, as discussed
in Section 7.6; the standard value is 50 mm (2.0 in.). The specimen is mounted by
its ends into the holding grips of the testing apparatus (Figure 7.3). The tensile
testing machine is designed to elongate the specimen at a constant rate, and to
continuously and simultaneously measure the instantaneous applied load (with a
load cell) and the resulting elongations (using an extensometer). A stress—strain
test typically takes several minutes to perform and is destructive; that is, the test
specimen is permanently deformed and usually fractured.

The output of such a tensile test is recorded on a strip chart (or by a computer)
as load or force versus elongation. These load-deformation characteristics are
dependent on the specimen size. For example, it will require twice the load to
produce the same elongation if the cross-sectional area of the specimen is doubled.
To minimize these geometrical factors, load and elongation are normalized to the
respective parameters of engineering stress and engineering strain. Engineering

1 ASTM Standards E 8 and E 8M, “Standard Test Methods for Tension Testing of Metal-
lic Materials.”
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Ficure 7.1

(a) Schematic
illustration of how a
tensile load

produces an elongation
and positive linear
strain.

Dashed lines

represent the shape
before deformation;
solid lines, after
deformation. (b)
Schematic illustration

of how a compressive
load produces contrac-
tion and a negative linear
strain. (c)

Schematic
representation of

shear strain -y, where

vy = tan 6.

(d) Schematic represen-
tation of torsional
deformation (i.e., angle
of twist ¢) produced by
an applied torque T.

—

Ficure 7.2 A
standard tensile
specimen with circular
cross section.
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(c)

stress o is defined by the relationship

(d)

(7.1)

in which F is the instantaneous load applied perpendicular to the specimen cross
section, in units of newtons (N) or pounds force (lbs), and A, is the original cross-
sectional area before any load is applied (m? or in.2). The units of engineering
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Load cell Ficure 7.3  Schematic representation of
the apparatus used to conduct tensile
stress—strain tests. The specimen is
elongated by the moving crosshead; load
cell and extensometer measure, respectively,
the magnitude of the applied load and the
Extensometer elongation. (Adapted from H. W. Hayden,
Specimen W. G. Moffatt, and J. Wulff, The Structure

and Properties of Materials, Vol. I,
Mechanical Behavior, p. 2. Copyright O 1965
by John Wiley & Sons, New York. Reprinted
by permission of John Wiley & Sons, Inc.)

Moving
crosshead

stress (referred to subsequently as just stress) are megapascals, MPa (SI) (where
1 MPa = 10° N/m?), and pounds force per square inch, psi (Customary U.S.).2
Engineering strain e is defined according to

l—lp _Al

lo lo

€ =

(7.2)

inwhich |, is the original length before any load is applied, and I; is the instantaneous
length. Sometimes the quantity I; — |, is denoted as Al, and is the deformation
elongation or change in length at some instant, as referenced to the original length.
Engineering strain (subsequently called just strain) is unitless, but meters per meter
or inches per inch are often used; the value of strain is obviously independent of
the unit system. Sometimes strain is also expressed as a percentage, in which the
strain value is multiplied by 100.

COMPRESSION TESTS?

Compression stress—strain tests may be conducted if in-service forces are of this
type. A compression test is conducted in a manner similar to the tensile test, except
that the force is compressive and the specimen contracts along the direction of the
stress. Equations 7.1 and 7.2 are utilized to compute compressive stress and strain,
respectively. By convention, a compressive force is taken to be negative, which
yields a negative stress. Furthermore, since |, is greater than I;, compressive strains
computed from Equation 7.2 are necessarily also negative. Tensile tests are more
common because they are easier to perform; also, for most materials used in struc-
tural applications, very little additional information is obtained from compressive
tests. Compressive tests are used when a material’s behavior under large and perma-

2 Conversion from one system of stress units to the other is accomplished by the relationship
145 psi = 1 MPa.

3 ASTM Standard E 9, ““Standard Test Methods of Compression Testing of Metallic Materials
at Room Temperature.”
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nent (i.e., plastic) strains is desired, as in manufacturing applications, or when the
material is brittle in tension.

SHEAR AND TORSIONAL TESTS*

For tests performed using a pure shear force as shown in Figure 7.1c, the shear
stress 7 is computed according to

F

szo

(7.3)

where F is the load or force imposed parallel to the upper and lower faces, each
of which has an area of A,. The shear strain vy is defined as the tangent of the strain
angle 6, as indicated in the figure. The units for shear stress and strain are the same
as for their tensile counterparts.

Torsion is a variation of pure shear, wherein a structural member is twisted in
the manner of Figure 7.1d; torsional forces produce a rotational motion about the
longitudinal axis of one end of the member relative to the other end. Examples of
torsion are found for machine axles and drive shafts, and also for twist drills.
Torsional tests are normally performed on cylindrical solid shafts or tubes. A shear
stress 7 is a function of the applied torque T, whereas shear strain vy is related to
the angle of twist, ¢ in Figure 7.1d.

GEOMETRIC CONSIDERATIONS OF THE STRESS STATE

Stresses that are computed from the tensile, compressive, shear, and torsional force
states represented in Figure 7.1 act either parallel or perpendicular to planar faces
of the bodies represented in these illustrations. It should be noted that the stress
state is a function of the orientations of the planes upon which the stresses are
taken to act. For example, consider the cylindrical tensile specimen of Figure 7.4

o Ficure 7.4 Schematic representation showing normal (¢') and shear
T (7') stresses that act on a plane oriented at an angle 6 relative to the
plane taken perpendicular to the direction along which a pure tensile

stress (o) is applied.

4 ASTM Standard E 143, ““Standard Test for Shear Modulus.”
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that is subjected to a tensile stress o applied parallel to its axis. Furthermore,
consider also the plane p-p’ that is oriented at some arbitrary angle 6 relative to
the plane of the specimen end-face. Upon this plane p-p’, the applied stress is no
longer a pure tensile one. Rather, a more complex stress state is present that consists
of a tensile (or normal) stress ¢’ that acts normal to the p-p’ plane, and, in addition,
ashear stress 7' that acts parallel to this plane; both of these stresses are represented
in the figure. Using mechanics of materials principles,® it is possible to develop
equations for ¢’ and 7’ in terms of o and 6, as follows:

o' =c0cos’0=o <1+CT0829> (7.4a)
' = ogsin fcos 6 = O'(Sm220> (7.4b)

These same mechanics principles allow the transformation of stress components
from one coordinate system to another coordinate system that has a different
orientation. Such treatments are beyond the scope of the present discussion.

7.3 STRESS—STRAIN BEHAVIOR

The degree to which a structure deforms or strains depends on the magnitude of
an imposed stress. For most metals that are stressed in tension and at relatively
low levels, stress and strain are proportional to each other through the relationship

o = Ee (7.5)

This is known as Hooke’s law, and the constant of proportionality E (GPa or psi)®
is the modulus of elasticity, or Young’s modulus. For most typical metals the
magnitude of this modulus ranges between 45 GPa (6.5 X 10° psi), for magnesium,
and 407 GPa (59 X 108 psi), for tungsten. The moduli of elasticity are slightly higher
for ceramic materials, which range between about 70 and 500 GPa (10 X 10° and
70 X 108 psi). Polymers have modulus values that are smaller than both metals and
ceramics, and which lie in the range 0.007 and 4 GPa (10% and 0.6 X 106 psi). Room
temperature modulus of elasticity values for a number of metals, ceramics, and
polymers are presented in Table 7.1. A more comprehensive modulus list is provided
in Table B.2, Appendix B.

Deformation in which stress and strain are proportional is called elastic defor-
mation; a plot of stress (ordinate) versus strain (abscissa) results in a linear relation-
ship, as shown in Figure 7.5. The slope of this linear segment corresponds to the
modulus of elasticity E. This modulus may be thought of as stiffness, or a material’s
resistance to elastic deformation. The greater the modulus, the stiffer the material,
or the smaller the elastic strain that results from the application of a given stress. The
modulus is an important design parameter used for computing elastic deflections.

Elastic deformation is nonpermanent, which means that when the applied load
is released, the piece returns to its original shape. As shown in the stress—strain

5 See, for example, W. F. Riley, L. D. Sturges, and D. H. Morris, Mechanics of Materials,

5th edition, John Wiley & Sons, New York, 1999.
6 The SI unit for the modulus of elasticity is gigapascal, GPa, where 1 GPa = 10° N/m? =
10° MPa.
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Table 7.1 Room-Temperature Elastic and Shear Moduli, and
Poisson’s Ratio for Various Materials

Modulus of
Elasticity Shear Modulus  poisson’s
Material GPa 108 psi GPa  10° psi Ratio
Metal Alloys
Tungsten 407 59 160 23.2 0.28
Steel 207 30 83 12.0 0.30
Nickel 207 30 76 11.0 0.31
Titanium 107 155 45 6.5 0.34
Copper 110 16 46 6.7 0.34
Brass 97 14 37 5.4 0.34
Aluminum 69 10 25 3.6 0.33
Magnesium 45 6.5 17 25 0.35
Ceramic Materials
Aluminum oxide (Al,O3) 393 57 — — 0.22
Silicon carbide (SiC) 345 50 — — 0.17
Silicon nitride (SisN,) 304 44 — — 0.30
Spinel (MgAl,O,) 260 38 — — —
Magnesium oxide (MgO) 225 33 — — 0.18
Zirconia? 205 30 — — 0.31
Mullite (3Al,05-2Si0,) 145 21 — — 0.24
Glass—ceramic (Pyroceram) 120 17 — — 0.25
Fused silica (SiO,) 73 11 — — 0.17
Soda-lime glass 69 10 — — 0.23
Polymers®
Phenol-formaldehyde 2.76-4.83 0.40-0.70 — — —
Polyvinyl chloride (PVC) 2.41-4.14 0.35-0.60 — — 0.38
Polyester (PET) 2.76-4.14 0.40-0.60 — — —
Polystyrene (PS) 2.28-3.28 0.33-0.48 — — 0.33
Polymethyl methacrylate 2.24-3.24 0.33-0.47 — — —
(PMMA)
Polycarbonate (PC) 2.38 0.35 — — 0.36
Nylon 6,6 1.58-3.80 0.23-0.55 — — 0.39
Polypropylene (PP) 1.14-1.55 0.17-0.23 — — —
Polyethylene—high density 1.08 0.16 — — —
(HDPE)
Polytetrafluoroethylene 0.40-0.55 0.058-0.080 — — 0.46
(PTFE)
Polyethylene—Ilow density 0.17-0.28  0.025-0.041 — — —
(LDPE)

2 Partially stabilized with 3 mol% Y,0;.

b Source: Modern Plastics Encyclopedia *96. Copyright 1995, The McGraw-Hill Compa-
nies. Reprinted with permission.

plot (Figure 7.5), application of the load corresponds to moving from the origin up
and along the straight line. Upon release of the load, the line is traversed in the
opposite direction, back to the origin.

There are some materials (e.g., gray cast iron, concrete, and many polymers)
for which this initial elastic portion of the stress—strain curve is not linear (Figure
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Ficure 7.5 Schematic stress—strain diagram showing linear
elastic deformation for loading and unloading cycles.
Unload

Slope = modulus
of elasticity

Stress

Load

Strain

7.6); hence, it is not possible to determine a modulus of elasticity as described
above. For this nonlinear behavior, either tangent or secant modulus is normally
used. Tangent modulus is taken as the slope of the stress—strain curve at some
specified level of stress, while secant modulus represents the slope of a secant drawn
from the origin to some given point of the o—e curve. The determination of these
moduli is illustrated in Figure 7.6.

On an atomic scale, macroscopic elastic strain is manifested as small changes
in the interatomic spacing and the stretching of interatomic bonds. As a conse-
qguence, the magnitude of the modulus of elasticity is a measure of the resistance
to separation of adjacent atoms/ions/molecules, that is, the interatomic bonding
forces. Furthermore, this modulus is proportional to the slope of the interatomic
force—separation curve (Figure 2.8a) at the equilibrium spacing:

dF
£ (a)’o (76)

Figure 7.7 shows the force—separation curves for materials having both strong and
weak interatomic bonds; the slope at r, is indicated for each.

Ficure 7.6 Schematic

P stress—strain diagram showing
nonlinear elastic behavior, and
how secant and tangent moduli
are determined.

O —

P 4 % = Tangent modulus (at o)

U'l __________

Stress o

,/ Ag _ Secant modulus
/| Ae  (between origin and o4)

Strain €
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Ficure 7.7 Force
versus interatomic
separation for weakly
and strongly bonded
atoms. The magnitude
of the modulus of elas-
ticity is proportional to
the slope of each curve
at the equilibrium
interatomic separation rq.

Ficure 7.8 Plot of
modulus of elasticity
versus temperature for
tungsten, steel, and
aluminum. (Adapted
from K. M. Ralls, T. H.
Courtney, and J. Wulff,
Introduction to
Materials Science and
Engineering. Copyright
0 1976 by John

Wiley & Sons, New York.
Reprinted by permission of
John Wiley & Sons, Inc.)

Strongly
bonded

Separation r

Force F
o

Weakly
bonded

Differences in modulus values between metals, ceramics, and polymers are a
direct consequence of the different types of atomic bonding that exist for the three
materials types. Furthermore, with increasing temperature, the modulus of elasticity
diminishes for all but some of the rubber materials; this effect is shown for several
metals in Figure 7.8.

Aswould be expected, the imposition of compressive, shear, or torsional stresses
also evokes elastic behavior. The stress—strain characteristics at low stress levels
are virtually the same for both tensile and compressive situations, to include the
magnitude of the modulus of elasticity. Shear stress and strain are proportional to
each other through the expression

=Gy (7.7)
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where G is the shear modulus, the slope of the linear elastic region of the shear
stress—strain curve. Table 7.1 also gives the shear moduli for a number of the
common metals.

7.4 ANELASTICITY

Up to this point, it has been assumed that elastic deformation is time independent,
that is, that an applied stress produces an instantaneous elastic strain that remains
constant over the period of time the stress is maintained. It has also been assumed
that upon release of the load the strain is totally recovered, that is, that the strain
immediately returns to zero. In most engineering materials, however, there will
also exist a time-dependent elastic strain component. That is, elastic deformation
will continue after the stress application, and upon load release some finite time is
required for complete recovery. This time-dependent elastic behavior is known as
anelasticity, and it is due to time-dependent microscopic and atomistic processes
that are attendant to the deformation. For metals the anelastic component is nor-
mally small and is often neglected. However, for some polymeric materials its
magnitude is significant; in this case it is termed viscoelastic behavior, {which is the
discussion topic of Section 7.15.}

ExampLE ProBLEM 7.1

A piece of copper originally 305 mm (12 in.) long is pulled in tension with a
stress of 276 MPa (40,000 psi). If the deformation is entirely elastic, what will
be the resultant elongation?

SoLuTioN

Since the deformation is elastic, strain is dependent on stress according to
Equation 7.5. Furthermore, the elongation Al is related to the original length
I, through Equation 7.2. Combining these two expressions and solving for

Al yields
o-ce-(2)e
lo

(TIO

AI=E

The values of o and |, are given as 276 MPa and 305 mm, respectively, and
the magnitude of E for copper from Table 7.1 is 110 GPa (16 X 10° psi).
Elongation is obtained by substitution into the expression above as

_ (276 MPa)(305 mm) _

Al 110 X 10°* MPa

0.77 mm (0.03in.)

7.5 ELAsTIC PROPERTIES OF MATERIALS

When a tensile stress is imposed on virtually all materials, an elastic elongation
and accompanying strain e, result in the direction of the applied stress (arbitrarily
taken to be the z direction), as indicated in Figure 7.9. As a result of this elongation,
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Ficure 7.9 Axial (z) elongation
(positive strain) and lateral (x and y)
contractions (negative strains) in
response to an imposed tensile stress.
Solid lines represent dimensions after
stress application; dashed lines, before.

there will be constrictions in the lateral (x and y) directions perpendicular to the
applied stress; from these contractions, the compressive strains e, and e, may be
determined. If the applied stress is uniaxial (only in the z direction), and the material
is isotropic, then e, = €,. A parameter termed Poisson’s ratio v is defined as the
ratio of the lateral and axial strains, or

p=—Z=_3 (7.8)

€ €

The negative sign is included in the expression so that » will always be positive,
since €, and e, will always be of opposite sign. Theoretically, Poisson’s ratio for
isotropic materials should be %; furthermore, the maximum value for v (or that
value for which there is no net volume change) is 0.50. For many metals and other
alloys, values of Poisson’s ratio range between 0.25 and 0.35. Table 7.1 shows v
values for several common materials; a more comprehensive list is given in Table
B.3, Appendix B.

For isotropic materials, shear and elastic moduli are related to each other and
to Poisson’s ratio according to

E=2G( + ») (7.9)

In most metals G is about 0.4E; thus, if the value of one modulus is known, the
other may be approximated.

Many materials are elastically anisotropic; that is, the elastic behavior (e.g., the
magnitude of E) varies with crystallographic direction (see Table 3.7). For these
materials the elastic properties are completely characterized only by the specification
of several elastic constants, their number depending on characteristics of the crystal
structure. Even for isotropic materials, for complete characterization of the elastic
properties, at least two constants must be given. Since the grain orientation is
random in most polycrystalline materials, these may be considered to be isotropic;
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inorganic ceramic glasses are also isotropic. The remaining discussion of mechanical
behavior assumes isotropy and polycrystallinity (for metals and crystalline ceramics)
because such is the character of most engineering materials.

ExampPLE PROBLEM 7.2

A tensile stress is to be applied along the long axis of a cylindrical brass rod
that has a diameter of 10 mm (0.4 in.). Determine the magnitude of the load
required to produce a 2.5 X 10~® mm (10~* in.) change in diameter if the
deformation is entirely elastic.

SoLuTioN
This deformation situation is represented in the accompanying drawing.

F
do
ping
N
I
— } z
l==---T
\ \
\ \
\ \
\ \
i } } X
I I Al _li—lo
| [ S
| | 0 0
\ \
I f——=={1 Ad _ di—dg
L D T, dg
—
F

When the force F is applied, the specimen will elongate in the z direction and
at the same time experience a reduction in diameter, Ad, of 2.5 X 10~ mm in
the x direction. For the strain in the x direction,

Ad —-25x%X10°mm
= = —2 5 X -4
do 10 mm 2510

€x
which is negative, since the diameter is reduced.
It next becomes necessary to calculate the strain in the z direction using
Equation 7.8. The value for Poisson’s ratio for brass is 0.34 (Table 7.1), and thus
€ (—25%x107% 4
=-2X=_3 =222 Jo735%1]
& v 0.34 35 0
The applied stress may now be computed using Equation 7.5 and the modulus
of elasticity, given in Table 7.1 as 97 GPa (14 X 10° psi), as

o= &E = (7.35 X 1074)(97 x 10° MPa) = 71.3 MPa
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Finally, from Equation 7.1, the applied force may be determined as
2
oAy=o0o <%> T

3 2
(71.3 X 105 N/m?) (W) 7 = 5600 N (1293 Iby)

F

MECHANICAL BEHAVIOR—METALS

For most metallic materials, elastic deformation persists only to strains of about
0.005. As the material is deformed beyond this point, the stress is no longer
proportional to strain (Hooke’s law, Equation 7.5, ceases to be valid), and
permanent, nonrecoverable, or plastic deformation occurs. Figure 7.10a plots
schematically the tensile stress—strain behavior into the plastic region for a
typical metal. The transition from elastic to plastic is a gradual one for most
metals; some curvature results at the onset of plastic deformation, which increases
more rapidly with rising stress.

From an atomic perspective, plastic deformation corresponds to the breaking
of bonds with original atom neighbors and then reforming bonds with new neighbors
as large numbers of atoms or molecules move relative to one another; upon removal
of the stress they do not return to their original positions. This permanent deforma-
tion for metals is accomplished by means of a process called slip, which involves
the motion of dislocations as discussed in Section 8.3.

7.6 TENSILE PROPERTIES
YIELDING AND YIELD STRENGTH

Most structures are designed to ensure that only elastic deformation will result

when a stress is applied. It is therefore desirable to know the stress level at which
Ficure 7.10
(a) Typical

stress—strain behavior
for a metal showing
elastic and plastic
deformations, the
proportional limit P,
and the yield strength oy,
as determined using
the 0.002 strain offset
method.

(b) Representative
stress—strain behavior
found for some steels
demonstrating the yield
point phenomenon.
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plastic deformation begins, or where the phenomenon of yielding occurs. For metals
that experience this gradual elastic—plastic transition, the point of yielding may be
determined as the initial departure from linearity of the stress—strain curve; this is
sometimes called the proportional limit, as indicated by point P in Figure 7.10a. In
such cases the position of this point may not be determined precisely. As a conse-
guence, a convention has been established wherein a straight line is constructed
parallel to the elastic portion of the stress—strain curve at some specified strain
offset, usually 0.002. The stress corresponding to the intersection of this line and
the stress—strain curve as it bends over in the plastic region is defined as the yield
strength oy,.” This is demonstrated in Figure 7.10a. Of course, the units of yield
strength are MPa or psi.®

For those materials having a nonlinear elastic region (Figure 7.6), use of the
strain offset method is not possible, and the usual practice is to define the yield
strength as the stress required to produce some amount of strain (e.g., e = 0.005).

Some steels and other materials exhibit the tensile stress—strain behavior as
shown in Figure 7.10b. The elastic—plastic transition is very well defined and occurs
abruptly in what is termed ayield point phenomenon. At the upper yield point, plastic
deformation is initiated with an actual decrease in stress. Continued deformation
fluctuates slightly about some constant stress value, termed the lower yield point;
stress subsequently rises with increasing strain. For metals that display this effect,
the yield strength is taken as the average stress that is associated with the lower
yield point, since it is well defined and relatively insensitive to the testing procedure.®
Thus, it is not necessary to employ the strain offset method for these materials.

The magnitude of the yield strength for a metal is a measure of its resistance
to plastic deformation. Yield strengths may range from 35 MPa (5000 psi) for a
low-strength aluminum to over 1400 MPa (200,000 psi) for high-strength steels.

TENSILE STRENGTH

After yielding, the stress necessary to continue plastic deformation in metals in-
creases to a maximum, point M in Figure 7.11, and then decreases to the eventual
fracture, point F. The tensile strength TS (MPa or psi) is the stress at the maximum
on the engineering stress—strain curve (Figure 7.11). This corresponds to the maxi-
mum stress that can be sustained by a structure in tension; if this stress is applied
and maintained, fracture will result. All deformation up to this point is uniform
throughout the narrow region of the tensile specimen. However, at this maximum
stress, a small constriction or neck begins to form at some point, and all subsequent
deformation is confined at this neck, as indicated by the schematic specimen insets
in Figure 7.11. This phenomenon is termed ‘““necking,” and fracture ultimately
occurs at the neck. The fracture strength corresponds to the stress at fracture.
Tensile strengths may vary anywhere from 50 MPa (7000 psi) for an aluminum
to as high as 3000 MPa (450,000 psi) for the high-strength steels. Ordinarily, when
the strength of a metal is cited for design purposes, the yield strength is used. This
is because by the time a stress corresponding to the tensile strength has been

7 “Strength’" is used in lieu of ‘“‘stress’ because strength is a property of the metal, whereas
stress is related to the magnitude of the applied load.

8 For Customary U.S. units, the unit of kilopounds per square inch (ksi) is sometimes used
for the sake of convenience, where

1 ksi = 1000 psi
%It should be pointed out that to observe the yield point phenomenon, a “stiff” tensile-
testing apparatus must be used; by stiff is meant that there is very little elastic deformation
of the machine during loading.
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Ficure 7.11

Typical engineering
stress—strain behavior to
fracture, point F. The
tensile strength TS is
indicated at point M.
The circular insets
represent the geometry
of the deformed
specimen at various
points along the curve.

Strain

applied, often a structure has experienced so much plastic deformation that it is
useless. Furthermore, fracture strengths are not normally specified for engineering
design purposes.

ExampLE ProBLEM 7.3

From the tensile stress—strain behavior for the brass specimen shown in Figure
7.12, determine the following:

(@) The modulus of elasticity.
(b) The yield strength at a strain offset of 0.002.

(c) The maximum load that can be sustained by a cylindrical specimen having
an original diameter of 12.8 mm (0.505 in.).

(d) The change in length of a specimen originally 250 mm (10 in.) long that is
subjected to a tensile stress of 345 MPa (50,000 psi).

SoLuTion

(a) The modulus of elasticity is the slope of the elastic or initial linear portion

of the stress—strain curve. The strain axis has been expanded in the inset, Figure

7.12, to facilitate this computation. The slope of this linear region is the rise

over the run, or the change in stress divided by the corresponding change in
strain; in mathematical terms,

Ao oy— 0

E =slope = —=———= 7.10

P Ae € — ¢ (7.10)

Inasmuch as the line segment passes through the origin, it is convenient to take

both o4 and €, as zero. If o is arbitrarily taken as 150 MPa, then €, will have
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Ficure 7.12 The stress—strain behavior for the brass specimen discussed in
Example Problem 7.3.

a value of 0.0016. Therefore,

_ (150 — 0) MPa

E 0.0016 — 0

— 93.8 GPa (13.6 X 10° psi)

which is very close to the value of 97 GPa (14 X 10° psi) given for brass in
Table 7.1.

(b) The 0.002 strain offset line is constructed as shown in the inset; its intersec-
tion with the stress—strain curve is at approximately 250 MPa (36,000 psi),
which is the yield strength of the brass.

(c) The maximum load that can be sustained by the specimen is calculated by
using Equation 7.1, in which ¢ is taken to be the tensile strength, from Figure
7.12, 450 MPa (65,000 psi). Solving for F, the maximum load, yields

2
F= (TAO = U(ﬁ) T
2
12.8 X 103 m

2
5 ) 7 = 57,900 N (13,000 Ib;)

— (450 X 10° N/m?) (

(d) To compute the change in length, Al, in Equation 7.2, it is first necessary
to determine the strain that is produced by a stress of 345 MPa. This is accom-
plished by locating the stress point on the stress—strain curve, point A, and
reading the corresponding strain from the strain axis, which is approximately
0.06. Inasmuch as I, = 250 mm, we have

Al = el = (0.06)(250 mm) = 15 mm (0.6 in.)
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DUCTILITY

Ductility is another important mechanical property. It is a measure of the degree
of plastic deformation that has been sustained at fracture. A material that experi-
ences very little or no plastic deformation upon fracture is termed brittle. The
tensile stress—strain behaviors for both ductile and brittle materials are schematically
illustrated in Figure 7.13.

Ductility may be expressed quantitatively as either percent elongation or percent
reduction in area. The percent elongation %EL is the percentage of plastic strain
at fracture, or

%EL = (ﬂ> X 100 (7.11)

lo

where I; is the fracture length?® and |, is the original gauge length as above. Inasmuch
as a significant proportion of the plastic deformation at fracture is confined to the
neck region, the magnitude of %EL will depend on specimen gauge length. The
shorter |y, the greater is the fraction of total elongation from the neck and, conse-
quently, the higher the value of %EL. Therefore, |, should be specified when percent
elongation values are cited; it is commonly 50 mm (2 in.).

Percent reduction in area %RA is defined as

%RA = <'°%0Af> X 100 (7.12)

where A, is the original cross-sectional area and A; is the cross-sectional area at
the point of fracture.'® Percent reduction in area values are independent of both
I, and A,. Furthermore, for a given material the magnitudes of %EL and %RA
will, in general, be different. Most metals possess at least a moderate degree of
ductility at room temperature; however, some become brittle as the temperature
is lowered (Section 9.8).

A knowledge of the ductility of materials is important for at least two reasons.
First, it indicates to a designer the degree to which a structure will deform plastically

Ficure 7.13 Schematic representations of
Brittle B tensile stress—strain behavior for brittle and
Ductile ductile materials loaded to fracture.

Stress

OfF-————— e — -
oFf-——————-——-

Strain

10 Both I; and As are measured subsequent to fracture, and after the two broken ends have
been repositioned back together.
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before fracture. Second, it specifies the degree of allowable deformation during
fabrication operations. We sometimes refer to relatively ductile materials as being
“forgiving,” in the sense that they may experience local deformation without frac-
ture should there be an error in the magnitude of the design stress calculation.
Brittle materials are approximately considered to be those having a fracture

strain of less than about 5%.

Thus, several important mechanical properties of metals may be determined
from tensile stress—strain tests. Table 7.2 presents some typical room-temperature

Table 7.2 Room-Temperature Mechanical Properties (in Tension) for

Various Materials

Yield Tensile
Strength Strength Ductility, %EL
Material MPa ksi MPa ksi [in 50 mm (2 in.)]?
Metal AlloysP
Molybdenum 565 82 655 95 35
Titanium 450 65 520 75 25
Steel (1020) 180 26 380 55 25
Nickel 138 20 480 70 40
Iron 130 19 262 38 45
Brass (70 Cu-30 Zn) 75 11 300 44 68
Copper 69 10 200 29 45
Aluminum 35 5 90 13 40
Ceramic Materials®
Zirconia (ZrO,)¢ — — 800-1500  115-215 —
Silicon nitride (SisN,) — — 250-1000 35-145 —
Aluminum oxide (Al,O3) — — 275-700 40-100 —
Silicon carbide (SiC) — — 100-820 15-120 —
Glass—ceramic (Pyroceram) — — 247 36 —
Mullite (3AI,05-2Si0,) — — 185 27 —
Spinel (MgAl,O,) — — 110-245 16-36 —
Fused silica (SiO,) — — 110 16 —
Magnesium oxide (MgO)® — — 105 15 —
Soda-lime glass — — 69 10 —
Polymers
Nylon 6,6 448-82.8  6.5-12 75.9-945  11.0-13.7 15-300
Polycarbonate (PC) 62.1 9.0 62.8-72.4 9.1-10.5 110-150
Polyester (PET) 59.3 8.6 48.3-72.4 7.0-10.5 30-300
Polymethyl methacrylate (PMMA) 53.8-73.1 7.8-10.6 48.3-724 7.0-10.5 2.0-55
Polyvinyl chloride (PVC) 40.7-448  59-6.5 40.7-51.7 5.9-75 40-80
Phenol-formaldehyde — — 34.5-62.1 5.0-9.0 1.5-2.0
Polystyrene (PS) — — 35.9-51.7 5.2-75 1.2-25
Polypropylene (PP) 31.0-37.2 45-54 31.0-414 45-6.0 100-600
Polyethylene—high density (HDPE) 26.2-33.1 3.8-4.8 22.1-31.0 3.2-45 10-1200
Polytetrafluoroethylene (PTFE) — — 20.7-34.5 3.0-5.0 200-400
Polyethylene—Ilow density (LDPE) 9.0-145 13-21 8.3-314 1.2-4.55 100-650

2 For polymers, percent elongation at break.
b Property values are for metal alloys in an annealed state.
¢ The tensile strength of ceramic materials is taken as flexural strength (Section 7.10).
d Partially stabilized with 3 mol% Y,0;.
¢ Sintered and containing approximately 5% porosity.
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values of yield strength, tensile strength, and ductility for several common metals
(and also for a number of polymers and ceramics). These properties are sensitive
to any prior deformation, the presence of impurities, and/or any heat treatment to
which the metal has been subjected. The modulus of elasticity is one mechanical
parameter that is insensitive to these treatments. As with modulus of elasticity, the
magnitudes of both yield and tensile strengths decline with increasing temperature;
just the reverse holds for ductility—it usually increases with temperature. Figure
7.14 shows how the stress—strain behavior of iron varies with temperature.

RESILIENCE

Resilience is the capacity of a material to absorb energy when it is deformed
elastically and then, upon unloading, to have this energy recovered. The associated
property is the modulus of resilience, U,, which is the strain energy per unit volume
required to stress a material from an unloaded state up to the point of yielding.

Computationally, the modulus of resilience for a specimen subjected to a uni-
axial tension test is just the area under the engineering stress—strain curve taken
to yielding (Figure 7.15), or

U, = joy o de (7.13)

Oyt———————— Ficure 7.15 Schematic representation showing how
modulus of resilience (corresponding to the shaded area) is
determined from the tensile stress—strain behavior of a
material.

Stress
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Y Strain
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Assuming a linear elastic region,
U, = 30y€ (7.13b)

in which e, is the strain at yielding.

The units of resilience are the product of the units from each of the two axes
of the stress—strain plot. For Sl units, this is joules per cubic meter (J/m?3, equivalent
to Pa), whereas with Customary U.S. units it is inch-pounds force per cubic inch
(in.-Ib¢/in.3, equivalent to psi). Both joules and inch-pounds force are units of energy,
and thus this area under the stress—strain curve represents energy absorption per
unit volume (in cubic meters or cubic inches) of material.

Incorporation of Equation 7.5 into Equation 7.13b yields

2
g, g
U, = 4oy, = 30, <—y) - (7.14)

Thus, resilient materials are those having high yield strengths and low moduli of
elasticity; such alloys would be used in spring applications.

TOUGHNESS

Toughness is a mechanical term that is used in several contexts; loosely speaking,
it is a measure of the ability of a material to absorb energy up to fracture. Specimen
geometry as well as the manner of load application are important in toughness
determinations. For dynamic (high strain rate) loading conditions and when a notch
(or point of stress concentration) is present, notch toughness is assessed by using
an impact test, as discussed in Section 9.8. Furthermore, fracture toughness is a
property indicative of a material’s resistance to fracture when a crack is present
(Section 9.5).

For the static (low strain rate) situation, toughness may be ascertained from
the results of a tensile stress—strain test. It is the area under the o—e curve up to
the point of fracture. The units for toughness are the same as for resilience (i.e.,
energy per unit volume of material). For a material to be tough, it must display
both strength and ductility; and often, ductile materials are tougher than brittle
ones. This is demonstrated in Figure 7.13, in which the stress—strain curves are
plotted for both material types. Hence, even though the brittle material has higher
yield and tensile strengths, it has a lower toughness than the ductile one, by virtue
of lack of ductility; this is deduced by comparing the areas ABC and AB'C’ in
Figure 7.13.

7.7 TRUE STRESS AND STRAIN

From Figure 7.11, the decline in the stress necessary to continue deformation past
the maximum, point M, seems to indicate that the metal is becoming weaker. This
is not at all the case; as a matter of fact, it is increasing in strength. However, the
cross-sectional area is decreasing rapidly within the neck region, where deformation
is occurring. This results in a reduction in the load-bearing capacity of the specimen.
The stress, as computed from Equation 7.1, is on the basis of the original cross-
sectional area before any deformation, and does not take into account this diminu-
tion in area at the neck.

Sometimes it is more meaningful to use a true stress—true strain scheme. True
stress o is defined as the load F divided by the instantaneous cross-sectional area
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A, over which deformation is occurring (i.e., the neck, past the tensile point), or

T =

F
A (7.15)

Furthermore, it is occasionally more convenient to represent strain as true
strain e, defined by

|
er=Ing (7.16)
0

If no volume change occurs during deformation, that is, if
Aili = Aolo (717)

true and engineering stress and strain are related according to
or=0( + ¢ (7.18a)
er = In(1 + €) (7.18b)

Equations 7.18a and 7.18b are valid only to the onset of necking; beyond this point
true stress and strain should be computed from actual load, cross-sectional area,
and gauge length measurements.

A schematic comparison of engineering and true stress—strain behavior is made
in Figure 7.16. It is worth noting that the true stress necessary to sustain increasing
strain continues to rise past the tensile point M’.

Coincident with the formation of a neck is the introduction of a complex stress
state within the neck region (i.e., the existence of other stress components in addition
to the axial stress). As a consequence, the correct stress (axial) within the neck is
slightly lower than the stress computed from the applied load and neck cross-
sectional area. This leads to the *‘corrected’ curve in Figure 7.16.

For some metals and alloys the region of the true stress-strain curve from
the onset of plastic deformation to the point at which necking begins may be
approximated by

or = Kel (7.19)

Ficure 7.16 A comparison of typical
tensile engineering stress—strain and
true stress—strain behaviors. Necking
begins at point M on the engineering
curve, which corresponds to M’ on the
true curve. The “corrected” true
stress—strain curve takes into account
the complex stress state within the
neck region.

Stress

Engineering

Strain
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Table 7.3 Tabulation of n and K Values (Equation 7.19) for
Several Alloys

K

Material n MPa psi

Low-carbon steel 0.26 530 77,000
(annealed)

Alloy steel 0.15 640 93,000
(Type 4340, annealed)

Stainless steel 0.45 1275 185,000
(Type 304, annealed)

Aluminum (annealed) 0.20 180 26,000

Aluminum alloy 0.16 690 100,000
(Type 2024, heat treated)

Copper (annealed) 0.54 315 46,000

Brass 0.49 895 130,000

(70Cu-30Zn, annealed)

Source: From Manufacturing Processes for Engineering Materials by
Seope Kalpakjian, 00 1997. Reprinted by permission of Prentice-Hall,
Inc., Upper Saddle River, NJ.

In this expression, K and n are constants, which values will vary from alloy to alloy,
and will also depend on the condition of the material (i.e., whether it has been
plastically deformed, heat treated, etc.). The parameter n is often termed the strain-
hardening exponent and has a value less than unity. Values of n and K for several
alloys are contained in Table 7.3.

ExamvpLE ProBLEM 7.4

A cylindrical specimen of steel having an original diameter of 12.8 mm (0.505
in.) is tensile tested to fracture and found to have an engineering fracture
strength oy of 460 MPa (67,000 psi). If its cross-sectional diameter at fracture
is 10.7 mm (0.422 in.), determine:

(a) The ductility in terms of percent reduction in area.

(b) The true stress at fracture.

SoLuTion
(a) Ductility is computed using Equation 7.12, as

(12.8 mm>2 o (10.7 mm)2 -
2 2

%RA = X 100
12.8 mm)\? -
2
2 __ 2
_ 128.7 Tzrg - mfig.zg mm % 100 = 30%

(b) True stress is defined by Equation 7.15, where in this case the area is taken
as the fracture area A;. However, the load at fracture must first be computed
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from the fracture strength as

1m?
F = 0:A; = (460 X 10° N/m?)(128.7 mm?) <W> =59,200 N
Thus, the true stress is calculated as

F 59,200 N

or = = 2
1m
2
(89.9mm)<106 J

= 6.6 X 10® N/m? = 660 MPa (95,700 psi)

ExampLE ProBLEM 7.5

Compute the strain-hardening exponent n in Equation 7.19 for an alloy in
which a true stress of 415 MPa (60,000 psi) produces a true strain of 0.10;
assume a value of 1035 MPa (150,000 psi) for K.

SoLuTioN

This requires some algebraic manipulation of Equation 7.19 so that n becomes
the dependent parameter. This is accomplished by taking logarithms and rear-
ranging. Solving for n yields

n:Iogch—IogK
log et

_ log(415 MPa) — log(1035 MPa) _

log(0.1) 0.40

7.8 ELasTiIc RECOVERY DURING
PrLAsTic DEFORMATION

Upon release of the load during the course of a stress—strain test, some fraction of
the total deformation is recovered as elastic strain. This behavior is demonstrated
in Figure 7.17, a schematic engineering stress—strain plot. During the unloading
cycle, the curve traces a near straight-line path from the point of unloading (point
D), and its slope is virtually identical to the modulus of elasticity, or parallel to the
initial elastic portion of the curve. The magnitude of this elastic strain, which is
regained during unloading, corresponds to the strain recovery, as shown in Figure
7.17. If the load is reapplied, the curve will traverse essentially the same linear
portion in the direction opposite to unloading; yielding will again occur at the
unloading stress level where the unloading began. There will also be an elastic
strain recovery associated with fracture.

7.9 COMPRESSIVE, SHEAR, AND
ToRrsIONAL DEFORMATION

Of course, metals may experience plastic deformation under the influence of applied
compressive, shear, and torsional loads. The resulting stress—strain behavior into
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Ficure 7.17 Schematic tensile
stress—strain diagram showing the
oy, D phenomena of elastic strain recovery
and strain hardening. The initial yield
gy —>= : S'Frength is designated as 0y, O, is the
| yield strength after releasing the load
Unload Y| at point D, and then upon reloading.
l
& I
@ [
l
I
I
I
I
I
I
Reapply :
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I
! Strain
9( }e

Elastic strain
recovery

the plastic region will be similar to the tensile counterpart (Figure 7.10a: yielding
and the associated curvature). However, for compression, there will be no maximum,
since necking does not occur; furthermore, the mode of fracture will be different
from that for tension.

MECHANICAL BEHAVIOR—CERAMICS

Ceramic materials are somewhat limited in applicability by their mechanical proper-
ties, which in many respects are inferior to those of metals. The principal drawback
is a disposition to catastrophic fracture in a brittle manner with very little energy
absorption. In this section we explore the salient mechanical characteristics of these
materials and how these properties are measured.

7.10 FLEXURAL STRENGTH

The stress—strain behavior of brittle ceramics is not usually ascertained by a tensile
test as outlined in Section 7.2, for three reasons. First, it is difficult to prepare and
test specimens having the required geometry. Second, it is difficult to grip brittle
materials without fracturing them; and third, ceramics fail after only about 0.1%
strain, which necessitates that tensile specimens be perfectly aligned in order to
avoid the presence of bending stresses, which are not easily calculated. Therefore,
a more suitable transverse bending test is most frequently employed, in which a
rod specimen having either a circular or rectangular cross section is bent until
fracture using a three- or four-point loading technique;!! the three-point loading
scheme is illustrated in Figure 7.18. At the point of loading, the top surface of the
specimen is placed in a state of compression, whereas the bottom surface is in
tension. Stress is computed from the specimen thickness, the bending moment, and

11 ASTM Standard C 1161, “Standard Test Method for Flexural Strength of Advanced
Ceramics at Ambient Temperature.”
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Possible cross sections FiIcure 7.18 A three-point
E loading scheme for measuring the
b . .
9| |1 stress—strain behavior and flexural

[ ] d Rectangular strength of brittle ceramics,
e including expressions for
Circular computing stress for rectangular

~a
Ele and circular cross sections.
2

2

Support

o = stress = MTC

where M = maximum bending moment
¢ = distance from center of specimen
to outer fibers
I = moment of inertia of cross section

F = applied load
M 0 o
Rectangular % g %3 %
Circular FL 5, = PR
4 4 +R3

the moment of inertia of the cross section; these parameters are noted in Figure
7.18 for rectangular and circular cross sections. The maximum tensile stress (as
determined using these stress expressions) exists at the bottom specimen surface
directly below the point of load application. Since the tensile strengths of ceramics
are about one-tenth of their compressive strengths, and since fracture occurs on the
tensile specimen face, the flexure test is a reasonable substitute for the tensile test.

The stress at fracture using this flexure test is known as the flexural strength,
modulus of rupture, fracture strength, or the bend strength, an important mechanical
parameter for brittle ceramics. For a rectangular cross section, the flexural strength
ot 1S equal to

_3FL
2bd?

Ofs

(7.20a)

where F; is the load at fracture, L is the distance between support points, and
the other parameters are as indicated in Figure 7.18. When the cross section is
circular, then

_FiL

O =——
* 7R3

(7.20b)

R being the specimen radius.

Characteristic flexural strength values for several ceramic materials are given
in Table 7.2. Since, during bending, a specimen is subjected to both compressive
and tensile stresses, the magnitude of its flexural strength is greater than the tensile
fracture strength. Furthermore, o will depend on specimen size; as explained in
Section 9.6, with increasing specimen volume (under stress) there is an increase in
the probability of the existence of a crack-producing flaw and, consequently, a
decrease in flexural strength.
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7.11 EvrLAasTiCc BEHAVIOR

The elastic stress—strain behavior for ceramic materials using these flexure tests is
similar to the tensile test results for metals: a linear relationship exists between
stress and strain. Figure 7.19 compares the stress—strain behavior to fracture for
aluminum oxide (alumina) and glass. Again, the slope in the elastic region is the
modulus of elasticity; also, the moduli of elasticity for ceramic materials are slightly
higher than for metals (Table 7.2 and Table B.2, Appendix B). From Figure 7.19
it may be noted that neither of the materials experiences plastic deformation prior
to fracture.

7.12 INFLUENCE oF PorosITY oN THE MECHANICAL
ProPERTIES OF CERAMICS (CD-ROM)

MECHANICAL BEHAVIOR—POLYMERS

7.13 STRESS—STRAIN BEHAVIOR

The mechanical properties of polymers are specified with many of the same parame-
ters that are used for metals, that is, modulus of elasticity, and yield and tensile
strengths. For many polymeric materials, the simple stress—strain test is employed
for the characterization of some of these mechanical parameters.'> The mechanical
characteristics of polymers, for the most part, are highly sensitive to the rate of
deformation (strain rate), the temperature, and the chemical nature of the environ-
ment (the presence of water, oxygen, organic solvents, etc.). Some modifications
of the testing techniques and specimen configurations used for metals are necessary
with polymers, especially for the highly elastic materials, such as rubbers.

2 ASTM Standard D 638, “‘Standard Test Method for Tensile Properties of Plastics.”
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10 Ficure 7.22 The

x | stress—strain behavior for
60 TA brittle (curve A), plastic
-8 (curve B), and highly
01T — elastic (elastomeric) (curve
% C) polymers.
—~ w0
g a0 6 o
= 4 32
2 |
& B —a (%
20 fi— x
—2
10 [—
C |
o L—t—t—+— | o
0 1 2 3 4 5 6 7 8
Strain

Three typically different types of stress—strain behavior are found for polymeric
materials, as represented in Figure 7.22. Curve A illustrates the stress—strain charac-
ter for a brittle polymer, inasmuch as it fractures while deforming elastically. The
behavior for the plastic material, curve B, is similar to that found for many metallic
materials; the initial deformation is elastic, which is followed by yielding and a
region of plastic deformation. Finally, the deformation displayed by curve C is
totally elastic; this rubberlike elasticity (large recoverable strains produced at low
stress levels) is displayed by a class of polymers termed the elastomers.

Modulus of elasticity (termed tensile modulus or sometimes just modulus for
polymers) and ductility in percent elongation are determined for polymers in the
same manner as for metals (Section 7.6). For plastic polymers (curve B, Figure
7.22), the yield point is taken as a maximum on the curve, which occurs just beyond
the termination of the linear-elastic region (Figure 7.23); the stress at this maximum
is the yield strength (o). Furthermore, tensile strength (TS) corresponds to the
stress at which fracture occurs (Figure 7.23); TS may be greater than or less than
oy. Strength, for these plastic polymers, is normally taken as tensile strength. Table
7.2 and Tables B.2, B.3, and B.4 in Appendix B give these mechanical properties
for a number of polymeric materials.

Ficure 7.23 Schematic
stress—strain curve for a plastic
polymer showing how yield and
TS—>fF————————————————————— x tensile strengths are determined.

Stress \L

Strain
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Ficure 7.24 The influence of temperature on the
stress—strain characteristics of polymethyl methacrylate.
(From T. S. Carswell and H. K. Nason, ““Effect of
Environmental Conditions on the Mechanical Properties of
Organic Plastics,” Symposium on Plastics, American
Society for Testing and Materials, Philadelphia, 1944.
Copyright, ASTM. Reprinted with permission.)

Polymers are, in many respects, mechanically dissimilar to metals (and ceramic
materials). For example, the modulus for highly elastic polymeric materials may
be as low as 7 MPa (10 psi), but may run as high as 4 GPa (0.6 X 10° psi) for
some of the very stiff polymers; modulus values for metals are much larger (Table
7.1). Maximum tensile strengths for polymers are on the order of 100 MPa (15,000
psi)—for some metal alloys 4100 MPa (600,000 psi). And, whereas metals rarely
elongate plastically to more than 100%, some highly elastic polymers may experience
elongations to as much as 1000%.

In addition, the mechanical characteristics of polymers are much more sensitive
to temperature changes within the vicinity of room temperature. Consider the
stress—strain behavior for polymethyl methacrylate (Plexiglas) at several tempera-
tures between 4 and 60°C (40 and 140°F) (Figure 7.24). Several features of this
figure are worth noting, as follows: increasing the temperature produces (1) a
decrease in elastic modulus, (2) a reduction in tensile strength, and (3) an enhance-
ment of ductility—at 4°C (40°F) the material is totally brittle, whereas considerable
plastic deformation is realized at both 50 and 60°C (122 and 140°F).

The influence of strain rate on the mechanical behavior may also be important.
In general, decreasing the rate of deformation has the same influence on the stress—
strain characteristics as increasing the temperature; that is, the material becomes
softer and more ductile.

7.14 Macroscoric DEFORMATION

Some aspects of the macroscopic deformation of semicrystalline polymers deserve
our attention. The tensile stress—strain curve for a semicrystalline material, which
was initially unoriented, is shown in Figure 7.25; also included in the figure are
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Ficure 7.25 Schematic tensile
stress—strain curve for a
semicrystalline polymer. Specimen
contours at several stages of
deformation are included. (From
j Jerold M. Schultz, Polymer Materials
Science, copyright O 1974, p. 488.

Reprinted by permission of Prentice-
Hall, Inc., Englewood Cliffs, NJ.)

Strain

i ) l Stress

schematic representations of specimen profile at various stages of deformation.
Both upper and lower yield points are evident on the curve, which are followed
by a near horizontal region. At the upper yield point, a small neck forms within
the gauge section of the specimen. Within this neck, the chains become oriented
(i.e., chain axes become aligned parallel to the elongation direction, a condition that
is represented schematically in Figure 8.27¢), which leads to localized strengthening.
Consequently, there is a resistance to continued deformation at this point, and
specimen elongation proceeds by the propagation of this neck region along the
gauge length; the chain orientation phenomenon (Figure 8.27e) accompanies this
neck extension. This tensile behavior may be contrasted to that found for ductile
metals (Section 7.6), wherein once a neck has formed, all subsequent deformation
is confined to within the neck region.

7.15 ViscoeLasTiciTy (CD-ROM)

HARDNESS AND OTHER MECHANICAL
PROPERTY CONSIDERATIONS

7.16 HARDNESS

Another mechanical property that may be important to consider is hardness, which
is a measure of a material’s resistance to localized plastic deformation (e.g., a small
dent or a scratch). Early hardness tests were based on natural minerals with a scale
constructed solely on the ability of one material to scratch another that was softer.
A qualitative and somewhat arbitrary hardness indexing scheme was devised,
termed the Mohs scale, which ranged from 1 on the soft end for talc to 10 for
diamond. Quantitative hardness techniques have been developed over the years in
which a small indenter is forced into the surface of a material to be tested, under
controlled conditions of load and rate of application. The depth or size of the
resulting indentation is measured, which in turn is related to a hardness number;
the softer the material, the larger and deeper the indentation, and the lower the
hardness index number. Measured hardnesses are only relative (rather than abso-
lute), and care should be exercised when comparing values determined by differ-
ent techniques.
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Hardness tests are performed more frequently than any other mechanical test
for several reasons:

1. They are simple and inexpensive—ordinarily no special specimen need
be prepared, and the testing apparatus is relatively inexpensive.

2. The test is nondestructive—the specimen is neither fractured nor exces-
sively deformed; a small indentation is the only deformation.

3. Other mechanical properties often may be estimated from hardness data,
such as tensile strength (see Figure 7.31).

ROCKWELL HARDNESS TESTS®

The Rockwell tests constitute the most common method used to measure hardness
because they are so simple to perform and require no special skills. Several different
scales may be utilized from possible combinations of various indenters and different
loads, which permit the testing of virtually all metal alloys (as well as some polymers).
Indenters include spherical and hardened steel balls having diameters of 4%, $, 1,
andin. (1.588, 3.175, 6.350, and 12.70 mm), and a conical diamond (Brale) indenter,
which is used for the hardest materials.

With this system, a hardness number is determined by the difference in depth
of penetration resulting from the application of an initial minor load followed by
a larger major load; utilization of a minor load enhances test accuracy. On the basis
of the magnitude of both major and minor loads, there are two types of tests:
Rockwell and superficial Rockwell. For Rockwell, the minor load is 10 kg, whereas
major loads are 60, 100, and 150 kg. Each scale is represented by a letter of the
alphabet; several are listed with the corresponding indenter and load in Tables 7.4
and 7.5a. For superficial tests, 3 kg is the minor load; 15, 30, and 45 kg are the
possible major load values. These scales are identified by a 15, 30, or 45 (according
to load), followed by N, T, W, X, or Y, depending on indenter. Superficial tests
are frequently performed on thin specimens. Table 7.5b presents several superfi-
cial scales.

When specifying Rockwell and superficial hardnesses, both hardness number
and scale symbol must be indicated. The scale is designated by the symbol HR
followed by the appropriate scale identification.!* For example, 80 HRB represents
a Rockwell hardness of 80 on the B scale, and 60 HR30W indicates a superficial
hardness of 60 on the 30W scale.

For each scale, hardnesses may range up to 130; however, as hardness values
rise above 100 or drop below 20 on any scale, they become inaccurate; and because
the scales have some overlap, in such a situation it is best to utilize the next harder
or softer scale.

Inaccuracies also result if the test specimen is too thin, if an indentation is
made too near a specimen edge, or if two indentations are made too close to one
another. Specimen thickness should be at least ten times the indentation depth,
whereas allowance should be made for at least three indentation diameters between
the center of one indentation and the specimen edge, or to the center of a second
indentation. Furthermore, testing of specimens stacked one on top of another is
not recommended. Also, accuracy is dependent on the indentation being made into
a smooth flat surface.

13 ASTM Standard E 18, ““Standard Test Methods for Rockwell Hardness and Rockwell
Superficial Hardness of Metallic Materials.”

14 Rockwell scales are also frequently designated by an R with the appropriate scale letter
as a subscript, for example, R¢ denotes the Rockwell C scale.



Table 7.4 Hardness Testing Techniques

Shape of Indentation Formula for
Test Indenter Side View Top View Load Hardness Number?
. ) D

Brinell 10-mm sphere ﬁ ’*; ) P HB = 2P
of steel or ) S 7D[D — VD? — d7]
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g e —
Vickers P HV = 1.854P/d?

microhardness

Diamond \(.1.36°>/ ?)ﬁ
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2 For the hardness formulas given, P (the applied load) is in kg, while D, d, d;, and I are all in mm.

Source: Adapted from H. W. Hayden, W. G. Moffatt, and J. Wulff, The Structure and Properties of Materials, Vol. 11, Mechani-

cal Behavior. Copyright O 1965 by John Wiley & Sons, New York. Reprinted by permission of John Wiley & Sons, Inc.
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Table 7.5a Rockwell Hardness Scales

Scale Symbol Indenter Major Load (kg)
A Diamond 60
B % in. ball 100
C Diamond 150
D Diamond 100
E £in. ball 100
F 15 in. ball 60
G % in. ball 150
H £ in. ball 60
K £ in. ball 150

Table 7.5b  Superficial Rockwell Hardness Scales

Scale Symbol Indenter Major Load (kg)
15N Diamond 15
30N Diamond 30
45N Diamond 45
15T % in. ball 15
30T 15 in. ball 30
45T & in. ball 45
15W £in. ball 15
30W £ in. ball 30
45W tin. ball 45

The modern apparatus for making Rockwell hardness measurements (see the
chapter-opening photograph for this chapter) is automated and very simple to use;
hardness is read directly, and each measurement requires only a few seconds.

The modern testing apparatus also permits a variation in the time of load
application. This variable must also be considered in interpreting hardness data.

BRINELL HARDNESS TESTS*

In Brinell tests, as in Rockwell measurements, a hard, spherical indenter is forced
into the surface of the metal to be tested. The diameter of the hardened steel (or
tungsten carbide) indenter is 10.00 mm (0.394 in.). Standard loads range between
500 and 3000 kg in 500-kg increments; during a test, the load is maintained constant
for a specified time (between 10 and 30 s). Harder materials require greater applied
loads. The Brinell hardness number, HB, is a function of both the magnitude of the
load and the diameter of the resulting indentation (see Table 7.4).16 This diameter is
measured with a special low-power microscope, utilizing a scale that is etched on
the eyepiece. The measured diameter is then converted to the appropriate HB
number using a chart; only one scale is employed with this technique.

Maximum specimen thickness as well as indentation position (relative to speci-
men edges) and minimum indentation spacing requirements are the same as for
Rockwell tests. In addition, a well-defined indentation is required; this necessitates
a smooth flat surface in which the indentation is made.

15 ASTM Standard E 10, “‘Standard Test Method for Brinell Hardness of Metallic Materials.”
16 The Brinell hardness number is also represented by BHN.
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KNOOP AND VICKERS MICROHARDNESS TESTS"

Two other hardness testing techniques are Knoop (pronounced nup) and Vickers
(sometimes also called diamond pyramid). For each test a very small diamond
indenter having pyramidal geometry is forced into the surface of the specimen.
Applied loads are much smaller than for Rockwell and Brinell, ranging between 1
and 1000 g. The resulting impression is observed under a microscope and measured;
this measurement is then converted into a hardness number (Table 7.4). Careful
specimen surface preparation (grinding and polishing) may be necessary to ensure
awell-defined indentation that may be accurately measured. The Knoop and Vickers
hardness numbers are designated by HK and HV, respectively,’® and hardness
scales for both techniques are approximately equivalent. Knoop and Vickers are
referred to as microhardness testing methods on the basis of load and indenter size.
Both are well suited for measuring the hardness of small, selected specimen regions;
furthermore, Knoop is used for testing brittle materials such as ceramics.

There are other hardness-testing techniques that are frequently employed, but
which will not be discussed here; these include ultrasonic microhardness, dynamic
(Scleroscope), durometer (for plastic and elastomeric materials), and scratch hard-
ness tests. These are described in references provided at the end of the chapter.

HARDNESS CONVERSION

The facility to convert the hardness measured on one scale to that of another is
most desirable. However, since hardness is not a well-defined material property,
and because of the experimental dissimilarities among the various techniques, a
comprehensive conversion scheme has not been devised. Hardness conversion data
have been determined experimentally and found to be dependent on material type
and characteristics. The most reliable conversion data exist for steels, some of which
are presented in Figure 7.30 for Knoop, Brinell, and two Rockwell scales; the Mohs
scale is also included. Detailed conversion tables for various other metals and alloys
are contained in ASTM Standard E 140, ““Standard Hardness Conversion Tables
for Metals.” In light of the preceding discussion, care should be exercised in extrapo-
lation of conversion data from one alloy system to another.

CORRELATION BETWEEN HARDNESS AND
TENSILE STRENGTH

Both tensile strength and hardness are indicators of a metal’s resistance to plastic
deformation. Consequently, they are roughly proportional, as shown in Figure 7.31,
on page 182, for tensile strength as a function of the HB for cast iron, steel, and
brass. The same proportionality relationship does not hold for all metals, as Figure
7.31 indicates. As a rule of thumb for most steels, the HB and the tensile strength
are related according to

TS(MPa) = 3.45 X HB (7.25a)

TS(psi) = 500 X HB (7.25b)

17 ASTM Standard E 92, “‘Standard Test Method for Vickers Hardness of Metallic Materials,”
and ASTM Standard E 384, ““‘Standard Test for Microhardness of Materials.”

18 Sometimes KHN and VHN are used to denote Knoop and Vickers hardness numbers, re-
spectively.



Ficure 7.30
Comparison of several
hardness scales.
(Adapted from G. F.
Kinney, Engineering
Properties and
Applications of Plastics,
p. 202. Copyright

0 1957 by John
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permission of John
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One beneficial mechanical property of ceramics is their hardness, which is often

utilized when an abrasive or grinding action is required; in fact, the hardest known
materials are ceramics. A listing of a number of different ceramic materials according

to Knoop hardness is contained in Table 7.6. Only ceramics having Knoop hard-

tion 13.8).

7.18 TEAR STRENGTH AND HARDNESS oF POLYMERS

nesses of about 1000 or greater are utilized for their abrasive characteristics (Sec-

Mechanical properties that are sometimes influential in the suitability of a polymer

for some particular application include tear resistance and hardness. The ability to

resist tearing is an important property of some plastics, especially those used for

thin films in packaging. Tear strength, the mechanical parameter that is measured,
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Rockwell hardness

Ficure 7.31 Relationships
between hardness and tensile
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is the energy required to tear apart a cut specimen that has a standard geometry.
The magnitude of tensile and tear strengths are related.

Polymers are softer than metals and ceramics, and most hardness tests are
conducted by penetration techniques similar to those described for metals in the
previous section. Rockwell tests are frequently used for polymers.*® Other indenta-
tion technigues employed are the Durometer and Barcol.?°

Table 7.6  Approximate Knoop Hardness
(100 g load) for Seven Ceramic Materials

Approximate

Material Knoop Hardness
Diamond (carbon) 7000
Boron carbide (B,C) 2800
Silicon carbide (SiC) 2500
Tungsten carbide (WC) 2100
Aluminum oxide (Al,O3) 2100
Quartz (SiO,) 800
Glass 550

1% ASTM Standard D 785, “‘Rockwell Hardness of Plastics and Electrical Insulating Mate-
rials.”

20 ASTM Standard D 2240, “‘Standard Test Method for Rubber Property—Durometer Hard-
ness;”” and ASTM Standard D 2583, **Standard Test Method for Indentation of Rigid Plastics
by Means of a Barcol Impressor.”
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PROPERTY VARIABILITY AND
DESIGN/SAFETY FACTORS

7.19 VARIABILITY OF MATERIAL PROPERTIES

At this point it is worthwhile to discuss an issue that sometimes proves troublesome
to many engineering students, namely, that measured material properties are not
exact quantities. That is, even if we have a most precise measuring apparatus and
a highly controlled test procedure, there will always be some scatter or variability
in the data that are collected from specimens of the same material. For example,
consider a number of identical tensile samples that are prepared from a single bar
of some metal alloy, which samples are subsequently stress—strain tested in the
same apparatus. We would most likely observe that each resulting stress—strain
plot is slightly different from the others. This would lead to a variety of modulus
of elasticity, yield strength, and tensile strength values. A number of factors lead
to uncertainties in measured data. These include the test method, variations in
specimen fabrication procedures, operator bias, and apparatus calibration. Further-
more, inhomogeneities may exist within the same lot of material, and/or slight
compositional and other differences from lot to lot. Of course, appropriate measures
should be taken to minimize the possibility of measurement error, and also to
mitigate those factors that lead to data variability.

It should also be mentioned that scatter exists for other measured material
properties such as density, electrical conductivity, and coefficient of thermal
expansion.

It is important for the design engineer to realize that scatter and variability of
materials properties are inevitable and must be dealt with appropriately. On occa-
sion, data must be subjected to statistical treatments and probabilities determined.
For example, instead of asking the question, “What is the fracture strength of this
alloy?” the engineer should become accustomed to asking the question, ‘“What is
the probability of failure of this alloy under these given circumstances?”

It is often desirable to specify a typical value and degree of dispersion (or
scatter) for some measured property; such is commonly accomplished by taking
the average and the standard deviation, respectively.

COMPUTATION OF AVERAGE AND STANDARD DEVIATION
VALUES (CD-ROM)

7.20 DesicN/SAFETY FACTORS

There will always be uncertainties in characterizing the magnitude of applied loads
and their associated stress levels for in-service applications; ordinarily load calcula-
tions are only approximate. Furthermore, as noted in the previous section, virtually
all engineering materials exhibit a variability in their measured mechanical proper-
ties. Consequently, design allowances must be made to protect against unanticipated
failure. One way this may be accomplished is by establishing, for the particular
application, a design stress, denoted as oy. For static situations and when ductile
materials are used, oy is taken as the calculated stress level o (on the basis of the
estimated maximum load) multiplied by a design factor, N’, that is

gq = N'o; (7.28)

where N’ is greater than unity. Thus, the material to be used for the particular
application is chosen so as to have a yield strength at least as high as this value of oy.
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Alternatively, a safe stress or working stress, ay,, is used instead of design stress.
This safe stress is based on the yield strength of the material and is defined as the
yield strength divided by a factor of safety, N, or

Ow = % (7.29)

Utilization of design stress (Equation 7.28) is usually preferred since it is based
on the anticipated maximum applied stress instead of the yield strength of the
material; normally there is a greater uncertainty in estimating this stress level than
in the specification of the yield strength. However, in the discussion of this text,
we are concerned with factors that influence yield strengths, and not in the determi-
nation of applied stresses; therefore, the succeeding discussion will deal with working
stresses and factors of safety.

The choice of an appropriate value of N is necessary. If N is too large, then
component overdesign will result, that is, either too much material or a material
having a higher-than-necessary strength will be used. Values normally range be-
tween 1.2 and 4.0. Selection of N will depend on a number of factors, including
economics, previous experience, the accuracy with which mechanical forces and
material properties may be determined, and, most important, the consequences of
failure in terms of loss of life and/or property damage.

DesieN ExampPLE 7.1

A tensile-testing apparatus is to be constructed that must withstand a maximum
load of 220,000 N (50,000 Ibs). The design calls for two cylindrical support posts,
each of which is to support half of the maximum load. Furthermore, plain-carbon
(1045) steel ground and polished shafting rounds are to be used; the minimum yield
and tensile strengths of this alloy are 310 MPa (45,000 psi) and 565 MPa (82,000
psi), respectively. Specify a suitable diameter for these support posts.

SoLuTiOoN

The first step in this design process is to decide on a factor safety, N, which then
allows determination of a working stress according to Equation 7.29. In addition,
to ensure that the apparatus will be safe to operate, we also want to minimize any
elastic deflection of the rods during testing; therefore, a relatively conservative
factor of safety is to be used, say N = 5. Thus, the working stress o, is just

Oy =

Z|&

_ 310 MPa

z— = 62MPa (9000 psi)

From the definition of stress, Equation 7.1,
dy _F
A== =
° <2> Ow

where d is the rod diameter and F is the applied force; furthermore, each of the
two rods must support half of the total force or 110,000 N (25,000 psi). Solving for
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d leads to

d=2 |
Ty
_, \/ 110,000 N

7 (62 X 105 N/m?)
=475 X 1072m = 47.5mm (1.87 in.)

Therefore, the diameter of each of the two rods should be 47.5 mm or 1.87 in. i

SUMMARY

A number of the important mechanical properties of materials have been discussed
in this chapter. Concepts of stress and strain were first introduced. Stress is a
measure of an applied mechanical load or force, normalized to take into account
cross-sectional area. Two different stress parameters were defined—engineering
stress and true stress. Strain represents the amount of deformation induced by a
stress; both engineering and true strains are used.

Some of the mechanical characteristics of materials can be ascertained by simple
stress—strain tests. There are four test types: tension, compression, torsion, and
shear. Tensile are the most common. A material that is stressed first undergoes
elastic, or nonpermanent, deformation, wherein stress and strain are proportional.
The constant of proportionality is the modulus of elasticity for tension and compres-
sion, and is the shear modulus when the stress is shear. Poisson’s ratio represents
the negative ratio of transverse and longitudinal strains.

For metals, the phenomenon of yielding occurs at the onset of plastic or perma-
nent deformation; yield strength is determined by a strain offset method from the
stress—strain behavior, which is indicative of the stress at which plastic deformation
begins. Tensile strength corresponds to the maximum tensile stress that may be
sustained by a specimen, whereas percents elongation and reduction in area are
measures of ductility—the amount of plastic deformation that has occurred at
fracture. Resilience is the capacity of a material to absorb energy during elastic
deformation; modulus of resilience is the area beneath the engineering stress—strain
curve up to the yield point. Also, static toughness represents the energy absorbed
during the fracture of a material, and is taken as the area under the entire engineering
stress—strain curve. Ductile materials are normally tougher than brittle ones.

For the brittle ceramic materials, flexural strengths are determined by per-
forming transverse bending tests to fracture. {Many ceramic bodies contain residual
porosity, which is deleterious to both their moduli of elasticity and flexural
strengths.}

On the basis of stress—strain behavior, polymers fall within three general classi-
fications: brittle, plastic, and highly elastic. These materials are neither as strong
nor as stiff as metals, and their mechanical properties are sensitive to changes in
temperature and strain rate.

{Viscoelastic mechanical behavior, being intermediate between totally elastic
and totally viscous, is displayed by a number of polymeric materials. It is character-
ized by the relaxation modulus, a time-dependent modulus of elasticity. The magni-
tude of the relaxation modulus is very sensitive to temperature; critical to the in-
service temperature range for elastomers is this temperature dependence.}
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Hardness is a measure of the resistance to localized plastic deformation. In
several popular hardness-testing techniques (Rockwell, Brinell, Knoop, and Vick-
ers) a small indenter is forced into the surface of the material, and an index number
is determined on the basis of the size or depth of the resulting indentation. For
many metals, hardness and tensile strength are approximately proportional to each
other. In addition to their inherent brittleness, ceramic materials are distinctively
hard. And polymers are relatively soft in comparison to the other material types.

Measured mechanical properties (as well as other material properties) are not
exact and precise quantities, in that there will always be some scatter for the
measured data. Typical material property values are commonly specified in terms
of averages, whereas magnitudes of scatter may be expressed as standard deviations.

As a result of uncertainties in both measured mechanical properties and inser-
vice applied stresses, safe or working stresses are normally utilized for design
purposes. For ductile materials, safe stress is the ratio of the yield strength and a

factor of safety.

IMPORTANT TERMS AND CONCEPTS

Anelasticity Hardness Tensile strength
Design stress Modulus of elasticity Toughness
Ductility Plastic deformation True strain

Elastic deformation Poisson’s ratio
Elastic recovery

Elastomer

Engineering strain Resilience
Engineering stress Safe stress
Flexural strength Shear
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Note: To solve those problems having an asterisk (*) by their numbers, consultation of supplementary
topics [appearing only on the CD-ROM (and not in print)] will probably be necessary.

7.1 Using mechanics of materials principles (i.e.,
equations of mechanical equilibrium applied
to a free-body diagram), derive Equations
7.4a and 7.4b.

7.2 (a) Equations 7.4a and 7.4b are expressions
for normal (o') and shear (7') stresses, re-
spectively, as a function of the applied tensile
stress (o) and the inclination angle of the
plane on which these stresses are taken (6
of Figure 7.4). Make a plot on which is pre-
sented the orientation parameters of these
expressions (i.e., cos?f and sin 6 cos ) ver-
sus .

(b) From this plot, at what angle of inclina-
tion is the normal stress a maximum?

(c) Also, at what inclination angle is the
shear stress a maximum?

7.3 A specimen of aluminum having a rectangu-
lar cross section 10 mm X 12.7 mm (0.4 in.
X 0.5 in.) is pulled in tension with 35,500
N (8000 Ibs) force, producing only elastic
deformation. Calculate the resulting strain.

7.4 A cylindrical specimen of a titanium alloy
having an elastic modulus of 107 GPa (15.5
X 108 psi) and an original diameter of 3.8
mm (0.15 in.) will experience only elastic
deformation when a tensile load of 2000 N
(450 Ib¢) is applied. Compute the maximum

length of the specimen before deformation
if the maximum allowable elongation is 0.42
mm (0.0165 in.).

7.5 A steel bar 100 mm (4.0 in.) long and having
a square cross section 20 mm (0.8 in.) on an
edge is pulled in tension with a load of 89,000
N (20,000 Ib;), and experiences an elonga-
tion of 0.10 mm (4.0 X 1073 in.). Assuming
that the deformation is entirely elastic, calcu-
late the elastic modulus of the steel.

7.6 Consider a cylindrical titanium wire 3.0 mm
(0.12iin.) in diameter and 2.5 X 10* mm (1000
in.) long. Calculate its elongation when a
load of 500 N (112 Ib;) is applied. Assume
that the deformation is totally elastic.

7.7 Forabronze alloy, the stress at which plastic
deformation begins is 275 MPa (40,000 psi),
and the modulus of elasticity is 115 GPa
(16.7 X 10° psi).

(a) What is the maximum load that may be
applied to a specimen with a cross-sectional
area of 325 mm? (0.5 in.?) without plastic de-
formation?

(b) If the original specimen length is 115
mm (4.5 in.), what is the maximum length to
which it may be stretched without causing
plastic deformation?

7.8 A cylindrical rod of copper (E = 110 GPa,
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16 X 10° psi) having a yield strength of 240
MPa (35,000 psi) is to be subjected to a load
of 6660 N (1500 Ib¢). If the length of the
rod is 380 mm (15.0 in.), what must be the
diameter to allow an elongation of 0.50 mm
(0.020 in.)?

Consider a cylindrical specimen of a steel
alloy (Figure 7.33) 10 mm (0.39in.) in diame-
ter and 75 mm (3.0 in.) long that is pulled
in tension. Determine its elongation when a
load of 23,500 N (5300 Iby) is applied.

Figure 7.34 shows, for a gray cast iron, the
tensile engineering stress—strain curve in the
elastic region. Determine (a) the secant
modulus taken to 35 MPa (5000 psi), and (b)
the tangent modulus taken from the origin.

Strain

7.11

0.15

As was noted in Section 3.18, for single crys-
tals of some substances, the physical proper-
ties are anisotropic, that is, they are depen-
dent on crystallographic direction. One such
property is the modulus of elasticity. For cu-
bic single crystals, the modulus of elasticity
in a general [uvw] direction, E ., is de-
scribed by the relationship

4 ( 11 )
E(lOO) E(lll)

(a®B? + B2y* +y*a®)

where E 40 and E,j;4) are the moduli of elas-
ticity in [100] and [111] directions, respec-
tively; «, B, and y are the cosines of the

1 _ 1
Euvw E(lOO)
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7.12

7.13

angles between [uvw] and the respective
[100], [010], and [001] directions. Verify that
the E 10, values for aluminum, copper, and
iron in Table 3.7 are correct.

In Section 2.6 it was noted that the net bond-
ing energy Ey between two isolated positive
and negative ions is a function of interionic
distance r as follows:

c__A,B

S+ (7.30)

where A, B, and n are constants for the par-
ticular ion pair. Equation 7.30is also valid for
the bonding energy between adjacent ions in
solid materials. The modulus of elasticity E
is proportional to the slope of the interionic
force-separation curve at the equilibrium in-
terionic separation; that is,

dF
E o (a>ro

Derive an expression for the dependence of
the modulus of elasticity on these A, B, and
n parameters (for the two-ion system) using
the following procedure:

1. Establish a relationship for the force F as
a function of r, realizing that

_dEy
dr

2. Now take the derivative dF/dr.

=

3. Develop an expression for ry, the equilib-
rium separation. Since r, corresponds to the
value of r at the minimum of the E-versus-
r-curve (Figure 2.8b), take the derivative
dEy/dr, set it equal to zero, and solve for r,
which corresponds to ry.

4. Finally, substitute this expression for rg
into the relationship obtained by taking
dF/dr.

Using the solution to Problem 7.12, rank the
magnitudes of the moduli of elasticity for the
following hypothetical X, Y, and Z materials
from the greatest to the least. The appro-
priate A, B, and n parameters (Equation
7.30) for these three materials are tabulated
below; they yield Ey in units of electron volts
and r in nanometers:

7.14

7.15

7.16

7.17

7.18

7.19
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Material A B n
X 2.5 2 X 1075 8
Y 2.3 8 x 1076 10.5
4 3.0 15 X 10°° 9

A cylindrical specimen of aluminum having
a diameter of 19 mm (0.75 in.) and length of
200 mm (8.0 in.) is deformed elastically in
tension with a force of 48,800 N (11,000 Ibs).
Using the data contained in Table 7.1, deter-
mine the following:

(a) The amount by which this specimen will
elongate in the direction of the applied
stress.

(b) The change in diameter of the specimen.
Will the diameter increase or decrease?

A cylindrical bar of steel 10 mm (0.4 in.)
in diameter is to be deformed elastically by
application of a force along the bar axis. Us-
ing the data in Table 7.1, determine the force
that will produce an elastic reduction of 3 X
107* mm (1.2 X 107*in.) in the diameter.

A cylindrical specimen of some alloy 8 mm
(0.31 in.) in diameter is stressed elastically
in tension. A force of 15,700 N (3530 Ib;)
produces a reduction in specimen diameter
of 5 X 103 mm (2 X 107* in.). Compute
Poisson’s ratio for this material if its modulus
of elasticity is 140 GPa (20.3 X 10° psi).

A cylindrical specimen of a hypothetical
metal alloy is stressed in compression. If its
original and final diameters are 20.000 and
20.025 mm, respectively, and its final length
is 74.96 mm, compute its original length if
the deformation is totally elastic. The elastic
and shear moduli for this alloy are 105 GPa
and 39.7 GPa, respectively.

Consider a cylindrical specimen of some hy-
pothetical metal alloy that has a diameter of
8.0 mm (0.31 in.). A tensile force of 1000 N
(225 Ibs) produces an elastic reduction in
diameter of 2.8 X 10~* mm (1.10 X 107%in.).
Compute the modulus of elasticity for this
alloy, given that Poisson’s ratio is 0.30.

A brass alloy is known to have a vyield
strength of 275 MPa (40,000 psi), a tensile
strength of 380 MPa (55,000 psi), and an
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7.20

7.21

7.22

7.23
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elastic modulus of 103 GPa (15.0 X 10° psi).
A cylindrical specimen of this alloy 12.7 mm
(0.50 in.) in diameter and 250 mm (10.0 in.)
long is stressed in tension and found to elon-
gate 7.6 mm (0.30 in.). On the basis of the
information given, is it possible to compute
the magnitude of the load that is necessary
to produce this change in length? If so, calcu-
late the load. If not, explain why.

A cylindrical metal specimen 15.0 mm (0.59
in.) in diameter and 150 mm (5.9 in.) long is
to be subjected to a tensile stress of 50 MPa
(7250 psi); at this stress level the resulting
deformation will be totally elastic.

(a) If the elongation must be less than 0.072
mm (2.83 X 1072 in.), which of the metals in
Table 7.1 are suitable candidates? Why?

(b) If, inaddition, the maximum permissible
diameter decrease is 2.3 X 1072 mm (9.1 X
1075 in.), which of the metals in Table 7.1
may be used? Why?

Consider the brass alloy with stress—strain
behavior shown in Figure 7.12. A cylindrical
specimen of this material 6 mm (0.24 in.) in
diameter and 50 mm (2 in.) long is pulled in
tension with a force of 5000 N (1125 Iby). If
it is known that this alloy has a Poisson’s
ratio of 0.30, compute: (a) the specimen elon-
gation, and (b) the reduction in specimen di-
ameter.

Cite the primary differences between elastic,
anelastic, and plastic deformation behaviors.

A cylindrical rod 100 mm long and having a
diameter of 10.0 mm is to be deformed using
atensile load of 27,500 N. It must not experi-
ence either plastic deformation or a diameter
reduction of more than 7.5 X 10-3 mm. Of
the materials listed as follows, which are pos-
sible candidates? Justify your choice(s).

Material

Yield
Strength
(MPa)

Modulus of
Elasticity
(GPa)

Poisson’s
Ratio

Aluminum 70

200 0.33

alloy

Brass alloy
Steel alloy
Titanium

101
207
107

300
400
650

0.35
0.27
0.36

alloy

7.24

A cylindrical rod 380 mm (15.0 in.) long,
having a diameter of 10.0 mm (0.40 in.), is
to be subjected to a tensile load. If the rod
is to experience neither plastic deformation
nor an elongation of more than 0.9 mm
(0.035 in.) when the applied load is 24,500
N (5500 Ibf), which of the four metals or
alloys listed below are possible candidates?
Justify your choice(s).

Material

Yield
Strength
(MPa)

Tensile
Strength
(MPa)

Modulus
of Elasticity
(GPa)

Aluminum 70

255 420

alloy

Brass alloy
Copper
Steel alloy

100
110
207

345
250
450

420
290
550

7.25

7.26

7.27

7.28

Figure 7.33 shows the tensile engineering
stress—strain behavior for a steel alloy.

(a) What is the modulus of elasticity?
(b) What is the proportional limit?

(c) What is the yield strength at a strain off-
set of 0.002?

(d) What is the tensile strength?

A cylindrical specimen of a brass alloy hav-
ing a length of 60 mm (2.36 in.) must elongate
only 10.8 mm (0.425 in.) when a tensile load
of 50,000 N (11,240 Ib¢) is applied. Under
these circumstances, what must be the radius
of the specimen? Consider this brass alloy
to have the stress—strain behavior shown in
Figure 7.12.

A load of 44,500 N (10,000 Iby) is applied to
a cylindrical specimen of steel (displaying
the stress—strain behavior shown in Figure
7.33) that has a cross-sectional diameter of
10 mm (0.40 in.).

(a) Will the specimen experience elastic or
plastic deformation? Why?

(b) If the original specimen length is 500
mm (20 in.), how much will it increase in
length when this load is applied?

A bar of a steel alloy that exhibits the stress—
strain behavior shown in Figure 7.33 is sub-
jected to a tensile load; the specimen is 300
mm (12 in.) long, and of square cross section
4.5 mm (0.175 in.) on a side.
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7.30

(a) Compute the magnitude of the load nec-
essary to produce an elongation of 0.46 mm
(0.018 in.).

(b) What will be the deformation after the
load is released?

A cylindrical specimen of aluminum having
adiameter of 0.505 in. (12.8 mm) and a gauge
length of 2.000 in. (50.800 mm) is pulled in
tension. Use the load—-elongation character-
istics tabulated below to complete problems
a through f.

Load Length
1b; N in. mm
0 0 2.000 50.800
1,650 7,330 2.002 50.851
3,400 15,100 2.004 50.902
5,200 23,100 2.006 50.952
6,850 30,400 2.008 51.003
7,750 34,400 2.010 51.054
8,650 38,400 2.020 51.308
9,300 41,300 2.040 51.816
10,100 44,800 2.080 52.832
10,400 46,200 2.120 53.848
10,650 47,300 2.160 54.864
10,700 47,500 2.200 55.880
10,400 46,100 2.240 56.896
10,100 44,800 2.270 57.658
9,600 42,600 2.300 58.420
8,200 36,400 2.330 59.182
Fracture

(a) Plot the data as engineering stress versus
engineering strain.

(b) Compute the modulus of elasticity.

(c) Determine the yield strength at a strain
offset of 0.002.

(d) Determine the tensile strength of this
alloy.

(e) What is the approximate ductility, in
percent elongation?

(f) Compute the modulus of resilience.

A specimen of ductile cast iron having a
rectangular cross section of dimensions
4.8 mm X 15.9 mm (& in. X §in.) is deformed
in tension. Using the load-elongation data
tabulated below, complete problems a
through f.

7.31
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Load Length
N 1b; mm in.

0 0 75.000 2.953
4,740 1065 75.025 2.954
9,140 2055 75.050 2.955
12,920 2900 75.075 2.956
16,540 3720 75.113 2.957
18,300 4110 75.150 2.959
20,170 4530 75.225 2.962
22,900 5145 75.375 2.968
25,070 5635 75.525 2.973
26,800 6025 75.750 2.982
28,640 6440 76.500 3.012
30,240 6800 78.000 3.071
31,100 7000 79.500 3.130
31,280 7030 81.000 3.189
30,820 6930 82.500 3.248
29,180 6560 84.000 3.307
27,190 6110 85.500 3.366
24,140 5430 87.000 3.425
18,970 4265 88.725 3.493

Fracture

(a) Plotthe data as engineering stress versus
engineering strain.

(b) Compute the modulus of elasticity.

(c) Determine the yield strength at a strain
offset of 0.002.

(d) Determine the tensile strength of this
alloy.

(e) Compute the modulus of resilience.

(f) What is the ductility, in percent elon-
gation?

A cylindrical metal specimen having an origi-
nal diameter of 12.8 mm (0.505 in.) and gauge
length of 50.80 mm (2.000 in.) is pulled in
tension until fracture occurs. The diameter
at the point of fracture is 6.60 mm (0.260
in.), and the fractured gauge length is 72.14
mm (2.840 in.). Calculate the ductility in
terms of percent reduction in area and per-
cent elongation.

Calculate the moduli of resilience for the
materials having the stress—strain behaviors
shown in Figures 7.12 and 7.33.

Determine the modulus of resilience for each
of the following alloys:
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Yield Strength Load Length Diameter
Material MPa psi 1b¢ N in. mm in. mm
Steel alloy 550 80,000 10,400 46,100 2.240 56.896  0.461 11.71
Brass alloy 350 50,750 10,100 44,800 2270 57.658 0431 10.95
Aluminum alloy 250 36,250 9,600 42,600 2.300 58.420 0.418 10.62
Titanium alloy 800 116,000 8,200 36,400 2.330 59.182 0.370 9.40
Use modulus of elasticity valuesin Table 7.1.  7.39 A tensile test is performed on a metal speci-
. . men, and it is found that a true plastic strain
A brass alloy to be used for a spring applica- .

. - of 0.20 is produced when a true stress of 575
tion must have a modulus of resilience of at MPa (83,500 psi) is applied: for the same
least 0.75 MPa (110 psi). What must be its ' P applied, | .
minimum yield strength? metal, the value of K in Equation 7.19 is 860

e ) MPa (125,000 psi). Calculate the true strain
() Make a schematic plot showing the ten- that results from the application of a true
sile true stress—strain behavior for a typical stress of 600 MPa (87,000 psi).
metal allo?/. ) ) 7.40 For some metal alloy, a true stress of 415
(b) Superimpose on this plot a schematic MPa (60,175 psi) produces a plastic true
curve for the compressive true stress—strain strain of 0.475. How much will a specimen
behavior for the same alloy. Explain any dif- of this material elongate when a true stress of
ference between this curve and the one in 325 MPa (46,125 psi) is applied if the original
part a. length is 300 mm (11.8 in.)? Assume a value
(c) Now superimpose a schematic curve for of 0.25 for the strain-hardening exponent n.
the compressive engineering stress—strain 741 The following true stresses produce the cor-
behavior for this same alloy, and explain any responding true plastic strains for a brass
difference between this curve and the one alloy:
in part b.
Show that Equations 7.18a and 7.18b are True Stress _
valid when there is no volume change dur- (psi) True Strain
ing deformation. 50,000 0.10
Demonstrate that Equation 7.16, the expres- 60,000 0.20
sion defining true strain, may also be repre-
sented by What true stress is necessary to produce a
true plastic strain of 0.25?
er=1In <@> 7.42 For a brass alloy, the following engineering
Ai stresses produce the corresponding plastic
when specimen volume remains constant engineering strains, prior to necking:
during deformation. Which of these two ex- - -
pressions is more valid during necking? Englne:;:ang Stress Enaineering Strain
Why? (MPa) gineering Strai
Using the data in Problem 7.29 and Equa- ggg 8'%32
tions 7.15, 7.16, and 7.18a, generate a true '
stress—true strain plot for aluminum. Equa- ) o )
tion 7.18a becomes invalid past the point at On the basis of this information, compute
which necking begins; therefore, measured the engineering stress necessary to produce
diameters are given below for the last four an engineering strain of 0.25.
data points, which should be used in true  7.43 Find the toughness (or energy to cause frac-

stress computations.

ture) for ametal that experiences both elastic
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and plastic deformation. Assume Equation
7.5 for elastic deformation, that the modulus
of elasticity is 172 GPa (25 X 10° psi), and
that elastic deformation terminates at a
strain of 0.01. For plastic deformation, as-
sume that the relationship between stress
and strain is described by Equation 7.19, in
which the values for K and n are 6900 MPa
(1 X 108 psi) and 0.30, respectively. Further-
more, plastic deformation occurs between
strain values of 0.01 and 0.75, at which point
fracture occurs.

For a tensile test, it can be demonstrated
that necking begins when

dor _

dET oT (731)

Using Equation 7.19, determine the value of
the true strain at this onset of necking.

Taking the logarithm of both sides of Equa-
tion 7.19 yields

logor=logK +nloger (7.32)

Thus, a plot of log ot versus log et in the
plastic region to the point of necking should
yield a straight line having a slope of n and
an intercept (at log o+ = 0) of log K.
Using the appropriate data tabulated in
Problem 7.29, make a plot of log ot versus
log e+ and determine the values of n and K.
It will be necessary to convert engineering
stresses and strains to true stresses and
strains using Equations 7.18a and 7.18b.

A cylindrical specimen of a brass alloy 7.5
mm (0.30 in.) in diameter and 90.0 mm (3.54
in.) long is pulled in tension with a force of
6000 N (1350 Ibs); the force is subse-
guently released.

(a) Compute the final length of the speci-
men at this time. The tensile stress—strain
behavior for this alloy is shown in Figure
7.12.

(b) Compute the final specimen length when
the load is increased to 16,500 N (3700 Ib¢)
and then released.

A steel specimen having a rectangular cross
section of dimensions 19 mm X 3.2 mm
@ in. X §in.) has the stress-strain behavior

7.48

7.49

7.50

7.51
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shown in Figure 7.33. If this specimen is sub-
jected to a tensile force of 33,400 N (7,500
Ib¢), then

(a) Determine the elastic and plastic strain
values.

(b) If its original length is 460 mm (18 in.),
what will be its final length after the load in
part a is applied and then released?

A three-point bending test is performed on
a glass specimen having a rectangular cross
section of height d 5 mm (0.2 in.) and width
b 10 mm (0.4 in.); the distance between sup-
port points is 45 mm (1.75 in.).

(a) Compute the flexural strength if the load
at fracture is 290 N (65 Iby).

(b) The point of maximum deflection Ay oc-
curs at the center of the specimen and is
described by

_FL®
48E|

Ay

where E is the modulus of elasticity and |
the cross-sectional moment of inertia. Com-
pute Ay at a load of 266 N (60 Iby).

A circular specimen of MgO is loaded using
a three-point bending mode. Compute the
minimum possible radius of the specimen
without fracture, given that the applied load
is 425 N (95.5 Ibs), the flexural strength is
105 MPa (15,000 psi), and the separation be-
tween load points is 50 mm (2.0 in.).

A three-point bending test was performed
on an aluminum oxide specimen having a
circular cross section of radius 3.5 mm (0.14
in.); the specimen fractured at a load of 950
N (215 Ibs) when the distance between the
support points was 50 mm (2.0 in.). Another
test is to be performed on a specimen of this
same material, but one that has a square
cross section of 12 mm (0.47 in.) length on
each edge. At what load would you expect
this specimen to fracture if the support point
separation is 40 mm (1.6 in.)?

(a) A three-point transverse bending test is
conducted on a cylindrical specimen of alu-
minum oxide having a reported flexural
strength of 390 MPa (56,600 psi). If the speci-
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men radius is 2.5 mm (0.10 in.) and the sup-
port point separation distance is 30 mm (1.2
in.), predict whether or not you would expect
the specimen to fracture when a load of 620
N (140 lby) is applied. Justify your prediction.

(b) Would you be 100% certain of the pre-
diction in part a? Why or why not?

The modulus of elasticity for beryllium oxide
(BeO) having 5 vol% porosity is 310 GPa
(45 X 106 psi).

(a) Compute the modulus of elasticity for
the nonporous material.

(b) Compute the modulus of elasticity for
10 vol% porosity.

The modulus of elasticity for boron carbide
(B4C) having 5 vol% porosity is 290 GPa
(42 x 108 psi).

(a) Compute the modulus of elasticity for
the nonporous material.

(b) At what volume percent porosity will
the modulus of elasticity be 235 GPa (34 X
108 psi)?

Using the data in Table 7.2, do the following:

(a) Determine the flexural strength for non-
porous MgO assuming a value of 3.75 for n
in Equation 7.22.

(b) Compute the volume fraction porosity
at which the flexural strength for MgO is 62
MPa (9000 psi).

The flexural strength and associated volume
fraction porosity for two specimens of the
same ceramic material are as follows:

O (M Pa) P
100 0.05
50 0.20

(a) Compute the flexural strength for a com-
pletely nonporous specimen of this material.

(b) Compute the flexural strength for a 0.1
volume fraction porosity.

From the stress—strain data for polymethyl
methacrylate shown in Figure 7.24, deter-
mine the modulus of elasticity and tensile
strength at room temperature [20°C (68°F)],
and compare these values with those given
in Tables 7.1 and 7.2.

7.57

7.58*

7.59*

7.60*

7.61*

7.62*

When citing the ductility as percent elonga-
tion for semicrystalline polymers, it is not
necessary to specify the specimen gauge
length, as is the case with metals. Why is
this so?

In your own words, briefly describe the phe-
nomenon of viscoelasticity.

For some viscoelastic polymers that are sub-
jected to stress relaxation tests, the stress
decays with time according to

o(t) = o(0) exp (—E) (7.33)

where o (t) and o(0) represent the time-de-
pendent and initial (i.e., time = 0) stresses,
respectively, and t and denote elapsed time
and the relaxation time; 7is a time-indepen-
dent constant characteristic of the material.
A specimen of some viscoelastic polymer the
stress relaxation of which obeys Equation
7.33 was suddenly pulled in tension to a mea-
sured strain of 0.6; the stress necessary to
maintain this constant strain was measured
as a function of time. Determine E,(10) for
this material if the initial stress level was 2.76
MPa (400 psi), which dropped to 1.72 MPa
(250 psi) after 60 s.

In Figure 7.35, the logarithm of E,(t) versus
the logarithm of time is plotted for polyiso-
butylene at a variety of temperatures. Make
a plot of log E,(10) versus temperature and
then estimate the T,.

On the basis of the curves in Figure 7.26,
sketch schematic strain-time plots for the fol-
lowing polystyrene materials at the specified
temperatures:

(@) Amorphous at 120°C.

(b) Crosslinked at 150°C.

(c) Crystalline at 230°C.

(d) Crosslinked at 50°C.

(a) Contrast the manner in which stress re-
laxation and viscoelastic creep tests are con-
ducted.

(b) For each of these tests, cite the experi-
mental parameter of interest and how it is de-
termined.
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Ficure 7.35 Logarithm of
relaxation modulus versus
logarithm of time for
polyisobutylene between —80
and 50°C. (Adapted from E.
Catsiff and A. V. Tobolsky,
“‘Stress-Relaxation of
Polyisobutylene in the Transition
| Region [1,2],” J. Colloid Sci., 10,
377 [1955]. Reprinted by
permission of Academic Press,
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7.63* Make two schematic plots of the logarithm

7.64

7.65

of relaxation modulus versus temperature
for an amorphous polymer (curve C in Fig-
ure 7.29).

(a) On one of these plots demonstrate how
the behavior changes with increasing molec-
ular weight.

(b) On the other plot, indicate the change
in behavior with increasing crosslinking.

(a) A 10-mm-diameter Brinell hardness in-
denter produced an indentation 1.62 mm in
diameter in a steel alloy when a load of 500
kg was used. Compute the HB of this ma-
terial.

(b) What will be the diameter of an indenta-
tion to yield a hardness of 450 HB when a
500 kg load is used?

Estimate the Brinell and Rockwell hard-
nesses for the following:

(@) The naval brass for which the stress—
strain behavior is shown in Figure 7.12.

(b) The steel for which the stress—strain be-
havior is shown in Figure 7.33.

10*

7.66

7.67

7.68*

7.69

7.70

10° 108

Using the data represented in Figure 7.31,
specify equations relating tensile strength
and Brinell hardness for brass and nodular
cast iron, similar to Equations 7.25a and
7.25b for steels.

Cite five factors that lead to scatter in mea-
sured material properties.

Below are tabulated a number of Rockwell
B hardness values that were measured on a
single steel specimen. Compute average and
standard deviation hardness values.

83.3 80.7 86.4
88.3 84.7 85.2
82.8 87.8 86.9
86.2 83.5 84.4
87.2 85.5 86.3

Upon what three criteria are factors of
safety based?

Determine working stresses for the two
alloys the stress—strain behaviors of which
are shown in Figures 7.12 and 7.33.
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Design Problems

7.D1

7.D2

A large tower is to be supported by a series
of steel wires. It is estimated that the load
on each wire will be 11,100 N (2500 Iby).
Determine the minimum required wire dia-
meter assuming a factor of safety of 2 and a
yield strength of 1030 MPa (150,000 psi).

(a) Gaseous hydrogen at a constant pressure
of 1.013 MPa (10 atm) is to flow within the
inside of a thin-walled cylindrical tube of
nickel that has a radius of 0.1 m. The temper-
ature of the tube is to be 300°C and the pres-
sure of hydrogen outside of the tube will be
maintained at 0.01013 MPa (0.1 atm). Calcu-
late the minimum wall thickness if the diffu-
sion flux is to be no greater than 1 X 10~/
mol/m?-s. The concentration of hydrogen in
the nickel, Cy (in moles hydrogen per m® of
Ni) is a function of hydrogen pressure, py,
(in MPa) and absolute temperature (T) ac-
cording to

Ch =308 \/p_Hzexp (_—12.3;:1_/mol>

(7.34)

Furthermore, the diffusion coefficient for the
diffusion of H in Ni depends on tempera-
ture as

DHUnWQ::AYGX10”exp<—§g§§5ﬂﬂEﬂ>

RT
(7.35)

(b) For thin-walled cylindrical tubes that are
pressurized, the circumferential stress is a
function of the pressure difference across the
wall (Ap), cylinder radius (r), and tube thick-
ness (Ax) as

_rAp
77 4Ax
Compute the circumferential stress to which

the walls of this pressurized cylinder are ex-
posed.

(7.36)

7.D3

7.D4

(c) The room-temperature yield strength of
Ni is 100 MPa (15,000 psi) and, furthermore,
oy diminishes about 5 MPa for every 50°C
rise in temperature. Would you expect the
wall thickness computed in part (b) to be
suitable for this Ni cylinder at 300°C? Why
or why not?

(d) If this thickness is found to be suitable,
compute the minimum thickness that could
be used without any deformation of the tube
walls. How much would the diffusion flux
increase with this reduction in thickness? On
the other hand, if the thickness determined
in part (c) is found to be unsuitable, then
specify a minimum thickness that you would
use. In this case, how much of a diminishment
in diffusion flux would result?

Consider the steady-state diffusion of hydro-
gen through the walls of a cylindrical nickel
tube as described in Problem 7.D2. One de-
sign calls for a diffusion flux of 5 X 10~ mol/
m?2-s, a tube radius of 0.125 m, and inside and
outside pressures of 2.026 MPa (20 atm) and
0.0203 MPa (0.2 atm), respectively; the maxi-
mum allowable temperature is 450°C. Specify
a suitable temperature and wall thickness to
give this diffusion flux and yet ensure that
the tube walls will not experience any perma-
nent deformation.

It is necessary to select a ceramic material to
be stressed using a three-point loading
scheme (Figure 7.18). The specimen must
have a circular cross section and a radius of
2.5 mm (0.10 in.), and must not experience
fracture or a deflection of more than
6.2 X 102 mm (2.4 X 1072 in.) at its center
when a load of 275 N (62 Ib;) is applied. If
the distance between support points is 45 mm
(1.77 in.), which of the ceramic materials in
Tables 7.1 and 7.2 are candidates? The mag-
nitude of the centerpoint deflection may be
computed using the equation supplied in
Problem 7.48.
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In this photomicro-
graph of a lithium fluo-  §
ride (LiF) single crystal,
the small pyramidal pits
represent those posi-
tions at which disloca- -
tions intersect the sur-
face. The surface was
polished and then chem-
ically treated; these
“‘etch pits” result from
localized chemical at-
tack around the disloca- ok
tions and indicate the
distribution of the dislo-
cations. 750x. (Photomi-
crograph courtesy of

.:‘: P et [ T )

W. G. Johnston, General -
Electric Co.)

Why Study Deformation and Strengthening Mechanisms?

With a knowledge of the nature of dislocations and
the role they play in the plastic deformation pro-
cess, we are able to understand the underlying
mechanisms of the techniques that are used to
strengthen and harden metals and their alloys; thus,
it becomes possible to design and tailor the mechan-

ical properties of materials—for example, the
strength or toughness of a metal-matrix composite.

Also, understanding the mechanisms by which
polymers elastically and plastically deform allows
one to alter and control their moduli of elasticity
and strengths (Sections 8.17 and 8.18).
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Learning Objectives
After studying this chapter you should be able to do the following:

1. Describe edge and screw dislocation motion 8. Describe recrystallization in terms of both the
from an atomic perspective. alteration of microstructure and mechanical
2. Describe how plastic deformation occurs by the characteristics of the material.
motion of edge and screw dislocations in re- 9. Describe the phenomenon of grain growth from
sponse to applied shear stresses. both macroscopic and atomic perspectives.
3. Define slip system and cite one example. 10. On the basis of slip considerations, explain why
4. Describe how the grain structure of a polycrys- crystalline ceramic materials are normally
talline metal is altered when it is plastically de- brittle.
formed. 11. Describe/sketch the various stages in the plas-
5. Explain how grain boundaries impede disloca- tic deformation of a semicrystalline (spheru-
tion motion and why a metal having small litic) polymer.
grains is stronger than one having large grains. 12. Discuss the influence of the following factors
6. Describe and explain solid-solution strengthen- on polymer tensile modulus and/or strength:
ing for substitutional impurity atoms in terms (a) molecular weight, (b) degree of crystallinity,
of lattice strain interactions with dislocations. (c) predeformation, and (d) heat treating of un-
7. Describe and explain the phenomenon of strain deformed materials.
hardening (or cold working) in terms of disloca- 13. Describe the molecular mechanism by which

tions and strain field interactions.

elastomeric polymers deform elastically.

8.1 INTRODUCTION

DEFORMATION MECHANISMS FOR METALS

In this chapter we explore various deformation mechanisms that have been proposed
to explain the deformation behaviors of metals, ceramics, and polymeric materials.
Techniques that may be used to strengthen the various material types are described
and explained in terms of these deformation mechanisms.

8.2 HistoricAaL

198

Chapter 7 explained that metallic materials may experience two kinds of deforma-
tion: elastic and plastic. Plastic deformation is permanent, and strength and hardness
are measures of a material’s resistance to this deformation. On a microscopic scale,
plastic deformation corresponds to the net movement of large numbers of
atoms in response to an applied stress. During this process, interatomic bonds
must be ruptured and then reformed. Furthermore, plastic deformation most often
involves the motion of dislocations, linear crystalline defects that were introduced
in Section 5.7. This section discusses the characteristics of dislocations and their
involvement in plastic deformation. Sections 8.9, 8.10, and 8.11 present several
techniques for strengthening single-phase metals, the mechanisms of which are
described in terms of dislocations.

Early materials studies led to the computation of the theoretical strengths of
perfect crystals, which were many times greater than those actually measured.
During the 1930s it was theorized that this discrepancy in mechanical strengths
could be explained by a type of linear crystalline defect that has since come
to be known as a dislocation. It was not until the 1950s, however, that the
existence of such dislocation defects was established by direct observation with
the electron microscope. Since then, a theory of dislocations has evolved that
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explains many of the physical and mechanical phenomena in metals [as well as
crystalline ceramics (Section 8.15)].

8.3 Basic CoNcEPTS OoF DISLOCATIONS

Edge and screw are the two fundamental dislocation types. In an edge dislocation,
localized lattice distortion exists along the end of an extra half-plane of atoms,
which also defines the dislocation line (Figure 5.7). A screw dislocation may be
thought of as resulting from shear distortion; its dislocation line passes through the
center of a spiral, atomic plane ramp (Figure 5.8). Many dislocations in crystalline
materials have both edge and screw components; these are mixed dislocations
(Figure 5.9).
Plastic deformation corresponds to the motion of large numbers of disloca-
tions. An edge dislocation moves in response to a shear stress applied in a
direction perpendicular to its line; the mechanics of dislocation motion are
represented in Figure 8.1. Let the initial extra half-plane of atoms be plane A.
When the shear stress is applied as indicated (Figure 8.1a), plane A is forced
to the right; this in turn pushes the top halves of planes B, C, D, and so on,
in the same direction. If the applied shear stress is of sufficient magnitude, the
interatomic bonds of plane B are severed along the shear plane, and the upper
half of plane B becomes the extra half-plane as plane A links up with the
bottom half of plane B (Figure 8.1b). This process is subsequently repeated for
the other planes, such that the extra half-plane, by discrete steps, moves from
left to right by successive and repeated breaking of bonds and shifting by
interatomic distances of upper half-planes. Before and after the movement of
a dislocation through some particular region of the crystal, the atomic arrangement
is ordered and perfect; it is only during the passage of the extra half-plane that
the lattice structure is disrupted. Ultimately this extra half-plane may emerge

Shear Shear Shear
stress

stress stress

== = (D=

A I L1 I
Edge /.\\=fr=fr.—=‘-!r=-(r. g =""a="C0g
dislocation

line

Ficure 8.1 Atomic rearrangements that accompany the motion of an edge
dislocation as it moves in response to an applied shear stress. (a) The extra half-
plane of atoms is labeled A. (b) The dislocation moves one atomic distance to
the right as A links up to the lower portion of plane B; in the process, the upper
portion of B becomes the extra half-plane. (c) A step forms on the surface of
the crystal as the extra half-plane exits. (Adapted from A. G. Guy, Essentials of
Materials Science, McGraw-Hill Book Company, New York, 1976, p. 153.)
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(b)
Ficure 8.2 The formation of a step on the surface of a crystal by the motion of
(a) an edge dislocation and (b) a screw dislocation. Note that for an edge, the
dislocation line moves in the direction of the applied shear stress 7; for a screw,
the dislocation line motion is perpendicular to the stress direction. (Adapted
from H. W. Hayden, W. G. Moffatt, and J. Wulff, The Structure and Properties
of Materials, VVol. 111, Mechanical Behavior, p. 70. Copyright 0 1965 by John
Wiley & Sons, New York. Reprinted by permission of John Wiley & Sons, Inc.)

T
T

from the right surface of the crystal, forming an edge that is one atomic distance
wide; this is shown in Figure 8.1c.

The process by which plastic deformation is produced by dislocation motion
is termed slip; the crystallographic plane along which the dislocation line traverses
is the slip plane, as indicated in Figure 8.1. Macroscopic plastic deformation
simply corresponds to permanent deformation that results from the movement
of dislocations, or slip, in response to an applied shear stress, as represented
in Figure 8.2a.

Dislocation motion is analogous to the mode of locomotion employed by a
caterpillar (Figure 8.3). The caterpillar forms a hump near its posterior end by
pulling in its last pair of legs a unit leg distance. The hump is propelled forward
by repeated lifting and shifting of leg pairs. When the hump reaches the anterior

oy o g™ oo
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Ficure 8.3 Representation of the analogy between caterpillar and dislocation motion.
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end, the entire caterpillar has moved forward by the leg separation distance. The
caterpillar hump and its motion correspond to the extra half-plane of atoms in the
dislocation model of plastic deformation.

The motion of a screw dislocation in response to the applied shear stress is
shown in Figure 8.2b; the direction of movement is perpendicular to the stress
direction. For an edge, motion is parallel to the shear stress. However, the net
plastic deformation for the motion of both dislocation types is the same (see Figure

8.2). The direction of motion of the mixed dislocation line is neither perpendicular
nor parallel to the applied stress, but lies somewhere in between.

All metals and alloys contain some dislocations that were introduced during
solidification, during plastic deformation, and as a consequence of thermal stresses
that result from rapid cooling. The number of dislocations, or dislocation density
in a material, is expressed as the total dislocation length per unit volume, or,
equivalently, the number of dislocations that intersect a unit area of a random
section. The units of dislocation density are millimeters of dislocation per cubic
millimeter or just per square millimeter. Dislocation densities as low as 10> mm~2
are typically found in carefully solidified metal crystals. For heavily deformed metals,
the density may run as high as 10° to 10'° mm~2. Heat treating a deformed metal
specimen can diminish the density to on the order of 10° to 10° mm~2. By way of
contrast, a typical dislocation density for ceramic materials is between 10? and 10*
mm~2; also, for silicon single crystals used in integrated circuits the value normally
lies between 0.1 and 1 mm~2,

8.4 CHARACTERISTICS OF DISLOCATIONS

Several characteristics of dislocations are important with regard to the mechanical
properties of metals. These include strain fields that exist around dislocations, which
are influential in determining the mobility of the dislocations, as well as their ability
to multiply.

When metals are plastically deformed, some fraction of the deformation energy
(approximately 5%) is retained internally; the remainder is dissipated as heat. The
major portion of this stored energy is as strain energy associated with dislocations.
Consider the edge dislocation represented in Figure 8.4. As already mentioned,
some atomic lattice distortion exists around the dislocation line because of the
presence of the extra half-plane of atoms. As a consequence, there are regions in
which compressive, tensile, and shear lattice strains are imposed on the neighboring
atoms. For example, atoms immediately above and adjacent to the dislocation line

\
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are squeezed together. As a result, these atoms may be thought of as experiencing
a compressive strain relative to atoms positioned in the perfect crystal and far
removed from the dislocation; this is illustrated in Figure 8.4. Directly below the
half-plane, the effect is just the opposite; lattice atoms sustain an imposed tensile
strain, which is as shown. Shear strains also exist in the vicinity of the edge disloca-
tion. For a screw dislocation, lattice strains are pure shear only. These lattice
distortions may be considered to be strain fields that radiate from the dislocation
line. The strains extend into the surrounding atoms, and their magnitudes decrease
with radial distance from the dislocation.

The strain fields surrounding dislocations in close proximity to one another
may interact such that forces are imposed on each dislocation by the combined
interactions of all its neighboring dislocations. For example, consider two edge
dislocations that have the same sign and the identical slip plane, as represented in
Figure 8.5a. The compressive and tensile strain fields for both lie on the same side
of the slip plane; the strain field interaction is such that there exists between these
two isolated dislocations a mutual repulsive force that tends to move them apart.
On the other hand, two dislocations of opposite sign and having the same slip
plane will be attracted to one another, as indicated in Figure 8.5b, and dislocation
annihilation will occur when they meet. That is, the two extra half-planes of atoms
will align and become a complete plane. Dislocation interactions are possible be-
tween edge, screw, and/or mixed dislocations, and for a variety of orientations. These
strain fields and associated forces are important in the strengthening mechanisms for
metals.

C C
Repulsion
S et -
T T
(a)
C T
Dislocation
Attraction annihilation
- [ I
(Perfect crystal)
T C

(b)
Ficure 8.5 (a) Two edge dislocations of the same sign and lying on the same
slip plane exert a repulsive force on each other; C and T denote compression
and tensile regions, respectively. (b) Edge dislocations of opposite sign and lying
on the same slip plane exert an attractive force on each other. Upon meeting,
they annihilate each other and leave a region of perfect crystal. (Adapted from
H. W. Hayden, W. G. Moffatt, and J. Wulff, The Structure and Properties of
Materials, Vol. 111, Mechanical Behavior, p. 75. Copyright O 1965 by John
Wiley & Sons, New York. Reprinted by permission of John Wiley & Sons.)
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During plastic deformation, the number of dislocations increases dramatically.
We know that the dislocation density in a metal that has been highly deformed
may be as high as 10 mm~2. One important source of these new dislocations is
existing dislocations, which multiply; furthermore, grain boundaries, as well as
internal defects and surface irregularities such as scratches and nicks, which act as
stress concentrations, may serve as dislocation formation sites during deformation.

8.5 SLIP SysTEMS

Dislocations do not move with the same degree of ease on all crystallographic
planes of atoms and in all crystallographic directions. Ordinarily there is a preferred
plane, and in that plane there are specific directions along which dislocation motion
occurs. This plane is called the slip plane; it follows that the direction of movement
is called the slip direction. This combination of the slip plane and the slip direction
is termed the slip system. The slip system depends on the crystal structure of the
metal and is such that the atomic distortion that accompanies the motion of a
dislocation is a minimum. For a particular crystal structure, the slip plane is that
plane having the most dense atomic packing, that is, has the greatest planar density.
The slip direction corresponds to the direction, in this plane, that is most closely
packed with atoms, that is, has the highest linear density. {Planar and linear atomic
densities were discussed in Section 3.14.}

Consider, for example, the FCC crystal structure, a unit cell of which is shown
in Figure 8.6a. There is a set of planes, the {111} family, all of which are closely
packed. A (111)-type plane is indicated in the unit cell; in Figure 8.6b, this plane
is positioned within the plane of the page, in which atoms are now represented as
touching nearest neighbors.

Slip occurs along (110)-type directions within the {111} planes, as indicated by
arrows in Figure 8.6. Hence, {111}110) represents the slip plane and direction
combination, or the slip system for FCC. Figure 8.6b demonstrates that a given
slip plane may contain more than a single slip direction. Thus, several slip systems
may exist for a particular crystal structure; the number of independent slip systems
represents the different possible combinations of slip planes and directions. For
example, for face-centered cubic, there are 12 slip systems: four unique {111} planes
and, within each plane, three independent (110) directions.

The possible slip systems for BCC and HCP crystal structures are listed in
Table 8.1. For each of these structures, slip is possible on more than one family of
planes (e.g., {110}, {211}, and {321} for BCC). For metals having these two crystal
structures, some slip systems are often operable only at elevated temperatures.

Ficure 8.6 (a) A
{111}110}) slip system
shown within an FCC
unit cell. (b) The (111)
plane from (a) and
three (110) slip
directions (as indicated
by arrows) within that
plane comprise possible
slip systems.
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Table 8.1 Slip Systems for Face-Centered Cubic, Body-Centered
Cubic, and Hexagonal Close-Packed Metals

Number of
Metals Slip Plane Slip Direction Slip Systems
Face-Centered Cubic
Cu, Al, Ni, Ag, Au {111} (110) 12
Body-Centered Cubic _
a-Fe, W, Mo {110} (111) 12
a-Fe, W {211} (111) 12
a-Fe, K {321} (111) 24
Hexagonal Close-Packed _
Cd, Zn, Mg, Ti, Be {ooo1} (1120) 3
Ti, Mg, Zr {1010} (1120) 3
Ti, Mg {1011} (1120) 6

Metals with FCC or BCC crystal structures have a relatively large number of
slip systems (at least 12). These metals are quite ductile because extensive plastic
deformation is normally possible along the various systems. Conversely, HCP met-
als, having few active slip systems, are normally quite brittle.

8.6 SLIP IN SINGLE CRysTALS (CD-ROM)

8.7 PrLasTic DEFORMATION OF
PoLYCRYSTALLINE METALS

For polycrystalline metals, because of the random crystallographic orientations of
the numerous grains, the direction of slip varies from one grain to another. For
each, dislocation motion occurs along the slip system that has the most favorable
orientation (i.e., the highest shear stress). This is exemplified by a photomicrograph
of a polycrystalline copper specimen that has been plastically deformed (Figure
8.10); before deformation the surface was polished. Slip lines® are visible, and it
appears that two slip systems operated for most of the grains, as evidenced by
two sets of parallel yet intersecting sets of lines. Furthermore, variation in grain
orientation is indicated by the difference in alignment of the slip lines for the
several grains.

Gross plastic deformation of a polycrystalline specimen corresponds to the
comparable distortion of the individual grains by means of slip. During deformation,
mechanical integrity and coherency are maintained along the grain boundaries; that
is, the grain boundaries usually do not come apart or open up. As a consequence,
each individual grain is constrained, to some degree, in the shape it may assume
by its neighboring grains. The manner in which grains distort as a result of gross
plastic deformation is indicated in Figure 8.11. Before deformation the grains are
equiaxed, or have approximately the same dimension in all directions. For this

1 Surface steps or ledges produced by dislocations (Figure 8.1c) that have exited from a grain
and that appear as lines when viewed with a microscope are called slip lines.



Ficure 8.11  Alteration of the
grain structure of a polycrystalline
metal as a result of plastic
deformation. (a) Before
deformation the grains are
equiaxed. (b) The deformation has
produced elongated grains. 170X.
(From W. G. Moffatt, G. W.
Pearsall, and J. Wulff, The Structure
and Properties of Materials, Vol. I,
Structure, p. 140. Copyright O 1964
by John Wiley & Sons, New York.
Reprinted by permission of John
Wiley & Sons, Inc.)
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Ficure 8.10 Slip lines on the
surface of a polycrystalline specimen
of copper that was polished and
subsequently deformed. 173X.
(Photomicrograph courtesy of C.
Brady, National Bureau of
Standards.)
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particular deformation, the grains become elongated along the direction in which
the specimen was extended.

Polycrystalline metals are stronger than their single-crystal equivalents, which
means that greater stresses are required to initiate slip and the attendant yielding.
This is, to a large degree, also a result of geometrical constraints that are imposed
on the grains during deformation. Even though a single grain may be favorably
oriented with the applied stress for slip, it cannot deform until the adjacent and
less favorably oriented grains are capable of slip also; this requires a higher applied
stress level.

8.8 DerormATION BY TwinNING (CD-ROM)

MECHANISMS OF STRENGTHENING

IN METALS

Metallurgical and materials engineers are often called on to design alloys having
high strengths yet some ductility and toughness; ordinarily, ductility is sacrificed
when an alloy is strengthened. Several hardening techniques are at the disposal of
an engineer, and frequently alloy selection depends on the capacity of a material to
be tailored with the mechanical characteristics required for a particular application.

Important to the understanding of strengthening mechanisms is the relation
between dislocation motion and mechanical behavior of metals. Because macro-
scopic plastic deformation corresponds to the motion of large numbers of disloca-
tions, the ability of a metal to plastically deform depends on the ability of dislocations
to move. Since hardness and strength (both yield and tensile) are related to the
ease with which plastic deformation can be made to occur, by reducing the mobility
of dislocations, the mechanical strength may be enhanced; that is, greater mechanical
forces will be required to initiate plastic deformation. In contrast, the more uncon-
strained the dislocation motion, the greater the facility with which a metal may
deform, and the softer and weaker it becomes. Virtually all strengthening techniques
rely on this simple principle: restricting or hindering dislocation motion renders a
material harder and stronger.

The present discussion is confined to strengthening mechanisms for single-
phase metals, by grain size reduction, solid-solution alloying, and strain hardening.
Deformation and strengthening of multiphase alloys are more complicated, involv-
ing concepts yet to be discussed.

8.9 STRENGTHENING BY GRAIN Size REDUCTION

The size of the grains, or average grain diameter, in a polycrystalline metal influences
the mechanical properties. Adjacent grains normally have different crystallographic
orientations and, of course, a common grain boundary, as indicated in Figure 8.14.
During plastic deformation, slip or dislocation motion must take place across this
common boundary, say, from grain A to grain B in Figure 8.14. The grain boundary
acts as a barrier to dislocation motion for two reasons:

1. Since the two grains are of different orientations, a dislocation passing
into grain B will have to change its direction of motion; this becomes
more difficult as the crystallographic misorientation increases.
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Grain A Grain B

Ficure 8.14 The motion of a dislocation as it encounters a grain boundary,
illustrating how the boundary acts as a barrier to continued slip. Slip planes are
discontinuous and change directions across the boundary. (From A Textbook of
Materials Technology by Van Vlack, O 1973. Reprinted by permission of
Prentice-Hall, Inc., Upper Saddle River, NJ.)

2. The atomic disorder within a grain boundary region will result in a
discontinuity of slip planes from one grain into the other.

It should be mentioned that, for high-angle grain boundaries, it may not be the
case that dislocations traverse grain boundaries during deformation; rather, a stress
concentration ahead of a slip plane in one grain may activate sources of new
dislocations in an adjacent grain.

A fine-grained material (one that has small grains) is harder and stronger than
one that is coarse grained, since the former has a greater total grain boundary area
to impede dislocation motion. For many materials, the yield strength o, varies with
grain size according to

oy = oo + kyd 2 (8.5)

In this expression, termed the Hall-Petch equation, d is the average grain diameter,
and o, and k, are constants for a particular material. It should be noted that
Equation 8.5 is not valid for both very large (i.e., coarse) grain and extremely
fine grain polycrystalline materials. Figure 8.15 demonstrates the yield strength
dependence on grain size for a brass alloy. Grain size may be regulated by the rate
of solidification from the liquid phase, and also by plastic deformation followed by
an appropriate heat treatment, as discussed in Section 8.14.

It should also be mentioned that grain size reduction improves not only strength,
but also the toughness of many alloys.

Small-angle grain boundaries (Section 5.8) are not effective in interfering with
the slip process because of the slight crystallographic misalignment across the bound-
ary. On the other hand, twin boundaries (Section 5.8) will effectively block slip and
increase the strength of the material. Boundaries between two different phases are
also impediments to movements of dislocations; this is important in the strengthen-
ing of more complex alloys. The sizes and shapes of the constituent phases signifi-
cantly affect the mechanical properties of multiphase alloys; these are the topics
of discussion in Sections 11.7, 11.8, {and 15.1.}
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Grain size, d (mm) Ficure 8.15 The influence of
grain size on the yield strength

1071 1072 5x 1073
200 = i i . 30 of a 70 Cu-30 Zn brass alloy.
Note that the grain diameter
increases from right to left and
is not linear. (Adapted from H.
< 150 __ Suzuki, “The Relation Between
< 2% 2 the Structure and Mechanical
£ £ Properties of Metals,” Vol. I,
g 100 g National Physical Laboratory,
g 5 Symposium No. 15, 1963, p.
= 10 £ 524)
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8.10 SoLID-SoLUTION STRENGTHENING

X

Another technique to strengthen and harden metals is alloying with impurity atoms
that go into either substitutional or interstitial solid solution. Accordingly, this is
called solid-solution strengthening. High-purity metals are almost always softer and
weaker than alloys composed of the same base metal. Increasing the concentration
of the impurity results in an attendant increase in tensile and yield strengths, as
indicated in Figures 8.16a and 8.16b for nickel in copper; the dependence of ductility
on nickel concentration is presented in Figure 8.16c.

Alloys are stronger than pure metals because impurity atoms that go into solid
solution ordinarily impose lattice strains on the surrounding host atoms. Lattice
strain field interactions between dislocations and these impurity atoms result, and,
consequently, dislocation movement is restricted. For example, an impurity atom
that is smaller than a host atom for which it substitutes exerts tensile strains on
the surrounding crystal lattice, as illustrated in Figure 8.17a. Conversely, a larger
substitutional atom imposes compressive strains in its vicinity (Figure 8.18a). These
solute atoms tend to diffuse to and segregate around dislocations in a way so as to
reduce the overall strain energy, that is, to cancel some of the strain in the lattice
surrounding a dislocation. To accomplish this, a smaller impurity atom is located
where its tensile strain will partially nullify some of the dislocation’s compressive
strain. For the edge dislocation in Figure 8.17b, this would be adjacent to the
dislocation line and above the slip plane. A larger impurity atom would be situated
as in Figure 8.18b.

The resistance to slip is greater when impurity atoms are present because
the overall lattice strain must increase if a dislocation is torn away from them.
Furthermore, the same lattice strain interactions (Figures 8.17b and 8.18b) will
exist between impurity atoms and dislocations that are in motion during plastic
deformation. Thus, a greater applied stress is necessary to first initiate and then
continue plastic deformation for solid-solution alloys, as opposed to pure metals;
this is evidenced by the enhancement of strength and hardness.
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Ficure 8.16 Variation with nickel content of (a) tensile
strength, (b) yield strength, and (c) ductility (%EL) for
copper-nickel alloys, showing strengthening.
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Ficure 8.17 (a)
Representation of tensile lattice
strains imposed on host atoms
by a smaller substitutional
impurity atom. (b) Possible
locations of smaller impurity
atoms relative to an edge
dislocation such that there is
partial cancellation of
impurity—dislocation lattice
strains.
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Ficure 8.18 (a)
Representation of compressive
strains imposed on host atoms

Q Q m Q Q by a larger substitutional
Q Q C)@Q Q Q impurity atom. (b) Possible

—————— locations of larger impurity

Q Q O Q Q Q atoms relative to an edge
dislocation such that there is
@) Q Q Q Q Q Q partial cancellation of
impurity—dislocation lattice
(b) strains.

8.11 STrRAIN HARDENING

Strain hardening is the phenomenon whereby a ductile metal becomes harder and
stronger as it is plastically deformed. Sometimes it is also called work hardening,
or, because the temperature at which deformation takes place is ‘“‘cold” relative to
the absolute melting temperature of the metal, cold working. Most metals strain
harden at room temperature.

It is sometimes convenient to express the degree of plastic deformation as
percent cold work rather than as strain. Percent cold work (%CW) is defined as

Ao~ Ad) o 100
To (8.6)

%CW = <
where A, is the original area of the cross section that experiences deformation, and
Ay is the area after deformation.

Figures 8.19a and 8.19b demonstrate how steel, brass, and copper increase in
yield and tensile strength with increasing cold work. The price for this enhancement
of hardness and strength is in the ductility of the metal. This is shown in Figure
8.19c, in which the ductility, in percent elongation, experiences a reduction with
increasing percent cold work for the same three alloys. The influence of cold work
on the stress—strain behavior of a steel is vividly portrayed in Figure 8.20.

Strain hardening is demonstrated in a stress—strain diagram presented earlier
(Figure 7.17). Initially, the metal with yield strength o is plastically deformed to
point D. The stress is released, then reapplied with a resultant new yield strength,
ay.. The metal has thus become stronger during the process because oy, is greater
than oy, .

The strain hardening phenomenon is explained on the basis of dislocation—
dislocation strain field interactions similar to those discussed in Section 8.4. The
dislocation density in a metal increases with deformation or cold work, due to disloca-
tion multiplication or the formation of new dislocations, as noted previously. Conse-
quently, the average distance of separation between dislocations decreases—the
dislocations are positioned closer together. On the average, dislocation—dislocation
strain interactions are repulsive. The net result is that the motion of a dislocation
is hindered by the presence of other dislocations. As the dislocation density in-
creases, this resistance to dislocation motion by other dislocations becomes more
pronounced. Thus, the imposed stress necessary to deform a metal increases with
increasing cold work.
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Ficure 8.19 For 1040 steel, brass, and copper, (a) the
increase in yield strength, (b) the increase in tensile
strength, and (c) the decrease in ductility (%EL) with
percent cold work. (Adapted from Metals Handbook:
Properties and Selection: Irons and Steels, Vol. 1, 9th
edition, B. Bardes, Editor, American Society for Metals,
1978, p. 226; and Metals Handbook: Properties and
Selection: Nonferrous Alloys and Pure Metals, Vol. 2, 9th
edition, H. Baker, Managing Editor, American Society

for Metals, 1979, pp. 276 and 327.)
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Ficure 8.20 The influence of cold work
on the stress—strain behavior for a low-
carbon steel. (From Metals Handbook:
Properties and Selection: Irons and Steels,
Vol. 1, 9th edition, B. Bardes, Editor,
American Society for Metals, 1978,

p. 221.)

Stress X

/

h’ofé Strain

Strain hardening is often utilized commercially to enhance the mechanical
properties of metals during fabrication procedures. The effects of strain hardening
may be removed by an annealing heat treatment, {as discussed in Section 14.5.}

In passing, for the mathematical expression relating true stress and strain,
Equation 7.19, the parameter n is called the strain hardening exponent, which is a
measure of the ability of a metal to strain harden; the larger its magnitude, the
greater the strain hardening for a given amount of plastic strain.

ExampLE ProBLEM 8.2

Compute the tensile strength and ductility (%EL) of a cylindrical copper rod
if it is cold worked such that the diameter is reduced from 15.2 mm to 12.2
mm (0.60 in. to 0.48 in.).

SoLuTion

It is first necessary to determine the percent cold work resulting from the
deformation. This is possible using Equation 8.6:

(15.2 mm>2 o <12.2 mm)2 -
2 2

%CW = X 100 = 35.6%
(15.2 mm)2 -
2
The tensile strength is read directly from the curve for copper (Figure 8.19b)

as 340 MPa (50,000 psi). From Figure 8.19c, the ductility at 35.6%CW is
about 7%EL.

In summary, we have just discussed the three mechanisms that may be used
to strengthen and harden single-phase metal alloys—strengthening by grain size
reduction, solid solution strengthening, and strain hardening. Of course they may
be used in conjunction with one another; for example, a solid-solution strengthened
alloy may also be strain hardened.
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RECOVERY, RECRYSTALLIZATION,
AND GRAIN GROWTH

As outlined in the preceding paragraphs of this chapter, plastically deforming a
polycrystalline metal specimen at temperatures that are low relative to its absolute
melting temperature produces microstructural and property changes that include
(1) a change in grain shape (Section 8.7), (2) strain hardening (Section 8.11), and
(3) an increase in dislocation density (Section 8.4). Some fraction of the energy
expended in deformation is stored in the metal as strain energy, which is associated
with tensile, compressive, and shear zones around the newly created dislocations
(Section 8.4). Furthermore, other properties such as electrical conductivity (Section
12.8) and corrosion resistance may be modified as a consequence of plastic defor-
mation.

These properties and structures may revert back to the precold-worked states
by appropriate heat treatment (sometimes termed an annealing treatment). Such
restoration results from two different processes that occur at elevated temperatures:
recovery and recrystallization, which may be followed by grain growth.

8.12 RECOVERY

During recovery, some of the stored internal strain energy is relieved by virtue of
dislocation motion (in the absence of an externally applied stress), as a result of
enhanced atomic diffusion at the elevated temperature. There is some reduction
in the number of dislocations, and dislocation configurations (similar to that shown
in Figure 5.12) are produced having low strain energies. In addition, physical proper-
ties such as electrical and thermal conductivities and the like are recovered to their
precold-worked states.

8.13 RECRYSTALLIZATION

Even after recovery is complete, the grains are still in a relatively high strain energy
state. Recrystallization is the formation of a new set of strain-free and equiaxed
grains (i.e., having approximately equal dimensions in all directions) that have low
dislocation densities and are characteristic of the precold-worked condition. The
driving force to produce this new grain structure is the difference in internal energy
between the strained and unstrained material. The new grains form as very small
nuclei and grow until they completely replace the parent material, processes that
involve short-range diffusion. Several stages in the recrystallization process are
represented in Figures 8.21a to 8.21d; in these photomicrographs, the small speckled
grains are those that have recrystallized. Thus, recrystallization of cold-worked
metals may be used to refine the grain structure.

Also, during recrystallization, the mechanical properties that were changed as
a result of cold working are restored to their precold-worked values; that is, the
metal becomes softer, weaker, yet more ductile. Some heat treatments are designed
to allow recrystallization to occur with these modifications in the mechanical charac-
teristics {(Section 14.5).}

Recrystallization is a process the extent of which depends on both time and
temperature. The degree (or fraction) of recrystallization increases with time, as
may be noted in the photomicrographs shown in Figures 8.21a—d. The explicit time
dependence of recrystallization is addressed in more detail in Section 11.3.
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(© (d)

Ficure 8.21 Photomicrographs showing several stages of the recrystallization
and grain growth of brass. (a) Cold-worked (33%CW) grain structure. (b) Initial
stage of recrystallization after heating 3 s at 580°C (1075°F); the very small grains
are those that have recrystallized. (c) Partial replacement of cold-worked grains
by recrystallized ones (4 s at 580°C). (d) Complete recrystallization (8 s at
580°C). (e) Grain growth after 15 min at 580°C. (f) Grain growth after 10 min at
700°C (1290°F). All photomicrographs 75X. (Photomicrographs courtesy of J. E.
Burke, General Electric Company.)
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Ficure 8.21 (continued)

The influence of temperature is demonstrated in Figure 8.22, which plots tensile
strength and ductility (at room temperature) of a brass alloy as a function of the
temperature and for a constant heat treatment time of 1 h. The grain structures
found at the various stages of the process are also presented schematically.

The recrystallization behavior of a particular metal alloy is sometimes specified
in terms of a recrystallization temperature, the temperature at which recrystalliza-
tion just reaches completion in 1 h. Thus, the recrystallization temperature for the
brass alloy of Figure 8.22 is about 450°C (850°F). Typically, it is between one third
and one half of the absolute melting temperature of a metal or alloy and depends
on several factors, including the amount of prior cold work and the purity of the
alloy. Increasing the percentage of cold work enhances the rate of recrystallization,
with the result that the recrystallization temperature is lowered, and approaches a
constant or limiting value at high deformations; this effect is shown in Figure 8.23.
Furthermore, it is this limiting or minimum recrystallization temperature that is
normally specified in the literature. There exists some critical degree of cold work
below which recrystallization cannot be made to occur, as shown in the figure;
normally, this is between 2 and 20% cold work.

Recrystallization proceeds more rapidly in pure metals than in alloys. Thus,
alloying raises the recrystallization temperature, sometimes quite substantially. For
pure metals, the recrystallization temperature is normally 0.3T,,, where T, is the
absolute melting temperature; for some commercial alloys it may run as high as
0.7T,,. Recrystallization and melting temperatures for a number of metals and
alloys are listed in Table 8.2.

Plastic deformation operations are often carried out at temperatures above the
recrystallization temperature in a process termed hot working, {described in Section
14.2.} The material remains relatively soft and ductile during deformation because
it does not strain harden, and thus large deformations are possible.
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Ficure 8.22 The
influence of annealing
temperature on the
tensile strength and
ductility of a brass
alloy. Grain size as a
function of annealing
temperature is
indicated. Grain
structures during
recovery,
recrystallization, and
grain growth stages are
shown schematically.
(Adapted from G.
Sachs and K. R. Van
Horn, Practical
Metallurgy, Applied
Metallurgy and the
Industrial Processing of
Ferrous and Nonferrous
Metals and Alloys,
American Society for
Metals, 1940, p. 139.)
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Table 8.2 Recrystallization and Melting Temperatures for Various
Metals and Alloys

Recrystallization Melting
Temperature Temperature

Metal °C °F °C °F

Lead —4 25 327 620
Tin -4 25 232 450
Zinc 10 50 420 788
Aluminum (99.999 wt%) 80 176 660 1220
Copper (99.999 wt%) 120 250 1085 1985
Brass (60 Cu—-40 Zn) 475 887 900 1652
Nickel (99.99 wt%) 370 700 1455 2651
Iron 450 840 1538 2800
Tungsten 1200 2200 3410 6170

DesicNn ExampLE 8.1

A cylindrical rod of noncold-worked brass having an initial diameter of 6.4 mm
(0.25 in.) is to be cold worked by drawing such that the cross-sectional area is
reduced. It is required to have a cold-worked yield strength of at least 345 MPa
(50,000 psi) and a ductility in excess of 20%EL; in addition, a final diameter of 5.1
mm (0.20 in.) is necessary. Describe the manner in which this procedure may be
carried out.

SoLuTion

Let us first consider the consequences (in terms of yield strength and ductility) of
cold working in which the brass specimen diameter is reduced from 6.4 mm (desig-
nated by dy) to 5.1 mm (d;). The %CW may be computed from Equation 8.6 as

818

%CW = x 100
(“—)
2
> (5 1 mm>
w
() -
From Figures 8.19a and 8.19c, a yield strength of 410 MPa (60,000 psi) and a ductility
of 8%EL are attained from this deformation. According to the stipulated criteria,
the yield strength is satisfactory; however, the ductility is too low.

Another processing alternative is a partial diameter reduction, followed by a
recrystallization heat treatment in which the effects of the cold work are nullified.
The required yield strength, ductility, and diameter are achieved through a second
drawing step.

Again, reference to Figure 8.19a indicates that 20%CW is required to give a
yield strength of 345 MPa. On the other hand, from Figure 8.19c, ductilities greater

X 100 = 36.5%CW
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than 20%EL are possible only for deformations of 23%CW or less. Thus during
the final drawing operation, deformation must be between 20%CW and 23%CW.
Let’s take the average of these extremes, 21.5%CW, and then calculate the final
diameter for the first drawing dg, which becomes the original diameter for the
second drawing. Again, using Equation 8.6,

<%>2 o 5.1 mm>2 -
2 2

21.5%CW = X 100
(3)
5) 7

Now, solving from dg from the expression above gives
do = 5.8 mm (0.226 in.) i
8.14 GraIN GROWTH

After recrystallization is complete, the strain-free grains will continue to grow
if the metal specimen is left at the elevated temperature (Figures 8.21d-f); this
phenomenon is called grain growth. Grain growth does not need to be preceded
by recovery and recrystallization; it may occur in all polycrystalline materials, metals
and ceramics alike.

An energy is associated with grain boundaries, as explained in Section 5.8. As
grains increase in size, the total boundary area decreases, yielding an attendant
reduction in the total energy; this is the driving force for grain growth.

Grain growth occurs by the migration of grain boundaries. Obviously, not all
grains can enlarge, but large ones grow at the expense of small ones that shrink.
Thus, the average grain size increases with time, and at any particular instant there
will exist a range of grain sizes. Boundary motion is just the short-range diffusion
of atoms from one side of the boundary to the other. The directions of boundary
movement and atomic motion are opposite to each other, as shown in Figure 8.24.

Atomic diffusion Ficure 8.24 Schematic representation of grain
across boundary growth via atomic diffusion. (From Elements of
Materials Science and Engineering by Van
Vlack, O 1989. Reprinted by permission of
Prentice-Hall, Inc., Upper Saddle River, NJ.)

Direction of grain
boundary motion
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Ficure 8.25 The logarithm of grain diameter versus the logarithm of time for
grain growth in brass at several temperatures. (From J. E. Burke, ‘““Some Factors
Affecting the Rate of Grain Growth in Metals.”” Reprinted with permission from
Metallurgical Transactions, VVol. 180, 1949, a publication of The Metallurgical
Society of AIME, Warrendale, Pennsylvania.)

For many polycrystalline materials, the grain diameter d varies with time t
according to the relationship

dn — dj = Kt (8.7)

where d, is the initial grain diameter at t = 0, and K and n are time-independent
constants; the value of n is generally equal to or greater than 2.

The dependence of grain size on time and temperature is demonstrated in
Figure 8.25, a plot of the logarithm of grain size as a function of the logarithm of
time for a brass alloy at several temperatures. At lower temperatures the curves
are linear. Furthermore, grain growth proceeds more rapidly as temperature in-
creases; that is, the curves are displaced upward to larger grain sizes. This is explained
by the enhancement of diffusion rate with rising temperature.

The mechanical properties at room temperature of a fine-grained metal are
usually superior (i.e., higher strength and toughness) to those of coarse-grained
ones. If the grain structure of a single-phase alloy is coarser than that desired,
refinement may be accomplished by plastically deforming the material, then sub-
jecting it to a recrystallization heat treatment, as described above.

DEFORMATION MECHANISMS
FOR CERAMIC MATERIALS

Although at room temperature most ceramic materials suffer fracture before the
onset of plastic deformation, a brief exploration into the possible mechanisms is
worthwhile. Plastic deformation is different for crystalline and noncrystalline ceram-
ics; however, each is discussed.
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8.15 CRYsTALLINE CERAMICS

For crystalline ceramics, plastic deformation occurs, as with metals, by the motion
of dislocations. One reason for the hardness and brittleness of these materials is
the difficulty of slip (or dislocation motion). For crystalline ceramic materials for
which the bonding is predominantly ionic, there are very few slip systems (crystallo-
graphic planes and directions within those planes) along which dislocations may
move. This is a consequence of the electrically charged nature of the ions. For slip
in some directions, ions of like charge are brought into close proximity to one
another; because of electrostatic repulsion, this mode of slip is very restricted. This
is not a problem in metals, since all atoms are electrically neutral.

On the other hand, for ceramics in which the bonding is highly covalent, slip
is also difficult and they are brittle for the following reasons: (1) the covalent bonds
are relatively strong; (2) there are also limited numbers of slip systems; and (3)
dislocation structures are complex.

8.16 NONCRYSTALLINE CERAMICS

Plastic deformation does not occur by dislocation motion for noncrystalline ceramics
because there is no regular atomic structure. Rather, these materials deform by
viscous flow, the same manner in which liquids deform; the rate of deformation is
proportional to the applied stress. In response to an applied shear stress, atoms or
ions slide past one another by the breaking and reforming of interatomic bonds.
However, there is no prescribed manner or direction in which this occurs, as with
dislocations. Viscous flow on a macroscopic scale is demonstrated in Figure 8.26.
The characteristic property for viscous flow, viscosity, is a measure of a non-
crystalline material’s resistance to deformation. For viscous flow in a liquid that
originates from shear stresses imposed by two flat and parallel plates, the viscosity
n is the ratio of the applied shear stress 7and the change in velocity dv with distance
dy in a direction perpendicular to and away from the plates, or
T F/IA
T~ Quidy ~ dvidy (88)
This scheme is represented in Figure 8.26.
The units for viscosity are poises (P) and pascal-seconds (Pa-s); 1 P = 1 dyne-
s/cm?, and 1 Pa-s = 1 N-s/m?2 Conversion from one system of units to the other is

Ficure 8.26 Representation of
) F  the viscous flow of a liquid or fluid
glass in response to an applied
shear force.
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according to
10 P =1 Pa-s

Liquids have relatively low viscosities; for example, the viscosity of water at room
temperature is about 10~3 Pa-s. On the other hand, glasses have extremely large
viscosities at ambient temperatures, which is accounted for by strong interatomic
bonding. As the temperature is raised, the magnitude of the bonding is diminished,
the sliding motion or flow of the atoms or ions is facilitated, and subsequently there
is an attendant decrease in viscosity. {A discussion of the temperature dependence
of viscosity for glasses is deferred to Section 14.7.}

MECHANISMS OF DEFORMATION AND FOR
STRENGTHENING OF POLYMERS

An understanding of deformation mechanisms of polymers is important in order
for us to be able to manage the mechanical characteristics of these materials. In
this regard, deformation models for two different types of polymers—
semicrystalline and elastomeric—deserve our attention. The stiffness and strength
of semicrystalline materials are often important considerations; elastic and plastic
deformation mechanisms are treated in the succeeding section, whereas methods
used to stiffen and strengthen these materials are discussed in Section 8.18. On the
other hand, elastomers are utilized on the basis of their unusual elastic properties;
the deformation mechanism of elastomers is also treated.

8.17 DEFORMATION OF SEMICRYSTALLINE POLYMERS

Many semicrystalline polymers in bulk form will have the spherulitic structure
described in Section 4.12. By way of review, let us repeat here that each spherulite
consists of numerous chain-folded ribbons, or lamellae, that radiate outward from
the center. Separating these lamellae are areas of amorphous material (Figure 4.14);
adjacent lamellae are connected by tie chains that pass through these amorphous
regions.

MECHANISM OF ELASTIC DEFORMATION

The mechanism of elastic deformation in semicrystalline polymers in response to
tensile stresses is the elongation of the chain molecules from their stable conforma-
tions, in the direction of the applied stress, by the bending and stretching of the
strong chain covalent bonds. In addition, there may be some slight displacement
of adjacent molecules, which is resisted by relatively weak secondary or van der
Waals bonds. Furthermore, inasmuch as semicrystalline polymers are composed of
both crystalline and amorphous regions, they may, in a sense, be considered compos-
ite materials. As such, the elastic modulus may be taken as some combination of
the moduli of crystalline and amorphous phases.

MECHANISM OF PLASTIC DEFORMATION

The mechanism of plastic deformation is best described by the interactions
between lamellar and intervening amorphous regions in response to an applied
tensile load. This process occurs in several stages, which are schematically
diagrammed in Figure 8.27. Two adjacent chain-folded lamellae and the interlamel-
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Ficure 8.27 Stages in the deformation of a semicrystalline polymer. (a) Two adjacent chain-folded lamellae and interlamellar
amorphous material before deformation. (b) Elongation of amorphous tie chains during the first stage of deformation. (c) Tilting
of lamellar chain folds during the second stage. (d) Separation of crystalline block segments during the third stage. (e) Orientation
of block segments and tie chains with the tensile axis in the final deformation stage. (From Jerold M. Schultz, Polymer Materials
Science, copyright 0 1974, pp. 500-501. Reprinted by permoission of Prentice-Hall, Inc., Englewood Cliffs, NJ.)
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lar amorphous material, prior to deformation, are shown in Figure 8.27a. During
the initial stage of deformation (Figure 8.27b) the chains in the amorphous
regions slip past each other and align in the loading direction. This causes the
lamellar ribbons simply to slide past one another as the tie chains within the
amorphous regions become extended. Continued deformation in the second stage
occurs by the tilting of the lamellae so that the chain folds become aligned
with the tensile axis (Figure 8.27c). Next, crystalline block segments separate
from the lamellae, which segments remain attached to one another by tie chains
(Figure 8.27d). In the final stage (Figure 8.27¢e), the blocks and tie chains become
oriented in the direction of the tensile axis. Thus appreciable tensile deformation
of semicrystalline polymers produces a highly oriented structure. During deforma-
tion the spherulites experience shape changes for moderate levels of elongation.
However, for large deformations, the spherulitic structure is virtually destroyed.
Also, it is interesting to note that, to a large degree, the processes represented
in Figure 8.27 are reversible. That is, if deformation is terminated at some
arbitrary stage, and the specimen is heated to an elevated temperature near its
melting point (i.e., annealed), the material will revert back to having the spherulitic
structure that was characteristic of its undeformed state. Furthermore, the
specimen will tend to shrink back to the shape it had prior to deformation; the
extent of this shape and structural recovery will depend on the annealing
temperature and also the degree of elongation.

8.18a Factors THAT INFLUENCE THE MECHANICAL

PROPERTIES OF SEMICRYSTALLINE POLYMERS
[DeTAlLED VERsion (CD-ROM)]

8.18b FacTtors THAT INFLUENCE THE MECHANICAL
PROPERTIES OF SEMICRYSTALLINE POLYMERS
(Concise VERSION)

A number of factors influence the mechanical characteristics of polymeric materials.
For example, we have already discussed the effect of temperature and strain rate
on stress—strain behavior (Section 7.13, Figure 7.24). Again, increasing the tempera-
ture or diminishing the strain rate leads to a decrease in the tensile modulus, a
reduction in tensile strength, and an enhancement of ductility.

In addition, several structural/processing factors have decided influences on
the mechanical behavior (i.e., strength and modulus) of polymeric materials. An
increase in strength results whenever any restraint is imposed on the process illus-
trated in Figure 8.27; for example, a significant degree of intermolecular bonding
or extensive chain entanglements inhibit relative chain motions. It should be noted
that even though secondary intermolecular (e.g., van der Waals) bonds are much
weaker than the primary covalent ones, significant intermolecular forces result from
the formation of large numbers of van der Waals interchain bonds. Furthermore,
the modulus rises as both the secondary bond strength and chain alignment increase.
The mechanical behavior of polymers is affected by several structural/processing
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factors that include molecular weight, degree of crystallinity, and predeformation
(drawing).

The magnitude of the tensile modulus does not seem to be influenced by
molecular weight alterations. On the other hand, for many polymers, it has been
observed that tensile strength increases with increasing molecular weight.

For a specific polymer, the degree of crystallinity can have a rather significant
influence on the mechanical properties, since it affects the extent of intermolecular
secondary bonding. It has been observed that, for semicrystalline polymers, tensile
modulus increases significantly with degree of crystallinity; in most cases, strength
is also enhanced, and the material becomes more brittle. The influences of chain
chemistry and structure (branching, stereoisomerism, etc.) on degree of crystallinity
were discussed in Chapter 4.

The effects of both percent crystallinity and molecular weight on the physical
state of polyethylene are represented in Figure 8.28.

On acommercial basis, one important technique that is used to improve mechan-
ical strength and tensile modulus is permanently deforming the polymer in tension.
This procedure, sometimes called drawing, produces the neck extension illustrated
schematically in Figure 7.25. It is an important stiffening and strengthening tech-
nique that is employed in the production of fibers and films {(Section 14.15).} During
drawing, the molecular chains slip past one another and become highly oriented;
for semicrystalline materials the chains assume conformations similar to those repre-
sented schematically in Figure 8.27e. It should also be noted that the mechanical
properties of drawn polymers are normally anisotropic.

8.19 DEFORMATION OF ELASTOMERS

One of the fascinating properties of the elastomeric materials is their rubberlike
elasticity. That is, they have the ability to be deformed to quite large deformations,
and then elastically spring back to their original form. This behavior was probably
first observed in natural rubber; however, the past few years have brought about
the synthesis of a large number of elastomers with a wide variety of properties.
Typical stress—strain characteristics of elastomeric materials are displayed in Figure
7.22, curve C. Their moduli of elasticity are quite small and, furthermore, vary with
strain since the stress—strain curve is nonlinear.
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In an unstressed state, an elastomer will be amorphous and composed of molecu-
lar chains that are highly twisted, kinked, and coiled. Elastic deformation, upon
application of a tensile load, is simply the partial uncoiling, untwisting, and straight-
ening, and the resultant elongation of the chains in the stress direction, a phenome-
non represented in Figure 8.29. Upon release of the stress, the chains spring back
to their prestressed conformations, and the macroscopic piece returns to its origi-
nal shape.

The driving force for elastic deformation is a thermodynamic parameter called
entropy, which is a measure of the degree of disorder within a system; entropy
increases with increasing disorder. As an elastomer is stretched and the chains
straighten and become more aligned, the system becomes more ordered. From this
state, the entropy increases if the chains return to their original kinked and coiled
contours. Two intriguing phenomena result from this entropic effect. First, when
stretched, an elastomer experiences a rise in temperature; second, the modulus of
elasticity increases with increasing temperature, which is opposite to the behavior
found in other materials (see Figure 7.8).

Several criteria must be met in order for a polymer to be elastomeric: (1) It
must not easily crystallize; elastomeric materials are amorphous, having molecular
chains that are naturally coiled and kinked in the unstressed state. (2) Chain bond
rotations must be relatively free in order for the coiled chains to readily respond
to an applied force. (3) For elastomers to experience relatively large elastic deforma-
tions, the onset of plastic deformation must be delayed. Restricting the motions of
chains past one another by crosslinking accomplishes this objective. The crosslinks
act as anchor points between the chains and prevent chain slippage from occurring;
the role of crosslinks in the deformation process is illustrated in Figure 8.29. Cross-
linking in many elastomers is carried out in a process called vulcanization, as
discussed below. (4) Finally, the elastomer must be above its glass transition temper-
ature (Section 11.16). The lowest temperature at which rubberlike behavior persists
for many of the common elastomers is between —50 and —90°C (—60 and —130°F).
Below its glass transition temperature, an elastomer becomes brittle such that its
stress—strain behavior resembles curve A in Figure 7.22.

iCrosslinks é
T W —
(b)
()

Ficure 8.29 Schematic representation of crosslinked polymer chain molecules
(a) in an unstressed state and (b) during elastic deformation in response to an
applied tensile stress. (Adapted from Z. D. Jastrzebski, The Nature and
Properties of Engineering Materials, 3rd edition. Copyright 00 1987 by John
Wiley & Sons, New York. Reprinted by permission of John Wiley & Sons, Inc.)
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VULCANIZATION

The crosslinking process in elastomers is called vulcanization, which is achieved by
anonreversible chemical reaction, ordinarily carried out at an elevated temperature.
In most vulcanizing reactions, sulfur compounds are added to the heated elastomer;
chains of sulfur atoms bond with adjacent polymer backbone chains and crosslink
them, which is accomplished according to the following reaction:

HCHs H H HCH; H H
=t RN
W Wl ow
+ (M +n)S— (S)m (S (8.10)
H H H H
~¢-cmc—¢- RN
et ot b 1

in which the two crosslinks shown consist of m and n sulfur atoms. Crosslink main
chain sites are carbon atoms that were doubly bonded before vulcanization, but,
after vulcanization, have become singly bonded.

Unvulcanized rubber is soft and tacky, and has poor resistance to abrasion.
Modulus of elasticity, tensile strength, and resistance to degradation by oxidation
are all enhanced by vulcanization. The magnitude of the modulus of elasticity is
directly proportional to the density of the crosslinks. Stress—strain curves for vulcan-
ized and unvulcanized natural rubber are presented in Figure 8.30. To produce a
rubber that is capable of large extensions without rupture of the primary chain
bonds, there must be relatively few crosslinks, and these must be widely separated.
Useful rubbers result when about 1 to 5 parts (by weight) of sulfur is added to 100
parts of rubber. Increasing the sulfur content further hardens the rubber and also
reduces its extensibility. Also, since they are crosslinked, elastomeric materials are
thermosetting in nature.

10 Ficure 8.30
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SUMMARY

On a microscopic level, plastic deformation of metals corresponds to the motion
of dislocations in response to an externally applied shear stress, a process termed
“slip.”” Slip occurs on specific crystallographic planes and within these planes only
in certain directions. A slip system represents a slip plane-slip direction combina-
tion, and operable slip systems depend on the crystal structure of the material.

{The critical resolved shear stress is the minimum shear stress required to
initiate dislocation motion; the yield strength of a metal single crystal depends on
both the magnitude of the critical resolved shear stress and the orientation of slip
components relative to the direction of the applied stress.}

For polycrystalline metals, slip occurs within each grain along the slip systems
that are most favorably oriented with the applied stress; furthermore, during defor-
mation, grains change shape in such a manner that coherency at the grain boundaries
is maintained.

{Under some circumstances limited plastic deformation may occur in BCC and
HCP metals by mechanical twinning. Normally, twinning is important to the degree
that accompanying crystallographic reorientations make the slip process more favor-
able.}

Since the ease with which a metal is capable of plastic deformation is a function
of dislocation mobility, restricting dislocation motion increases hardness and
strength. On the basis of this principle, three different strengthening mechanisms
were discussed. Grain boundaries serve as barriers to dislocation motion; thus
refining the grain size of a polycrystalline metal renders it harder and stronger.
Solid solution strengthening results from lattice strain interactions between impurity
atoms and dislocations. And, finally, as a metal is plastically deformed, the disloca-
tion density increases, as does also the extent of repulsive dislocation—dislocation
strain field interactions; strain hardening is just the enhancement of strength with
increased plastic deformation.

The microstructural and mechanical characteristics of a plastically deformed
metal specimen may be restored to their predeformed states by an appropriate
heat treatment, during which recovery, recrystallization, and grain growth processes
are allowed to occur. During recovery there is a reduction in dislocation density
and alterations in dislocation configurations. Recrystallization is the formation of
a new set of grains that are strain free; in addition, the material becomes softer
and more ductile. Grain growth is the increase in average grain size of polycrystalline
materials, which proceeds by grain boundary motion.

Any plastic deformation of crystalline ceramics is a result of dislocation motion;
the brittleness of these materials is, in part, explained by the limited number of
operable slip systems. The mode of plastic deformation for noncrystalline materials
is by viscous flow; a material’s resistance to deformation is expressed as viscosity. At
room temperature, the viscosity of many noncrystalline ceramics is extremely high.

During the elastic deformation of a semicrystalline polymer that is stressed in
tension, the constituent molecules elongate in the stress direction by the bending
and stretching of covalent chain bonds. Slight molecular displacements are resisted
by weak secondary bonds.

The mechanism of plastic deformation for semicrystalline polymers having the
spherulitic structure was presented. Tensile deformation is thought to occur in
several stages as both amorphous tie chains and chain-folded block segments (which
separate from the ribbonlike lamellae) become oriented with the tensile axis. Also,
during deformation the shapes of spherulites are altered (for moderate deforma-
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tions); relatively large degrees of deformation lead to a complete destruction of
the spherulites. Furthermore, the predeformed spherulitic structure and macro-
scopic shape may be virtually restored by annealing at an elevated temperature
below the polymer’s melting temperature.

The mechanical behavior of a polymer will be influenced by both inservice and
structural/processing factors. With regard to the former, increasing the temperature
and/or diminishing the strain rate leads to reductions in tensile modulus and tensile
strength, and an enhancement of ductility. In addition, other factors that affect the
mechanical properties include molecular weight, degree of crystallinity, predeforma-
tion drawing, and heat treating. The influence of each of these factors was discussed.

Large elastic extensions are possible for the elastomeric materials that are
amorphous and lightly crosslinked. Deformation corresponds to the unkinking and
uncoiling of chains in response to an applied tensile stress. Crosslinking is often

achieved during a vulcanization process.

IMPORTANT TERMS AND CONCEPTS

Cold working

Critical resolved shear stress
Dislocation density

Grain growth

Lattice strain

Recovery

Slip
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Note: To solve those problems having an asterisk (*) by their numbers, consultation of supplementary
topics [appearing only on the CD-ROM (and not in print)] will probably be necessary.

8.1 To provide some perspective on the dimen-
sions of atomic defects, consider a metal
specimen that has a dislocation density of
10* mm~2. Suppose that all the dislocations
in 2000 mm?3 (1 cm?®) were somehow removed
and linked end to end. How far (in miles)

would this chain extend? Now suppose that
the density is increased to 10'° mm~2 by cold
working. What would be the chain length of
dislocations in 1000 mm? of material?

8.2 Consider two edge dislocations of opposite
sign and having slip planes that are separated



8.3

8.4

8.5

8.6

8.7

8.8

8.9*

8.10*

8.11*

by several atomic distances as indicated in
the diagram. Briefly describe the defect that
results when these two dislocations become
aligned with each other.

L—)

Is it possible for two screw dislocations of
opposite sign to annihilate each other? Ex-
plain your answer.

For each of edge, screw, and mixed dislo-
cations, cite the relationship between the di-
rection of the applied shear stress and the
direction of dislocation line motion.

(a) Define a slip system.

(b) Do all metals have the same slip system?
Why or why not?

(a) Compare planar densities (Section 3.14)
for the (100), (110), and (111) planes for
FCC.

(b) Compare planar densities for the (100),
(110), and (111) planes for BCC.

One slip system for the BCC crystal structure
is {110}111). In a manner similar to Figure
8.6b sketch a {110}-type plane for the BCC
structure, representing atom positions with
circles. Now, using arrows, indicate two dif-
ferent (111) slip directions within this plane.

One slip system for the HCP crystal structure
is {0001}(1120). In a manner similar to Figure
8.6b, sketch a {0001}-type plane for the HCP
structure, and using arrows, indicate three
different (1120) slip directions within this
plane. You might find Figure 3.22 helpful.

Explain the difference between resolved
shear stress and critical resolved shear stress.

Sometimes cos¢ cosA in Equation 8.1 is
termed the Schmid factor. Determine the
magnitude of the Schmid factor for an FCC
single crystal oriented with its [100] direction
parallel to the loading axis.

Consider a metal single crystal oriented such
that the normal to the slip plane and the slip
direction are at angles of 43.1° and 47.9°,
respectively, with the tensile axis. If the criti-
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cal resolved shear stress is 20.7 MPa (3000
psi), will an applied stress of 45 MPa (6500
psi) cause the single crystal to yield? If not,
what stress will be necessary?

A single crystal of aluminum is oriented for
a tensile test such that its slip plane normal
makes an angle of 28.1° with the tensile axis.
Three possible slip directions make angles
of 62.4°, 72.0°, and 81.1° with the same ten-
sile axis.

(a) Which of these three slip directions is
most favored?

(b) If plastic deformation begins at a tensile
stress of 1.95 MPa (280 psi), determine the
critical resolved shear stress for aluminum.

Consider a single crystal of silver oriented
such that a tensile stress is applied along a
[001] direction. Ifslip occurs ona (111) plane
and in a [101] direction, and is initiated at
an applied tensile stress of 1.1 MPa (160 psi),
compute the critical resolved shear stress.

The critical resolved shear stress for iron is
27 MPa (4000 psi). Determine the maximum
possible yield strength for a single crystal of
Fe pulled in tension.

List four major differences between defor-
mation by twinning and deformation by slip
relative to mechanism, conditions of occur-
rence, and final result.

Briefly explain why small-angle grain bound-
aries are not as effective in interfering with
the slip process as are high-angle grain
boundaries.

Briefly explain why HCP metals are typically
more brittle than FCC and BCC metals.

Describe in your own words the three
strengthening mechanisms discussed in this
chapter (i.e., grain size reduction, solid solu-
tion strengthening, and strain hardening). Be
sure to explain how dislocations are involved
in each of the strengthening techniques.

(a) From the plot of yield strength versus
(grain diameter)~Y for a 70 Cu-30 Zn car-
tridge brass, Figure 8.15, determine values
for the constants o, and k, in Equation 8.5.

(b) Now predict the yield strength of this
alloy when the average grain diameter is
1.0 X 10~ mm.
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The lower yield point for an iron that has
an average grain diameter of 5 X 1072 mm
is 135 MPa (19,500 psi). At a grain diameter
of 8 X 1073 mm, the yield point increases to
260 MPa (37,500 psi). At what grain diameter
will the lower yield point be 205 MPa
(30,000 psi)?

If it is assumed that the plot in Figure 8.15
is for noncold-worked brass, determine the
grain size of the alloy in Figure 8.19; assume
its composition is the same as the alloy in
Figure 8.15.

In the manner of Figures 8.17b and 8.18b
indicate the location in the vicinity of an edge
dislocation at which an interstitial impurity
atom would be expected to be situated. Now
briefly explain in terms of lattice strains why
it would be situated at this position.

When making hardness measurements, what
will be the effect of making an indentation
very close to a preexisting indentation?
Why?

(a) Show, for a tensile test, that

%cw=< €
€+

X
1) 100

if there is no change in specimen volume dur-
ing the deformation process (i.e., Agly =
Agly).

(b) Using the result of part a, compute the
percent cold work experienced by naval
brass (the stress—strain behavior of which is
shown in Figure 7.12) when a stress of 400
MPa (58,000 psi) is applied.

Two previously undeformed cylindrical
specimens of an alloy are to be strain hard-
ened by reducing their cross-sectional areas
(while maintaining their circular cross sec-
tions). For one specimen, the initial and de-
formed radii are 16 mm and 11 mm, respec-
tively. The second specimen, with an initial
radius of 12 mm, must have the same de-
formed hardness as the first specimen; com-
pute the second specimen’s radius after de-
formation.

Two previously undeformed specimens of
the same metal are to be plastically deformed
by reducing their cross-sectional areas. One
has a circular cross section, and the other is

rectangular; during deformation the circular
cross section is to remain circular, and the
rectangular is to remain as such. Their origi-
nal and deformed dimensions are as follows:

Circular Rectangular

(diameter, mm) (mm)
Original dimensions 15.2 125 X 175
Deformed dimensions 11.4 75 X 200
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Which of these specimens will be the hardest
after plastic deformation, and why?

A cylindrical specimen of cold-worked cop-
per has a ductility (%EL) of 25%. If its cold-
worked radius is 10 mm (0.40 in.), what was
its radius before deformation?

(a) Whatis the approximate ductility (%EL)
of a brass that has a yield strength of 275
MPa (40,000 psi)?

(b) What is the approximate Brinell hard-
ness of a 1040 steel having a yield strength
of 690 MPa (100,000 psi)?

Experimentally, it has been observed for sin-
gle crystals of a number of metals that the
critical resolved shear stress 7. is a function
of the dislocation density pp as

Terss = To + AV pp

where 7, and A are constants. For copper,
the critical resolved shear stress is 2.10 MPa
(305 psi) at a dislocation density of 105 mm~2,
If it is known that the value of A for copper
is 6.35 X 1073 MPa-mm (0.92 psi-mm), com-
pute the 7 at a dislocation density of 107
mm~2,

Briefly cite the differences between recovery
and recrystallization processes.

Estimate the fraction of recrystallization
from the photomicrograph in Figure 8.21c.

Explain the differences in grain structure for
a metal that has been cold worked and one
that has been cold worked and then recrys-
tallized.

Briefly explain why some metals (e.g., lead
and tin) do not strain harden when deformed
at room temperature.

(a) What is the driving force for recrystalli-
zation?

(b) For grain growth?
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(a) From Figure 8.25, compute the length of
time required for the average grain diameter
to increase from 0.01 to 0.1 mm at 500°C for
this brass material.

(b) Repeat the calculation at 600°C.

The average grain diameter for a brass mate-
rial was measured as a function of time at
650°C, which is tabulated below at two differ-
ent times:

Time Grain Diameter
(min) (mm)
30 3.9 X 1072
90 6.6 X 1072

(a) What was the original grain diameter?

(b) What grain diameter would you predict
after 150 min at 650°C?

An undeformed specimen of some alloy has
an average grain diameter of 0.040 mm. You
are asked to reduce its average grain diame-
ter to 0.010 mm. Is this possible? If so, ex-
plain the procedures you would use and
name the processes involved. If it is not pos-
sible, explain why.

Grain growth is strongly dependent on tem-
perature (i.e., rate of grain growth increases
with increasing temperature), yet tempera-
ture is not explicitly given as a part of Equa-
tion 8.7.

(a) Into which of the parameters in this ex-
pression would you expect temperature to
be included?

(b) On the basis of your intuition, cite an
explicit expression for this temperature de-
pendence.

An uncold-worked brass specimen of aver-
age grain size 0.008 mm has a yield strength
of 160 MPa (23,500 psi). Estimate the yield
strength of this alloy after it has been heated
to 600°C for 1000 s, if it is known that the
value of k, is 12.0 MPa-mm*?2 (1740 psi-
mm1/2)_

Cite one reason why ceramic materials are,
in general, harder yet more brittle than
metals.

In your own words, describe the mechanisms
by which semicrystalline polymers (a) elas-
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tically deform and (b) plastically deform, and
(c) by which elastomers elastically deform.

Briefly explain how each of the following
influences the tensile modulus of a semicrys-
talline polymer and why:

(a) molecular weight;

(b) degree of crystallinity;

(c) deformation by drawing;

(d) annealing of an undeformed material;
(e) annealing of a drawn material.

Briefly explain how each of the following
influences the tensile or yield strength of a
semicrystalline polymer and why:

(a) molecular weight;

(b) degree of crystallinity;

(c) deformation by drawing;

(d) annealing of an undeformed material.

Normal butane and isobutane have boiling
temperatures of —0.5and —12.3°C (31.1 and
9.9°F), respectively. Briefly explain this be-
havior on the basis of their molecular struc-
tures, as presented in Section 4.2.

The tensile strength and number-average
molecular weight for two polymethyl meth-
acrylate materials are as follows:

Tensile Strength Number Average

(MPa) Molecular Weight (g/mol)
107 40,000
170 60,000

Estimate the tensile strength at a number-
average molecular weight of 30,000 g/mol.

The tensile strength and number-average

molecular weight for two polyethylene mate-
rials are as follows:

Tensile Strength Number Average

(MPa) Molecular Weight (g/mol)
85 12,700
150 28,500

Estimate the number-average molecular
weight that is required to give a tensile
strength of 195 MPa.

For each of the following pairs of polymers,
do the following: (1) state whether or not it
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is possible to decide if one polymer has a
higher tensile modulus than the other; (2) if
this is possible, note which has the higher
tensile modulus and then cite the reason(s)
for your choice; and (3) if it is not possible
to decide, then state why.

(a) Syndiotactic polystyrene having a num-
ber-average molecular weight of 400,000 g/
mol; isotactic polystyrene having a number-
average molecular weight of 650,000 g/mol.

(b) Branched and atactic polyvinyl chloride
with a weight-average molecular weight of
100,000 g/mol; linear and isotactic polyvinyl
chloride having a weight-average molecular
weight of 75,000 g/mol.

(c) Random styrene-butadiene copolymer
with 5% of possible sites crosslinked; block
styrene-butadiene copolymer with 10% of
possible sites crosslinked.

(d) Branched polyethylene with a number-
average molecular weight of 100,000 g/mol;
atactic polypropylene with a number-aver-
age molecular weight of 150,000 g/mol.

For each of the following pairs of polymers,
do the following: (1) state whether or not it
is possible to decide if one polymer has a
higher tensile strength than the other; (2) if
this is possible, note which has the higher
tensile strengh and then cite the reason(s)
for your choice; and (3) if it is not possible
to decide, then state why.

(a) Syndiotactic polystyrene having a num-
ber-average molecular weight of 600,000 g/
mol; isotactic polystyrene having a number-
average molecular weight of 500,000 g/mol.

(b) Linear and isotactic polyvinyl chloride
with a weight-average molecular weight of
100,000 g/mol; branched and atactic poly-
vinyl chloride having a weight-average mo-
lecular weight of 75,000 g/mol.

(c) Graft acrylonitrile-butadiene copolymer
with 10% of possible sites crosslinked; alter-
nating acrylonitrile-butadiene copolymer
with 5% of possible sites crosslinked.

(d) Network polyester; lightly branched
polytetrafluoroethylene.

Would you expect the tensile strength of po-
lychlorotrifluoroethylene to be greater than,

8.50*
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the same as, or less than that of a polytetra-
fluoroethylene specimen having the same
molecular weight and degree of crystallin-
ity? Why?

For each of the following pairs of polymers,
plot and label schematic stress—strain curves
on the same graph (i.e., make separate plots
for parts a, b, ¢, and d).

(a) Isotactic and linear polypropylene hav-
ing a weight-average molecular weight of
120,000 g/mol; atactic and linear polypropyl-
ene having a weight-average molecular
weight of 100,000 g/mol.

(b) Branched polyvinyl chloride having a
number-average degree of polymerization of
2000; heavily crosslinked polyvinyl chloride
having a number-average degree of polymer-
ization of 2000.

(c) Poly(styrene-butadiene) random co-
polymer having a number-average molecular
weight of 100,000 g/mol and 10% of the avail-
able sites crosslinked and tested at 20°C;
poly(styrene-butadiene) random copolymer
having a number-average molecular weight
of 120,000 g/mol and 15% of the available
sites crosslinked and tested at —85°C. Hint:
poly(styrene-butadiene) copolymers may
exhibit elastomeric behavior.

(d) Polyisoprene, molecular weight of
100,000 g/mol having 10% of available sites
crosslinked; polyisoprene, molecular weight
of 100,000 g/mol having 20% of available
sites crosslinked. Hint: polyisoprene is a nat-
ural rubber that may display elastomeric be-
havior.

List the two molecular characteristics that
are essential for elastomers.

Which of the following would you expect
to be elastomers and which thermosetting
polymers at room temperature? Justify
each choice.

(a) Epoxy having a network structure.

(b) Lightly crosslinked poly(styrene-butadi-
ene) random copolymer that has a glass-tran-
sition temperature of —50°C.

(c) Lightly branched and semicrystalline
polytetrafluoroethylene that has a glass-
transition temperature of —100°C.



(d) Heavily crosslinked poly(ethylene-pro-
pylene) random copolymer that has a glass-
transition temperature of 0°C.

(e) Thermoplastic elastomer that has a
glass-transition temperature of 75°C.

8.53 In terms of molecular structure, explain why
phenol-formaldehyde (Bakelite) will not be
an elastomer.

8.54 Ten kilograms of polybutadiene is vulcan-
ized with 4.8 kg sulfur. What fraction of the
possible crosslink sites is bonded to sulfur
crosslinks, assuming that, on the average, 4.5
sulfur atoms participate in each crosslink?

8.55 Compute the weight percent sulfur that must
be added to completely crosslink an alternat-
ing chloroprene-acrylonitrile copolymer, as-
suming that five sulfur atoms participate in
each crosslink.

8.56 The vulcanization of polyisoprene is accom-
plished with sulfur atoms according to Equa-
tion 8.10. If 57 wt% sulfur is combined with
polyisoprene, how many crosslinks will be
associated with each isoprene mer if it is
assumed that, on the average, six sulfur
atoms participate in each crosslink?

8.57 For the vulcanization of polyisoprene, com-
pute the weight percent of sulfur that must
be added to ensure that 8% of possible sites
will be crosslinked; assume that, on the aver-
age, three sulfur atoms are associated with
each crosslink.

8.58 Demonstrate, in a manner similar to Equa-
tion 8.10, how vulcanization may occur in a
chloroprene rubber.

Design Problems

8.D1 Determine whether or not it is possible to
cold work steel so as to give a minimum Bri-
nell hardness of 225 and at the same time
have a ductility of at least 12%EL. Justify
your decision.

8.D2 Determine whether or not it is possible to
cold work brass so as to give a minimum
Brinell hardness of 120 and at the same time

8.D3
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have a ductility of at least 20%EL. Justify
your decision.

A cylindrical specimen of cold-worked steel
has a Brinell hardness of 250.

(a) Estimate its ductility in percent elon-
gation.

(b) Ifthe specimen remained cylindrical dur-
ing deformation and its uncold-worked ra-
dius was 5 mm (0.20 in.), determine its radius
after deformation.

It is necessary to select a metal alloy for an
application that requires a yield strength of
at least 345 MPa (50,000 psi) while main-
taining a minimum ductility (%EL) of 20%.
If the metal may be cold worked, decide
which of the following are candidates: cop-
per, brass, and a 1040 steel. Why?

A cylindrical rod of 1040 steel originally 15.2
mm (0.60 in.) in diameter is to be cold worked
by drawing; the circular cross section will be
maintained during deformation. A cold-
worked tensile strength in excess of 840 MPa
(122,000 psi) and a ductility of at least 12%EL
are desired. Furthermore, the final diameter
must be 10 mm (0.40 in.). Explain how this
may be accomplished.

A cylindrical rod of copper originally 16.0
mm (0.625 in.) in diameter is to be cold
worked by drawing; the circular cross section
will be maintained during deformation. A
cold-worked yield strength in excess of 250
MPa (36,250 psi) and a ductility of at least
12%EL are desired. Furthermore, the final
diameter must be 11.3 mm (0.445 in.). Ex-
plain how this may be accomplished.

A cylindrical 1040 steel rod having a mini-
mum tensile strength of 865 MPa (125,000
psi), a ductility of at least 10%EL, and a final
diameter of 6.0 mm (0.25in.) is desired. Some
7.94 mm (0.313in.) diameter 1040 steel stock,
which has been cold worked 20%, is available.
Describe the procedure you would follow to
obtain this material. Assume that 1040 steel
experiences cracking at 40%CW.
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/ \n oil tanker that fractured in a brittle manner by crack propagation around its girth. (Pho-
tography by Neal Boenzi. Reprinted with permission from The New York Times.)

Why Study Failure?

The design of a component or structure often calls appropriate design principles that may be employed

upon the engineer to minimize the possibility of fail-  to prevent in-service failures. {For example, we dis-
ure. Thus, it is important to understand the mechan- cuss in Section 20.5 material selection and pro-
ics of the various failure modes—i.e., fracture, fa- cessing issues relating to the fatigue of an automo-

tigue, and creep—and, in addition, be familiar with  bile valve spring.}
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Learning Objectives
After studying this chapter you should be able to do the following:

1. Describe the mechanism of crack propagation 6. Briefly describe the phenomenon of crazing.
for both ductile and brittle modes of fracture. 7. Name and describe the two impact fracture

2. Explain why the strengths of brittle materials testing techniques.
are much lower than predicted by theoretical 8. Define fatigue and specify the conditions under
calculations. which it occurs.

3. Define fracture toughness in terms of (a) a 9. From a fatigue plot for some material, deter-
brief statement, and (b) an equation; define all mine (a) the fatigue lifetime (at a specified
parameters in this equation. stress level), and (b) the fatigue strength (at a

{4. Make distinctions between stress intensity fac- specified number of cycles).
tor, fracture toughness, and plane strain fracture 10. Define creep and specify the conditions under
toughness.} which it occurs.

5. Briefly explain why there is normally signifi- 11. Given a creep plot for some material, deter-

cant scatter in the fracture strength for identi-
cal specimens of the same ceramic material.

mine (a) the steady-state creep rate, and (b) the
rupture lifetime.

9.1 INTRODUCTION

The failure of engineering materials is almost always an undesirable event for
several reasons; these include human lives that are put in jeopardy, economic losses,
and the interference with the availability of products and services. Even though
the causes of failure and the behavior of materials may be known, prevention of
failures is difficult to guarantee. The usual causes are improper materials selection
and processing and inadequate design of the component or its misuse. It is the
responsibility of the engineer to anticipate and plan for possible failure and, in the
event that failure does occur, to assess its cause and then take appropriate preventive
measures against future incidents.

Topics to be addressed in this chapter are the following: simple fracture (both
ductile and brittle modes), fundamentals of fracture mechanics, impact fracture
testing, the ductile-to-brittle transition, fatigue, and creep. These discussions include
failure mechanisms, testing techniques, and methods by which failure may be pre-
vented or controlled.

FRACTURE

9.2 FUNDAMENTALS OF FRACTURE

Simple fracture is the separation of a body into two or more pieces in response to
an imposed stress that is static (i.e., constant or slowly changing with time) and at
temperatures that are low relative to the melting temperature of the material. The
applied stress may be tensile, compressive, shear, or torsional; the present discussion
will be confined to fractures that result from uniaxial tensile loads. For engineering
materials, two fracture modes are possible: ductile and brittle. Classification is based
on the ability of a material to experience plastic deformation. Ductile materials
typically exhibit substantial plastic deformation with high energy absorption before
fracture. On the other hand, there is normally little or no plastic deformation with
low energy absorption accompanying a brittle fracture. The tensile stress—strain
behaviors of both fracture types may be reviewed in Figure 7.13.

“Ductile’” and “brittle’” are relative terms; whether a particular fracture is one
mode or the other depends on the situation. Ductility may be quantified in terms
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of percent elongation (Equation 7.11) and percent reduction in area (Equation
7.12). Furthermore, ductility is a function of temperature of the material, the strain
rate, and the stress state. The disposition of normally ductile materials to fail in a
brittle manner is discussed in Section 9.8.

Any fracture process involves two steps—crack formation and propagation—in
response to an imposed stress. The mode of fracture is highly dependent on the
mechanism of crack propagation. Ductile fracture is characterized by extensive
plastic deformation in the vicinity of an advancing crack. Furthermore, the process
proceeds relatively slowly as the crack length is extended. Such a crack is often
said to be stable. That is, it resists any further extension unless there is an increase
in the applied stress. In addition, there will ordinarily be evidence of appreciable
gross deformation at the fracture surfaces (e.g., twisting and tearing). On the other
hand, for brittle fracture, cracks may spread extremely rapidly, with very little
accompanying plastic deformation. Such cracks may be said to be unstable, and
crack propagation, once started, will continue spontaneously without an increase
in magnitude of the applied stress.

Ductile fracture is almost always preferred for two reasons. First, brittle fracture
occurs suddenly and catastrophically without any warning; this is a consequence of
the spontaneous and rapid crack propagation. On the other hand, for ductile frac-
ture, the presence of plastic deformation gives warning that fracture is imminent,
allowing preventive measures to be taken. Second, more strain energy is required
to induce ductile fracture inasmuch as ductile materials are generally tougher. Under
the action of an applied tensile stress, most metal alloys are ductile, whereas ceramics
are notably brittle, and polymers may exhibit both types of fracture.

9.3 DucTiLE FRACTURE

Ductile fracture surfaces will have their own distinctive features on both macroscopic
and microscopic levels. Figure 9.1 shows schematic representations for two charac-
teristic macroscopic fracture profiles. The configuration shown in Figure 9.1a is
found for extremely soft metals, such as pure gold and lead at room temperature,
and other metals, polymers, and inorganic glasses at elevated temperatures. These
highly ductile materials neck down to a point fracture, showing virtually 100%
reduction in area.

The most common type of tensile fracture profile for ductile metals is that
represented in Figure 9.1b, which fracture is preceded by only a moderate amount

’ Ficure 9.1 (a) Highly ductile fracture in

‘ ’ which the specimen necks down to a point.
(b) Moderately ductile fracture after some
necking. (c) Brittle fracture without any
plastic deformation.

@

(b) ©
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Ficure 9.2 Stages in the cup-and-cone
T T T fracture. (a) Initial necking. (b) Small
cavity formation. (c) Coalescence of
cavities to form a crack. (d) Crack
propagation. (e) Final shear fracture at a

OO <=7\  45° angle relative to the tensile direction.
(From K. M. Ralls, T. H. Courtney, and
J. WuIff, Introduction to Materials Science
i i l and Engineering, p. 468. Copyright O
@ (®) © 1976 by John Wiley & Sons, New York.
Reprinted by permission of John Wiley &
T T Sons, Inc.)
Fibrous Shear

(d) (e)

of necking. The fracture process normally occurs in several stages (Figure 9.2).
First, after necking begins, small cavities, or microvoids, form in the interior of the
cross section, as indicated in Figure 9.2b. Next, as deformation continues, these
microvoids enlarge, come together, and coalesce to form an elliptical crack, which
has its long axis perpendicular to the stress direction. The crack continues to grow
in a direction parallel to its major axis by this microvoid coalescence process (Figure
9.2¢). Finally, fracture ensues by the rapid propagation of a crack around the outer
perimeter of the neck (Figure 9.2d), by shear deformation at an angle of about 45°
with the tensile axis—this is the angle at which the shear stress is a maximum.
Sometimes a fracture having this characteristic surface contour is termed a cup-
and-cone fracture because one of the mating surfaces is in the form of a cup, the
other like a cone. In this type of fractured specimen (Figure 9.3a), the central

@ (b)

Ficure 9.3 (a) Cup-and-cone fracture in aluminum. (b) Brittle fracture in a
mild steel.
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interior region of the surface has an irregular and fibrous appearance, which is
indicative of plastic deformation.

FRACTOGRAPHIC STUDIES (CD-ROM)

9.4 BRITTLE FRACTURE

Brittle fracture takes place without any appreciable deformation, and by rapid crack
propagation. The direction of crack motion is very nearly perpendicular to the
direction of the applied tensile stress and yields a relatively flat fracture surface,
as indicated in Figure 9.1c.

Fracture surfaces of materials that failed in a brittle manner will have their
own distinctive patterns; any signs of gross plastic deformation will be absent. For
example, in some steel pieces, a series of V-shaped ‘“‘chevron’ markings may form
near the center of the fracture cross section that point back toward the crack
initiation site (Figure 9.5a). Other brittle fracture surfaces contain lines or ridges
that radiate from the origin of the crack in a fanlike pattern (Figure 9.5b). Often,
both of these marking patterns will be sufficiently coarse to be discerned with the
naked eye. For very hard and fine-grained metals, there will be no discernible
fracture pattern. Brittle fracture in amorphous materials, such as ceramic glasses,
yields a relatively shiny and smooth surface.

For most brittle crystalline materials, crack propagation corresponds to the
successive and repeated breaking of atomic bonds along specific crystallographic
planes; such a process is termed cleavage. This type of fracture is said to be transgran-
ular (or transcrystalline), because the fracture cracks pass through the grains. Macro-
scopically, the fracture surface may have a grainy or faceted texture (Figure 9.3b),
as a result of changes in orientation of the cleavage planes from grain to grain. This
feature is more evident in the scanning electron micrograph shown in Figure 9.6a.

In some alloys, crack propagation is along grain boundaries; this fracture is
termed intergranular. Figure 9.6b is a scanning electron micrograph showing a
typical intergranular fracture, in which the three-dimensional nature of the grains
may be seen. This type of fracture normally results subsequent to the occurrence
of processes that weaken or embrittle grain boundary regions.

9.5a PriNncIPLES oF FRACTURE MECHANICS [DETAILED
VERsIoN (CD-ROM)]

9.5b PrinciPLES oF FRACTURE MECHANICS (CoNCISE

VERSION)

Brittle fracture of normally ductile materials, such as that shown in the chapter-
opening photograph of this chapter, has demonstrated the need for a better under-
standing of the mechanisms of fracture. Extensive research endeavors over the past
several decades have led to the evolution of the field of fracture mechanics. This
subject allows quantification of the relationships between material properties, stress
level, the presence of crack-producing flaws, and crack propagation mechanisms.
Design engineers are now better equipped to anticipate, and thus prevent, structural
failures. The present discussion centers on some of the fundamental principles of
the mechanics of fracture.
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(b)

Ficure 9.5 (a) Photograph showing V-shaped ‘““chevron’ markings characteristic
of brittle fracture. Arrows indicate origin of crack. Approximately actual size.
(From R. W. Hertzberg, Deformation and Fracture Mechanics of Engineering
Materials, 3rd edition. Copyright 00 1989 by John Wiley & Sons, New York.
Reprinted by permission of John Wiley & Sons, Inc. Photograph courtesy of
Roger Slutter, Lehigh University.) (b) Photograph of a brittle fracture surface
showing radial fan-shaped ridges. Arrow indicates origin of crack. Approximately
2X. (Reproduced with permission from D. J. Wulpi, Understanding How
Components Fail, American Society for Metals, Materials Park, OH, 1985.)

STRESS CONCENTRATION

The measured fracture strengths for most brittle materials are significantly lower
than those predicted by theoretical calculations based on atomic bonding energies.
This discrepancy is explained by the presence of very small, microscopic flaws or
cracks that always exist under normal conditions at the surface and within the
interior of a body of material. These flaws are a detriment to the fracture strength
because an applied stress may be amplified or concentrated at the tip, the magnitude
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Ficure 9.6 ()
Scanning electron
fractograph of ductile
cast iron showing a
transgranular fracture
surface. Magnification
unknown. (From V. J.
Colangelo and F. A.
Heiser, Analysis of
Metallurgical Failures,
2nd edition. Copyright
0 1987 by John
Wiley & Sons, New
York. Reprinted by
permission of John
Wiley & Sons, Inc.)
(b) Scanning electron
fractograph showing
an intergranular
fracture surface. 50X.
(Reproduced with
permission from ASM
Handbook, Vol. 12,
Fractography, ASM
International,
Materials Park, OH,
1987.)

of this amplification depending on crack orientation and geometry. This phenome-
non is demonstrated in Figure 9.7, a stress profile across a cross section containing
an internal crack. As indicated by this profile, the magnitude of this localized stress
diminishes with distance away from the crack tip. At positions far removed, the
stress is just the nominal stress oy, or the load divided by the specimen cross-
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Ficure 9.7 (a) The geometry of surface and internal cracks. (b) Schematic
stress profile along the line X-X" in (a), demonstrating stress amplification at
crack tip positions.

sectional area (perpendicular to this load). Due to their ability to amplify an applied
stress in their locale, these flaws are sometimes called stress raisers.

If it is assumed that a crack has an elliptical shape and is oriented perpendicular
to the applied stress, the maximum stress at the crack tip, on,, may be approxi-
mated by

<a>1/2
Om = 200| — .
o\ (9.1b)

where gy is the magnitude of the nominal applied tensile stress, p; is the radius of
curvature of the crack tip (Figure 9.7a), and a represents the length of a surface
crack, or half of the length of an internal crack. For a relatively long microcrack
that has a small tip radius of curvature, the factor (a/p)"? may be very large. This
will yield a value of a;, that is many times the value of oy.

Sometimes the ratio o,/0y is denoted as the stress concentration factor K;:

oo a\M2
Ki=—=2|— 9.2)
0p Pt

which is simply a measure of the degree to which an external stress is amplified at
the tip of a crack.

By way of comment, it should be said that stress amplification is not restricted
to these microscopic defects; it may occur at macroscopic internal discontinuities
(e.g., voids), at sharp corners, and at notches in large structures.

Furthermore, the effect of a stress raiser is more significant in brittle than
in ductile materials. For a ductile material, plastic deformation ensues when the
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maximum stress exceeds the yield strength. This leads to a more uniform distribution
of stress in the vicinity of the stress raiser and to the development of a maximum
stress concentration factor less than the theoretical value. Such yielding and stress
redistribution do not occur to any appreciable extent around flaws and discontinu-
ities in brittle materials; therefore, essentially the theoretical stress concentration
will result.

Using principles of fracture mechanics, it is possible to show that the critical
stress o required for crack propagation in a brittle material is described by the ex-

pression
_ 2Ey5 1/2
Oc = ( o > (93)

where
E = modulus of elasticity
vs = specific surface energy
a = one half the length of an internal crack

All brittle materials contain a population of small cracks and flaws that have
a variety of sizes, geometries, and orientations. When the magnitude of a tensile
stress at the tip of one of these flaws exceeds the value of this critical stress, a crack
forms and then propagates, which results in fracture. Very small and virtually defect-
free metallic and ceramic whiskers have been grown with fracture strengths that
approach their theoretical values.

ExampLE ProBLEM 9.1

A relatively large plate of a glass is subjected to a tensile stress of 40 MPa. If
the specific surface energy and modulus of elasticity for this glass are 0.3 J/m?
and 69 GPa, respectively, determine the maximum length of a surface flaw that
is possible without fracture.

SoLuTion

To solve this problem it is necessary to employ Equation 9.3. Rearrangement
of this expression such that a is the dependent variable, and realizing that o =
40 MPa, y; = 0.3 J/m?, and E = 69 GPa leads to

4= 2E);5
To
_ (2)(69 X 10° N/m?)(0.3 N/m)
7 (40 X 108 N/m?)?
=8.2x10"°m = 0.0082 mm = 8.2 um

FRACTURE TOUGHNESS

Furthermore, using fracture mechanical principles, an expression has been devel-
oped that relates this critical stress for crack propagation (o) to crack length (a) as

Ke= Yo, Vra (9.93)
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In this expression K¢ is the fracture toughness, a property that is a measure of a
material’s resistance to brittle fracture when a crack is present. Worth noting is
that K. has the unusual units of MPaVm or psi\/ﬁ. (alternatively ksi\/ﬁ). Further-
more, Y is a dimensionless parameter or function that depends on both crack and
specimen sizes and geometries, as well as the manner of load application.

Relative to this Y parameter, for planar specimens containing cracks that are
much shorter than the specimen width, Y has a value of approximately unity. For
example, for a plate of infinite width having a through-thickness crack (Figure
9.11a), Y = 1.0; whereas for a plate of semi-infinite width containing an edge crack
of length a (Figure 9.11b), Y = 1.1. Mathematical expressions for Y have been
determined for a variety of crack-specimen geometries; these expressions are often
relatively complex.

For relatively thin specimens, the value of K. will depend on specimen thickness.
However, when specimen thickness is much greater than the crack dimensions, K.
becomes independent of thickness; under these conditions a condition of plane
strain exists. By plane strain we mean that when a load operates on a crack in the
manner represented in Figure 9.11a, there is no strain component perpendicular
to the front and back faces. The K. value for this thick-specimen situation is known
as the plane strain fracture toughness K,.; furthermore, it is also defined by

Kic = YoVra (9.11)

K, is the fracture toughness cited for most situations. The I (i.e., Roman numeral
““one’”) subscript for K,. denotes that the plane strain fracture toughness is for
mode | crack displacement, as illustrated in Figure 9.9a° (see page 244).

Brittle materials, for which appreciable plastic deformation is not possible in
front of an advancing crack, have low K. values and are vulnerable to catastrophic
failure. On the other hand, K,. values are relatively large for ductile materials.
Fracture mechanics is especially useful in predicting catastrophic failure in materials

Ficure 9.11 Schematic
representations of (a) an
interior crack in a plate of
infinite width, and (b) an
edge crack in a plate of
semi-infinite width.

5 Two other crack displacement modes denoted by Il and 111 and as illustrated in Figures
9.9b and 9.9c are also possible; however, mode | is most commonly encountered.
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Ficure 9.9 The three
modes of crack surface
displacement. (a) Mode
I, opening or tensile
mode; (b) mode II,
sliding mode; and (c)
mode 111, tearing mode.

(@) (b) (©

having intermediate ductilities. Plane strain fracture toughness values for a number
of different materials are presented in Table 9.1; a more extensive list of K, values
is contained in Table B.5, Appendix B.

The plane strain fracture toughness K. is a fundamental material property that
depends on many factors, the most influential of which are temperature, strain rate,
and microstructure. The magnitude of K, diminishes with increasing strain rate and

Table 9.1 Room-Temperature Yield Strength and Plane Strain
Fracture Toughness Data for Selected Engineering Materials

Yield Strength Kie
Material MPa ksi MPaVm ksiVin.
Metals

Aluminum Alloy? 495 72 24 22
(7075-T651)

Aluminum Alloy? 345 50 44 40
(2024-T3)

Titanium Alloy? 910 132 55 50
(Ti-6Al-4V)

Alloy Steel? 1640 238 50.0 45.8
(4340 tempered @ 260°C)

Alloy Steel? 1420 206 87.4 80.0
(4340 tempered @ 425°C)

Ceramics

Concrete — — 0.2-1.4 0.18-1.27

Soda-Lime Glass — — 0.7-0.8 0.64-0.73

Aluminum Oxide — — 2.7-5.0 2.5-4.6

Polymers

Polystyrene — — 0.7-1.1 0.64-1.0
(PS)

Polymethyl Methacrylate 53.8-73.1 7.8-10.6 0.7-1.6 0.64-15
(PMMA)

Polycarbonate 62.1 9.0 2.2 2.0
(PC)

2 Source: Reprinted with permission, Advanced Materials and Processes, ASM Interna-
tional, O 1990.
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decreasing temperature. Furthermore, an enhancement in yield strength wrought by
solid solution or dispersion additions or by strain hardening generally produces a
corresponding decrease in K. Furthermore, K,. normally increases with reduction
in grain size as composition and other microstructural variables are maintained
constant. Yield strengths are included for some of the materials listed in Table 9.1.
Furthermore, K. normally increases with reduction in grain size as composition
and other microstructural variables are maintained constant.

Several different testing techniques are used to measure K. Virtually any
specimen size and shape consistent with mode | crack displacement may be utilized,
and accurate values will be realized provided that the Y scale parameter in Equation
9.11 has been properly determined.

DESIGN USING FRACTURE MECHANICS

According to Equations 9.9a and 9.11, three variables must be considered relative
to the possibility for fracture of some structural component—viz. the fracture
toughness (K.) or plane strain fracture toughness (K,.), the imposed stress (o), and
the flaw size (@), assuming, of course, that Y has been determined. When designing
a component, it is first important to decide which of these variables are constrained
by the application and which are subject to design control. For example, material
selection (and hence K. or K,.) is often dictated by factors such as density (for
lightweight applications) or the corrosion characteristics of the environment. Or,
the allowable flaw size is either measured or specified by the limitations of available
flaw detection techniques. Itisimportant to realize, however, that once any combina-
tion of two of the above parameters is prescribed, the third becomes fixed (Equations
9.9a and 9.11). For example, assume that K, and the magnitude of a are specified
by application constraints; therefore, the design (or critical) stress o, must be

Kic
O =—F—— 9.13
YVmra ( )

On the other hand, if stress level and plane strain fracture toughness are fixed by
the design situation, then the maximum allowable flaw size a. is

1K)
a;. = ; (0'_Y> (9.14)

A number of nondestructive test (NDT) techniques have been developed that
permit detection and measurement of both internal and surface flaws. Such NDT
methods are used to avoid the occurrence of catastrophic failure by examining
structural components for defects and flaws that have dimensions approaching the
critical size.

DesicN ExampLE 9.1

Consider the thin-walled spherical tank of radius r and thickness t (Figure 9.15)
that may be used as a pressure vessel.

6 See for example ASTM Standard E 399, “Standard Test Method for Plane Strain Fracture
Toughness of Metallic Materials.”
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Ficure 9.15 Schematic
diagram showing the
cross section of a
spherical tank that is
subjected to an internal
pressure p, and that has
a radial crack of length
2a in its wall.

(a) One design of such a tank calls for yielding of the wall material prior to failure
as a result of the formation of a crack of critical size and its subsequent rapid
propagation. Thus, plastic distortion of the wall may be observed and the pressure
within the tank released before the occurrence of catastrophic failure. Consequently,
materials having large critical crack lengths are desired. On the basis of this criterion,
rank the metal alloys listed in Table B.5, Appendix B, as to critical crack size, from
longest to shortest.

(b) An alternative design that is also often utilized with pressure vessels is termed
leak-before-break. Using principles of fracture mechanics, allowance is made for
the growth of a crack through the thickness of the vessel wall prior to the occurrence
of rapid crack propagation (Figure 9.15). Thus, the crack will completely penetrate
the wall without catastrophic failure, allowing for its detection by the leaking of
pressurized fluid. With this criterion the critical crack length a. (i.e., one-half of
the total internal crack length) is taken to be equal to the pressure vessel thickness
t. Allowance for a. = tinstead of a, = t/2 assures that fluid leakage will occur prior
to the buildup of dangerously high pressures. Using this criterion, rank the metal
alloys in Table B.5, Appendix B as to the maximum allowable pressure.

For this spherical pressure vessel, the circumferential wall stress o is a function
of the pressure p in the vessel and the radius r and wall thickness t according to

_pr

o= (9.15)

For both parts (a) and (b) assume a condition of plane strain.

SoLuTiION

(a) For the first design criterion, it is desired that the circumferential wall stress
be less than the yield strength of the material. Substitution of ¢, for o in Equation
9.11, and incorporation of a factor of safety N leads to

K=Y (%) Vra, (9.16)

where a. is the critical crack length. Solving for a. yields the following expression:

ON? (K )
a = v ( Uy) (9.17)
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Table 9.2 Ranking of Several Metal
Alloys Relative to Critical Crack Length
(Yielding Criterion) for a Thin-Walled
Spherical Pressure Vessel

(=)
Material oy (mm)
Medium carbon (1040) steel 431
AZ31B magnesium 19.6
2024 aluminum (T3) 16.3
Ti-5Al-2.55n titanium 6.6
4140 steel 53
(tempered @ 482°C)
4340 steel 3.8
(tempered @ 425°C)
Ti-6Al-4V titanium 3.7
17-7PH steel 3.4
7075 aluminum (T651) 2.4
4140 steel 1.6
(tempered @ 370°C)
4340 Steel 0.93

(tempered @ 260°C)

Therefore, the critical crack length is proportional to the square of the Kc-oy ratio,
which is the basis for the ranking of the metal alloys in Table B.5. The ranking is
provided in Table 9.2, where it may be seen that the medium carbon (1040) steel
with the largest ratio has the longest critical crack length, and, therefore, is the
most desirable material on the basis of this criterion.

(b) As stated previously, the leak-before-break criterion is just met when one-half

of the internal crack length is equal to the thickness of the pressure vessel—i.e.,
when a = t. Substitution of a = t into Equation 9.11 gives

Kic = YoVt (9.18)
And, from Equation 9.15
p=Pr (9.19)
20

The stress is replaced by the yield strength, inasmuch as the tank should be designed
to contain the pressure without yielding; furthermore, substitution of Equation 9.19
into Equation 9.18, after some rearrangement, yields the following expression:

p 2 (K%‘:) (9.20)

RVE]
Yerr\ oy

Hence, for some given spherical vessel of radius r, the maximum allowable pressure
consistent with this leak-before-break criterion is proportional to K{./oy. The same
several materials are ranked according to this ratio in Table 9.3; as may be noted,
the medium carbon steel will contain the greatest pressures.

Of the eleven metal alloys that are listed in Table B.5, the medium carbon
steel ranks first according to both yielding and leak-before-break criteria. For these
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Table 9.3 Ranking of Several Metal
Alloys Relative to Maximum Allowable
Pressure (Leak-Before-Break Criterion) for
a Thin-Walled Spherical Pressure Vessel

K MPa-m
0_( -m)

Material Y

Medium carbon (1040) steel 11.2

4140 steel 6.1
(tempered @ 482°C)

Ti-5Al-2.55n titanium 5.8

2024 aluminum (T3) 5.6

4340 steel 54
(tempered @ 425°C)

17-7PH steel 44

AZ31B magnesium 3.9

Ti-6Al-4V titanium 3.3

4140 steel 24
(tempered @ 370°C)

4340 steel 15
(tempered @ 260°C)

7075 aluminum (T651) 1.2

reasons, many pressure vessels are constructed of medium carbon steels, when
temperature extremes and corrosion need not be considered. \

9.6 BRITTLE FRACTURE OF CERAMICS

At room temperature, both crystalline and noncrystalline ceramics almost always
fracture before any plastic deformation can occur in response to an applied tensile
load. Furthermore, the mechanics of brittle fracture and principles of fracture
mechanics developed earlier in this chapter also apply to the fracture of this group
of materials.

It should be noted that stress raisers in brittle ceramics may be minute surface
or interior cracks (microcracks), internal pores, and grain corners, which are virtually
impossible to eliminate or control. For example, even moisture and contaminants
in the atmosphere can introduce surface cracks in freshly drawn glass fibers; these
cracks deleteriously affect the strength. In addition, plane strain fracture toughness
values for ceramic materials are smaller than for metals; typically they are below

- | 1w MPaV'm (9 ksiVin.). Values of K, for several ceramic materials are included
in Table 9.1 and Table B.5, Appendix B.

There is usually considerable variation and scatter in the fracture strength for
many specimens of a specific brittle ceramic material. A distribution of fracture
strengths for portland cement is shown in Figure 9.16. This phenomenon may be
explained by the dependence of fracture strength on the probability of the existence
of a flaw that is capable of initiating a crack. This probability varies from specimen
to specimen of the same material and depends on fabrication technique and any
subsequent treatment. Specimen size or volume also influences fracture strength;
the larger the specimen, the greater this flaw existence probability, and the lower
the fracture strength.
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Strength (psi) Ficure 9.16 The frequency distribution of
200 300 400 500 observed fracture strengths for a portland
0.16 7 T \ T \ T \ cement. (From W. Weibull, Ing. Vetensk.
Akad., Proc. 151, No. 153, 1939.)
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For compressive stresses, there is no stress amplification associated with any
existent flaws. For this reason, brittle ceramics display much higher strengths in
compression than in tension (on the order of a factor of 10), and they are generally
utilized when load conditions are compressive. Also, the fracture strength of a
brittle ceramic may be enhanced dramatically by imposing residual compressive
stresses at its surface. {One way this may be accomplished is by thermal tempering
(see Section 14.7).}

Statistical theories have been developed that in conjunction with experimental
data are used to determine the risk of fracture for a given material; a discussion
of these is beyond the scope of the present treatment. However, due to the dispersion
in the measured fracture strengths of brittle ceramic materials, average values and
factors of safety as discussed in Sections 7.19 and 7.20 are not normally employed
for design purposes.

STATIC FATIGUE (CD-ROM)

9.7 FrRACTURE OF POLYMERS

The fracture strengths of polymeric materials are low relative to those of metals
and ceramics. As a general rule, the mode of fracture in thermosetting polymers
is brittle. In simple terms, associated with the fracture process is the formation of
cracks at regions where there is a localized stress concentration (i.e., scratches,
notches, and sharp flaws). Covalent bonds in the network or crosslinked structure
are severed during fracture.

For thermoplastic polymers, both ductile and brittle modes are possible, and
many of these materials are capable of experiencing a ductile-to-brittle transition.
Factors that favor brittle fracture are a reduction in temperature, an increase in
strain rate, the presence of a sharp notch, increased specimen thickness, and, in
addition, a modification of the polymer structure (chemical, molecular, and/or
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Fibrillar bridges

Microvoids Crack

(@ (b)
Ficure 9.17 Schematic drawings of (a) a craze showing microvoids and fibrillar
bridges, and (b) a craze followed by a crack. (From J. W. S. Hearle, Polymers
and Their Properties, VVol. 1, Fundamentals of Structure and Mechanics, Ellis
Horwood, Ltd., Chichester, West Sussex, England, 1982.)

microstructural). Glassy thermoplastics are brittle at relatively low temperatures;
as the temperature is raised, they become ductile in the vicinity of their glass
transition temperatures and experience plastic yielding prior to fracture. This behav-
ior is demonstrated by the stress—strain characteristics of polymethyl methacrylate
in Figure 7.24. At 4°C, PMMA is totally brittle, whereas at 60°C it becomes ex-
tremely ductile.

One phenomenon that frequently precedes fracture in some glassy thermoplas-
tic polymers is crazing. Associated with crazes are regions of very localized yielding,
which lead to the formation of small and interconnected microvoids (Figure 9.17a).
Fibrillar bridges form between these microvoids wherein molecular chains become
oriented. If the applied tensile load is sufficient, these bridges elongate and break,
causing the microvoids to grow and coalesce; as the microvoids coalesce, cracks
begin to form, as demonstrated in Figure 9.17b. A craze is different from a crack
in that it can support a load across its face. Furthermore, this process of craze
growth prior to cracking absorbs fracture energy and effectively increases the frac-
ture toughness of the polymer. Crazes form at highly stressed regions associated
with scratches, flaws, and molecular inhomogeneities; in addition, they propagate
perpendicular to the applied tensile stress, and typically are 5 um or less thick.
Figure 9.18 is a photomicrograph in which a craze is shown.

Principles of fracture mechanics developed in Section 9.5 also apply to brittle
and quasi-brittle polymers. The magnitude of K,. will depend on characteristics of
the polymer (i.e., molecular weight, percent crystallinity, etc.) as well as temperature,
strain rate, and the external environment. Representative values of K, for several
polymers are included in Table 9.1 and Table B.5, Appendix B.

9.8 ImpACT FRACTURE TESTING

Prior to the advent of fracture mechanics as a scientific discipline, impact testing
techniques were established so as to ascertain the fracture characteristics of materi-
als. It was realized that the results of laboratory tensile tests could not be extrapo-
lated to predict fracture behavior; for example, under some circumstances normally
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Ficure 9.18 Photomicrograph of a
craze in polyphenylene oxide. (From
R. P. Kambour and R. E. Robertson,
“The Mechanical Properties of
Plastics,” in Polymer Science, A
Materials Science Handbook, A. D.
Jenkins, Editor. Reprinted with
permission of Elsevier Science
Publishers.)

ductile metals fracture abruptly and with very little plastic deformation. Impact test
conditions were chosen to represent those most severe relative to the potential for
fracture, namely, (1) deformation at a relatively low temperature, (2) a high strain
rate (i.e., rate of deformation), and (3) a triaxial stress state (which may be intro-
duced by the presence of a notch).

IMPACT TESTING TECHNIQUES

Two standardized tests,” the Charpy and lzod, were designed and are still used to
measure the impact energy, sometimes also termed notch toughness. The Charpy
V-notch (CVN) technique is most commonly used in the United States. For both
Charpy and lzod, the specimen is in the shape of a bar of square cross section, into
which a V-notch is machined (Figure 9.19a). The apparatus for making V-notch
impact tests is illustrated schematically in Figure 9.19b. The load is applied as an
impact blow from a weighted pendulum hammer that is released from a cocked
position at a fixed height h. The specimen is positioned at the base as shown. Upon
release, a knife edge mounted on the pendulum strikes and fractures the specimen
at the notch, which acts as a point of stress concentration for this high velocity
impact blow. The pendulum continues its swing, rising to a maximum height h’,
which is lower than h. The energy absorption, computed from the difference between
h and h’, is a measure of the impact energy. The primary difference between the
Charpy and lzod techniques lies in the manner of specimen support, as illustrated
in Figure 9.19b. Furthermore, these are termed impact tests in light of the manner
of load application. Variables including specimen size and shape as well as notch
configuration and depth influence the test results.

Both plane strain fracture toughness and these impact tests determine the
fracture properties of materials. The former are quantitative in nature, in that a
specific property of the material is determined (i.e., K,.). The results of the impact

” ASTM Standard E 23, “Standard Test Methods for Notched Bar Impact Testing of Metal-
lic Materials.”
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Ficure 9.19 (a)
Specimen used for
Charpy and lzod
impact tests. (b) A
schematic drawing of
an impact testing
apparatus. The hammer
is released from fixed
height h and strikes the
specimen; the energy
expended in fracture is
reflected in the
difference between h
and the swing height h’.
Specimen placements
for both Charpy and
Izod tests are also
shown. (Figure (b)
adapted from H. W.
Hayden, W. G. Moffatt,
and J. Wulff, The
Structure and Properties
of Materials, Vol. 11,
Mechanical Behavior, p.
13. Copyright O 1965
by John Wiley & Sons,
New York. Reprinted
by permission of John
Wiley & Sons, Inc.)
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tests, on the other hand, are more qualitative and are of little use for design
purposes. Impact energies are of interest mainly in a relative sense and for making
comparisons—absolute values are of little significance. Attempts have been made
to correlate plane strain fracture toughnesses and CVVN energies, with only limited
success. Plane strain fracture toughness tests are not as simple to perform as impact
tests; furthermore, equipment and specimens are more expensive.



Ficure 9.20
Temperature
dependence of the
Charpy V-notch impact
energy (curve A) and
percent shear fracture
(curve B) for an A283
steel. (Reprinted from
Welding Journal. Used
by permission of the
American Welding
Society.)
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DUCTILE-TO-BRITTLE TRANSITION

One of the primary functions of Charpy and lIzod tests is to determine whether or
not a material experiences a ductile-to-brittle transition with decreasing temperature
and, if so, the range of temperatures over which it occurs. The ductile-to-brittle
transition is related to the temperature dependence of the measured impact energy
absorption. This transition is represented for a steel by curve A in Figure 9.20. At
higher temperatures the CVVN energy is relatively large, in correlation with a ductile
mode of fracture. As the temperature is lowered, the impact energy drops suddenly
over a relatively narrow temperature range, below which the energy has a constant
but small value; that is, the mode of fracture is brittle.

Alternatively, appearance of the failure surface is indicative of the nature of
fracture, and may be used in transition temperature determinations. For ductile
fracture this surface appears fibrous or dull (or of shear character); conversely,
totally brittle surfaces have a granular (shiny) texture (or cleavage character).
Over the ductile-to-brittle transition, features of both types will exist (Figure 9.21).
Frequently, the percent shear fracture is plotted as a function of temperature—curve
B in Figure 9.20.

For many alloys there is a range of temperatures over which the ductile-to-
brittle transition occurs (Figure 9.20); this presents some difficulty in specifying
a single ductile-to-brittle transition temperature. No explicit criterion has been
established, and so this temperature is often defined as that temperature at which
the CVN energy assumes some value (e.g., 20 J or 15 ft-1b;), or corresponding to
some given fracture appearance (e.g., 50% fibrous fracture). Matters are further
complicated inasmuch as a different transition temperature may be realized for
each of these criteria. Perhaps the most conservative transition temperature is that
at which the fracture surface becomes 100% fibrous; on this basis, the transition
temperature is approximately 110°C (230°F) for the steel alloy that is the subject
of Figure 9.20.
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Ficure 9.21 Photograph of fracture surfaces of A36 steel Charpy V-notch
specimens tested at indicated temperatures (in °C). (From R. W. Hertzberg,
Deformation and Fracture Mechanics of Engineering Materials, 3rd edition, Fig.
9.6, p. 329. Copyright O 1989 by John Wiley & Sons, Inc., New York. Reprinted
by permission of John Wiley & Sons, Inc.)

Structures constructed from alloys that exhibit this ductile-to-brittle behavior
should be used only at temperatures above the transition temperature, to avoid
brittle and catastrophic failure. Classic examples of this type of failure occurred,
with disastrous consequences, during World War Il when a number of welded
transport ships, away from combat, suddenly and precipitously split in half. The
vessels were constructed of a steel alloy that possessed adequate ductility according
to room-temperature tensile tests. The brittle fractures occurred at relatively low
ambient temperatures, at about 4°C (40°F), in the vicinity of the transition tempera-
ture of the alloy. Each fracture crack originated at some point of stress concentration,
probably a sharp corner or fabrication defect, and then propagated around the
entire girth of the ship.

Not all metal alloys display a ductile-to-brittle transition. Those having FCC
crystal structures (including aluminum- and copper-based alloys) remain ductile
even at extremely low temperatures. However, BCC and HCP alloys experience
this transition. For these materials the transition temperature is sensitive to both
alloy composition and microstructure. For example, decreasing the average grain
size of steels results in a lowering of the transition temperature. Hence, refining
the grain size both strengthens (Section 8.9) and toughens steels. In contrast, increas-
ing the carbon content, while increasing the strength of steels, also raises the CVN
transition of steels, as indicated in Figure 9.22.

Izod or Charpy tests are also conducted to assess impact strength of polymeric
materials. As with metals, polymers may exhibit ductile or brittle fracture under
impact loading conditions, depending on the temperature, specimen size, strain
rate, and mode of loading, as discussed in the preceding section. Both semicrystalline
and amorphous polymers are brittle at low temperatures, and both have relatively
low impact strengths. However, they experience a ductile-to-brittle transition over
a relatively narrow temperature range, similar to that shown for a steel in Figure
9.20. Of course, impact strength undergoes a gradual decrease at still higher tempera-
tures as the polymer begins to soften. Ordinarily, the two impact characteristics
most sought after are a high impact strength at the ambient temperature and a
ductile-to-brittle transition temperature that lies below room temperature.

Most ceramics also experience a ductile-to-brittle transition, which occurs only
at elevated temperatures—ordinarily in excess of 1000°C (1850°F).
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FATIGUE

Fatigue is a form of failure that occurs in structures subjected to dynamic and
fluctuating stresses (e.g., bridges, aircraft, and machine components). Under these
circumstances it is possible for failure to occur at a stress level considerably lower
than the tensile or yield strength for a static load. The term ““fatigue” is used
because this type of failure normally occurs after a lengthy period of repeated stress
or strain cycling. Fatigue is important inasmuch as it is the single largest cause of
failure in metals, estimated to comprise approximately 90% of all metallic failures;
polymers and ceramics (except for glasses) are also susceptible to this type of
failure. Furthermore, it is catastrophic and insidious, occurring very suddenly and
without warning.

Fatigue failure is brittlelike in nature even in normally ductile metals, in that
there is very little, if any, gross plastic deformation associated with failure. The
process occurs by the initiation and propagation of cracks, and ordinarily the fracture
surface is perpendicular to the direction of an applied tensile stress.

9.9 CvcLICc STRESSES

The applied stress may be axial (tension-compression), flexural (bending), or tor-
sional (twisting) in nature. In general, three different fluctuating stress—time modes
are possible. One is represented schematically by a regular and sinusoidal time
dependence in Figure 9.23a, wherein the amplitude is symmetrical about a mean
zero stress level, for example, alternating from a maximum tensile stress (omay) t0
a minimum compressive stress (omin) Of equal magnitude; this is referred to as a
reversed stress cycle. Another type, termed repeated stress cycle, is illustrated in
Figure 9.23b; the maxima and minima are asymmetrical relative to the zero stress
level. Finally, the stress level may vary randomly in amplitude and frequency, as
exemplified in Figure 9.23c.



256

Chapter 9 / Failure

Tmax

Tension
+
e

Stress

Compression
-

Tmin

Tmax

c
2
2+
(3]
w -
(%}
(&)
o
) 0
o
2
(%]
17} Tmi
&> | min
o
o
£
o
o
c
2
2+
()
w -
(%3
(]
o
n
c
2
[72)
1%
[
o
Qo
£
o
o

Time ———

©

Ficure 9.23 Variation
of stress with time that
accounts for fatigue
failures. (a) Reversed
stress cycle, in which the
stress alternates from a
maximum tensile stress
(+) to a maximum
compressive stress (—) of
equal magnitude. (b)
Repeated stress cycle, in
which maximum and
minimum stresses are
asymmetrical relative to
the zero stress level;
mean stress o, range of
stress o, and stress
amplitude o, are
indicated. (¢) Random
stress cycle.

Also indicated in Figure 9.23b are several parameters used to characterize the
fluctuating stress cycle. The stress amplitude alternates about a mean stress oy,
defined as the average of the maximum and minimum stresses in the cycle, or

_ Omax T Omin

(9.21)

Furthermore, the range of stress o is just the difference between ona and omin,

namely,

(9.22)
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Stress amplitude o, is just one half of this range of stress, or

0a = %f — ool 5 Imin (9.23)

Finally, the stress ratio R is just the ratio of minimum and maximum stress ampli-
tudes:

R = Zmin (9.24)

Omax

By convention, tensile stresses are positive and compressive stresses are negative.
For example, for the reversed stress cycle, the value of R is —1.

CURVE

As with other mechanical characteristics, the fatigue properties of materials can be
determined from laboratory simulation tests.® A test apparatus should be designed
to duplicate as nearly as possible the service stress conditions (stress level, time
frequency, stress pattern, etc.). A schematic diagram of a rotating-bending test
apparatus, commonly used for fatigue testing, is shown in Figure 9.24; the compres-
sion and tensile stresses are imposed on the specimen as it is simultaneously bent and
rotated. Tests are also frequently conducted using an alternating uniaxial tension-
compression stress cycle.

A series of tests are commenced by subjecting a specimen to the stress cycling
at a relatively large maximum stress amplitude (omax), Usually on the order of two
thirds of the static tensile strength; the number of cycles to failure is counted. This
procedure is repeated on other specimens at progressively decreasing maximum
stress amplitudes. Data are plotted as stress S versus the logarithm of the number
N of cycles to failure for each of the specimens. The values of S are normally taken
as stress amplitudes (o, Equation 9.23); on occasion, oma OF omin Values may
be used.

Flexible coupling

Counter
—

High-speed

Bearing housing g housid

pearin

Load Load

Ficure 9.24 Schematic diagram of fatigue testing apparatus for making
rotating-bending tests. (From Materials Science in Engineering, fourth edition,
by Keyser, Carl A., 00 1986. Reprinted by permission of Prentice-Hall, Inc.,
Upper Saddle River, NJ.)

8 See ASTM Standard E 466, “Standard Practice for Conducting Constant Amplitude Axial
Fatigue Tests of Metallic Materials,” and ASTM Standard E 468, ‘‘Standard Practice for
Presentation of Constant Amplitude Fatigue Test Results for Metallic Materials.”
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Ficure 9.25  Stress
amplitude (S) versus
logarithm of the
number of cycles to
fatigue failure (N) for
(a) a material that
displays a fatigue limit,
and (b) a material that
does not display a
fatigue limit.
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Two distinct types of S—N behavior are observed, which are represented
schematically in Figure 9.25. As these plots indicate, the higher the magnitude
of the stress, the smaller the number of cycles the material is capable of sustaining
before failure. For some ferrous (iron base) and titanium alloys, the S—-N curve
(Figure 9.25a) becomes horizontal at higher N values; or, there is a limiting
stress level, called the fatigue limit (also sometimes the endurance limit), below
which fatigue failure will not occur. This fatigue limit represents the largest
value of fluctuating stress that will not cause failure for essentially an infinite
number of cycles. For many steels, fatigue limits range between 35 and 60% of
the tensile strength.

Most nonferrous alloys (e.g., aluminum, copper, magnesium) do not have a
fatigue limit, in that the S—N curve continues its downward trend at increasingly
greater N values (Figure 9.25b). Thus, fatigue will ultimately occur regardless of
the magnitude of the stress. For these materials, the fatigue response is specified
as fatigue strength, which is defined as the stress level at which failure will occur



Ficure 9.26 Fatigue

S—N probability of -

failure curves for a
7075-T6 aluminum
alloy; P denotes the
probability of failure.
(From G. M. Sinclair
and T. J. Dolan, Trans.,
ASME, 75, 1953, p. 867.
Reprinted with
permission of the
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Mechanical Engineers.)
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for some specified number of cycles (e.g., 107 cycles). The determination of fatigue
strength is also demonstrated in Figure 9.25b.

Another important parameter that characterizes a material’s fatigue behavior
is fatigue life N¢. It is the number of cycles to cause failure at a specified stress
level, as taken from the S—N plot (Figure 9.25b).

Unfortunately, there always exists considerable scatter in fatigue data, that is,
a variation in the measured N value for a number of specimens tested at the same
stress level. This may lead to significant design uncertainties when fatigue life
and/or fatigue limit (or strength) are being considered. The scatter in results is a
consequence of the fatigue sensitivity to a number of test and material parameters
that are impossible to control precisely. These parameters include specimen fabrica-
tion and surface preparation, metallurgical variables, specimen alignment in the
apparatus, mean stress, and test frequency.

Fatigue S—N curves similar to those shown in Figure 9.25 represent “‘best fit”
curves which have been drawn through average-value data points. It is a little
unsettling to realize that approximately one half of the specimens tested actually
failed at stress levels lying nearly 25% below the curve (as determined on the basis
of statistical treatments).

Several statistical techniques have been developed to specify fatigue life and
fatigue limit in terms of probabilities. One convenient way of representing data
treated in this manner is with a series of constant probability curves, several of
which are plotted in Figure 9.26. The P value associated with each curve represents
the probability of failure. For example, at a stress of 200 MPa (30,000 psi), we
would expect 1% of the specimens to fail at about 10° cycles and 50% to fail at about
2 X 107 cycles, and so on. It should be remembered that S—N curves represented in
the literature are normally average values, unless noted otherwise.

The fatigue behaviors represented in Figures 9.25a and 9.25b may be classified
into two domains. One is associated with relatively high loads that produce not
only elastic strain but also some plastic strain during each cycle. Consequently,
fatigue lives are relatively short; this domain is termed low-cycle fatigue and
occurs at less than about 10* to 10° cycles. For lower stress levels wherein
deformations are totally elastic, longer lives result. This is called high-cycle
fatigue inasmuch as relatively large numbers of cycles are required to produce

400
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200

10* 10° 108 107 108 10°

Cycles to failure, N
(logarithmic scale)
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fatigue failure. High-cycle fatigue is associated with fatigue lives greater than
about 10* to 10° cycles.

N PoLYMERIC MATERIALS

Polymers may experience fatigue failure under conditions of cyclic loading. As
with metals, fatigue occurs at stress levels that are low relative to the yield
strength. Fatigue data are plotted in the same manner for both types of material,
and the resulting curves have the same general shape. Fatigue curves for several
common polymers are shown in Figure 9.27, as stress versus the number of
cycles to failure (on a logarithmic scale). Some polymers have a fatigue limit.
As would be expected, fatigue strengths and fatigue limits for polymeric materials
are much lower than for metals.

The fatigue behavior of polymers is much more sensitive to loading frequency
than for metals. Cycling polymers at high frequencies and/or relatively large stresses
can cause localized heating; consequently, failure may be due to a softening of the
material rather than as a result of typical fatigue processes.

9.12a Crack INITIATION AND PROPAGATION
[DeTaIlLED VERsION (CD-ROM)]

0.12b Crack INITIATION AND PROPAGATION
(CoNcise VERSION)

Ficure 9.27 Fatigue
curves (stress amplitude
versus the number of
cycles to failure) for
polyethylene
terephthalate (PET),
nylon, polystyrene (PS),
polymethyl
methacrylate (PMMA),
polypropylene (PP),
polyethylene (PE), and
polytetrafluoroethylene
(PTFE). The testing
frequency was 30 Hz.
(From M. N. Riddell,
“A Guide to Better
Testing of Plastics,”
Plast. Eng., Vol. 30, No.
4, p. 78, 1974.)

The process of fatigue failure is characterized by three distinct steps: (1) crack

initiation, wherein a small crack forms at some point of high stress concentration;
(2) crack propagation, during which this crack advances incrementally with each

stress cycle; and (3) final failure, which occurs very rapidly once the advancing
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crack has reached a critical size. Cracks associated with fatigue failure almost
always initiate (or nucleate) on the surface of a component at some point of stress
concentration. Crack nucleation sites include surface scratches, sharp fillets, key-
ways, threads, dents, and the like. In addition, cyclic loading can produce microscopic
surface discontinuities resulting from dislocation slip steps which may also act as
stress raisers, and therefore as crack initiation sites.

The region of a fracture surface that formed during the crack propagation step
may be characterized by two types of markings termed beachmarks and striations.
Both of these features indicate the position of the crack tip at some point in time
and appear as concentric ridges that expand away from the crack initiation site(s),
frequently in a circular or semicircular pattern. Beachmarks (sometimes also called
“clamshell marks’”) are of macroscopic dimensions (Figure 9.30), and may be ob-
served with the unaided eye. These markings are found for components that experi-
enced interruptions during the crack propagation stage—for example, a machine
that operated only during normal work-shift hours. Each beachmark band repre-
sents a period of time over which crack growth occurred.

On the other hand, fatigue striations are microscopic in size and subject to
observation with the electron microscope (either TEM or SEM). Figure 9.31 is an
electron fractograph which shows this feature. Each striation is thought to represent
the advance distance of a crack front during a single load cycle. Striation width
depends on, and increases with, increasing stress range.

At this point it should be emphasized that although both beachmarks and
striations are fatigue fracture surface features having similar appearances, they are
nevertheless different, both in origin and size. There may be literally thousands of
striations within a single beachmark.

Often the cause of failure may be deduced after examination of the failure
surfaces. The presence of beachmarks and/or striations on a fracture surface con-

Ficure 9.30 Fracture
surface of a rotating steel
shaft that experienced fatigue
failure. Beachmark ridges are
visible in the photograph.
(Reproduced with permission
from D. J. Wulpi,
Understanding How
Components Fail, American
Society for Metals, Materials
Park, OH, 1985.)
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Ficure 9.31  Transmission
electron fractograph showing
fatigue striations in

. aluminum. Magnification
unknown. (From V. J.
Colangelo and F. A. Heiser,
Analysis of Metallurgical
Failures, 2nd edition.
Copyright O 1987 by John
Wiley & Sons, New York.
Reprinted by permission of
John Wiley & Sons, Inc.)

firms that the cause of failure was fatigue. Nevertheless, the absence of either or
both does not exclude fatigue as the cause of failure.

One final comment regarding fatigue failure surfaces: Beachmarks and striations
will not appear on that region over which the rapid failure occurs. Rather, the rapid
failure may be either ductile or brittle; evidence of plastic deformation will be
present for ductile, and absent for brittle, failure. This region of failure may be
noted in Figure 9.32.

Ficure 9.32  Fatigue
failure surface. A crack
formed at the top edge.
The smooth region also
near the top corresponds
to the area over which the
crack propagated slowly.

N Rapid failure occurred

# over the area having a

™ dull and fibrous texture
(the largest area).

=« Approximately 0.5 X.

"' (Reproduced by
permission from Metals
Handbook: Fractography
] and Atlas of Fractographs,
Vol. 9, 8th edition, H. E.
Boyer, Editor, American
Society for Metals, 1974.)
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9.13 Crack ProracaTiON RATE (CD-ROM)

9.14 Factors THAT AFrFecT FaTIGUE LIFE

As was mentioned in Section 9.10, the fatigue behavior of engineering materials is
highly sensitive to a number of variables. Some of these factors include mean stress
level, geometrical design, surface effects, and metallurgical variables, as well as the
environment. This section is devoted to a discussion of these factors and, in addition,
to measures that may be taken to improve the fatigue resistance of structural compo-
nents.

MEAN STRESS

The dependence of fatigue life on stress amplitude is represented on the S—N plot.
Such data are taken for a constant mean stress oy,, often for the reversed cycle
situation (o, = 0). Mean stress, however, will also affect fatigue life, which influence
may be represented by a series of S—N curves, each measured at a different o;,;
this is depicted schematically in Figure 9.36. As may be noted, increasing the mean
stress level leads to a decrease in fatigue life.

SURFACE EFFECTS

For many common loading situations, the maximum stress within a component or
structure occurs at its surface. Consequently, most cracks leading to fatigue failure
originate at surface positions, specifically at stress amplification sites. Therefore, it
has been observed that fatigue life is especially sensitive to the condition and
configuration of the component surface. Numerous factors influence fatigue resis-
tance, the proper management of which will lead to an improvement in fatigue life.
These include design criteria as well as various surface treatments.

Design Factors

The design of a component can have a significant influence on its fatigue characteris-
tics. Any notch or geometrical discontinuity can act as a stress raiser and fatigue
crack initiation site; these design features include grooves, holes, keyways, threads,
and so on. The sharper the discontinuity (i.e., the smaller the radius of curvature),

Ficure 9.36 Demonstration of influence
of mean stress oy, on S—N fatigue behavior.
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Ficure 9.37 Demonstration of how

Fillet design can reduce stress amplification. (a)
Poor design: sharp corner. (b) Good
design: fatigue lifetime improved by
incorporating rounded fillet into a rotating
shaft at the point where there is a change
in diameter.

(@) (b)

the more severe the stress concentration. The probability of fatigue failure may be
reduced by avoiding (when possible) these structural irregularities, or by making
design modifications whereby sudden contour changes leading to sharp corners are
eliminated—for example, calling for rounded fillets with large radii of curvature
at the point where there is a change in diameter for a rotating shaft (Figure 9.37).

Surface Treatments

During machining operations, small scratches and grooves are invariably introduced
into the workpiece surface by cutting tool action. These surface markings can limit
the fatigue life. It has been observed that improving the surface finish by polishing
will enhance fatigue life significantly.

One of the most effective methods of increasing fatigue performance is by
imposing residual compressive stresses within a thin outer surface layer. Thus, a
surface tensile stress of external origin will be partially nullified and reduced in
magnitude by the residual compressive stress. The net effect is that the likelihood
of crack formation and therefore of fatigue failure is reduced.

Residual compressive stresses are commonly introduced into ductile metals
mechanically by localized plastic deformation within the outer surface region. Com-
mercially, this is often accomplished by a process termed shot peening. Small, hard
particles (shot) having diameters within the range of 0.1 to 1.0 mm are projected
at high velocities onto the surface to be treated. The resulting deformation induces
compressive stresses to a depth of between one quarter and one half of the shot
diameter. The influence of shot peening on the fatigue behavior of steel is demon-
strated schematically in Figure 9.38.

N Shot peened

Ficure 9.38 Schematic S—N fatigue
curves for normal and shot-peened steel.

Stress amplitude

Normal

Cycles to failure
(logarithmic scale)
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Ficure 9.39 Photomicrograph showing both
core (bottom) and carburized outer case (top)
regions of a case-hardened steel. The case is
harder as attested by the smaller
microhardness indentation. 100X. (From R. W.
Hertzberg, Deformation and Fracture
Mechanics of Engineering Materials, 3rd
edition. Copyright O 1989 by John Wiley &

t o+ Sons, New York. Reprinted by permission of
John Wiley & Sons, Inc.)
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Case hardening is a technique whereby both surface hardness and fatigue life
are enhanced for steel alloys. This is accomplished by a carburizing or nitriding
process whereby a component is exposed to a carbonaceous or nitrogenous atmo-
sphere at an elevated temperature. A carbon- or nitrogen-rich outer surface layer
(or ““case’) is introduced by atomic diffusion from the gaseous phase. The case is
normally on the order of 1 mm deep and is harder than the inner core of material.
(The influence of carbon content on hardness for Fe—C alloys is demonstrated in
Figure 11.21a.) The improvement of fatigue properties results from increased hard-
ness within the case, as well as the desired residual compressive stresses the forma-
tion of which attends the carburizing or nitriding process. A carbon-rich outer case
may be observed for the gear shown in the chapter-opening photograph for Chapter
6; it appears as a dark outer rim within the sectioned segment. The increase in case
hardness is demonstrated in the photomicrograph appearing in Figure 9.39. The
dark and elongated diamond shapes are Knoop microhardness indentations. The
upper indentation, lying within the carburized layer, is smaller than the core inden-
tation.

9.15 ENVIRONMENTAL EFFecTs (CD-ROM)

CREEP

Materials are often placed in service at elevated temperatures and exposed to static
mechanical stresses (e.g., turbine rotors in jet engines and steam generators that
experience centrifugal stresses, and high-pressure steam lines). Deformation under
such circumstances is termed creep. Defined as the time-dependent and permanent
deformation of materials when subjected to a constant load or stress, creep is
normally an undesirable phenomenon and is often the limiting factor in the lifetime
of a part. It is observed in all materials types; for metals it becomes important only
for temperatures greater than about 0.4 T, (T,, = absolute melting temperature).
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9.16 GENERALIZED CREEP BEHAVIOR

A typical creep test consists of subjecting a specimen to a constant load or stress
while maintaining the temperature constant; deformation or strain is measured and
plotted as a function of elapsed time. Most tests are the constant load type, which
yield information of an engineering nature; constant stress tests are employed to
provide a better understanding of the mechanisms of creep.

Figure 9.40 is a schematic representation of the typical constant load creep
behavior of metals. Upon application of the load there is an instantaneous deforma-
tion, as indicated in the figure, which is mostly elastic. The resulting creep curve
consists of three regions, each of which has its own distinctive strain—time feature.
Primary or transient creep occurs first, typified by a continuously decreasing creep
rate; that is, the slope of the curve diminishes with time. This suggests that the
material is experiencing an increase in creep resistance or strain hardening (Section
8.11)—deformation becomes more difficult as the material is strained. For secondary
creep, sometimes termed steady-state creep, the rate is constant; that is, the plot
becomes linear. This is often the stage of creep that is of the longest duration. The
constancy of creep rate is explained on the basis of a balance between the competing
processes of strain hardening and recovery, recovery (Section 8.12) being the process
whereby a material becomes softer and retains its ability to experience deformation.
Finally, for tertiary creep, there is an acceleration of the rate and ultimate failure.
This failure is frequently termed rupture and results from microstructural and/or
metallurgical changes; for example, grain boundary separation, and the formation
of internal cracks, cavities, and voids. Also, for tensile loads, a neck may form at
some point within the deformation region. These all lead to a decrease in the
effective cross-sectional area and an increase in strain rate.

For metallic materials most creep tests are conducted in uniaxial tension using
a specimen having the same geometry as for tensile tests (Figure 7.2). On the other
hand, uniaxial compression tests are more appropriate for brittle materials; these
provide a better measure of the intrinsic creep properties inasmuch as there is no
stress amplification and crack propagation, as with tensile loads. Compressive test
specimens are usually right cylinders or parallelepipeds having length-to-diameter

Ficure 9.40 Typical creep curve of
strain versus time at constant stress and
constant elevated temperature. The
minimum creep rate Ae/At is the slope of
the linear segment in the secondary
Tertiary region. Rupture lifetime t, is the total
time to rupture.

Rupture
X

Primary

Creep strain, €

Instantaneous deformation

Time, t

10 ASTM Standard E 139, ‘‘Standard Practice for Conducting Creep, Creep-Rupture, and
Stress-Rupture Tests of Metallic Materials.”
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ratios ranging from about 2 to 4. For most materials creep properties are virtually
independent of loading direction.

Possibly the most important parameter from a creep test is the slope of the
secondary portion of the creep curve (Ae/At in Figure 9.40); this is often called the
minimum or steady-state creep rate €. It is the engineering design parameter that
is considered for long-life applications, such as a nuclear power plant component
that is scheduled to operate for several decades, and when failure or too much
strain is not an option. On the other hand, for many relatively short-life creep
situations (e.g., turbine blades in military aircraft and rocket motor nozzles), time
to rupture, or the rupture lifetime t,, is the dominant design consideration; it is also
indicated in Figure 9.40. Of course, for its determination, creep tests must be
conducted to the point of failure; these are termed creep rupture tests. Thus, a
knowledge of these creep characteristics of a material allows the design engineer
to ascertain its suitability for a specific application.

9.17a STrRESS AND TEMPERATURE EFFeCTs [DETAILED
VERsIoN (CD-ROM)]

9.17b StreEss AND TEMPERATURE EFFecTs (CoNcISE
VERSION)

Both temperature and the level of the applied stress influence the creep characteris-
tics (Figure 9.41). At a temperature substantially below 0.4 T ,, and after the initial
deformation, the strain is virtually independent of time. With either increasing
stress or temperature, the following will be noted: (1) the instantaneous strain at
the time of stress application increases; (2) the steady-state creep rate is increased,
and (3) the rupture lifetime is diminished.

The results of creep rupture tests are most commonly presented as the logarithm
of stress versus the logarithm of rupture lifetime. Figure 9.42 is one such plot for
a nickel alloy in which a linear relationship can be seen to exist at each temperature.
For some alloys and over relatively large stress ranges, nonlinearity in these curves
is observed.

Both temperature and stress effects on the steady-state creep rate are repre-
sented graphically as logarithm of stress versus logarithm of € for tests conducted

Ficure 9.41 Influence of stress o and
x T13>T2>Ty temperature T on creep behavior.
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Ficure 9.42  Stress (logarithmic scale) versus rupture lifetime (logarithmic
scale) for a low carbon-nickel alloy at three temperatures. (From Metals
Handbook: Properties and Selection: Stainless Steels, Tool Materials and Special-
Purpose Metals, Vol. 3, 9th edition, D. Benjamin, Senior Editor, American
Society for Metals, 1980, p. 130.)

at a variety of temperatures. Figure 9.43 shows data that were collected at three
temperatures for the same nickel alloy. Clearly, a straight line segment is drawn at
each temperature.

9.18 DatA ExTrAPOLATION METHODS (CD-ROM)

9.19 ALLovYs FOR HiGH-TEMPERATURE UsE

There are several factors that affect the creep characteristics of metals. These
include melting temperature, elastic modulus, and grain size. In general, the higher
the melting temperature, the greater the elastic modulus, and the larger the grain
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Ficure 9.43  Stress (logarithmic scale) versus steady-state creep rate
(logarithmic scale) for a low carbon-nickel alloy at three temperatures. (From
Metals Handbook: Properties and Selection: Stainless Steels, Tool Materials and
Special-Purpose Metals, Vol. 3, 9th edition, D. Benjamin, Senior Editor,
American Society for Metals, 1980, p. 131.)
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Ficure 9.45 (@) Polycrystalline turbine blade that was produced by a
conventional casting technique. High-temperature creep resistance is improved
as a result of an oriented columnar grain structure (b) produced by a
sophisticated directional solidification technique. Creep resistance is further
enhanced when single-crystal blades (c) are used. (Courtesy of Pratt &
Whitney.)

size, the better is a material’s resistance to creep. Relative to grain size, smaller
grains permit more grain-boundary sliding, which results in higher creep rates. This
effect may be contrasted to the influence of grain size on the mechanical behavior
at low temperatures [i.e., increase in both strength (Section 8.9) and toughness
(Section 9.8)].

Stainless steels (Section 13.2), the refractory metals and the superalloys (Section
13.3) are especially resilient to creep and are commonly employed in high-tempera-
ture service applications. The creep resistance of the cobalt and nickel superalloys
is enhanced by solid-solution alloying, and also by the addition of a dispersed
phase which is virtually insoluble in the matrix. In addition, advanced processing
techniques have been utilized; one such technique is directional solidification, which
produces either highly elongated grains or single-crystal components (Figure 9.45).
Another is the controlled unidirectional solidification of alloys having specially
designed compositions wherein two-phase composites result.

9.20 Creep IN CEraMIC AND PoLYMERIC MATERIALS

Ceramic materials often experience creep deformation as a result of exposure
to stresses (usually compressive) at elevated temperatures. In general, the time-
deformation creep behavior of ceramics is similar to that of metals (Figure 9.40);
however, creep occurs at higher temperatures in ceramics.

Viscoelastic creep is the term used to denote the creep phenomenon in polymeric
materials. {It is one of the topics of discussion in Section 7.15.}

SUMMARY

Fracture, in response to tensile loading and at relatively low temperatures, may occur
by ductile and brittle modes, both of which involve the formation and propagation of
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cracks. For ductile fracture, evidence will exist of gross plastic deformation at the
fracture surface. In tension, highly ductile metals will neck down to essentially a
point fracture; cup-and-cone mating fracture surfaces result for moderate ductility.
{Microscopically, dimples (spherical and parabolic) are produced.} Cracks in ductile
materials are said to be stable (i.e., resist extension without an increase in applied
stress); and inasmuch as fracture is noncatastrophic, this fracture mode is almost
always preferred.

For brittle fracture, cracks are unstable, and the fracture surface is relatively
flat and perpendicular to the direction of the applied tensile load. Chevron and
ridgelike patterns are possible, which indicate the direction of crack propagation.
Transgranular (through-grain) and intergranular (between-grain) fractures are
found in brittle polycrystalline materials.

The discipline of fracture mechanics allows for a better understanding of the
fracture process and provides for structural design wherein the probability of failure
is minimized. The significant discrepancy between actual and theoretical fracture
strengths of brittle materials is explained by the existence of small flaws that are
capable of amplifying an applied tensile stress in their vicinity, leading ultimately
to crack formation. Stress amplification is greatest for long flaws that have small
tip radii of curvature. Fracture ensues when the theoretical cohesive strength is
exceeded at the tip of one of these flaws. Consideration of elastic strain and crack
surface energies gives rise to an expression for a crack propagation critical stress
in brittle materials; this parameter is a function of elastic modulus, specific surface
energy, and crack length.

{The stress distributions in front of an advancing crack may be expressed in
terms of position (as radial and angular coordinates) as well as stress intensity
factor.} The critical value of the stress intensity factor (i.e., that at which fracture
occurs) is termed the fracture toughness, which is related to stress level, crack
length, and a geometrical factor. The fracture toughness of a material is indicative
of its resistance to brittle fracture when a crack is present. It depends on specimen
thickness, and, for relatively thick specimens (i.e., conditions of plane strain), is
termed the plane strain fracture toughness. This parameter is the one normally
cited for design purposes; its value is relatively large for ductile materials (and
small for brittle ones), and is a function of microstructure, strain rate, and tempera-
ture. With regard to designing against the possibility of fracture, consideration must
be given to material (its fracture toughness), the stress level, and the flaw size
detection limit.

At room temperature, virtually all ceramics are brittle. Microcracks, the pres-
ence of which is very difficult to control, result in amplification of applied tensile
stresses and account for relatively low fracture strengths (flexural strengths). This
amplification does not occur with compressive loads, and, consequently, ceramics
are stronger in compression.

Fracture strengths of polymeric materials are also low relative to metals. Both
brittle and ductile fracture modes are possible, and some thermoplastic materials
experience a ductile-to-brittle transition with a lowering of temperature, an increase
in strain rate, and/or an alteration of specimen thickness or geometry. In some
glassy thermoplastics, the crack formation process may be preceded by crazing;
crazing can lead to an increase in ductility and toughness of the material.

Qualitatively, the fracture behavior of materials may be determined using
Charpy and lzod impact testing techniques; impact energy (or notch toughness) is
measured for specimens into which a V-shaped notch has been machined. On the
basis of the temperature dependence of this impact energy (or appearance of the
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fracture surface), it is possible to ascertain whether or not a material experiences
a ductile-to-brittle transition and the temperature range over which such a transition
occurs. Metal alloys having BCC and HCP crystal structures experience this transi-
tion, and, for structural applications, should be used at temperatures in excess of
this transition range.

Fatigue is a common type of catastrophic failure wherein the applied stress
level fluctuates with time. Test data are plotted as stress versus the logarithm of
the number of cycles to failure. For many materials, the number of cycles to failure
increases continuously with diminishing stress. Fatigue strength represents the fail-
ure stress for a specified number of cycles. For some steels and titanium alloys,
stress ceases to decrease with, and becomes independent of, the number of cycles;
fatigue limit is the magnitude of this constant stress level, below which fatigue will
not occur even for virtually an infinite number of cycles. Another fatigue property
is fatigue life, which, for a specific stress, is the number of cycles to failure.

As a result of significant scatter in measured fatigue data, statistical analyses are
performed that lead to specification of fatigue life and limit in terms of probabilities.

The processes of fatigue crack initiation and propagation were discussed. Cracks
normally nucleate on the surface of a component at some point of stress concentra-
tion. Propagation proceeds in two stages, which are characterized by propagation
direction and rate. {The mechanism for the more rapid stage Il corresponds to a
repetitive plastic blunting and sharpening process at the advancing crack tip.}

Two characteristic fatigue surface features are beachmarks and striations.
Beachmarks form on components that experience applied stress interruptions; they
normally may be observed with the naked eye. Fatigue striations are of microscopic
dimensions, and each is thought to represent the crack tip advance distance over
a single load cycle.

{An analytical expression was proposed for fatigue crack propagation rate in
terms of the stress intensity range at the crack tip. Integration of the expression
yields an equation whereby fatigue life may be estimated.}

Measures that may be taken to extend fatigue life include (1) reducing the
mean stress level, (2) eliminating sharp surface discontinuities, (3) improving the
surface finish by polishing, (4) imposing surface residual compressive stresses by
shot peening, and (5) case hardening by using a carburizing or nitriding process.

{The fatigue behavior of materials may also be affected by the environment.
Thermal stresses may be induced in components that are exposed to elevated
temperature fluctuations and when thermal expansion and/or contraction is re-
strained; fatigue for these conditions is termed thermal fatigue. The presence of a
chemically active environment may lead to a reduction in fatigue life for corrosion
fatigue; small pit crack nucleation sites form on the component surface as a result
of chemical reactions.}

The time-dependent plastic deformation of materials subjected to a constant
load (or stress) and temperatures greater than about 0.4T,, is termed creep. A
typical creep curve (strain versus time) will normally exhibit three distinct regions.
For transient (or primary) creep, the rate (or slope) diminishes with time. The plot
becomes linear (i.e., creep rate is constant) in the steady-state (or secondary) region.
And finally, deformation accelerates for tertiary creep, just prior to failure (or
rupture). Important design parameters available from such a plot include the steady-
state creep rate (slope of the linear region) and rupture lifetime.

Both temperature and applied stress level influence creep behavior. Increasing
either of these parameters produces the following effects: (1) an increase in the
instantaneous initial deformation, (2) an increase in the steady-state creep rate,
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and (3) a diminishment of the rupture lifetime. {Analytical expressions were pre-
sented which relate ¢, to both temperature and stress. Creep mechanisms may be

discerned on the basis of steady-state rate stress exponent and creep activation

energy values.}

{Extrapolation of creep test data to lower temperature—longer time regimes is
possible using the Larson—Miller parameter.}

Metal alloys that are especially resistant to creep have high elastic moduli and
melting temperatures; these include the superalloys, the stainless steels, and the
refractory metals. VVarious processing techniques are employed to improve the creep

properties of these materials.

The creep phenomenon is also observed in ceramic and polymeric materials.

IMPORTANT TERMS AND CONCEPTS

Brittle fracture

Case hardening

Charpy test

Corrosion fatigue

Creep

Ductile fracture
Ductile-to-brittle transition
Fatigue

Fatigue life
Fatigue limit

Impact energy
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Young, R. J. and P. Lovell, Introduction to Poly-
mers, 2nd edition, Chapman and Hall, Lon-
don, 1991.

Note: To solve those problems having an asterisk (*) by their numbers, consultation of supplementary
topics [appearing only on the CD-ROM (and not in print)] will probably be necessary.

9.1

9.2%

9.3

9.4

9.5*

9.6

9.7

Cite at least two situations in which the pos-
sibility of failure is part of the design of a
component or product.

Estimate the theoretical cohesive strengths
of the ceramic materials listed in Table 7.1.

What is the magnitude of the maximum
stress that exists at the tip of an internal
crack having a radius of curvature of 2.5 X
107* mm (107° in.) and a crack length of
2.5 X 102mm (10~%in.) when a tensile stress
of 170 MPa (25,000 psi) is applied?
Estimate the theoretical fracture strength of
a brittle material if it is known that fracture
occurs by the propagation of an elliptically
shaped surface crack of length 0.25 mm (0.01
in.) and having a tip radius of curvature of
1.2 X 103 mm (4.7 X 107%in.) when a stress
of 1200 MPa (174,000 psi) is applied.

A specimen of a ceramic material having a
modulus of elasticity of 300 GPa (43.5 X 10°
psi) is pulled in tension with a stress of 900
MPa (130,000 psi). Will the specimen fail if
its ““‘most severe flaw” is an internal crack
that has a length of 0.30 mm (0.012 in.) and
a tip radius of curvature of 5 X 10™* mm
(2 X 107 in.)? Why or why not?

Briefly explain (a) why there may be sig-
nificant scatter in the fracture strength for
some given ceramic material, and (b) why
fracture strength increases with decreasing
specimen size.

The tensile strength of brittle materials may
be determined using a variation of Equation
9.1b. Compute the critical crack tip radius for
an Al,O; specimen that experiences tensile
fracture at an applied stress of 275 MPa
(40,000 psi). Assume a critical surface crack
length of 2 X 10=® mm and a theoretical

9.8

9.9

9.10*

9.11*

fracture strength of E/10, where E is the
modulus of elasticity.

If the specific surface energy for soda-lime
glass is 0.30 J/m?, using data contained in
Table 7.1, compute the critical stress re-
quired for the propagation of a surface crack
of length 0.05 mm.

A polystyrene component must not fail when
a tensile stress of 1.25 MPa (180 psi) is ap-
plied. Determine the maximum allowable
surface crack length if the surface energy of
polystyrene is 0.50 J/m? (2.86 X 1072 in.-lb;/
in.2). Assume a modulus of elasticity of 3.0
GPa (0.435 X 10° psi).

The parameter K in Equations 9.7a, 9.7b,
and 9.7c is a function of the applied nominal
stress o and crack length a as

K=oVma

Compute the magnitudes of the normal
stresses oy and oy, in front of a surface crack
of length 2.5 mm (0.10 in.) (as depicted in
Figure 9.10) in response to a nominal tensile
stress of 75 MPa (10,875 psi) at the follow-
ing positions:

(@) r =0.15 mm (6.0 X 10°%in.), § = 30°
(b) r =0.15mm (6.0 X 102 in.), 6§ = 60°
(©) r=0.75mm (3.0 X 1072in.), = 30°
(d) r=075mm (3.0 X 1072in.), § = 60°

The parameter K in Equations 9.7a, 9.7b,
and 9.7c is defined in the previous problem.

(a) For a surface crack of length 3.0 mm
(0.118 in.), determine the radial position at
an angle 6 of 45° at which the normal stress
oy is 110 MPa (16,000 psi) when the magni-
tude of the nominal applied stress is 100 MPa
(14,500 psi).
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(b) Compute the normal stress oy at this

same position.

9.12* A portion of a tensile specimen is shown

as follows:

3 mm

20 mm

|

a

(a) Compute the magnitude of the stress at
point P when the externally applied stress is

100 MPa (14,500 psi).

(b) How much will the radius of curvature
at point P have to be increased to reduce

this stress by 20%7?

9.13* Acylindrical hole 25 mm (1.0in.) in diameter
passes entirely through the thickness of a
steel plate 15 mm (0.6 in.) thick, 100 mm (4
in.) wide, and 400 mm (15.75 in.) long (see

Figure 9.8a).

(a) Calculate the stress at the edge of this
hole when a tensile stress of 50 MPa (7250
psi) is applied in a lengthwise direction.

(b) Calculate the stress at the hole edge
when the same stress in part (a) is applied

8 mm

MM/

in a widthwise direction.

9.14* Cite the significant differences between the
stress intensity factor, the plane stress frac-
ture toughness, and the plane strain frac-

ture toughness.

9.15* For each of the metal alloys listed in Table
9.1, compute the minimum component thick-
ness for which the condition of plane strain

is valid.

9.16

9.17

9.18

9.19

9.20

9.21

A specimen of a 4340 steel alloy having a
plane strain fracture toughness of 45 MPa
Vm (41 ksi Vin.) is exposed to a stress of
1000 MPa (145,000 psi). Will this specimen
experience fracture if it is known that the
largest surface crack is 0.75 mm (0.03 in.)
long? Why or why not? Assume that the
parameter Y has a value of 1.0.

Some aircraft component is fabricated from
an aluminum alloy that has a plane strain
fracture toughness of 35 MPaVm (31.9 ksi
Vin.). It has been determined that fracture
results at a stress of 250 MPa (36,250 psi)
when the maximum (or critical) internal
crack length is 2.0 mm (0.08 in.). For this
same component and alloy, will fracture oc-
cur at a stress level of 325 MPa (47,125 psi)
when the maximum internal crack length is
1.0 mm (0.04 in.)? Why or why not?

Suppose that a wing component on an air-
craft is fabricated from an aluminum alloy
that has S/RIane strain fracture toughness of
40 MPa'Vm (36.4 ksi \/ﬁ). It has been de-
termined that fracture results at a stress of
365 MPa (53,000 psi) when the maximum
internal crack length is 2.5 mm (0.10 in.). For
this same component and alloy, compute the
stress level at which fracture will occur for
a critical internal crack length of 4.0 mm
(0.16 in.).

A large plate is fabricated from a steel alloy
that has a plane strain fracture toughness
of 55 MPaVm (50 ksi V/in.). If, during ser-
vice use, the plate is exposed to a tensile
stress of 200 MPa (29,000 psi), determine the
minimum length of a surface crack that will
lead to fracture. Assume a value of 1.0 for Y.

Calculate the maximum internal crack length
allowable for a 7075-T651 aluminum alloy
(Table 9.1) component that is loaded to a
stress one half of its yield strength. Assume
that the value of Y is 1.35.

A structural componentin the form of awide
plate is to be fabricated from a steel alloy
that has a plane strain fracture toughness of
77 MPaVm (70.1 ksiVin.) and a yield
strength of 1400 MPa (205,000 psi). The flaw
size resolution limit of the flaw detection ap-
paratus is 4.0 mm (0.16 in.). If the design
stress is one half of the yield strength and



9.22*

9.23

9.24

9.25

9.26

the value of Y is 1.0, determine whether or
not a critical flaw for this plate is subject
to detection.

A structural component in the shape of a
flat plate 12.5 mm (0.5 in.) thick is to be
fabricated from a metal alloy for which the
yield strength and plane strain fracture
toughness values are 350 MPa (50,750 psi)
and 33 MPaVm (30 ksi Vin.), respectively:;
for this particular geometry, the value of Y
is 1.75. Assuming a design stress of one half
of the yield strength, is it possible to compute
the critical length of a surface flaw? If so,
determine its length; if this computation is
not possible from the given data, then ex-
plain why.

After consultation of other references, write
a brief report on one or two nondestructive
test techniques that are used to detect and
measure internal and/or surface flaws in
metal alloys.

The fracture strength of glass may be in-
creased by etching away a thin surface layer.
It is believed that the etching may alter sur-
face crack geometry (i.e., reduce crack length
and increase the tip radius). Compute the
ratio of the original and etched crack tip radii
for an eightfold increase in fracture strength
if two-thirds of the crack length is removed.

For thermoplastic polymers, cite five factors
that favor brittle fracture.

Tabulated below are data that were gathered
from a series of Charpy impact tests on a
ductile cast iron:

Temperature (°C) Impact Energy (J)

—25 124
—50 123
—75 115
—85 100
—100 73
—110 52
—125 26
—150 9
—175 6

(a) Plot the data as impact energy versus
temperature.

(b) Determine a ductile-to-brittle transition
temperature as that temperature corre-

9.27

9.28

9.29

9.30
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sponding to the average of the maximum and
minimum impact energies.

(c) Determine a ductile-to-brittle transition
temperature as that temperature at which
the impact energy is 80 J.

Tabulated as follows are data that were gath-
ered from a series of Charpy impact tests on
a tempered 4140 steel alloy:

Temperature (°C) Impact Energy (J)

100 89.3
75 88.6
50 87.6
25 85.4

0 82.9

-25 78.9

—50 73.1

—65 66.0

—75 59.3

—85 47.9

—100 343
—125 29.3
—150 271
—175 25.0

(a) Plot the data as impact energy versus
temperature.

(b) Determine a ductile-to-brittle transition
temperature as that temperature corre-
sponding to the average of the maximum and
minimum impact energies.

(c) Determine a ductile-to-brittle transition
temperature as that temperature at which
the impact energy is 70 J.

Briefly explain why BCC and HCP metal
alloys may experience a ductile-to-brittle
transition with decreasing temperature,
whereas FCC alloys do not experience such
a transition.

A fatigue test was conducted in which the
mean stress was 50 MPa (7250 psi) and the
stress amplitude was 225 MPa (32,625 psi).
(@) Compute the maximum and minimum
stress levels.

(b) Compute the stress ratio.

(c) Compute the magnitude of the stress
range.

A cylindrical 1045 steel bar (Figure 9.46) is
subjected to repeated compression-tension
stress cycling along its axis. If the load ampli-
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Ficure 9.46 Stress magnitude S versus the logarithm of the number N of cycles
to fatigue failure for red brass, an aluminum alloy, and a plain carbon steel.
(Adapted from H. W. Hayden, W. G. Moffatt, and J. Wulff, The Structure and
Properties of Materials, VVol. 111, Mechanical Behavior, p. 15. Copyright O 1965
by John Wiley & Sons, New York. Reprinted by permission of John Wiley &
Sons, Inc. Also adapted from ASM Handbook, Vol. 2, Properties and Selection:
Nonferrous Alloys and Special-Purpose Materials, 1990. Reprinted by permission

of ASM International.)

tude is 22,000 N (4950 Ib¢ ), compute the min-
imum allowable bar diameter to ensure that
fatigue failure will not occur. Assume a fac-
tor of safety of 2.0.

An 8.0 mm (0.31 in.) diameter cylindrical
rod fabricated from a red brass alloy (Figure
9.46) is subjected to reversed tension-com-
pression load cycling along its axis. If the
maximum tensile and compressive loads are
+7500 N (1700 Ibs) and —7500 N (—1700
Ib¢), respectively, determine its fatigue life.
Assume that the stress plotted in Figure 9.46
is stress amplitude.

A 12.5mm (0.50 in.) diameter cylindrical rod
fabricated from a 2014-T6 alloy (Figure 9.46)
is subjected to a repeated tension-compres-
sion load cycling along its axis. Compute the
maximum and minimum loads that will be
applied to yield a fatigue life of 1.0 X 107
cycles. Assume that the stress plotted on the
vertical axis is stress amplitude, and data
were taken for a mean stress of 50 MPa
(7250 psi).

9.33 The fatigue data for a brass alloy are given

9.34

as follows:
Stress Amplitude Cycles to
(MPa) Failure
310 2 X 10°
223 1 X 108
191 3 X 108
168 1 X 107
153 3 x 107
143 1 X 108
134 3 X 108
127 1 x 10°

(a) Make an S—N plot (stress amplitude ver-
sus logarithm cycles to failure) using these
data.

(b) Determine the fatigue strength at 5 X
10° cycles.

(c) Determine the fatigue life for 200 MPa.
Suppose that the fatigue data for the brass
alloy in Problem 9.33 were taken from tor-

sional tests, and that a shaft of this alloy is
to be used for a coupling that is attached to



9.35

9.36

9.37

an electric motor operating at 1500 rpm.
Give the maximum torsional stress ampli-
tude possible for each of the following life-
times of the coupling: (a) 1 year, (b) 1 month,
(¢) 1 day, and (d) 2 hours.

The fatigue data for a ductile cast iron are
given as follows:

Stress Amplitude Cycles to
[MPa (ksi)] Failure
248 (36.0) 1 X 10°
236 (34.2) 3 X 10°
224 (32.5) 1 x 10°
213 (30.9) 3 X 10°
201 (29.1) 1 X 107
193 (28.0) 3 x 107
193 (28.0) 1% 108
193 (28.0) 3 X 108

(a) Make an S—N plot (stress amplitude ver-
sus logarithm cycles to failure) using the
data.

(b) What is the fatigue limit for this alloy?

(c) Determine fatigue lifetimes at stress am-
plitudes of 230 MPa (33,500 psi) and 175
MPa (25,000 psi).

(d) Estimate fatigue strengths at 2 X 10°and
6 X 10° cycles.

Suppose that the fatigue data for the cast
iron in Problem 9.35 were taken for bending-
rotating tests, and that a rod of this alloy is
to be used for an automobile axle that rotates
at an average rotational velocity of 750 revo-
lutions per minute. Give maximum lifetimes
of continuous driving that are allowable for
the following stress levels: (a) 250 MPa
(36,250 psi), (b) 215 MPa (31,000 psi), (c)
200 MPa (29,000 psi), and (d) 150 MPa
(21,750 psi).

Three identical fatigue specimens (denoted
A, B, and C) are fabricated from a nonfer-
rous alloy. Each is subjected to one of the
maximum-minimum stress cycles listed be-
low; the frequency is the same for all three
tests.

Specimen Omax (MPQ) omin (MPQ)
A +450 —350
B +400 —300
C +340 —340

9.38

9.39

9.40

9.41

9.42

9.43

9.44

9.45

9.46

9.47
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(a) Rank the fatigue lifetimes of these three
specimens from the longest to the shortest.
(b) Now justify this ranking using a sche-
matic S—N plot.

(a) Compare the fatigue limits for polysty-
rene (Figure 9.27) and the cast iron for which
fatigue data are given in Problem 9.35.

(b) Compare the fatigue strengths at 10° cy-
cles for polyethylene terephthalate (PET,
Figure 9.27) and red brass (Figure 9.46).

Cite five factors that may lead to scatter in
fatigue life data.

Make a schematic sketch of the fatigue be-
havior for some metal for which the stress
ratio R has a value of +1.

Using Equations 9.23 and 9.24, demonstrate
that increasing the value of the stress ratio
R produces a decrease in stress amplitude o.

Surfaces for some steel specimens that have
failed by fatigue have a bright crystalline or
grainy appearance. Laymen may explain the
failure by saying that the metal crystallized
while in service. Offer a criticism for this ex-
planation.

Briefly explain the difference between fa-
tigue striations and beachmarks both in
terms of (a) size and (b) origin.

List four measures that may be taken to in-
crease the resistance to fatigue of a metal
alloy.

Give the approximate temperature at which
creep deformation becomes an important
consideration for each of the following met-
als: nickel, copper, iron, tungsten, lead,
and aluminum.

Superimpose on the same strain-versus-time
plot schematic creep curves for both constant
tensile stress and constant load, and explain
the differences in behavior.

The following creep data were taken on an
aluminum alloy at 400°C (750°F) and a con-
stant stress of 25 MPa (3660 psi). Plot the
data as strain versus time, then determine
the steady-state or minimum creep rate.
Note: The initial and instantaneous strain is
not included.
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9.48

9.49

9.50

9.51

9.52*

9.53*
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Time Time
(min) Strain (min) Strain
0 0.000 16 0.135
2 0.025 18 0.153
4 0.043 20 0.172
6 0.065 22 0.193
8 0.078 24 0.218
10 0.092 26 0.255
12 0.109 28 0.307
14 0.120 30 0.368

A specimen 750 mm (30 in.) long of a low
carbon-nickel alloy (Figure 9.43) is to be
exposed to a tensile stress of 40 MPa (5800
psi) at 538°C (1000°F). Determine its elonga-
tion after 5000 h. Assume that the total of
both instantaneous and primary creep elon-
gations is 1.5 mm (0.06 in.).

For a cylindrical low carbon-nickel alloy
specimen (Figure 9.43) originally 10 mm
(0.40 in.) in diameter and 500 mm (20 in.)
long, what tensile load is necessary to pro-
duce a total elongation of 3.2 mm (0.13 in.)
after 10,000 h at 427°C (800°F)? Assume that
the sum of instantaneous and primary creep
elongations is 0.8 mm (0.03 in.).

If a component fabricated from a low car-
bon-nickel alloy (Figure 9.42) is to be ex-
posed to a tensile stress of 60 MPa (8700 psi)
at 538°C (1000°F), estimate its rupture
lifetime.

A cylindrical component constructed from a
low carbon-nickel alloy (Figure 9.42) has a
diameter of 12 mm (0.50 in.). Determine the
maximum load that may be applied for it to
survive 500 h at 649°C (1200°F).

From Equation 9.33, if the logarithm of &
is plotted versus the logarithm of o, then a
straight line should result, the slope of which
is the stress exponent n. Using Figure 9.43,
determine the value of n for the low carbon-
nickel alloy at each of the three tempera-
tures.

(a) Estimate the activation energy for creep
(i.e.,, Q. in Equation 9.34) for the low car-
bon-nickel alloy having the steady-state
creep behavior shown in Figure 9.43. Use
data taken at a stress level of 55 MPa (8000
psi) and temperatures of 427°C and 538°C.
Assume that the stress exponent n is inde-

9.54*

9.55*%

9.56

pendent of temperature. (b) Estimate €, at
649°C (922 K).

Steady-state creep rate data are given below
for nickel at 1000°C (1273 K):

& (57Y) o[MPa (psi)]
10 15 (2175)
10 4.5 (650)

If it is known that the activation energy for
creep is 272,000 J/mol, compute the steady-
state creep rate at a temperature of 850°C
(1123 K) and a stress level of 25 MPa
(3625 psi).

Steady-state creep data taken for a stainless
steel at a stress level of 70 MPa (10,000 psi)
are given as follows:

& (57 T(K)
1x10°5 977
25 % 10°3 1089

If it is known that the value of the stress
exponent n for this alloy is 7.0, compute the
steady-state creep rate at 1250 K and a stress
level of 50 MPa (7250 psi).

Cite three metallurgical/processing tech-
niques that are employed to enhance the
creep resistance of metal alloys.

Design Problems

9.D1*

9.D2*

9.D3*

Consider a flat plate of width 90 mm (3.5
in.) that contains a centrally positioned,
through-thickness crack (Figure 9.12) of
length (i.e., 2a) 20 mm (0.8 in.). Determine
the minimum plane strain fracture tough-
ness necessary to ensure that fracture will
not occur for a design stress of 375 MPa
(54,400 psi). The wa/W ratio is in radians.

A flat plate of some metal alloy contains
a centrally positioned, through-thickness
crack (Figure 9.12). Determine the critical
crack length if the plane strain fracture
toughness of the alloy is 38 MPa Vm (34.6
ksi Vin.), the plate width is 50 mm (2 in.),
and the design stress is 300 MPa (43,500
psi). The 7a/W ratio is in radians.

Consider a steel plate having a through-
thickness edge crack similar to that shown



9.D4*

9.D5*

9.D6

in Figure 9.13a. If it is known that the mini-
mum crack length subject to detection is
2 mm (0.08 in.), determine the minimum
allowable plate width assuming a plane
strain fracture toughness of 80 MPaVm
(72.8 ksiVin.), a yield strength of 825 MPa
(125,000 psi), and that the plate is to be
loaded to one half of its yield strength.

Consider a steel plate having a through-
thickness edge crack similar to that shown
in Figure 9.13a; the plate width (W) is 75
mm (3 in.), and its thickness (B) is 12.0
mm (0.50 in.). Furthermore, plane strain
fracture toughness and yield strength val-
ues for this material are 80 MPa Vm (72.8
ksiV/in.) and 1200 MPa (175,000 psi), re-
spectively. If the plate is to be loaded to a
stress of 300 MPa (43,500 psi), would you
expect failure to occur if the crack length
a is 15 mm (0.60 in.)? Why or why not?

A small and thin flat plate of a brittle mate-
rial having a through-thickness surface
crack is to be loaded in the manner of
Figure 9.13c; the K. value for this material
is 0.45 MPaVm (0.41 ksi \/ﬁ). For acrack
length of 0.25 mm (0.01 in.), determine
the maximum load that may be applied
without failure for B = 4 mm (0.16 in.),
S=8mm (0.31in.),and W = 1 mm (0.04
in.). Assume that the crack is located at
the S/2 position.

(a) For the thin-walled spherical tank dis-
cussed in Design Example 9.1, on the basis
of critical crack size criterion [as addressed
in part (a)], rank the following polymers
from longest to shortest critical crack
length: nylon 6,6 (50% relative humidity),
polycarbonate, polyethylene terephthal-
ate, and polymethyl methacrylate. Com-
ment on the magnitude range of the com-
puted values used in the ranking relative
to those tabulated for metal alloys as pro-
vided in Table 9.2. For these computations,
use data contained in Tables B.4 and B.5
in Appendix B.

(b) Now rank these same four polymers
relative to maximum allowable pressure
according to the leak-before-break crite-
rion, as described in the (b) portion of De-
sign Example 9.1. As above, comment on

9.D7*

9.D8*

9.D9*

9.D10*
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these values in relation to those for the
metal alloys that are tabulated in Table 9.3.

Consider a flat plate of some metal alloy
that is to be exposed to repeated tensile-
compressive cycling in which the mean
stress is 25 MPa. If the initial and critical
surface crack lengths are 0.15 and 4.5 mm,
respectively, and the values of m and A
are 3.5 and 2 X 107, respectively (for Ao
in MPa and a in m), estimate the maximum
tensile stress to yield a fatigue life of
2.5 X 107 cycles. Assume the parameter Y
has a value of 1.4, which is independent of
crack length.

Consider a large, flat plate of a titanium
alloy which is to be exposed to reversed
tensile-compressive cycles of stress am-
plitude 100 MPa. If initially the length of
the largest surface crack in this specimen
is 0.30 mm and the plane strain fracture
toughness is 55 MPaVm, whereas the val-
ues of m and A are 3.0 and 2 X 107,
respectively (for Ao in MPa and a in m),
estimate the fatigue life of this plate. As-
sume that the parameter Y has a value of
1.45 which is independent of crack length.

Consider a metal component that is ex-
posed to cyclic tensile-compressive
stresses. If the fatigue lifetime must be a
minimum of 1 X 107 cycles and it is known
that the maximum initial surface crack
length is 0.01 in. and the maximum tensile
stress is 15,000 psi, compute the critical
surface crack length. Assume that Y is in-
dependent of crack length and has a value
of 1.75, and that m and A have values of
2.5 and 1.5 X 107, respectively, for Ao
and a in units of psi and in., respectively.

Consider a thin metal plate 20 mm wide
which contains a centrally positioned,
through-thickness crack in the manner
shown in Figure 9.12. This plate is to be
exposed to reversed tensile-compressive
cycles of stress amplitude 125 MPa. If the
initial and critical crack lengths are 0.20
and 8.0 mm, respectively, and the values
ofmand A are 4 and5 X 10712, respectively
(for Ao in MPa and a in m), estimate the
fatigue life of this plate.
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10° T(20 + log t,)("R—h)

Ficure 9.47 Logarithm stress
versus the Larson—Miller
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m—— T T T T T — 100 parameter for an 18-8 Mo
B . stainless steel. (From F. R.
: | Larson and J. Miller, Trans.
— ASME, 74, 765, 1952. Reprinted
I~ . by permission of ASME.)
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9.D11* For an edge crack in a plate of finite width terms of p, the tank radius r and thickness
(Figure 9.13a), Y is a function of the crack t, and other parameters subject to the fol-
length—specimen width ratio as lowing assumptions: Y is independent of
crack length, m # 2, and the original and
11 <1 _02a critical crack lengths are variable param-
W eters.
Y=——— (9.36) ) _
,_a 312 9.D13* An S-590 iron component (Figure 9.44)
W must have a creep rupture lifetime of at
) ) ) least 100 days at 500°C (773 K). Compute
Now consider a 6? mm W'f?e plate that is the maximum allowable stress level.
exposed to cyclic tensi €-COMPIESSIVE g b14* Consider an $-590 iron component (Figure
stresses (reversed stress cycle) for which - X
i : : . 9.44) that is subjected to a stress of 200
omin = —135 MPa. Estimate the fatigue life . .
. . A o MPa (29,000 psi). At what temperature will
of this plate if the initial and critical crack el
. the rupture lifetime be 500 h?
lengths are 5 mm and 12 mm, respectively. ) .
Assume values of 3.5 and 1.5 X 1012 for 9.D15* For an 18-8 Mo stainless steel (Figure
9.D12* The spherical tank shown in Figure 9.15 is MPa (11,600 psi) at 700°C (973 K).
alternately pressurized and depressurized 9.D16* Consider an 18-8 Mo stainless steel compo-

between atmospheric pressure and a posi-
tive pressure p; thus, fatigue failure is a
possibility. Utilizing Equation 9.31, derive
an expression for the fatigue life N in

nent (Figure 9.47) that is exposed to a tem-
perature of 500°C (773 K). What is the
maximum allowable stress level for a rup-
ture lifetime of 5 years? 20 years?
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A scanning electron micro-
graph which shows the micro-
structure of a plain carbon
steel that contains 0.44 wt%
C. The large dark areas are
proeutectoid ferrite. Regions
having the alternating light
and dark lamellar structure
are pearlite; the dark and
light layers in the pearlite
correspond, respectively, to
ferrite and cementite phases.
During etching of the surface
prior to examination, the fer-
rite phase was preferentially
dissolved; thus, the pearlite
appears in topographical re-
lief with cementite layers be-
ing elevated above the ferrite
layers. 3000%. (Micrograph
courtesy of Republic Steel
Corporation.)

Why Study Phase Diagrams?

One reason why a knowledge and understanding of
phase diagrams is important to the engineer relates
to the design and control of heat treating proce-
dures; some properties of materials are functions of
their microstructures, and, consequently, of their
thermal histories. Even though most phase dia-
grams represent stable (or equilibrium) states and
microstructures, they are, nevertheless useful in un-

derstanding the development and preservation of
nonequilibrium structures and their attendant prop-
erties; it is often the case that these properties are
more desirable than those associated with the equi-
librium state. This is aptly illustrated by the phe-
nomenon of precipitation hardening (Sections 11.10
and 11.11).
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Learning Objectives
After studying this chapter you should be able to do the following:

1.

(@) Schematically sketch simple isomorphous
and eutectic phase diagrams.

(b) On these diagrams label the various phase re-
gions.

(c) Label liquidus, solidus, and solvus lines.

Given a binary phase diagram, the composition

of an alloy, its temperature, and assuming that

the alloy is at equilibrium, determine:

(a) what phase(s) is (are) present;

(b) the composition(s) of the phase(s); and

(c) the mass fraction(s) of the phase(s).

. For some given binary phase diagram, do the fol-

lowing:

(a) locate the temperatures and compositions of
all eutectic, eutectoid, peritectic, and congru-
ent phase transformations; and

(b) write reactions for all these transformations
for either heating or c